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ABSTRACT 

d b local state or national 
Crime rates can be affecte y t of ~he variance in crime 
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SUMMARY 

Research on the causes of crime has often focused on the 

variables which produced the highest correlations. These are 

frequently attitutdes upon which deliberate public policy has 

little effect. An alternative would be to seek variables which 

can be more easily affected by public policy even though their 

connection with crime is less direct. This approach should not 

be confused, however, with one which asserts that causal analysis 

is irrelevant to policy analysis. Variables sometimes far 

removed from a crime are no less causal for being indirect. 

Before looking for such causes of crime, it is helpful to 

search for their loci. That is the mission of this paper. 

Crime rates can be affected by local, state, or national forces. 

This paper examines, through several methods, the amount of the 

variance' in crime rates between 1967 and 1980 attributable to 

each level. In each case, the methodology provides an estimate 

of the minimum proportion attributable to national-level forces. 

This minimum proportion varies from crime to crime and with the 

sizes of cities used in the sample. Furthermore, each of the 

methods of analysis raises its own questions and has its own 

limitations. 

Even this conservative approach allows several broad 

conclusions: During the period examined, over 50' of the 

combined cross-sectional and temporal variation in total Part I 

crime rates was attributable to national-level forces. Over 60' 
of the variance in crime rates over time was attributable to 

national-level forces. The influence of state-level forces, in 

contrast, was negligible, except in the case of voter vehicle 

theft (in which the influence of national forces was negligible.) 

It can be reasonably concluded fro. the research that future 

searches for sources of crime which can be influenced by public 

policy might profitably look at national-level forces f even 

though such a focus will be counter-intuitive for some local 
policy-makers, and the trends visible in the data suggest no 

obvious simple relationships • 
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Chapter I 
Introduction 

A decade ago, James O. Wilson documented the efforts of the 

most widely respected criminologists to examine· the causes of 

crime. 1 Unfortunately, Wilson found that such research ha~~ 

resulted in little that was useful for making public policy. He 

then proceeded to the conclusion that causal analysis by its very 

nature was destined to have little policy applicability. 

Al though by no means all researchers who studied crime shared 

Wilson's views,2 the consequences of their widespread acceptance 

in certain circles have been profound. 

In the absence of a clear understanding of causal relation

ships, policy-makers are left with little to guide action 

except the dictates of public relations. If cause and effect are 

unknown, the steps which will have an. effect must also be 

unknown. Nevertheless, policy recommendations ~ be made 

and policy steps ~ be taken. It is one of Wilson's complaints 

that in the absence of indications of what should be done arising 

from their research, social scientists have made recommendations 

based on beliefs derived from the general climate of opinion in 

their intellectual and social circles. 3 Wilson recommends as an 

alternative, that policy analysts concentrate on a few policy 

instruments available to a government, which can "manage to a 

degree money, prices, and technology, and ••• can hire people who 

can provide within limits either simple (e.g., custodial) or 

complex (e.g., counseling) services •••• A policy analyst would ask 

what feasible changes in which of these areas would, at what 

1 James O. Wilson, "Crime and the Criminologist, "(.in Seymour 
L. Halleck et al, eds., The Aldine Crime & Justice ~~ual~ 1974, 
(Chicago, Ill.: Aldine Publishing Company, 1975.) . 

2See for instance, Daniel Glaser, "A Review of Crime
Causation' Theory and Its Application" in Norval Morr~s and 
Michael Tonry,eds, Crime and Justice: An Annua~ ReVlew of 
Research, Volume I (Chicago, Ill.: University of Chlcago Press, 
1979. 

3 Wilson, 1974, pp. 462-463. 
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cost (monetary and non-monetary), produce how much of a change in 
the rate of a given crime.,,4 

Although Wilson's own emphasis in the mid-seventies seems to 

have been on deterrence (a phenomenon obviouSly dependent upon a 

complex set of causal relationships), 5 probably the most influen

tial set of policy recommendations arising as a logical extension 

of Wilson's remarks concern selective incarceration. 6 The 

influence has not been confined to the generation of a lot of 

studies. A number of states and local jurisdictions have ini

tiated policies intended to implement selective incapacitation. 

Recommendations in this area are attractive to many actors in 

criminal justice system because they offer not just a guide to 

action, but a guide to action appropriate for criminal justice 

agencies. Broader proposed causes, such as poverty, unemploy

ment, and family instability, even when they suggest a Course of 

action, often require actions beyond t~e purview of criminal 

justice agencies--the agencies normallY~thou9ht of as the ones 
which should "fight" crime. 

Rational proponents of the kinds of policy recommendations 

based on Wilson's perspective do not assert they are panaceas. A 

typical view of selective incarceration is that, although the 

deterrent value is unknown and no rehabilitative effect is 

claimed, at least criminals who are incarcerated cannot commit 

crimes while they are in prison. Needless to say, even agreement 

along these lines leaves ample room for .criminologists, policy

makers, and the general public to argue about just who should be 

4Wilson, p. 460. 

SSee, for ipstance, his remarks in Chapter 8 "Courts and 
Corrections" in the 1975 edition f J 0 . ' o ames • Wllson, Thinking 
About Crime (New York, New York: Basic Books, Inc., 1975), pp. 162-182. 

. ,6The list of studies is extensive and growing. For a 
blbllo~raphy, see Jacqueline Cohen, "Incapacitation as a Strategy 
for Crlme Contr~l: Possibil,ities and Pitfalls" in Michael Tonry 
and Norval Morrls, eds., Crlme and Justice: An Annual Review of 
~esearch, Vol. 5 (Chicago, Ill.: University of Chicago Pre~s 9a3). 0;. , 
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incarcerated and how t~ write laws which will not give life 

sentences to chronic but petty thieves. 

The complaints about causal analysis do not constitute a 

real rejection of the notion of causality, or even of the use of 

causal analysis in .deciding what steps policy-makers can take. 

It is merely an assertion that other causal analyses have not 

produced results that suggest effective action criminal justice 

agencies (or perhaps any agencies) can take. In endor sing 

policies of selective incarceration, Wilson and his followers 

have, in fact, merely seized upon one obvious causal relationship 

and asserted that, in the absence of anything better, it suggests 

one way to combat crime. 

There are some disadvantages to working only with the most 

obvious and immediate causal re1ation~hips. Although the worst 

problems and fallacies are usually avoided by serious researchers 

on criminal justice issues. they have a serious effect on policy 

debate. 

A dearth of "obvious" causal relationships or of convictions 

about how they might be affected is usually not the primary 

limitation on policy-making in criminal justice. Tl\ere are a lot 

of "obvious" causal relationships (usually involv!ing punishment) 
/~ . 

that most people feel pretty certain about, and there are conse-

quently many policy steps which most people feel would almost 

certainly have a significant impact on crime if ,only the steps 

could be taken. However, there are reasons they cannot be 

taken. Few people, for instance, would doubt that chopping off 

the hands of shoplifters would greatly reduce the incidence of 

shoplifting in the United States today. But there are many 

people left in American society (some of whom are not shop

lifters) who believe that penalty is disproportionate to the 

crime, and there are other people who can be persuaded that) a

large population of handless people might prove to be an economic 

liability. 

Similarly, OJ,lr severe drug problems could be curtailed not 

by ineffectual efforts to interdict supply lines, treat those 

addicts who are willing to be treated and punish unrepentant 

I 

) " 

r 

" 

offenders who are caught: but by contamination of supplies. 

Introduction into ille9al drugs of substances which, upon inges

tion, produced immediate convulsions followed by agonizing death 

would quickly reduce the population of drug abusers by attrition 

if not through deterrence. Moreover, few innocent people would 

be hurt, and offenders would not overload our court calendars or 

overcrowd our ja i ls and prisons, which would be left free for 
handless shoplifters. 

The point is that there is a limit to the severity of the 

policies which the American people will support, even if the 

policies are effective. Refusal to consider any approaches to 

the control of crime except the most "obvious" approaches, which 

often involve ever more punitive policies, can simply be 

impractical as a long-term strategy for fighting crime. There 

are, of course, those who, in the face of the conviction that 

"nothing works" feel government should limit itself to 

facilitating whatever punishment which will provide them with the 

most thorough catharsis.' They don't need causal analysis. 

Wilson st,ops short of recommending that no one engage in 

causal analysis. He concedes that academicians can quite pro

perly continue to pursue causal analysis, but his remarks clearly 

imply that this is an ivory-tower activity. "Causal analysis 

attempts to find the source of human activity in those factors 

which themselves are not caused--which are, in the language of 

sociologists 'independent variables.' Obviously nothing can be a 

cause if it is in turn caused by something else: it would then 

. 'I do not wish to imply that Wilson is of the purely 
~lsceral scho~l of crime fight.ing. He clearly recognizes that 

we .do no~ Wl~!t to reduce cr1me to the exclusion of all other 
cons1deratlons. Moreover, he does not bear a responsibility 
for. thos~ who~e ~otion of policy is simple vengeance. I do 
bel1eve d1ssem1natlon of a more sophisticated view of the nature 
of ca~sal relationships would make the arguments of such people 
less 1ntellectually compelling, even if it had little effect on 
tt:ae cem~tionalwellsprings of their recommendations. The quota
t10n 1S from James Q. Wilson, ed., Crime and Public Policy (San 
i~;~Cisco, CA: Institute for Contemporary Studies, 198)'), p. 

-4-
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only be an 'intervening variable.' But ultimate causes cannot 

be the object of policy efforts precisely because, being ulti

mate, they cannot be changed."S 

The parody of causal analysis inherent in the above remarks 

is extreme. An occasional researcher may have imprudently used 

the phrase "ultimate cause," but the most recent ultimate cause 

with any intellectual respectability was probably Aristo~le's 

* Unmoved Mover. 

All of this could be dismissed as a quibble about some 

definitions, except that the conceptual confusion which allows 

some researchers or policy-makers to assert that they are 

eschewing causal analysis can lead to the neglect of important 

areas of research and, ultimately, important policy initiatives. 

The research undertaken in subsequent chapters of this paper 

cannot be justified without some understanding of where it fits 

within the larger enterprise of causal resear~h, and thus within 

the smaller enterprise of policy research. It seems prudent to 

outline the perspective underlying the research, even tho~gh that 

perspective is not at all rare in most areas of political 

science. It will then remain only to note the applicability of 

that perspective to policy research in criminology.9 

One classic discussion of causal analysis in political 

science highly relevant to the perspective of this study is 

contained in The American Voter. 10 The authors propose that 

the readers think in terms of a "funnel of causality" in which a 

SWilson, "Crime and the Criminologist," p. 459. 

*In contrast, the Judeo-Christian God although usually 
conceived of as a creator, is believed to be moved by human 
actions (prayer, for instance), and thus does ~ qualify as an 
"Ultimate" cause which "cannot be changed." 

91 am by no means the first to have att~mpted t~ ~ombat a 
naive view of the application of ca~sal .analys.ls t~ crImInology. 
See, for instance, Daniel Glaser s dISCUSSIon In Glaser, Ope 
cit. 

10 Angus Campbell, Philip E. Converse, Warren E. Miller, 
Donald E. Stokes, 'l'he American Voter (New York, ifew York, John 
Wiley and Sons, Inc., 1960), pp. 24-32. 
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broad range of variables affect a smaller number which in turn 

affect a yet smaller number, and so on, until ultimately only a 

few have what may be conceived of as a direct effect on the 

phenoaenon under study, the "dependent variable." In general, 

those variables near the mouth of the funnel will tend to have 

smaller measurable effects on the dependent variable than those 

which are close to the tip. 

The funnel is far from the only metaphor available to illus

trate the nature of causal connections. Because any independent 

variable is likely to have multiple connections to other indepen

dent variables, the relationships may be thought of as 

constituting a network.* Picking anyone variable and following 

others it affects until the dependent variable is finally reached 

produces a chain. Por convenience, people then speak of 

"independent," "intervening," and "dependent" variables. It must 

be emphasized, however, that the choice of words is only a 

convenience a.ant to reflect the role the variables are playing 

within a particular discussion. In fact any variable which has 

effects (which is to say, any variable at all) can be thought of 

as "independent," and any variable which is affected by others 

(which is to say, any variable at all) can be thought of as 

"dependent." 

It follows that all variables are also "intervening" among 

other variables. Furthermore, the label of "direct" cause is 

only a convenient shorthand used to indicate that no further 

intervening variables will be considered. Between virtually any 

two variables, sufficient imagination can produce an intervening 

variable. As an example, pulling a trigger may be thought of as 

a direct cause of a gun firing, but of course. all of the physical 

responses of the gun and all the chemical reactions which lead 

to the explosion of the firing powder intervene between this 

"direct" cause and its result. Th~ biologist, physicist, and 

social scientist would each choose to study (and to ignore) 

different sets of variables in deciding "why" the gun fired. 

*Por anyone who has attempted to sort out the connections, 
the phrase "can of woru" comes to mind. 

-6-
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Each might also choose to concentrate upon a different variable 

in attempting to control the firing, but none need think of the 

var iable he wants to affect as an "ultimate" cause. Note also 

that controlling the firing might, depending on the circum

stances, be most easily done by controlling a variable far 

removed from what any of the scien,t'lsts would think of as a 
. , 

"direct" cause, and some "direct,"causes (e.g., the preSience of 

oxygen) might be quite hard to control. What everyone wou:1d see 

as indirect is no less a cause, and no less important, for being 

indirect. 

Policy analysis inevita~.ly involves causal analysis. Any 

rational policy is the result of some causal analysis or 

assumptions, no matter how primitive. The trick is to find 

variables in the funnel of causality, or on the causal chain, 

which policy-makers can influence and which in turn have an 

appreciable influence on crime. In focusing on chronic 

offenders, criminaljustice policy-makers have recently tried to 

pick causes which are far down the funnel. (The same, in fact, 

was true of the authors Wilson criticized. As he notes, "All 

made attitude formation a key variable. ull Unfortunately, that 

focus does not accomplish enough to allow us to stop the search 

for other effective policies and variables they can influence. 

We are left for the moment with the same dearth of usable 

analysis that Wilson lamented, and with policies which even their 

authors assert are at best stop-gap measures and at worst im

possible to adopt within the American legal and political system. 

We need to improve, not abandon, causal analysis.'/ But some 

very competent people have been frustra~ed in the search for 

"direct" and indirect causes which are amenable to ,policy direc

tion. That was the stimUlus for Wilson's comments. 

Since it seems so hard to make progress under perspectives 

,Ycriminologists now have, it,' may prove helpful to back up a few 

steps. Instead of leaping rigltt in to the search for causes, and 

llWilson, "Crime and the Criminologist," p. 458. It may be 
objected that attitude formation is not far down the funnel, put 
attitudes surely are. 
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imm d' e lately seeking the most "direct" , 
hel f 1 ' causes Posslble, it ma b 

p,u to galn some information about y e 
information which can be 'f where causes c('Ime from, 

In erred from a broad exam ina ' 
effects. The reader w'll d' tlon of 

1 lscern that, having argued the need 
for causal analysis, I intend 

to engage in what could be called 
pre-causal analysis. In the 1 

d ong run that may suggest more 
pro uctive approaches to the problem, even if they are ind' * 

In the fOllowing pages, instead of lrect. 
causes I have ex ' searching directly for 

" amlned some patterns which are visible in cer-
taln of their effects Th' 

, •. lS approach is consonant with . 
Glaser s observation that"~he f' t ' Daniel 

~ lrs step ln trying to d 
complex phenomena is to d ' un erstand 

. escrlbe them a d th 
their variations. "12 n ereby to classi fy 

The fOllowing chapter consists of 
a broad look at t 

C":rime rates between 1967 and 1980. rends in 
, Chapter Three consists pri-

mar lly of an attempt to apportion the va' ..' , 
among national state d 1 rlance ln crlme rates 

, ,an ocal levels. The r 1 
apportionment, and the limi~at" esu ts of that 
apparent a8 it lons ln the method which become 

proceeds, highlight some di t' , .. 
cross-sectional analysi d s lnctlons between 
and lead l'n Ch t s an the analysis of change over time, 

, ap ers FOur a d F' 
changes over t' n lve, to a separate examination of 
sources of ca lme. ,In all cases, this study emphasizes the 

usal varIables, and leaves the d' 
what those i lSCOvery of exactly 
_____________ v_a_r __ a_b_l_e_s are to other researchers. The utility, and 

*Tb ' e anClent alcheaists futil 1 
an attempt to create wealth by t e, Y expended vast efforts in 
gold. Those who. stepped back ~~nlng materials directly into 
learned things about chemistry aWhI~h fr~m ,the immediate endeavor 
w~;alth than the ancient alchemists c uldtlmately produced more 
analogy is offered for the benef' ou have dreamed of. This 
repetition of a not quite a l' lt of those who could not bear 
concerning forests and tree:: lcable and utterly exhausted cliche 

120 ' anle1 Glaser "The Cl 'f' 
Offenders, II in Handbook 0 a,s~l l~ation of Offenses and 
(Ch~cago, Rand MCNally l§f741r Imln010t Y , D~nie1 Glaser, d 
Chalken, "Crime Rates ~ d th ,c~ap ., Clted in Chaike: " 
PUb1fc Po1icr, James Q. :ilson~ !~t'lve Cr~minal,", in Crime and 
Studles, San FranCisco, Ca., 1983.)·' Instltute for Contemporary 
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the frustrations, of this approach will be discussed in the 

Conclusion. 
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Chapter II 
Overview--National Trends 

/ 

Almost everyone has opinions about causes of crime, but all 
who have seriously studied the problem agree that we cannot 
usually identify the causes of the crime rate in a given juris
diction with any great precision. At any level, we can neverthe
less see certain patterns, presumably resulting from whatever the 
causes are. I am concerned at this point in the discussion 
primarily with changes over time at the national level. Informa
tion about such changes is quite pedestrian, but most people have 
a very imprecise notion of what changes have occurred. "Everyone 
knows," for instance, that crime increased tremendously during 
the 1970' s. And "everyone" is right. Between 1967 and 1980, 
the reported number of Part I offenses increased from roughly 
30 to 60 crimes per thousand people, almost exactly doubling. 
Among individual Part I crimes, rapes increased at the greatest 
rate, from .140 to .369 per thousand, or 160 per cent. Even 
auto theft, which increased at the lowest rate, jumped from 3.34 
to 5.0 per thou.and, or 50 per cent. But the long march upward 
was not an unbroken one, and the breaks make things interesting. 

There~~orted Part I crime rates in the United States between 
1967 and: 1~!80 aJ;'e illustrated in Graph 11-1. This is not an 

j.' 

uncommon ,graph, and it even pops up from time to time on the 
, ;~. 

evening tel~vision news. The graph is obviously dominated by the 
increase in crime. However, it would be a serious mistake to 
overlook the dips occurring in 1972 and 1977. Those dips may 
seem to be random b~ips on a graph which, after all, has only 14 
data points. Certainly the evening news pays no attention to 
them. However, there is nothing random about them. They are 
produced by ,systematic differences in the behavior of thousands 
of people. The word systematic is used purposefully. Random 
differences on an individual level would produce relative 
uniformity or absence of movement on an aggregate level. Thus in 
this most simple-Ilinded of graphs can be seen the effects of 
powerful forces, affecting not just the general rise in crime 
rates, but cessation or reversal of the rise at certain points. 
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GRAPH 11-1 

NATIONAL PART I CRIME RATES 
~ 
H 
i 
t 

60 

58 
" 11 

~ 
f: 
h 

£ 

~ 56 

~ 54 
s 
~ 
" ~ 
~ 
J. 

.>. N 
~ , 

rn 
p 52 
0 
b: 50 
foe 

48 
P: 

~ , 
I 

~ 46 
p. 

44 
f1l 
~ 
)J 

42 
t-4 40 P: 
U 38 
t-4 

36 
foe 
P: 34 

~ 

1987 1988 1989 1970 1971 1972 1973 1874 19~~ 1978 1977 1978 1979 1980 

Year ::~ 

, 
~, 

,~;'\ \~ 

." , 
" . , 

- .' ~'.:: 

,,~ ,~.'l . \ . '\ 

·i· . 
• t'~. ", ' 

,i! 
i 

I 
<, 

.... "'f. .... ~ I 

4 
~ 
st 
,~ 
1 
'~ 
t. 

~ 
J, 
:t j 
t 
~ 
J 

, 

• 

, 

. , 

;j,.: 

, 



--~----- ---
-~-~- ----- - , 

ff 

~ 
Ii 
ii 

[; 

I 
I , 
rt 
1, 
f; 

k .I 
p 
i, 
i' 
k 

k 
! 

" j; 
~ 

C \ r • L 

~ II 
~ 

, 
I 0 .r: 

" E-t E. I ... 
f It 

i PI 

I II ... i • 
1 " ... , 

:2 

·"1 

0.105 r 
0.1 

0.095 

0.09 

0.085 

0.08 

0.075 

0.07 

.. 

GRAPH 11-2 

NATIONAL MURDER RATES 

! 
i 

0.085 I 

O.O:·~--~--------~--~--~--~----------------~--~~.--~-~ 
1887 1988 1888 1870 1871 1972 1973 1874 1875 1878 1977 1878 1878 1980 

Year 

o 

, 
" " > r ·-·It \ . , 

, 

•• I 

, 
\ 

P'I , 
.... , 

,( , 
~ 
~ 
1, 
A n 
j 

~ 
i 

i 
~ 

f 
t , 
~ 
\ 
i 

! 
f 

• 

,'\, 
J . , 

. 
, 

t. 

. ' 
.l'l.,,, , 

() 

, 



F 

:( 

Examination only of the total of all Part I crimes taken 

t0gether calli be misleadin9. The size of the fi9ure which 

measures Part I crimes each year is dominated by the number of 

larcenies, simply because there are more larcenies than any other 

type of Part I crime. However, the sense that somethin9 systema

tic is takin9 place can be increased by examinin9 such other 

crimes as murder, rape, robbery, and bur91ary over the same 

period. They are presented in 9raphs 11-2 through II-S. 

The first instinct of many who work in criminal justice when 

confronted with some irre9ularity in data is to look for changes 

or peculiarities in reportin9 procedures. This is an instinct 

learned throu9h bitter experience, but if not properly disci-. 

plined it can lead to i9norin9 important patterns. In the first 

place, changes in reportin9 patterns can in themselves be impor

tant. If national policies are causin9 the changes, that should 

be widely known and disseminated. If local policies are causin9 

the changes, it needs to be explained why they are workin9 toge

ther in such a way as to produce aggre9ate differences at the 

national level. More importantly, however, it would be a serious 

mistake to i9nore, simply because of assumptions about reportin9 

practices, a social, economic, or political force which could be 

causin9 the change. 

As noted, this pape~ will resolutely avoid the temptaton to 

analyze the nature of forceti· that move the populace, but will 

point out when they exist and try to specify their locatiop. In 

the cases examined here, mere reportin9 differences do not seem 

to explain very much, and the theory that the trend is just 

showin9 random ji99les explains nothin9 and is untenabl! to 
.', 

boot. If the ji99les were random, they should not show up in 

such diverse crimes as those illustrated. 

The notion that dips in the crime rate between 1967 and 1980 

occur at random is further undermined by examinin9 trends in 

different par·:ts. of the country. If dips'were random, they should 

not occur in different parts of the country at the same time. 

Graph 11-6 indicates that they do. In fact, Graph 11-6 is some

thin9 of a show-stopper. The lines on the 9raph represent Part I 
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Chapter II 
Overview--National Trends 

--------

Almost everyone has opinions about causes of crime, but all 
who have seriously studied the problem agree that we cannot 
usually identify the causes of the crime rate in a given juris
diction with any great precision. At any level, we can neverthe
less see certain patterns, presumably resulting from, whatever the 
causes are. I am concerned at this point in the discussion 
primarily with changes over time at the national level. Informa
tion about such changes is quite pedestrian, but most people have 
a very imprecise notion of what changes have occurred. "Everyone 
knows,· for instance, that crime increased tremendously during 
the 1970·s. And "everyone- is right. Between 1967 and 1980, 
the reported number of Part I offenses increased from roughly 
30 to 60 cr imes per thousand people, almost exactly doubling. 
Among individual Part I crimes, rapes increased at the greatest 
rate, from .140 to .369 per thousand, or 160 per cent. Even 
auto theft, which increased at the lowest rate, jUJllped from 3.34 
to 5.0 per thousand, or SO per cent. But the long march upward 
was not an unbroken one, and the breaks make things interesting. 

The reported Part I crime rates in the United States between 
1967 and 1980 are illustrated in Graph 11-1. This is not an 
uncommon graph, and it even pops up from time to time on the 
evening television news. The graph is obviously dominated by the 
increase in crime. However, it would be a serious mistake to 
overlook the dips occurring in 1972 and 1977. Those dips may 
seem to be random blips on a graph which, after all, has only 14 
data points. Certainly the evening news pays no attention to 
them. However, there is nothing random about them. They are 
produced by systematic differences in the behavior of thousands 
of people. The word systematic is used purposefully. Random 
differences on an individual level would produce relative 
uniformity or absence of movement on an aggregate level. Thus in 
this most simple-minded of graphs can be seen the effects of 
powerful forces, affecting not just the general rise in crime 
rates, but cessation or reversal of the rise at certain points. 
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Examination only of the total of all Part I crimes taken 
together can be misleading. The size of the figure which 
measures Part I crimes each year is dominated by the number of 
larcenies. simply because there are more larcenies than any other 
type of Part I crime. However. the sense that something systema
tic is taking place can be increased by examining such other 
crimes as murder. rape, robbery, and burglary over the same 
period. They are presented in graphs 11-2 through 11-5. 

The first instinct of many who work in crimin~l~ justice when 
confronted with some irregularity in data is to look for changes 
or peculiarities in reporting procedures. This is an instinct 
learned through bitter experience. but if not properly disci
plined it can lead to ignoring important patterns. In the first 
place. changes in reporting patterns can in themselves be impor
tant. If national policies are causing the changes. that should 

be widely known and disseminated. If local policies are causing 
the changes. it needs to be explained why they are working toge
ther in such a way as to produce aggregate differences at the 
national level. More importantly. however. it would be a serious 
mistake to ignore. simply because of assumptions about. reporting 
practices. a social. economic. or political force which could be 
causing the change. 

As noted. this paper will resolutely avoid the temptaton to 
analyze the nature of forces that move the popu14ce. but wi 11 
point out when they exist and try to specify their location. In 
the cases examined here. mere reporting differences ~ not seem 
to explain very much. and the theory that the trend is just 
showing random jiggles explains nothing and is untenable to 
boot. I f the jiggles were random. they should not show up in 
such diverse crimes as those illustrated. 

The notion that dips in the crime rate betw~en 1967 and 1980 
occur at random is further undermined by examining trends in 

different parts of the country. If dips were random. they should 
not occur in different parts of the country /at the same time. 
Graph 11-6 indicates that they (<)0. In fact!: Graph 11-6 is some
thing of a show-stopper. The lines on' the graph represent Pa.rt I 
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NATIONAL BURGLARY RATES 
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GRAPH 11-6 

PART I CRIMES 
NATIONAL, A'NO IN 5 REGIONS 
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crime rates at the national level (which is somewhere in the 
middle) and in the Northeast. Middle Atlantic. South. Southwest. 
and West. * The states were grouped into regions solely on the 
basis of geographic contiguity. and no great effort was made to 

make the groupings sociologically significant. Nevertheless. 
the regions shown are very different. ranging from the effete 

Northeast. where crime rates are lowest. to the wild West. where 
they are highest. They contrast areas of economic decline and 

economic growth. of population increases and population stagna-
tion. The differences in crime rates are actually quite 
extreme. Yet when crime rates in the different regions change. 

they tend to change together. with a degree of uniformity which 

catches the eye. Actually. there is more to the apparent uni
formity than meets the eye. as subsequent analysis will show. 
For the moment. it is enough to note that. different as the 
regions obviously ate from each other. they respond tp something 

in very similar ways and at the same times. 
Charts 11-7 through 11-9 show that the regions exhibit very 

similar patterns on a diversity of crimes. although the uni

formity breaks down in motor vehicle theft. It would be expected 
that the uniformity would break down to some extent as smaller 

units were compared. Nevertheless. individual states also seem 
to follow the national pattern quite closely. as illustrated in 
Graph 11-10. Even individual jurisdictions show a tantalizing 

degree of conformity. as illustrated in, 11-11. ** Looking ,at such 

* States were grouped as follows: Northeast--CT. MA. ME. MS. 
NH. RI. VT: Mid-Atlantic--DE. MD. NJ. NY. PA: South--AL. AR. FL. 
GA. KY. LA. Ne. SC, TN. VA. WV: Southwest--AZ. NM. OK. 43: 
Midwest--IA. IL. IN. KS. MI. MN. MO. 08. PA: West--AK. CA. HI. 
NV. OR. WA: Northern Midwest--CO, ID. MT, NB, ND, SD, UT, ~Y. 
All the regions showed similar patterns. They are nqt all 
illustrated because showing them would give no additional useful 
information. and because only so much can be crammed on one 
graph. Partly for the same reasons, the lines are not labeled. 
The graph is only only meant to illustrate broad general trends 
and this study will not attempt to analyze regional differences. 

**The preceding graphs are only illustrative of broad 
tr~nds. Had it been necessary to try to draw precise conclusions 
from them I would have taken greater care in deciding on regional 
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GRAPH 11-7 

ROBBERY 
4.5 NATIONAL. AND IN 5 REGIONS 

4 

3.5 

3 

2.5 

2 

1.5 

" 

1 

0.5 

0 

1967 1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 

Year 

o 

I' _ ' ",.' • ,~ ,q) 

, 
C\ 
~ , 

'j 
'I 
" , 

" .... , ;,~ 

"" 

./ 

•• 1v 

':"-, 

, 



r p .. 
, 

I 
f 

, , 
t 

'1 

c 
z « 
I/) 
:J 
o 
::t: 
f-

a:: 
l.a.J 
a.. 
I/) 
l.a.J 
~ 

• 
6 

, GRAPH 11-8 

BURGLARY 
NATIONAL. AND IN 5 REGIONS 22 ----------__ __ ____________________________________________________________ ~ 

21 

20 

19 

18 

17 

16 

15 

14 

13 

12 

1 1 

~ 10 

9 

8 

7 

~ 
~ " I'· _1, 
~'~----~-----~----------------~--------------~~--------------~----~----_4 
1967 1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 

Year 

", 
i ,,' ,. . '., 

"(',',,",;0" ,,' 

./ 

, " '. 

I ~ 
0 ~ 
N ~ I 

ff 
~ 
I , 

" , 

• ."; 

" ,: 
i 

.. 

,', 

, .; 

~' 

" 

.. ..-. -

/' ';" 

il,~~ ~ 
;.. 

., ., 
J"f •. 



~-~-. _.----r""""-, -------...... ------------------

-------~.""""-

I 
i 
N 
~ 

':' 

~ 
C l! , Z « 

f 
(I) 
::l 

~ 

I 
0 
J: 
t-

o:: 
w 

I 
Q. 

(I) 
W 
~ 
0:: 
0 

• 
.. 

GRAPH 11-9 

MOTOR VEHICLE THEFT 
9 

NATIONAL. AND IN 5 REGIONS 

8 

7 

6 

5 

4 

3 

2 ~--~r---~--~r---~--~r_--~--~~--~--~r_--~--~r_--~--~ 
1967 1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 

Year 

" ,. I 

.~ , 

\ 

~1 • 

, 
\ 
~, " 

; 

I 
I 
~ 

n • 
~ 
1\ 
.~ 
'i 
~ 
,1 

~ 

" l 
~ 

I ~ 
r-4 

I ("II 

I 

i 

, 
11-" .. : 

\ 
/ 

• 

i) ,1 

, 
\ '0 

--
~ 

, 

" ' 



F .. 

f 
I 

.•. J. 

f 

I 
"" J 

i 
I c 
~ z 

I 
~ 

.r. ::l 
0 
~ 

f 0: 
l&I 
Q. 

UJ 
l&I 
::2 -0: 
0 

\ 

1 

(i \ 

'. 

. , 

• 
• 

GRAPH 11-10 

PART I CRIME RATES 
u.s. AND SELECTED STATES 
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GRAPH II-II 

PART I CRIME RATES 
u.s. AND SELECTED CITIES 
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Aside from a difference in the units of analysis (Stokes 
examined Congressional Districts.), Stokes' examination of voting 
and turnout patterns precisely parallels the examination we wish 
to make of crime rates. In his analysis, Stokes was able to 
find, for instance, that in the decade stretching from 1952 to 
1960, 32 percent of the variance components in the two-party vote 
were attributable to national-level forces, and 49 percent were 
attributable to local-level forces. In contrast 86 percent of 
the variance components in turnout in general elections was 
attributable to national forces while only 6 percent was attribu-

table to local forces. 2 It will later become apparent that 

Stokes' methodology does not tell us all we would like to 
know about patterns in our data, but as an early cut at the 
problem, it is instructive to simply apply the same methodology 

to crime rates. 
The initial sample subjected to variance components analysis 

and discussed here consisted of 581 jurisdictions selected in the 
following manner: From the populat.ion of jurisdictions upon 
which Uniform Crime Report (UCR) data gathered by the FBI was 
available over the period from 1967 to 1980, a sample of up to 20 
jurisdictions with a population of 10,000 or over in 1967 was 
randomly selected from each state. If fewer than 20 juris
dictions met the qualifications in a given state, whatever number 
did meet the qualifications was accepted. There was one further 
condition--that no jurisdiction could be included unless some 
other jurisdiction in the same state also met the other condi
tions. The requirement of at least two jurisdictions from each 
state was necessitated by the form of the equations used in the 
analysis, which would result in division by zero if there were 

not at least two jurisdictions from each state. 
It has become a tradition approaching the level of ritual 

for cr iminal just ice researchers to lament the sorry state of 
crime data. While the desire for perfect data is understandable, 
such data are seldom available anywhere in the social sciences. 

2Stokes, pp. 75-76. 
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In the case of the data used here, no ritual of lamentation is 
justified. William Bowers and Glenn Pierce, working in coopera
tion ~ith the Inter-University Consortium for Social Research, 
have gathered UCR data on local jurisdictions into a single 
machine-readable dataset, from which most of the data used here 
have been drawn. The dataset does have limitations long noted 
as inherent in UCR data, and no one should have faith that 
reports from any single jurisdiction accurately reflect true 
crime rates to the third decimal place (or even the first). We 
are here. looking, however, at aggregate data and aggregate trends 
which would not be altered appreciably even with quite a few 
changes in reports from individual jurisdictions. 

It is necessary to emphasize that there are certain effects 
which must be expected to result from the fact that UCR data are 
only indices of true crime rates, and inevitably imperfect ones. 
Local definitions and coding practices change despite (and 
sometimes because of) the best efforts of the FBI to standardize 
practices, boundaries change, digits get mistyped, and sometimes 
reports reflect political or management decisions which result 
in heavier reporting of one crime or another. Within the 
analyses in this paper, in almost every case, the resulting 
inaccuracies can only have the effect of increasing the apparent 
amount of variance on the local level. 

Local effects, then, should simply be understood to include 
such variations an~ reporting inaccuracies. Conceivably, 
state-level changes could result in reporting changes in juris-' 
dictions throughout a given state, but, as we shall see, indepen
dent state effects are small enough to make such events seem 
unlikely to be of importance. A change in definition by the FBI 
should increase apparent national-level effects, but there are no 
sudden charges in trend lines which can reasonably be attributed 
to such a change. In short, most errors appear to be those which 

would result in an over-emp.hasis em local effects. Whatever 
national effects appear in the data (wbich are indices of crime 

// 
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rates) are therefore, if anyth~ng, smaller than those really in-
herent in crime rates. 3 0 

An exce~tion to this might occur if nationwide concern about 
a crime results in rises in reports of the offenses even though 
the crime itself may not be increasing. As noted, this paper 
will not attempt to. discover cause~ of changes in the indices, 
but in such an instance the cause of change in the index would in 
itself be a very interesting subject of study rather than merely 
something which clouded analysis. 

Obviously, the sample described above did not approach being 
a random sample which could be considered representative of every 
jurisdiction in the United States. Furthermore, it is entirely 
possible that jurisdictions which sent UCR reports in every month 
for 14 years differed in unknown but important respects from 
those which did not .. 

We can only measure with data which exists, and it is not 
necessary to be too discouraged about the sample. Jurisdictions 
which met criteria for inclusion in the sample contained about 
38 percent of the population of the United States in 1967, so 
even if we can only clai·;,;~ the sample is representative of a 
portion of the United States, it is no negligible portion.* 

3In Forecasting Crime Data, James Fox also discusses why UCR 
data are good enough to be useful for his analysis. Because Fox 
used the data only to examine time series, he did not need to 
give cautions about the sources of local variance which I have 
given aoove.· See James Alan Fox, Forecasting Crime Data (Lexing
ton, MA, Lexington Books, 1978), pp. 7-8. 

*Selection of a different set of years or even a slight 
, relaxation of the requirement that all UCR reports be available 

could increase the proportion of jurisdictions represented, but 
such actions would decrease the (already too few) years available 
for analysis, and add doubts about the meaning of the data in the 
sample. They would be unlikely to affect results significantly. 
I also made no attempt to remove from the \~sample jurisdictions 
which were obviously outliers, either because of differences in 
reporting practices or unusual behavior patterns. This was 
partly an effort to leave the sample with as much integrity as 
possible, but there is no doubt that the local effects appear 
more important under this practice than they would after a little 
judicious pruning. Avoiding such pruning was consistent with the 
general approach in this paper of confining as many of the 
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The results of performing a variance components 
each of six Part I crimes and on all Part 

analysis on 
I crimes taken together 

are presented in Chart 111-1. 

Three broad observations can be made immediately: 

1. !he infl~en~e ~f ~ational forces on rates of some crimes 
ln most Jurlsdlctlon. is appreciable. 

2. The influence of state-level forces is not very large. 

3. Different crimes show different patterns. 
That is as much as can be said on the basis of 
presented so far. The what has been 

attern of results also serves 
~ome weaknesses in the method. The weaknesses severely 
lnferences which can be made, and consideration of them 
to be an integral part of subsequent discussion. 

to reveal 
limit the 
will have 

For purposes of this analysis, the absolute size of a vari
ance component is of no interest. What l'S of 

interest is the 
relative size for a given crime of the national, state, and local 
components. It is the relative sizes which are given in Graph 

I~I~I. As can be seen burglary and larceny exhibit fairly 
slmllar patterns, and in each the influence of natio~al forces 
appears to be about the same size as that of local forces. In 
contrast, the influence of local forces is clearly predominant in 
rape, robbery, and auto theft. Simple and clear as all this may 

~eem, the graph masks a swamp of pitfalls and complications, and 
lt cannot be negotiated without first making a journey through 
the dry landscape of methodological considerations. 

If a crime is infrequent, the crime rate will always be 
near zero, even if the rate doubles or triples from one year to 
the next. Consequently, the absolute size of the variance in the 
crime rate will be small, even if the varl'ance l'S 

large relative 

effects of sampling error as possible to the local level 
In gene~al, later research refining what is done here will 

~:~~i~::!~:t:~::!:~:::~m~tsfr~ a~~1~::e=:el r~:~:~::~antSiV~: 
come from extension of analys~s to y~:~ns ~~~~n~bvll~~S ga~nt will 
these,years were not available when this study began ·but ~ a on 
:~:l'lPalbelrecef arel textending their work, so such dat~ ShOU1~we~: 

or a er researchers. 
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to the rate. In contrast, the variance in a more frequent crime 

(say, larceny) will be absolutely high, since a change of a few 

percentage points in the rate will result in a large difference 

in the size of the rate. For example, if the rate of rapes is .15 

per thousand one year and doubles the next, it becomes .3 per 

thousand--a very small variation. If the rate of larcenies is 15 

per thousand and goes up ten percent, it goes up by 1.5 per 

thousand, or ten times as much as rape did. In the real world, 

the larceny rate is not going to double in a year, except in the 

tiniest of jurisdictions. We reduced the probability of that 

happening in any of the sampled jurisdictions selecting only 

jurisdictions with a population of at least 10,000. Similarly, 

the rate of rapes is not going to increase drastically at the 

national level from one year to the next. However, it would not 

be too rare to have the rate of rapes in a jurisdiction of .10,000 

double. One rapist might cause that. In other words, rare 

crimes are likely to have variances across jurisdict.ions which 

are proportionately large although absolutely small. 

In statistical terms, this means that the variance in the 

rate of rapes is likely to be large relative to the overall rate 

at the local level. In contrast, the variance in rape rates will 

not be unduly large at the national level and variance in 

larcenies is unlikely to be large relative to the rate at either 

the national or the local level. Since the variance components 

analysis used in this paper compares local and national varia

bility, we can generalize to say that less frequent crimes will 

tend to be more variable relative to rates at the local level, 

and the apparent role of local forces will be greater in the~ 

than in the more frequent crimes. 
~one of this invalidates our results (which show effects), 

but it certainly does complicate our interpretation (-which is 

about causes). From the standpoint of a single jurisdiction, it 

all looks rather reasonable. If a rapist or band of robbers goes 

on a rampage in a small town, the resultant jump in the cr ime 

rate will certainly appear to be the result of local forces, and 

our ~easures would seem to right,ly reflect that • The a,pparent 

r 

~,., 

reasonableness of all this is in fact too easily invoked. If a 

condition exists in some small jurisdiction which, when stimu

lated lly some national policy or event, results in a crime, is 

the "cause" of the crime national or local? Obviously the 

combination was necessary. There is fuel for a great deal of 

philosophical discussion here, but this is the place to emphasize 

that we will be observing not causes, but effects.* Any in

ferences will be about causes (i.e., state, national, and local 

"forces" ) • It is mak ing the inferences wh ich con ta ins che 

hazards. 

We must, however, adopt some convention or definition con

cerning what we will consider to be a local, national, or state 

effect. If the local conditions are diverse in a way that makes 

jurisdictions respond differently to a given event or set of 

events, I have chosen to call that a local effect. If jurisdic

tions allover the country respond in the same way, that 

is a national effect. Clearly causes can simultaneously have 

national, state, and local effects. 

Useful as the local perspective is for some purposes, this 

paper will be more prone to focus on the question of whether some 

national-level force or condition encourages rampages throughout 

the country. If it does, national rates will increase, increas-

ing national-level variance and what we are calling national 

effects. However, if a crime is rare, the rampages are likely to 

appear in some small jurisdictions and not in others, thus 

increasing local effects. Consequently the relative size of 

local effects may increase in the case of a rare crime where it 

WOUldn't have in a common crime. 

This unsatisfying state of affairs is an inevitable conse

quence not just of the method we have used, but of our defini-

tions of "national" and "local" effects. The dissatisfaction 

most people will feel with this should not be blamed solely on 

our definition and method, however. It is at root a dissatisfac

tion with the complexity of a universe which resists simple 

*More properly speaking, we will be examining indices of 
variables in their role as effects. 

-32-



---~-~--~,-~ ----- - ~ 

11 

descriptions. Again it must be emphasized that the results are 

not invalid: they just do not imply anything so simple as it 

would first appear. They also give an incomplete picture, to 

which we will attempt to add detail by looking at matters from 

another perspective in later chapters. 

The above discussion provides an opportunity ,to point out. a 

related paradox, this one most explicitly involving causes. In 

the case of both the common crime and the rare one, an increase 

in rates in any small town will almost always appear to be the 

result of local events. A local observer will always be able to 

point to a permissive judge, or an imprudent bail decision, or 

a Jesse James (who committed the crimes) as the important local 

factor. The local observer will consequently be tempted to scoff 

at people who come in with fancy theories to explain crime. If, 

however, some event or condition with a nationwide impact 

affected the nature of bail decisions or the actions of a lot of 

Jesse Jameses everywhere, the observer who looks at things from a 

national perspective will perceive a national effect and infer a 

national-level cause. 

Neither the national nor the local perspective is neces

sarily wrong. It may b.e obviously beneficial to keep Jesse off 

the street no matter what kind of causal chain can be discerned, 

but if a state or national-level effect can be found, it may 

suggest an additional course of action which is not so obvious. 

If we are fortunate, that course will be more desirable and more 

cost-effective than waiting until a crime has occurred, then 

locking up Jesse. 

Earlier discussion emphasized that lack of reliability in 

UCR reports as indices of crime rates would tend to increase the 

effects of local forces. It is now clear that small jurisdic

tions and rare crimes will do the same thing. thus placing 

limitations on our ability to specify sources of influence.* 

*It would, of course, be possible to weight jurisdictions by 
population, mitigating the effects of small size. However, I 
wish to compare the behavior of jurisdictions, not make in
ferences about the behavior of individuals. Furthermore, the 
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What this means for interpretation in this paper is simply 

that. insofar as we make inferences about causes from our 

observations of effects. we must take the apparent influence of 

national forces as the lower limit of such influence, among 

jurisdictions with a population of more than 10.000. We cannot 

tell from these figures alone how much greater the influence of 
those national forces might be. 

I have to this pOint steadfastly ignor~d an apparent 

paradox appearing on the far right of Graph 111-1. The national 

effect for all Part I crimes taken together appears to be greater 

than the national effect for anyone of the crimes taken sepa

rately. How can this be? The answer is actually contained in 

the previous discussion. That discussion emphasized the extent 

to which apparent local influences on infrequent crimes were 

exaggerated by the methodology being employ~d. The same kind of 

emphasis takes place among the more frequent crimes. albeit to a 

lesser degree. The more frequent 'the crime. the less the local 

emphasis. The frequency of all Part I crimes taken together is 

clearly greater than that of anyone crime. so the influence of 

local jurisdictions is emphasized less. A probable second factor 

arises from recording errors. Local practice in one jurisdiction 

may result in a given crime being classified as a larceny, 

Iwhereas another jurisdiction may classify it as burglary. The 

resulting differences will always tend to show up as local 

effects. However. both jurisdictions will probably record the 
crime as Part· I, thus canc II' th 1 e lng e ocal effect among the 
combined crimes. 

Motor v~hicle theft has thus far played no part in the 

discussion. It exhibits quite different characteristics than the 

other crimes. The apparent influence of national forces acting 

discrepancies in sizes of jurisdictions are so g~eat that the 
~es~lt~ w~uld reflect primarily the behavior of a few large 
Jurlsdlctlons. and large jurisdictions may behave quite differ
e~tly ~han others. Investigating that possibility is an obvious 
dlrectlon for further research to take. but I have not been able 
to do so here. 
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on motor vehicle theft is almost negligible, but motor vehicle 

theft is by no means the most infrequent of the crimes 

presented. This suggests that the forces acting on motor vehicle 

theft may be of a different nature than those acting on the other 

crimes. The next section. will provide an opportunity to investi

gate that possibility, among others. 

Results with a Sample of Larger Jurisdictions 

The preceding section established not just that the infre

quency of crimes played a role in increasing loc~l effects (and 

thus the apparent impact of local forces), but that the smallness 

of jurisdictions also played a role. If that is true, a santple 

containing larger jurisdictions should show larger national 

effects than did the previous sample. I have consequently run 

the same equations on a sample similar to the previous one, 

except that all jurisdictions had a population of at least 50,000 

in 1967.* 

The results are displayed on Graph 111-2. Graph 111-3 has 

been provided to allow easy comparison of the national effects in 

the first sample and the second. 

As can be seen, the size of the national influence is grati

fyingly larger in the case of every crime but one. The one 

exception is motor vehicle theft, and it too fits the discussion 

in the previous paragraphs. Rather than increasing, the national 

*The sample was drawn to include as many large jur isdic
tions as possible in the following manner: Within each state up 
to twenty jurisdicitons with a population of at least 50,000 was 
selected, with the larger jurisdictions selected first. In fact, 
as many as two such jurisdictions were available in only 37 
states. A population of 50,000 hardly qualifies a city as a 
metropolis, and it might fairly be questioned as a cutting point 
if it was chosen primarily to exclude small jurisdictions. How
ever, the main point was to include large jurisdictions while 
preventing the sample fro. being dominated by small jurisdic
tions. Needless to say, this sample is even further from being a 
random sample than the previous one. However jurisdictions in it 
contained about 27. of the population of the United States in 
1967. 
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effects appear to have decreased in the case of motor vehicle 

thefts. 

The results when USin9 only jurisdictions with populations 

of more than 50,000 are not evidence that larger cities are 

si9nificantly different than small ones, althou9h they may in 

fact be different. The results, instead, serve to re-~mphasize 

that variability due to samplin9 error and the limits of our 

measurin9 instruments tends to be thrown into the local com

ponent. The smaller the local jurisdicitons which serve as 

units of analysis, the more such variability there will be. 

Unfortunately, as the minimum size of jurisdictions allowed is 

increased, the size and representativeness of the sample 

decreases. Of course the sample which remains in this case is 

quite representative of jurisdictions' ',ith a population of over 

50,000, even if it is not at all representative of smaller juris

dictions. In this case, we can probably feel justified in 

believin9 that national forces in general playa larger role 

than was apparent from lookin9 at the sample includin9 small 

jurisdictions, but it all leaves one with a very unsatisfactory 

feelin9 because the results of the two samples, althou9h not 

inconsistent, are so different as to leave 9reat doubt about 

their meaning. 

It is all very well to note that observed national effects 

are representative of the minimum relative importance national 

forces could have, but it is unsatisfactory to have such a large 

interval available for that minimum. Variance components turn 

out to be very sensitive to jurisdiction size. It is time to 

turn to some methods of examinin9 the data which are less so. 
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Chapter IV 
Re9ression 

Upon reflection, it is clear that the variance components 

examined in the previous chapter combine two rather disparate 

types of analysis and attempt to summarize both under a single 

set of fi9ures. One is c~oss-sectional analysis, and the other 

is analysis of a time series. The sentences below do not des

cribe the relationships with mathematical ri90r, but what happens 

is rou9hly as follows: The variance across jurisdictions for 

each year is, in effect, measured and calculated. The average of 

these measurements becomes the variance attributable to the local 

level. It is, in other words, an average of cross-sectional 

variances. The mean crime rate of each year is measured, and the 

variance of those means over a period of years becomes the na

tional effect. Means of each state are taken and their variances 

are averaged to become the state effect. Adjustments are then 

made to fully remove any statistical influences of local or state 

variances upon variance of crime rates at the next hi9her (state 
or national) level. 

Purely cross-sectional variance is thus "local" and, under 

the model, local effects are "fixed." That is, the model takes 

no account of differences in local effects from one year to the 

next. Instead, the measured local variances are averaged to get 

a more accurate est imate of the "real" local effects. All of 

this has some utility, but as a practical matter, it is hazardous 

to assume local effects are fixed and observed differences in 

them from one year to the next are due to sampling error. 

Lack of interpretablility provides another limitation on 

analysis of variance components. It is hard to say just what the 

absolute size of a variance component means. Consequently, we 

are limited to examinin9 the sizes of variance components rela

tive to each other. That is not the cause of too much distress 

in the case of this study, because relative sizes are exactly 

what the research was ori9inally intended to examine. However, 

there is some ambi9uity even in the meanin9 of the relative 

sizes. In a strai9htforw~rd analysis of variance, each 
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"treatment" would have associated with it a variance, which could 

be taken as a proportion of the total variance in the dataset. 

In the algorithm derived by Stokes, the components do not add up 

to the total variance so ne,atly. The variance components thus 

give us information we did not previously have, but they do not 

tell us everything we would like to know. 

It is one function of statistics to summarize information so 

it can be understood. Unfortunately, to summarize we must throw 

away information, and if we summarize too succinctly we may 

confuse or mislead ourselves. For some purposes, variance compo

nents summarize too many concepts at the same time. It may be 

helpful to be less succinct. 

We can extend and refine the analysis allowed by examination 

of variance components through the use of some simple multiple 

regression equations. If we treat local crime rates as dependent 

variables and state and national crime rates as independent 

variables, we can separately examine the variance in local crime 

rates over time, and the national and state contribution to 

them. This will neglect the cross-sectional analysis for the 

time being. 

It is essential to emphasize that the national and state 

rates are not to be taken as causal variables in themselves, but 

as indices of other variables. l Furthermore, this analysis is 

somewhat unorthodox in that the variables the indices measure are 

unknown. Some combination of common sense and reason tells us 

that the real causal variables must, exist, but what they are, or 

even how many significant ones there are, is a problem left for 

some other analyst. What the pattern of association between the 

local crime rates and the indices can tell us, however, is where, 

in general, the causal variables are to be found and how impor

tant they are. 

lOur situation is actually a bit messier than this state
ment implies. We are using reported rates, which are indices of 
real rates, which are in turn indices of other variables. 
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The simple model to be here examined actually consists of 
two equations: 

(1) StateRate = al+ b12NationalRate 

(2) LocalRate = a3 + b32NationalRate 
+ b3lStateRate. 

The path of forces repre,ented by the above equations is illus

trated diagramatically below in illustration V-l below. 

National Rat~------------~~)St~te 

Local Rate 

Rate 

This model assumes no influence of any level of government on any 

level above it. In reality there must be at least one small 

influence, if only in a statistical sense, in that each jurisdic

tion's totals make some contribution to state and national 

totals, and each state's totals make some contribution to 

national totals. However, this is a negligible influence, on 

average, and should not be expected to have any substantial 

impact. 

The state crime rates and the national crime rate used here 

have a different meaning than they did in the section on variance 

components, where they meant the average of the rates of the 

sampled jurisdictions within the states or the nation respec

tively. They were therefore only estimates of state and national 

reporting rates, and it was important to take account of the 

effect of the lower level upon the upper level. It is, for 

instance, particularly obvious that if only two jurisdictions are 

measured in a state, the state estimate will be highly dependent 

on each. Stokes equations took account of this by calculating 

estimates of these contributions, but that sometimes can create 

such anomalies as negative estimates of variance. In this phase 

of the analysis, we are able to use independent estimates of the 

state and national rates, based on all the Uniform Crime Reports 

sent to the FBI, rather than just those from, jur isd ict ions 

sampled for this study. 
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Each equation is bound to yield fairly unstable coeffients, 

because for each state and each local jurisdiction only the 14 

measurements represented by the 14 years in the analysis have 

been taken. However, because there are 47 states in the analy

sis, and 581 local jurisdictions, the coefficients can be 

averaged to get stable average coefficients. 

Regressing the state rates on the national rate produces 

correlation coefficients which are quite high. Correlation 

coefficients of the crimes other than murder average about .88.* 

The results for all crimes are given in Graph IV-l below in terms 

of variance explained. High state correlations should, of 

course, have been expected after examination of Grcrph II-6, 

discussed in the second chapter. It should be noted that the 

variance explained in auto theft is significantly lower than in 

other crimes, thus continuing tendencies evident in the previous 

chapter. Unfortunately the generally high correlations of state 

and national rates are sure sources of later problems, since 

state rates and national rates are bound to be highly collinear 

in equation (2), making it impossible to tease out the relative 

sizes of the effects of state and national rates. 

The amount of variance in state rates "explained" by 

national rates is in itself a matter of some interest. Political 

scientists haVe theorized and speculated a great deal about 

cultural differences between different states and regions of the 

Uni ted Sta tes, and the diverse patterns of behavior (inc-Iuding 

crime rates) those cultural differences spawn. l Nothing _in the 

figures herein presented contradicts the findings of those 

studies. In fact, the regional differences visible in any 

cross-section (single year) which might be examined on Graph 11-6 

*Even in the case of murder (not shown) whose rarity tenas 
to make its rate erratic, over 401 of the state variance is ex
plained by national influences. 

IStudies of political culture pervade large quantities of 
the literature of political science. For an explicit discussion 
of political culture, see Daniel J. Elazar, American Federalism: 
A View From the States, (New York, NY, Thomas Y. Crowell Company, 
1966), Chapters Four and Five. 
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are the very kinds of phenomena which have fueled such theories. 

However, the whole of Graph 11-6, taken in conjunction with such 

results as those presented in Graph IV-I, serve to emphasize 

that cross-sections alone can only give us a part of the story 

(just as a time series alone can only give a part of the story). 

The forces which act upon state crime rates act in concert. To a 

surprising extent, they have very similar effects within each 

state. 

The directions of the causal connections pictured in Illus

tration I (and implied by equations I and II) take some of the 

curse off the multicollinearity problem. Regression coeffi-

cients are bound to remain hopelessly entangled, but, because 

there are no appreciable state influences on national rates, the 

zero-order equations relating national and local rates while 

omitting state rates should come pretty close to providing the 

percentage of variance explained by national rates. (Let it be 

reemphasized that we are talking about the percentage of variance 

over time. Cross-sectional differences are here totally ig

nored.) Additional variance explained by taking account of 

state as well as national rates thus can be fairly compared with 

the variance explained by national rates alone. 

Movements of the crime rates in local jurisdictions cannot 

be expected to· correlate as highly with national trends as the 

state trends do. After all, recorded rates in local juriSdic

tions are likely to be affected by multitudes of minor events 

(including changes in recording practices) which could have 

little effect on state and national patterns. Indeed, the corre

lations are not as high, but they are appreciable. 

The percentage of variance in local rates explained by 

national effects alone and by national and state effects together 

is pictured in graph IV-2. As was the case when cross-sectional 

as well as over-time data were under analysis, national effects 

are in general larger than state effects. In tact, state effects 

in most crimes may not exist. Because we have a large number of 

small samples, any independent variable will appear to contribute 

something. The small percentage of the variance apparently 
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attributable to state-level influences could be a statistical 

artifact. Because of high multicollinearity, He cannot look at 

state correlations alone, and- regression coefficients are too 

entangled to be of any help. 

Any variance not explained by national and state effects can 

be attributed to local effects, but it must be reemphasized that 

those local effects include reporting differences and sampling 

error, just as they did when variance components were examined. 

Consequently, the estimates of the sizes of national and state 

forces should be taken as minima. 

Graph IV-3 indicates that the larger jurisdictions contained 

in the second sample follow national trends more closely than 

those covered in Graph IV-2. However, the differences become 

quite small among the most frequent crimes--an indication that 

they are largely attributable to size-related statistical factors 

discussed in the previous chapter. Thus the sample of larger 

jur isdictions again tends to confirm what was learned from the 

smaller jurisdictions, while emphasizing that our data generally 

lead to an understatement of the importance of national influ

ences. 

There is a trap set by the data which is actually more 

likely to catch methodologically sophisticated social scientists 

or people experienced in trends analysis than the statistically 

naive. Every student has to be warned about the danger of 

correlating two trends over time and assuming the correlation 

indicates some causal connection. One cannot observe an increase 

in the incidence of cancer and growth in the Dow-Jones Industrial 

average over twenty years and conclude that one causes the 

other. Well-armed against committing such a fallacy, the social 

scientist is in danger of observing that this paper correlates 

two trends and conclude that it is committing the same fallacy. 

That is a trap. What is being observed here is the !!!!!! thing 

(reported crime rates) at three different levels, and our 

interpretation is not that one causes the other, but that 

something is causing all of them. That is, we are looking for 

the mathematically spurious correlation social scientists usually 

'I , 
.I 
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try to avoid. There is in fact nothing that guarantees the 

correlation must exist (as motor vehicle theft illustrates), 

but if it exists consistently enough our inference is that some 

(at this point unspecified) background variables must be there. 

The analyses of the data in the last two chapters have 

produced some results which appear similar at first glance. This 

is not, however, because of the similarity of the mathematical 

model which underlies them. 2 The model has been used to 

examine different things. In the first case, we examined and 

compared cross-sectional variance and variance over time. In the 

second, we examined only change over time. In both cases, the 

inferred influence of national forces was surprisingly large, in 

spite of the fact that both analyses threw almost all measurement 

error into the local level. Consequently, the state and national 

effects derived had to be less than would be Obtained for effects 

of social, economic, cultural, and policy variables operating at 

those levels if perfec.tly accurate measurements could be made. 

The next chapter will be devoted to the examination of 

successive cross-sections. It will thus combine the examination 

of cross-sections and time series much. as Chapter Three did. 

However, the mathematics are even simpler, and it will produce no 

single set of descriptive statistics which 

rize the relationships of all variables. 
will attempt to summa

As I suggested at the 
beginning of this chapter, that may be an advantage. 

2For a discuss ion of the model, see Jim Fennessy,. "~he 
General Linear Model: A New Perspective on Some Famlllar 
Topics," American Journal of Sociology (Volume 74, July, 1968), 
pp 1-27. 
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Chapter V 
"Nationalization" 

A primary stimulus to work with variance components in 

voting studies has been a concern with "nationalization" of the 

party system. Variance components have seemed well suited to 

studying the question, because if national effects increased over 

time it could be taken as evidence that nationalization was 

occurring. It is a reasonable initial inference that application 

of the idea to the available UCR data would be unrewarding, 

primarily because that data covers a short span of time, and not 

much shou ld be expected to Occur. However, examina t ion of the 

question of nationalization has yielded interesting perspectives 

on the data and models examined in previous chapters. 

Those who have examined the question seriously discovered 

long ago that it is no easy task to define "nationalization" in 

a way satisfactory to everyone or sufficient to fit all the 

research with which the term has been burdened.l Two apparently 

(but only apparently) straightforward conceptions have been 

suggested which lend themselves to empirical research. The first 

would hold that nationalization Occurs if different parts 

of the country (or states, or districts, or local jurisdictions) 

become increasingly responsive to events on the national level. 

This would be observed using variance components (other things 

remaining equal) if the relative size of the national component 
increased. Unfortunately, the relative size of the national 
component could increase either because national effects become 

grea ter or because state and local effects become weaker. Not 

everyone has to agree that both of those phenomena shOUld be 

considered "nationalization," so the way is open to endless (and 
fruitless) semantic arguments. 

lClaggett, Flanigan, and Zingale, in "Nationalization of the 
American Electorate," give a fairly extensive discussion. The 
discussion which follows in this report will add a few complica
tions to those they perceived. See Claggett et aI, pp. 80 ff. 

.,' * 
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"Nationalization" might also be considered to occur if 

different parts of the country (or states, or districts, or local 

jurisdictions) exhibit increasingly similar characteristics-

that is, begin to vote in the same way or, in our case, begin to 

have increasingly similar crime rates. At first blush, it would 

seem that this might be just one aspect of nationalization, with 

the first concept stated (increasing size of relative national 

effects) being another aspect, and everyone happy when one aspect 

or the other or both could be examined. Clagget, et al summarize 

this by saying " .• the concept of nationalization has :nore than 

one dimension. "2 What no one seems to na.ve noticed is that the 

two conceptions are actually contrary to each other in certain 

respects. If two jurisdictions with dissimilar crime rates are 

both responsive to national events in the same way, their crime 

rates will rise and fall together. Presumably, the more closely 

their movement is linked, the more "nationalized" they both are. 

However, if they are to move toward identical crime rates, they 

can no longer exhibit identical rises and falls in crime rates 

until they have attained identical rates. Differently stated, 

they cannot simultaneously move in parallel and toward each 

other. 

"Nationalization" thus turns out to be a term more likely to 

produce confusion than enlightenment. However, the term at least 

raises interesting questions. It would be ~ice to know if juris

dictions were becoming more alike in certain respects, and, if 

so, in which respects--in their responsiveness to national events 

or in the levels of their crime rates, for instance. Even though 

it covers a span of only fourteen years, the data gathered for 

this project turn out to be quite useful for investigating 

whether or not crime rates are becoming more alike throughout the 

country. 

If crime rates are becoming more alike, they should be 

clustering closer to a mean, so a straightforward measure of 

dispersion should be useful in measuring their similarity at 

2Claggett, et aI, p. 84. 
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different times. 0 ne can measure variance . across jurisdictions 
In each of the fourteen years for which da t. , 

a 1S avaIlable A 
plot of the variances will then nicely illustrate any trends . 

Graph. V-I is such a plot, but it certainly . 
disappoints any 

expectatIons of increasing Similarity V' , 
bet . arlances 1ncrease 

ween 1967 and 1980. Moreover, they don't merely' 
they ~k 1ncrease, 

~ yrocket dramatically. It would appear that c ' 
b ' rlme rates 

are eComlng ever more diverse. 

What is happening here? 

should look quite familiar. It 
Actually, the curve in Graph V-I 

has the same general shape as the 
graphs of national rates examined in Ch t 

~ ap er II. It will be 
remembered that crime rates increased dramatically during the 
same period, and it turns out that the ways ' 

1n which change can 
occur are more varied than envisioned by th 
h' h e conception with 

W lC we started this chapter. If the 
mean of a series of 

numbers increases and the variance is to stay the same, the set 
of numbers must change in a way equivalent 

to adding the same 
figure to each number in the set. 

examined herein, that means that 

same, the same rate would have 

In terms of the crime rates 

if variance were to stay the 

to be added to each existing 
rate.· 

For example, if Mayhem Central started with a robbery 

rate Of.12 per thousand and rose to 24 per thousand by the end of 

the serles, Peaceful Valley, starting with a rate of 2 per th 
sand sh Id b ou-, ou e expected to rise to 14 per thou d 
h' san. Stated in 

t lS way, that doesn't seem a very likely 

future reference, call it Model I.·. 
model for change. For 

• , . , A .complex pattern of just the ' 
Jurlsdlctlons and decreases rlght increases in some 
the same effect, but no or steadiness in others would produce 

one would propose such a model. 

•• Methodological sophist' t ' 
change in cross-sectional varia~~:ses .W~l~ note that the yearly 
tions. underlying the anal . ~10 a es one of the assump
Chapter Two. That is t1~lSr of ~arlance techniques employed in 
var iance under di f ferent tre~1ulr~ment tha t the under ly i ng 
equal. That requirement exists .men; In our case, years) be 
statements Which seem to b ~n or er ~o prevent the making of 

e a out a slngle variance but are 
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A more intuitively appealing model--call it Model II--would 

have each rate expected to be multiplied by the same amount. 

Thus if Mayhem Central rose to 24, Peaceful Valley would only be 

expected to rise to 4. Note that under this model of change 

dispersion will increase. The two jurisdictions given as 

examples would ,start and end with a difference of 10 under Model 

I, but they would end with a difference of 20 under Model II. If 

change followed the pattern of Model II, that would explain why 

variance increased as it did. Under Model II, variance between 

two years would increase as the square of the ratio of the mean 

rates in those years. 

We can certainly adjust for that. Graph V-2 presents a 

series of "adjusted" variances. Each is multiplied by the square 

of the inverse of the ratio of its mean to that of. the first mean 

in the series. If change occurs as postulated by Model II, that 

should produce a relatively flat graph. Instead, the "adjusted 

variances" decline. The downward slope of graph V-2 seems as 

steep as the upward slope of graph V-I. However, the scaling of 

the graphs makes appearances deceptive in this case. Although 

the adjusted variances decline, they only do so by about 30 

percent, whereas the ordinary variances shown in Graph V-I 

increased over 300 percent. Model II, then, is much closer to 

what is really happening than Model I. 

Is this then evidence that jurisdictions are becoming more 

alike? Few would be bold enough to say so. The reason is that 

we have lost any firm feeling for what the distribution "should" 

be. In any case, we have wandered a long way from the supposedly 

straightforward notion we started with. Graphs V-l and V-2 are 

certainly not going to tell us much that is useful about such 

concepts as "nationalization," unless it is that the concepts are 

too imprecise to be useful. Until we can agree on a model, we 

actually about a whole range of variances. However, part of the 
purpose of this chapter is to investigate what the national 
components (which are average variances) derived there are com
posed of. There is no need to fear that anything illicit took 
place as long as we recognize the limitations on what the results 
meant. 
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will not even, have a standard for deciding whether or not 

jurisdictions are becoming more alike. 

A more appealing basis for comparison can be found in a 

Lorenz curve and accompanying Gini Index. 3 They provide a 

classic way of portraying and measuring inequality, but seldom 

find employment because they are only useful for comparisons. We 

have here circumstances which beg for their employment. 

Graph V-3 portrays two Lorenz curves--one for the distribu

tion of crime in 1967 and one for the same distribution in 1980. 

There is indeed a decline in inequality between t.he two years. 

However, what the eye discerns on this graph will not cause a 

flurry of letters home. This is a case, unfortunately, in which 

the eye is not as discerning as it might be. The Gini Indices 

for the 1967 and 1980 curves are .278 and .232 respectively. 

Inequality has declined, according to this measure by 16%, a 

socially significant figure for a 14-year period, but not one 

which appears dramatic as a difference between two Lorenz 

curves.* 

The Lorenz Curve and Gini Index demonstrate the power of a 

3Por those who have encountered a Lorenz curve and retained 
only a vague memory of it (which seems to be just about every
body), a brief review follows. A Lorenz curve is designed to 
portray inequality. In its construction, data are ranked from 
the case possessing the least of a quality to the case possessing 
the most. In our study, that means from the jurisdiction with 
the lowest crime rate to the jurisdiction with the highest. Then 
the data are plotted, with the percentage of cases covered on the 
X axis and the cumulative percentage of the quality possessed oy 
those cases on the Y axis. In our study, that means the percen
tage of jurisdictions on the X axis and the percentage of the 
total of crime rates on the Y axis. The curve wi 11 be further 
away from the diagonal as the distribution is more unequal. The 
Gini Index of Inequality is the percentage of the area under the 
diagonal which is taken up by the area between the curve and the 
diagonal. Por a more complete discussion see Hayward R. Alker, 
Jr., Mathematics and Politics (New York, NY, The Macmillan 
Company, 1965), pp, 29-53. 

*Lorenz curves comparing equality in the sample of larger 
jurisdictions are visually indistinguishable from the above and 
Gini Indices based on that sample show a decrease in inequality 
of about fourteen percent. 
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model cast in intuitively appealing terms. Lorenz curves have a 

certain charm for those with particular kinds of tastes, but 

their apparent simplicity should not encourage the unwary to 

approach them naively. They reflect a certain notion of what 

change "should" be, and in fact operate in the same manner as 

Model II discussed above. That is, two Lorenz curves will coin

cide and two Gini Indices will be equal if, after the first curve 

is drawn, each number in. the dataset on which it is based is 

multiplied by the same figure and a second curve based on the 

transformed dataset· is then drawn. 

As we have seen, "equality" of this kind means that there 

will be an increase in the absolute size of the difference 

between cases. Unfortunately, what satisfies the eye and the 

mind as equivalent may not have an equivalent social meaning. In 

the case of economics, it is easy to see that, even if society as 

a whole becomes richer, an increase in the absolute size of the 

gap between rich and poor is likely to bring with it a whole 

different (although not necessarily more severe) set of social 

problems. In the case of crime rates, an increasing gap 

between the most crime-prone and least crime-prone jurisdictions 

may bring differences in perception and social reaction which we 

have not yet even begun to understand. 

In the instance portrayed, it is conceptually useful to 

accept Model II as the general model of change in crime rates 

that jurisdictions follow. However, the applicability of that 

model is limited by a tendency of jurisdictions to become more 

alike in their rates. The final meaning is that in an era of 

generally increasing crime rates the gap between the most 

crime-prone and the least crime-prone jurisdictions is increas

ing, but not so much as it might. None of this, of course, tells 

us anything about the social meaning of the change. 

The second dimension of "nationalization"--increasing 

uniformity of response--turns out to be not easily accessible to 

examination with the data available for this study. Its 

~nvestigation requires comparison of several time series, and 

-57-

------ ---

I 
~ 

/ 

\ 
\ 

--------------------------------------------~------------------~,-

there are simply not enough sufficiently long time series within 
one fourteen-year span to be helpful. 

This last limitat"ion highlights the extent to which findings 
in this paper are time-bound. Paradoxically, the cross-sections 
encourage us to assume things about periods not covered in the 

span of years exami~ed, because the cross-sectional differences 
remain fairly constant over a period of tl'me. 

The time ser ies, 
in contrast, contains only 14 data-pol'nts, and is not a reason-
able sample of any other time series. 

One consequence of all this is that l't l'S impossible to 
generalize to any other time period about the relative size of 
na~io~al effects. That should not surprise anyone. Social 

s~lent~sts have always found it dangerous to generalize about one 

hlstorlcal period on the basis of what has been learned about 

another. If the preceding analysis does not tell us much about 

what ~ be, however, it does give some information about whal 

~ ~e. It thus provides fuel for the discussion in the con
cludlng chapter. 
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Chapter VI 
Conclusion 

The questions explored in this paper are not ones to make 

blood race in the veins. Moreover, the methodological explora

tions were necessarily pedestrian. Nevertheless, the research 

brings out some relationships in the sampled populations and 

years which were neither readily apparent nor expected before it 

was done: Over half the variance (both cross-sectional and 

temporal) in total Part I crime rates is attributable to forces 

emanating from the national level. Over sixty per cent of the 

variance in local total Part I crime rates over time is attribut

able to national-level forces. A search for policy-sensitive 

variables influencing crime rates may profitably explore varia-

bles operating at the national level. However, the pattern of 

changes in crime rates does not sU9gest a straightforward 

relationship with the kinds of economic variables which have 

often been the focus of attention in the past. 

The above statements are carefully qualified. The fact that 

national-level forces have been important does not mean that they 

will always be important. Neither, however, would our inability 

to discern them necessarily mean that they did not exist. Data 

examined in this paper hap~ened to be drawn from a period in 

which crime was increasing. That meant there was a significant 

amount of variance in the national mean, and we were able to 

discern that the national movements were followed on the local 

and state levels with a surprising degree of uniformity. We 

therefore learned that there ~ be large national effects. 

However, measurements taken in a period in which there was little 

change in the national crime rate would have revealed no national 

effects, and we would have had no way of measuring how large they 

could be, or perhaps were.* 

*There is actually no way of being sure just how large 
social forces are. There is a natural tendency to assume that 
the absence of changes necessarily indicates an absence of 
forces. That assumption is false. Vast forces may be needed to 
maintain stasis. Unfortunately, such forces usually become 
visible (and measurable) only during change. Many a government 

r 

The reason it is important to understand how influential 

national-level forces ~ be is that, even in a period when 

effects of those forces are not apparent, we will have a better 

understanding of how things might change. In the fortunate case, 

we can learn how to stimulate or inhibit the change. 

This study has made no attempt to discover what the national 

forces affecting crime rates might be. The true si9nificance of 

the forces for policy-making, moreover, cannot be known until we 

learn what those forces are and whether they (or something else 

on the same causal chain) can be affected by public policy.* 

However, whatever they are, they are not causes we would think of 

as being far down the funnel of causality discussed in the first 

chapter. They are not so direct as the "attitude formation" 

Wilson faulted criminologists for dwelling upon and which he 

thought we have little hope of affecting (althou9h they may 

indeed affect attitude formation). They are unlikely to be 

purely demographic, unless they involve demographic cha"nges which 

are remarkably uniform throughout the United States and undergo 

interesting little two or three-year reversals.** They may 

not have what most people would think of as a "direct" effect on 

crime. Yet they may suggest public policy which would signifi

cantly affect crime. 

Many people intuitively focus on local factors when thinking 

of policies whicb might affect crime. Such factors are of ten 

close to the tip of the funnel of causality, and they are lfke:ly 

to appear to be "direct" causes of crime. But as Wilson noted, 

has fallen as a result. 

, ,*MUCh of the causal, analysis already done by criminologists 
Inevitably already examines many variables whose effects are 
national in scope. It would be no mean task to integrate those 
studies with the perspective of this paper, however. 

. **Demographic forces which are national in scope, may, of 
c~urse be influencing general trends, and their effects may from 
time to time be countered by other national-level forces. The 
Roint is, however, that whatever is going on is complex and 
Interesting, and provides no justification for jumping to the 
conclusion that no causal connections found at that level could 
be amenable to policy direction. 
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they may be hard to re9ulate, or they may sU9gest or even stimu

late action which is too expensive to be effective. Concentrat

in9 on the tip of the funnel may lead. one to try to stren9then 

some individual family or provide counseling to some juvenile. 

That may be very effective for the individuals involved, and it 

may be an inherently 900d thin9 to do, but it may also be so 

expensive or hard to carry out on a wide scale that it is never 

implemented in a way that can have an effect on very many crimes. 

The policy implications of the fact that national forces can 

be large mayor may not be important--that depends on what the 

forces are. It is easy to think of nation-wide trends which 

mi9ht affect crime (e.9., media influences, inflation, 9rowth of 

the juvenile-to-adult ratio), but hard to find variables or 

combinations of variables which could produce the kind of trend 

lines presented in Chapter II. However, it is essential that if 

a si9nificant causal variable operatin9 on the national level is 

found, policy makers not too easily declare it insi9nificant 

simply because it is hard to re9ulate. It may sU9gest some 

action other than direct national re9ulation. 

Suppose, for instance, that the rise and. dom"inance of a 

youth culture is found to be important. It would be easy to say 

such a variable is hard to re9ulate and declare the findin9 

unimportant for policy. Such a factor would be affected by the 

number of adolescents, which is determined by birth rates, and 

those certainly cannot be re9ulated by criminal justice 

agencies. But a national youth culture is promul9ated by mass 

media, and even if that can be little affected, counter-cultural 

moves can be made--perhaps most easily at the local level. 

Thin9s as simple as alternative forms of recreation or recrea

tional activities closely inte9rated with adult activities (in 

which adult norms predominate), mi9ht be found.. effective. * An 

important point of the illustration is that a national influence 

need not always be met with a national-level response. 

*It should not ~e pretended that thi; is a practical 
sU9gestion. If pract ical sU9gestions could be dredged up so 
easily, causal analysis would not be necessary. 
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This paper more frequently raises questions than provides 

a~swers, an~ it is therefore certain to produce some frustra

t10~., SOCl.~l science seeks explanations of phenomena, and no 
pol1tl.cal sC1entist can be satisfied to end w1'th 

the observation 
of effects. Neverthel " 

, ess, 1t 1S necessary to start with the 
observatl.on of effects, and this paper has been composed as a 

start. If the frustration stimulates some needed h 
and thus ' researc 

, aSS1sts those who do the causal analysis upon which 900d 
pol1CY must finally rest, it will have served its purpose. 
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