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Preface 

In 1983, when the Panel on Research on Criminal Careers was convened, the 
U.S. prison population had experienced a rapid growth-more than doubling 
from 196,000 in 1972 to 437,000 in 1983-and the crime rate had just passed its 
1980 peak of 13 million reported index crimes, or almost 6,000 crimes per 
100,000 population. There was strong policy interest in finding alternatives to 
rapidly escalating imprisonment costs and what was perceived as relatively 
ineffective crime conn"o!. 

One approach that was widely considered was to direct attention at «career 
criminals," high-rate or long-duration offenders who contribute most to total 
crime rates. Research at the Rand Corporation had highlighted the extreme 
vruiability in individual rates of riminal activity: in surveys of prisoners, the 
worst 10 percent of offenders reported committing more than 50 robberies or 
200 burglaries per year, but half the prisoners repOlted committing fewer than 
5 burglaries or robberies per year. This extreme variation enhanced the appeal 
of being able to distinguish high-rate from low-rate offenders. To this end, a 
number of prediction scales have been proposed to distinguish the high-rate 
offenders from the more numerous ordinalY offenders. 

Any prediction of an individual's future offending must draw on research on 
criminal careers, the characterization of the sequence of individual criminal 
activity: initiation of criminal activity, variation over the career in the frequency 
of offending and in the kinds of crimes committed, and, finally, termination of 
criminal activity. Any attempt to identify the career criminals in a population 
requires examination of the criminal careers of all offenders to find the 
characteristics that distinguish the most serious offenders: those having the 
longest remaining careers, the highest frequencies of offending, and commit
ting the most serious kinds of offenses. 

vii 
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The panel was convened to evaluate the feasibility of predicting the future 
course of criminal careers, to assess the effects of prediction instruments in 
reducing crime through incapacitation (usually by incarceration), and to review 
the contribution of research on criminal careers to the development of funda
mental knowledge about crime and criminals. Ultimately, such knowledge is 
necessmy for understanding the dimensions of the crime problem, for isolating 
factors that conb:ibute to criminality, and for developing effective crime conh'ol 
sh·ategies. In pm·ticulm·, many commonly held perceptions of correlates of crime 
that derive from aggregate or macroanalysis do not hold at the individual or 
micro level. As knowledge about criminal careers develops, the insights into 
individual offending that emerge will celtainly stimulate refinements to crim
inological theOlY. They will also lead to improved criminal justice decisions, 
both by drawing attention to some variables that are not adequately appreciated 
and by directing attention away from other variables that are incorrectly 
perceived as important. Criminal cm'eer information is also necessalY for 
estimating tlle effects of changes in incarceration policy on crime and on prison 
populations. 

In reviewing the scientific evidence on criminal cm'eers, tlle panel members 
were in general agreement about the findings and conclusions, but tllere were, 
however, divergent views on the ethics of how such information should be used 
in dealing Witll offenders. At one end of a spechum is tlle view that no actions 
taken by tlle criminal justice system should take any account of individual 
differences in anticipated fuhlre offending; from this perspective, any use of 
predictive infOlmation would be objectionable. At the otller end of the spec
trum is a desire to see even weak results put to use as quickly as possible; 
advocates of this position point to the shOltcomings of CUlTent decisions and 
emphasize that any conh'ibution could improve the quality of decisions and 
thereby reduce crime. In tlle middle, most panel members view prediction of 
future offending as a legitimate consideration in criminal justice decisions, 
particularly since it is currently being done implicitly at some level in practice. 
This view also maintains, however, that tlle role of prediction must be rigor
ously consh'ained and, in pmticular, that it not result in punishments or 
restraints that are unjust in terms of the offense committed. Although the panel 
viewed the making of pronouncements on etllical issues as outside its role, we 
did devote considerable attention to etllical considerations to be sure tllat our 
conclusions were sensitive to them. The scientific concern that is central to the 
panel's role is tllat any use of prediction be based on correct information 
intelligently used. We found a number of instances in which prediction rules 
were naively generated, Witll poor metllods, or violated fundamental tenets of 
validity testing. Thus, it became impOltant to call attention to more appropriate 
methods and to identify useful infOlmation-botll infonnation that conh'ibutes 
to identifying career criminals as well as infOlmation tllat is frequently used but 
should not be used. 

Many aspects of tlle work of the panel can be viewed as a follow-up to earlier 
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work by the Panel on Research on Deterrent and Incapacitative Effects, whose 
report was published in 1978. That report noted that any assessment of 
incapacitative effects or improvement of them was severely handicapped by the 
paucity of substantive research findings on individual offending patterns that 
could contribute to estimates of the magnitude of incapacitative effects. That 
panel thus recommended that priority be assigned to research on criminal 
careers and that "the most immediate empirical investigation should be di
rected at estimating the individual crime rate and the length of a criminal 

" career. 
Pursuit of these issues has been a major feature of the Crime Conh'ol Theory 

Research Program of the National Institute of Justice, directed by Richard 
Linster and Joel Garner. It is always disappointing to find that knowledge does 
not accumulate as fast as one would like and that the measurements of those 
criminal career parameters are still ShOlt of definitive. In the context of the 
earlier review, however, it is impressive how much additional research has 
accumulated that provides internally consistent measurement of the key dimen
sions of criminal careers and of their relationships to other relevant variables. 

Criminal justice is a field of social science research that is heavily beset by 
ideological considerations. In such a setting, any individual shldy is properly 
met with some skepticism and concern about the author's pmticular ideological 
bent and the degree to which that perspective may have had an excessive 
influence in shaping the results. A panel such as this one, which brings together 
individuals with a full array of the requisite disciplinalY perspectives and 
technical skills, and with a diversity of ideological stances, thus represents an 
important vehicle for assessing the current evidence in the field and for 
identifying promising research directions. 

Given its charge to assess the evidence on criminal careers and to point to 
future research directions, the panel pursued two intensive efforts. First, the 
panel's staff reviewed the relevant literahu'e, and these reviews are included as 
appendices in Volume I: Appendix A by Christy Vis her and Jeffrey Roth 
reviews the literature on pmticipation in criminal cm'eers; Appendix B by 
Jacqueline Cohen reviews the literature on the individual frequency of of
fending and on the mix of offense types by active offenders. 

Second, the panel commissioned a number of papers that were presented and 
discussed at a. workshop in Woods Hole, Massachusetts, on July 23-25, 1984 
(see Appendix C in Volume I for the program and list of participants). Several 
of the papers review major bodies of literature: on prediction and its uses (by 
Stephen and Don Gottfredson); on the influence on criminal careers of alcohol 
(by James Collins) and of drugs (by Eric Wish and Bruce Johnson); and on 
group patterns in offending (by AlbeIt J. Reiss). Because of the considerable 
interest generated by the Rand Second Inmate Survey, the panel also asked 
Christy Visher to undertake a reanalysis of the data from that survey. Two 
commissioned papers, one by Joseph VVeis and another by John Copas and 
Roger Tarling, address methodological and measurement issues; a paper by 
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Mark Moore addresses relevant normative issues; and two papers introduce 
new models of criminal careers that derive from recent advances in economics 
(by Christopher Flinn) and in stochastic processes (by Jolm Lehoczky). These 
papers constitute this volume. They are the responsibility of their authors and 
do not necessarily represent the views of the panel, but they were valuable 
resources for the panel in its discussions and represent imp01tant contributions 
to the literature on criminal careers. 

The panel members represent a diverse group (see biographical sketches in 
Appendix D in Volume I). The panel beneRted particularly from the sensitivity, 
sophistication, and challenges offered by the practitioners, who conveyed 
insights about the cunent state of their professions-needs, sb'engths, sh01t
comings-and the operational constraints that limit the application of research 
Rndings. The academic members of the panel are all distinguished researchers. 
Some are working in areas related to criminal careers, while others brought 
specialized expeltise in palticular disciplines, methodologies, jurispmdence, or 
policy analysis. Discussions at panel meetings were always lively, full of 
interesting ideas; disagreements were consistently isolated and dealt with 
directly. It was indeed a pleasure working Witll so able and committed a group. 

The dedicated efforts of the staff have been cenb'al to tlle work oftlle panel. 
Jeffrey ROtll was the study director from the inception of tlle panel and 
contributed considerably in terms of managing tlle affairs of tlle panel, in 
drafting significant segments of the rep01t, and in his careful review of all 
materials. Christy Visher began her association Witll tlle panel as a National 
Research Council Fellow, undeltook tlle review of tlle Rand Second Inmate 
Survey, and brought signiRcant criminological background and experience to 
tlle work of the panel in its review of the literature and in drafting and editing 
major sections of tlle rep01t. Jacqueline Cohen of Carnegie-Mellon University 
built on her experience as a consultant to the prior Panel on Research on 
Detenent and Incapacitative Effects, her extensive research on criminal careers 
and incapacitation, and her extensive knowledge of tlle related literature; her 
diligent contributions to all aspects of tlle work of tlle panel, especially in 
reviewing the literature and in drafting major p01tions of the rep01t, are very 
much appreciated. The task of editing tlle large volume of material assembled 
by tlle panel has been considerable. Eugenia Grohman, tlle associate director 
for reports of Lle Commission on Behavioral and Social Sciencps and Educa
tion, not only sharpened our language but also challenged our assertions when 
they were insufficiently developed or documented, and so she made an 
excellent and important conb'ibution to tlle rep01t of the panel. Jean Shirhall 
was also velY effective in editing tlle appendices to Volume I and tlle papers in 
tllis volume. 

The panel has beneRted considerably fi'om tlle adminisb'ative and secretarial 
work of Gaylene Dumouchel at tlle National Research Council and Elizabetll 
Kiselev at Carnegie-Mellon UniverSity. 

An important feature of the panel's work has been the support and encour-
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agement of the sponsor, the National Institute of Justice. Richard Linster kept 
in close touch with the panel throughout its work, and James Stewmt, the 
director of the National Institute of Justice, provided the kind of encouragement 
and SUppOlt that has chm'acterized his stewardship of the institute's research 
program. 

ALFRED BLUMSTEIN, Chair 
Panel on Research on Criminal Careers 
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Issues in Jhe Measurement of 
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Crim~al Careers 
Joseph G. We is 

Between 1850 and 1900, each decen
nial census in the United States included 
a question on mortality that simply asked 
the respondent to repolt the number of 
household members who had died dur
ing the past year. One would assume that 
a death in one's family would be of suffi
cient significance and salience that it 
would be repOlted accurately. However, 
a comparison of the cenSHS estimates of 
mOltality with the number of deaths offi
cially registered showed an "underesti
mation of deaths amounting to over 50 
percent" (Shryock, Siegel, and Associ
ates, 1975:392). The survey estimate of 
mOltality was considered so flawed and 
unreliable that the practice was discon
tinued at the tum of the centmy.l About 

Joseph G. Wei~ is director of the Center for Law 
and Justice and associate professor of sociology, 
University of Washington. 

The author is grateful to Jeanne Kleyn, Margie 
Ramsdell, George Bridges, Elizabeth LofhlS, Lynn 
Frandsen, Kris Jones, and James McCann for their 
suggestions, assistance, and support in preparing 
this paper. 

lImpl'Oved record-keeping and survey tech
niques have reduced the rate of undelTepOIting, but 

1 

70 years later questions that asked 
whether a respondent had been the vic
tim of a variety of crimes were added to 
census surveys. The earliest pilot na
tional victimization survey repOlted that 
more than 50 percent of victimizations 
are not repOlted to the police, which sug
gests that the official records of crime 
underestimate the volume of crime (En
nis, 1967). 

The juxtaposition of the two underesti
mations highlights two major issues in the 
measurement of crime--the adequacy of 
official records as measures of phenom
ena and the apparent discrepancy in esti
mates of the amount and distribution of 
crime generated by different measure
ment methods. The resolution of these 
issues in the measurement of crime has 
not been as easily accomplished as in the 

there remain substantial differences between sur
vey and official-record estimates of mortality. For 
example, a one-time 1962 comparison ofthe number 
of deaths l'epOlted in a quarterly census household 
survey and the number of officially registered 
deaths shows survey undelTepOIts of approximately 
21 percent ± 7 (Shryock, Siegel, and Associates, 
1975:392). 
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measurement of mOltality. For example, 
the substantially lower estimates of mor
tality produced by using survey tech
niques were identified as the source of 
discrepancy and the survey was aban
doned because of confidence in the rela
tively complete sample of deaths con
tained in official mortality records. But 
the substantially higher estimates of 
crime generated by victimization sur
veys, as well as by self:repOlts of criminal 
involvement, have not been ath'ibuted 
solely to the survey measures because of 
the selective sample of crimes and clim
inals represented (i.e., underrepresented) 
in official crime records. In fact, instead of 
one measure being considered clearly su
pelior to another, the different measures 
of crime have come to be viewed by many 
as competing approaches, and each has 
its champions. Some see the potential for 
complementalY measures of clime, each 
tapping somewhat different but overlap
ping domains of the phenomenon. 

To date, this battleground of competing 
perspectives has been confined almost 
exclusively to research on juvenile delin
quency, which has been characterized by 
cross-section designs and local samples 
within which serious offenders, minori
ties, and the economically disadvantaged 
are underrepresented. With the recent 
interest in the extent to which criminal 
career research can inform crime conh'ol 
policy, the field of conh'overi>y has been 
broadened. The basic facts of criminal 
careers are either unknown or unclear. 
The parameters of criminal involvement 
over time-prevalence, individual of
fending rates, patterns of criminal behav
ior, and duration of involvement-and 
the correlates of those parameters have 
not been specified, due in pmt to the 
paucity of rigorous research in the area 
and the concomita.nt unresolved mea
surement issues. All the problems regard
ing the validity and reliability of mea
sures of crime apply to Climinal career 

research, but they are complicated and 
exacerbated by temporal change and the 
apparently unique characteristics of seli
ous, chronic offenders. Unfortunately, 
only one study has addressed tlle validity 
mld reliability of measures in research on 
criminal careers (among a sample of adult 
prisoners) and that compared two metll
ods of measuring criminal behavior, of: 
ficial records and self-repOlts (Marquis 
and Ebener, 1981). There is not a rich 
literature available on alternative ap
proaches to measuring individual offend
ing patterns or on ways to resolve appar
ent discrepancies among measures in 
estimates of criminal career parameters or 
tlleir correlates. 

The purposes of this paper are, first, 
to describe briefly the alternative ap
proaches to the measurement of criminal 
careers, particularly self-repOlts and offi
cial records; second, to discuss the actual 
and potential sources of bias and distor
tion in the measures of parameters and 
correlates and tlleir effects all the conver
gence or discrepancy of estimates; and, 
third, to propose some research sh'ategies 
for improving the measurement of crimi
nal careers to increase the convergent 
validity among the difl:erent measures of 
individual offending patterns and to im
prove their capacity for reciprocal adjust
ment or calibration. TheOlY COnSh1.lCtion, 
policymaking, and program implementa
tion and evaluation can be better in
formed by convergent than discrepant 
sources of information on the basic facts 
of crime. 

ALTERNATIVE MEASUREMENT 
APPROACHES 

Five basic alternative approaches to 
the measurement of crime produce data 
that may be useful, directly or indirectly, 
in measuring individual offending pat
terns: official crime records, self-repOlts 
of criminal behavior, repOlts of personal 
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victimization, direct observations, and in
formant repOlts. It is clear that the most 
viable and useful altematives for measur
ing individual offending pattems are offi
cial records and self-reports. One group of 
criminal career researchers considers 
both as necessary, and self-reports, in 
pmticular, as "essential" (Greenwood, 
1979:43-44) for measuring the frequency 
of individual criminal involvement and 
the relationship between offenses com
mitted and offenses that result in criminal 
justice system processing. 

Victimization, observation, and infor
mant measures of crime are more indirect 
in their generation of estimates than the 
two other measures and have limited ap
plications in criminal career research. In 
general, they tend not to measure the 
parameters and correlates of criminal be
havior as comprehensively or directly, 
and they suffer from having somewhat 
unique or narrow sample characteristics. 
Victimization surveys are victim based, 
ratller than offender based, and conse
quently provide only indirect estimates of 
parameters and correlates at the aggre
gate level for a small subset of basically 
personal crimes and an even smaller sub
set of victimizer (or offender) characteris
tics (Hindelang, Gottfredson, and Garo
falo, 1978). Perhaps most important, the 
fact that the results of victimization sur
veys cannot be compared with other data 
sources at the individual-ofFender level is 
the most critical. weakness of using vic
timization surveys in criminal career re
search. Direct observation studies, on the 
other hand, pmticularly if done within a 
prospective longitudinal design and car
ried out for a number of years, are better 
able to measure individual-level parame
ters and correlates than victimization sur
veys. But, unfoltunately, they typically 
use small, selective smnples of high-risk 
juvenile subjects whose behavior is not 
representative of serious crime happen
ing in nahual settings or out "on the 

street." As for informant repOlts, the most 
severe limitation is tllat informants can 
only repOlt on others whom they know 
and observe directly or hear about indi
rectly. The sample, tllerefore, is velY lim
ited and selective. 

Official-record data are adequate for es
timates of offiCial prevalence and individ
ual offending rates, patterns, and dura
tion. In fact, as a measure of crime mix, 
crime switching, and duration, official 
records are probably more useful tllan 
self-repOlts, primarily because time mark
ers are incorporated in the records, which 
permits relatively accurate estimation of 
official onset and termination and of the 
sequence of changes in offenses of rec
ord. However, official data are not as ad
equate as measures of the correlates and 
determinants of parameters, simply be
cause many of the impOltant pieces of 
infolmation on the social, demographic, 
economic, and psychological characteris
tics of offenders are not routinely, system
atically, or accurately collected. This, 
however, is one of the sh'engths of self
repolt surveys, which can collect a great 
variety of rich etiological and descriptive 
infolmation along with the reports of per
sonal involvement in criminal behavior. 
Self-reports are also more adequate mea
sures of prevalence and individual of
fending rates than official data but are 
weakest as a basis for studying patterns of 
involvement and duration, particularly 
within the typical cross-section study de
sign. Respondents have difficulty in re
membering and dating onset, termination 
is (by definition) almost immeasurable, 
and respondents have even more diffi
culty recalling the sequences of a variety 
of offenses. 

Official records are necessary to those 
agencies responsible for crime conh'ol; 
tlley constitute tlle standard extemal val
idation criterion to which other measures 
are compared and are the only continu
ous, lifelong record of criminal involve-
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ment. Self-repOlts typically cover much 
shorter time spans than official records, 
although they provide the potential for 
long-telm measurement of a variety of 
samples. More importantly, they provide 
more detailed and richer infOlmation on 
an individual offender's involvement in 
crime and on other characteristics of de
scriptive and etiological interest. 

In sum, official and self-repOlt mea
sures best meet tlle needs of criminal 
career research. They measure more com
prehensively and systematically tlle pa
rameters and correlates of individual of
fending patterns over time for serious 
crimes (e.g., robbelY, burglmy, assault, 
drug dealing, auto theft, larceny), can be 
compared more easily and directly with 
each other on an individual-offender ba
sis, and, therefore, infOlm clime control 
policy regarding the serious, chronic of
fender. Taken togetller, they are at the 
hemt of the conh'oversy over the question 
of convergence and discrepancy in esti
mates of correlates of crime produced by 
different measurement approaches. The 
issue is whether official records and self
repOlts of criminal behavior generate sim
ilar dish'ibutions and cOlTelates of crime. 
Are the two measures consistent or incon
siB tent in tlleir representations of the gen
eral characteristics of crime and crimi
nals? 

The answers to the questions above are 
velY impOltant for two reasons. First, the 
implications for tlleOlY, policy, and pro
grams willrefiect the convergence or dis
crepancy of crime measures-discrepant 
correlates suggest different sh'ategies, 
while convergent correlates support com
plementary sh'ategies and confirm infor
mation on the facts of crime. Second, as 
tlle convergence in the estimates of' cor
relates approaches unity, one measure 
can be substihlted for the other (Nettler, 
1974:89-90). Of course, tllis is unlikely, 
but if there is "apparent" and "sufficient" 
convergence, the correlates-or charac
teristics of offenders and offenses-could 

be taken into account to estimate pm-am
eters of criminal careers, particularly 
prevalence and individual offending rates 
(Chaiken, Rolph, and Houchens, 1981: 
14). That is, tlle use of one measure to 
calibrate the other is enhanced with con
vergence. 

CONVERGENCE OR DISCREPANCY 
IN ESTIMATES 

In general, there is surpnsmg consis
tency in the descriptions of tlle most im
portant correlates of crime based on of
ficial crime records and self-repOlts of 
criminal involvement. Indeed, tllere are 
fewer discrepancies than one might ex
pect, given the severe criticisms that have 
been leveled against each method of 
measurement. In fact, among the major 
sociodemographic and etiological corre
lates of crime, only one is clearly discrep
ant in its correlation Witll the two mea
sures-race-and one mayor may not be 
discrepant-social class. The only otller 
apparently discrepant correlation is for a 
variable that has not been treated in the
Oly or research as a major correlate
pulse rate (Farrington, 1983).2 The re
mainder of the major correlates are C011-

2FaITington (1983:15) reports that convicted 
youths tend to have low pulse rates, especially if 
they are violent offenders, but that low pulse rate 
does not predict high rates of self-reported violent 
behavior, even though convictions and self-reports 
of violence are significantly related. A possible ex
planation of this discrepancy could be that con
victed juvenile climinals, pmticularly those con
victed for sedous crimes of violence, are more cool 
and callous than other respondents, who may not be 
as hardened by expedence with the criminal justice 
system. They may simply be more likely to deceive 
and undel1'eport involvement in crimes of violence 
and, therefore, attenuate the correlation. The situa
tion may be somewhat analogous to the cool, hard
ened criminal "beating" a lie-detector test. And we 
know Ii'om empirical research that those who are 
most involved in the most sedous climes and who 
have official records are most likely to give invalid 
responses and undel1'epOlt (Hindelang, Hirschi, 
and We is, 1981:212-214), 
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vergent or very similar in their relation to 
official and self-report measures (Hinde
lang, Hirschi, and Weis, 1981). 

Only a limited number of shldies allow 
the kinds of direct comparisons of official 
and self-report data on individuals in the 
same sample that are necessmy to address 
adequately the issue of convergence or 
discrepancy in the cOlTelates of crime. 
However, among those studies, the esti
mates produced by official or self-repOlt 
measures are largely consistent for sex 
(see Hindelang, Hirschi, and Weis, 1981: 
137-155 for an extensive review), age 
(FalTington, 1983; Langan and Far
rington, 1983:530-531), school perform
ance and achievement, intellectual abil
ity and general competence, delinquency 
of friends or peers, poor family supervi
sion, and other major correlates that have 
been identified as etiologically impOltant 
(West and Farrington, 1977; Hindelang, 
Hirschi, and Weis, 1981:199-207; Far
rington, 1982).3 The two major correlates 
about which there is some controversy, 
social class and race, provide clues about 
the differential validity and reliability 
that may be responsible for the discrepant 
and, hence, divergent estimates of crimi
nal career parameters. 

3For each of the major con'elates for which then~ 
is no apparent discrepancy in the correlation be
tween itself and official and self-report measures of 
crime, there may be inconsistencies in correlations 
across but, typically, not within subgroups of re
spondents. For example, the relation of school per
fOlmance, whether measured by official grade aver
age, achievement test, or seIt~repOlt of pelfOlmance, 
is consistently inverse with official and self-reported 
crime (see Glueck and Glueck, 1950; Jensen, 1976; 
Hindelang, Hirschi, and Weis, 1981: 199-202). 
However, for SOme respondents, specifically black, 
male official delinquents, even though there is an 
inverse relation between self"repOlts of grades and 
official and self-repOlted delinquency, both correla
tions are lower than should be expected. They are 
not discrepant by method of measurement, but the 
correlations produced by each are lower than ex
pected because of the apparent diminished validity 
of self-repOlts, for both grades and delinquent be
havior, among members of this subgroup. 

Social Class 

Most research on the relation between 
social clas's and crime does not assess the 
issue. Rather, it assumes that there is a 
sh'ong inverse relation between class and 
"official" delinquency and then compares 
self-repOlt estimates with this established 
"thoroughly documented" fact (see Gor
don, 1976). This relationship was es
tablished with ecological correlations, 
which, as is well known, tend to overes
timate individual-level correlations sub
stantially-the "ecological fallacy" (Rob
inson, 1950; Hannan, 1971). In addition, 
most of the studies relied on one measure 
of crime, either official data or self
reports, which precludes a direct compar
ative assessment of the correlations gen
erated by each method of measurement. 

The finding of no impOltant relation
ship between individual-level measures 
of class and self-repOlted crime is also a 
well-established and thoroughly docu
mented fact, one that has been replicated 
by many self-report studies (ShOlt and 
Nye, 1958; Akers, 1964; Gold, 1970; 
Hindelang, Hirschi, and Weis, 1981). 
Given the different facts about social class 
and crime that are generated by official 
and self-report measures, there are logi
cally only two ways to bring them into 
convergence. The first approach implies 
that, since there is little doubt about the 
inverse relationship between official 
crime and class, self-repOlts are defective 
and, if improved technically, would also 
show an inverse relationship with class 
(Elliott and Ageton, 1980), hence conver
gence. The second approach implies that, 
since there is little doubt about the find
ing of no impOltant relationship between 
self-reported crime and class, official 
measures are suspect but, if the problem 
was corrected, they would also show no 
relationship with crime (Hindelang, 
Hirschi, and Weis, 1979), hence conver
gence. The relevant empirical question, 
then, is: what is the individual-level rela-
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tionship between social class and official 
and self-reported crime? 

Two meta-analyses of the class-crime 
relationship come to opposite conclu
sions regarding the correlation between 
class and official crime measures. Tittle, 
Villemez, and Smith (1978) repOlt no im
pOltant relationship, claiming it to be a 
myth in criminology. In a later review 
Braithwaite (1981) concludes that there is 
some evidence to support an official 
crime-class correlation. Examining those 
studies that use individual-level official 
data only (Havighurst, 1962; Hathaway 
and Monachesi, 1963; Polk, Frease, and 
Richmond, 1974) shows that the relation
ship between social class and official de
linquency is weakly negative to nonexis
tent (Hindelang, Hirschi, and Weis, 
1981:187-188). A more recent longitudi
nal study of a cohort of 7,719 boys in 
Stockholm (Janson, 1982) also reports no 
impOltant individual-level relationship 
between a "family's social position" and a 
boy's having a police record. 

Many, many more self-repOlt studies 
typically also repOlt no significant rela
tionship between self-repOlted crime and 
class (e.g., Dentler and Monroe, 1961; 
Akers, 1964; Hindelang, 1973; Bachman, 
O'Malley, and Johnston, 1978). However, 
there is a major exception to the apparent 
consensus of self-repOlt studies, and that 
is the recent work of Elliott and Ageton \ 
(1980) and Elliott and Huizinga (1983). 
Based on analyses of the National Youth 
Survey4 probability sample of approxi-

4In 1967 the National Institute of Nlental Health 
sponsored the first of a relatively regular series of 
national youth surveys of a representative sample of 
juveniles for the purpose of estimating the extent 
and nature of delinquency and substance abuse in 
the United States. The survey was repeated in 1972, 
and in 1976 the National Institute for Juvenile 
Justice and Delinquency Prevention became a co
sponsor of an annual survey of the self-reported and 
official delinquency of a national probability panel 
of youths aged 11-17 in 1976. 

mately 1,500 youths, they repOlt that 
there is a moderate inverse relationship 
between class and serious "person 
crimes" and serious "propelty crimes," 
paIticularly for person crimes among 
black youths of low socioeconomic status 
(Elliott and Ageton, 1980). Later analyses 
of the national youth panel for 1976-1980 
show small-to-moderate class differences 
in prevalence and incidence for serious 
crimes, and the relationship is sh'onger 
for incidence than prevalence scales (El
liott and Huizinga, 1983). Official data 
have also been collected on the national 
youth sample, but they have not yet been 
repOlted in the literature in a direct as
sessment of discrepancy or convergence. 

Of the five major studies reviewed by 
Hindelang, Hirschi, and Weis (1981: 
188-193) that have both official and self
repOlt m .... asures on an individual level for 
the same sample, all showed convergent 
estimates of the correlation between so
cial class and official self-repOlted crime 
(Reiss and Rhodes, 1961; Hirschi, 1969; 
Williams and Gold, 1972; Wolfgang, 
Figlio, and Sellin, 1972; Elliott and Voss, 
1974). Only one of the studies showed 
convergent estimates of a small inverse 
relationship (Reiss and Rhodes, 1961). 
Another study, based on the Cambridge 
(England) Study in Delinquent Develop
ment, found an inverse relationship be
tween social class at age 14 and having an 
official conviction record at age 17-20, 
but no relation to self-repOlted crime at 
age 18 (Fanington, 1979; 1982:17).5 This 
discrepancy is only one among a much 
broader pattern of finding no impOltant 
di:f:I:erences between estimates of a vari-

5European, primarily British, studies of the class
crime relationship tend to find an inverse relation
ship no matter what the measure, in good pmt 
because of the more dillerentiated, sh'uctured, and 
rigid class stmcture that exists in Britain, so that this 
finding of "discrepancy" is somewhat unu,sual 
within the British context (see Belson, 1968; 
McDonald, 1969; Bytheway and May, 1971). 
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ety of correlates based on self-reports and 
official records. This apparent discrep
ancy may be interpretable in light of an 
impOltant reanalysis of the follow-up in
terview data from the Philadelphia cOhOlt 
study (Wolfgang, Figlio, and Sellin, 
1972). Thornbeny and FarnwOlth (1982) 
found no impOltant relationship between 
status, as measured primarily by educa
tional attainment, and criminal involve
ment, whether measured by self-repolt 
interviews or police an-est data, when the 
cohort members were juveniles. How
ever, there was a significant inverse rela
tionship between status and both official 
and self-reported crime when the COhOlt 
members were adults. That is, conver
gent estimates of the status-crime rela
tionship are produced for juveniles and 
adults, even though they are in different 
directions. The findings for adults are 
particularly impOltant for criminal career 
research, because among serious, chronic 
offenders the relationships between pa
rameters and correlates are apparently 
different during different stages in career 
development. In other words, the opera
tion of social class is not the same at age 
12 as it is at age 25. 

Another major study shows that there is 
a velY weak to nonexistent relationship 
between social class and official and self
reported juvenile crime. More impor
tantly, the study attempts to identifY and 
test the substantive and metllOdological 
sources of discrepancy, not only for social 
class, but for a number of otller variables 
tllat have some empirical and theoretical 
impOltance (Hindelang, Hirschi, and 
Weis, 1975, 1978, 1979, 1981; Weis, 
1983b). Hindelang, Hirschi, and Weis 
(1975, 1979) propose that the apparent 
discrepancy between self-repOlt and offi
cial measures for social class, as well as 
for gender and race, becomes "illusory" 
when standard but critical methodologi
cal considerations are taken into account, 
particularly comparisons of results by 

level of measurement and by the domain 
(variety), type, and seriousness of crimi
nal behavior. They contend that, if the 
data are properly analyzed by comparing 
individual-level measures of both official 
and self-repOlted crime with individual
level measures of class, and the types and 
seriousness of crimes in both are the 
same, the alleged discrepancy for social 
class is resolved.6 Simply put, one should 
not compare apples witll oranges. Elliott 
and Ageton (1980) have recommended 
basically the same methodological adjust
ments; in addition they suggest that the 
proper analysis of self-repolt data should 
include more attention to scoring and 
scaling of items. Specifically, they sug
gest that the repOlted frequency of illegal 
acts should not be restricted in the scor
ing of individual incidence of involve
ment (which is preferred to prevalence) 
and that the unique properties and con
tributions of individual crimes that may 
be related to social class (or other vari
ables) should not be lost in global scales 
of delinquency. 

Hindelang, Hirschi, and Weis (1981: 
181-198) discovered in a comprehensive 
empirical test of these hypotheses that 
there is a weak, insignificant, or nonexis
tent relationship Witll socioeconomic sta
tus when one controls for level of mea
surement and compares individual-level 
data on both variables. It seems that no 
matter how one measures, scales, or 
scores the data, there are small, typically 
negative relations between social class 
and juvenile delinquency. The conela
tions ("{) range from - .01 to - .08 between 
occupation of principal wage earner and 
the self-report delinquency scales (prev
alence scales for total, serious, general, 

GThe same logiC, of course, can be applied to 
other correlates and has been by Hindelang, 
Hirschi, and Weis (1981); only race proved not to be 
amenable to these methodological discrepancy-res
olution slmtegies and procedures. 
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drug, family-school offense indexes) and 
the total official offenses index (Hinde
lang, Hirschi, and Weis, 1981:196). These 
findings also hold when the additional 
suggestions of Elliott and Ageton (1980) 
are incorporated in the analysis: that is, 
one still finds consistently weak-to-non
existent relations tllat at times are in the 
wrong direction when one (1) uses tlleir 
self-repOlt scales scored for incidence or 
the total unresh'icted frequency within 
tlle past year; (2) examines each of the 
three official delinquency indexes (police 
contacts ever, police contacts past year, 
juvenile court referral ever); (3) does an 
item-by-item analysis of their 69 self
repOlt items; and (4) examines each of 
their (1, 2, 3) relationships separately witll 
a variety of indicators of socioeconomic 
status, including father's education, fa
tller's occupation, mother's education, 
mother's occupation, father employed, 
motller employed, father's socioeconomic 
index, and mother's socioeconomic index 
(Weis, 1981, 1986). 

These results are perplexing because 
some rigorous studies repOlt a moderate 
inverse relation between social class and 
self-repOlted crime (e.g., Elliott and 
Ageton, 1980; Elliott and Huizinga, 
1983), while other rigorous studies show 
an absent-to-weak inverse relation for 
both self-repOlt and official measures 
(e.g., Hindelang, Hi.rschi, and Weis, 1981; 
Thornbeny and Farnwortll, 1982). Given 
that there are no published or otllelwise 
available results on a convergent inverse 
relationship, except for Reiss and Rhodes 
(1961), tlle conclusion for now is tllat 
there is much more evidence, across a 
variety of some of the most important data 
sets compiled on juvenile crime (e.g., 
National Youth Survey: Gold, 1970, and 
Williams and Gold, 1972; Richmond 
youth project: Hirschi, 1969; Philadel
phia bhth cohOlt study: Thornbeny and 
Farnwortll, 1982; Seattle youtll study: 
Hindelang, Hirschi, and Weis, 1981) that 
convergence is more likely to show that 

there is a weak negative-to-nonexistent 
relation between social class and both 
official and self-repOlt measures of crime. 
However, what is disturbing is that the 
agreed standard methodological adjust
ments that should be applied to these 
data comparisons (same level of measure
ment, same domain of criminal acts, more 
sensitive scoring and scaling procedures) 
do not go far enough in creating some 
kind of apparent consensus on the issue 
of convergent validity. 

Race 

Race is the only major correlate 
(Wolfgang and FelTacuti, 1967; Wolfgang, 
Figlio, and Sellin, 1972; Curtis, 1974; 
Hindelang, 1978; Blumstein, 1982) for 
which the methodological adjushnents 
proposed by Hindelang, Hirschi, and 
Weis (1979), particularly the conh'ols for 
type and seriousness of offense (espe
cially violence), do not make tlle official 
and self-report relations consistent in the 
way they do for sex, social class, and otller 
impOltant correlates of crime. Official 
data historically have implied that blacks 
are "more criminal" than whites simply 
by vhtue of their overrepresentation in 
the criminal justice system and official 
records. Self-reports, on the otller hand, 
suggest that there is less difference in 
both prevalence and incidence of crime 
(e.g., Gold, 1970; Chaiken and Chaiken, 
1982). The discrepancy is so large that 
"tlle range of ratios in self-report samples 
restricted to a single sex ... does not 
overlap with the range of ratios found in 
official data .... The very strong relation 
between race and delinquency in official 
data is not present in self-repOlt data. In 
fact, the self-repOlt relation would have to 
be characterized as weak or very weak, 
with a mean black-to-white ratio of less 
tllan 1.1:1 expected on the basis of pre vi
ous research" (Hindelang, Hirschi, and 
Weis, 1981:159; emphasis in original). 

Conh'ary to expectations that compar-



ISSUES IN THE MEASUREMENT OF CRIMINAL CAREERS 9 

ing the more serious and violent crimes 
would show race differences of a magni
tude similar to those represented in of
ficial records, the race differences for both 
self-report serious-delinquency scales 
and individual items are not VelY large or 
significant. Hindelang, Hirschi, and Weis 
(1981) repOlt white-to-black ratios that 
approximate 1 for the total prevalence 
scale; paradoxically, for the frequency or 
incidence scales the ratios are less than 1 
on five of their six scales, which implies 
more white than black involvement in 
crime. These ratios approach unity as one 
moves from the less to more serious of
fenses but do not, as the official-data ra
tios would suggest, exceed 1. The overall 
2:1 black-to-white ratio in the Seattle 
study's official-record data is approxi
mated by prevalence ratios for self
reports of some types of face-to-face vio
lence, for example, carrying a weapon, 
hitting a teacher, using a club, gun, or 
other weapon to get something, beating 
someone seriously enough to send them 
to the hospital, robbery, and jumping and 
beating someone, as well as for official 
reaction, probation, and school suspen
sion (Hindelang, Hirschi, and Weis, 
1981:166-169). One might interpret this 
to mean that there may be violent-offense 
specialization by race, but the fi'equency 
estimates do not SUppOlt this, for either 
scales or individual items; it seems that 
either the criminal justice system dis
criminates substantially against blacks, 
palticularly males, or that blacks may be 
undell'epOlting the extent of their in
volvement in crime. 

Other research on juveniles and, more 
surprisingly, on adult prisoners supports 
these findings regarding apparent under
repOlting by blacks, pmticularly males 
with official criminal records. Shannon 
(1982, 1983) repOlts that in the Racine, 
Wisconsin, COhOlt study of the relation
ship between juvenile and adult criminal 
careers, self-reports of delinquency had 
little relationship to race, but there was a 

dispropOltionate representation of blacks 
with official records of police contact. 
Black males had the most contacts and 
most extensive, serious involvement with 
the police-75 percent of the black males 
had a police contact while a juvenile, 
compared with 50 percent of the white 
males. It appears that juvenile black 
males may be underrepOlting their crim
inal involvement because "while 80 per
cent of the whites in each cohort either 
repOlted their number of police contacts 
consistently witll police records or over
estimated them, only half the blacks re
pOlted the number of contacts consis
tently witll the records and the other half 
repOlted fewer contacts in comparison 
with official records" (Shannon, 1982: 1, 
10). Otller studies on juvenile crime also 
suggest underreporting and potential va
lidity problems among black respon
dents, particularly males with official rec
ords (Chambliss and Nagasawa, 1969; 
Gould, 1969; Hirschi, i969).7 

Inh'iguing corroborative findings are 
also reported on male adult prisoners, 
including serious, chronic offenders, in 
the first (Peterson, Braiker, and Polich, 
1981) and second (Marquis and Ebener, 
1981; Chaiken and Chaiken, 1982) Rand 
surveys of incarcerated felons. Peterson, 
Braiker, and Polich (1981:xxii-xxiii, 60-
65) repOlt that the results of an anony
mous survey of California prisoners gen
erated "complex" results on race. The 
self-repOlts showed that black inmates 
were "less active and dangerous crimi
nals" than white inmates-they were in
volved in tlle smallest variety of crimes 
and at the lowest repOlted rates compared 
Witll whites and Chicanos. They also re
pOlted less involvement in crimes of vio
lence. Even when COll'ections are made 

71n a personal communication, Delbert Elliott 
indicates that similar unclerreporting and potential 
validity problems among this subgroup were also 
appeming in ongoing analyses oHhe National Youth 
Sl1I'vey data. 
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for different apparent probabilities of ar
rest and estimated offense rates by race 
(the model of street offenders developed 
by Chaiken), differences remain, with the 
exception that blacks are shown to be 
more involved in crime than Chicanos. 
The interpretation of these differences by 
race in self-reports and official records, 
particularly the apparent underreporting 
by black prisoners, is considered "some
what ambiguous" and two possibilities 
are offered-either blacks do, indeed, 
conm1it fewer crimes and less frequently 
or tl1e criminal justice system is more 
likely to imprison blacks, particularly 
low-rate, occasional criminals. A third 
source of tl1e differences is only alluded 
to in a foob10te-tl1e differential reliabil
ity and validity of self-report responses by 
race. 

Unfortunately, the first Rand inmate 
survey was anonymous, so the self
repOlts and official records could not be 
validated reciprocally at tl1e individual 
level (Peterson, Braiker, and Polich, 
1981:25-26, 90). However, Chaiken and 
Chaiken (1982:226, 244, 245, 247) and 
Chaiken, Chaiken, and Peterson 
(1982:17) suggest that there may have 
been underrepOlting among some sub
groups of plisoners in the second Rand 
inmate survey, pmticularly among blacks 
and tl1e less educated.s For exmnple, 
there is the "puzzling finding" that blacks 
repOlt much lower rates of assault than 
whites; but it is also repolted that the 
responses of blacks are less reliable, i.e., 
have "substm1tially worse internal qual
ity," and that "respondents whose survey 
responses have poor intemal quality tend 

BIt is interpreted here as a "suggestion" because 
the data on individual offending rates by race could 
not be found in Chaiken and Chaiken (1982). Rela
tions between race and other variables, including 
"internal quality" and "external reliability" of mea
sures, are repOlted extensively, but the dishibution 
of self-repOlted individual offending by offense and 
race could not be found. 

to repOlt low crime commission rates for 
tl1e crimes they report committing." 
There seems to be consistency in both 
inmate surveys regarding tl1e under
repOlting of some subgroups, pmticularly 
black inmates, leading to lower-than
expected individual offending rates when 
self-repOlts are compared with official 
records. 

In shOlt, a number of studies of juve
nile and adult offenders report a discrep
ancy between race and self-reported and 
official crime data, and the discrepancy is 
likely explained by undenepOlting on 
the self-report instrument rather than by 
race discrimination witl1in the criminal 
justice system. Therefore, attention needs 
to be tumed to the connection between 
self-reports and official records and possi
ble racial and other differences in the link 
between the two. In this regard the next 
section addresses two questions: What is 
the nature of the reliability and validity of 
tl1e two measures? How do they affect 
estimates of parameters and cOITelates 
and, ultimately, the convergence of the 
estimates generated by the two ap
proaches to measuring individual offend
ing patterns? 

EFFECTS OF RELIABILITY AND 
VALIDITY ON ESTIMATES 

Given the apparent underreporting of 
criminal involvement in self-repolt sur
veys that was identified in a number of 
studies and its possible contribution to 
discrepant correlations, the focus here is 
on the effects of tl1e differential reliability 
and validity of measurement approaches 
on estimates. Of pmticular interest are 
"response effects" (Sudman and Brad
bum, 1974) in self-repOlt surveys as pos
sible sources of bias.9 A brief discussion 

9Given the focus of most of the research in this 
area and space limitations, other sources of elTor and 
bias, such as proceSSing, sampling, and design, are 
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of the current state of the reliability and 
validity of self-reports of clime precedes a 
more detailed treatment of some of the 
more impOltant sources of apparent and 
potential distortion and response bias in 
self-report measures. 

Reliability of Self-Reports of Crime 

Although Reiss (1975) is correct that 
few self-report researchers have assessed 
the reliability of instruments, the evi
dence shows that the self-report method 
is velY reliable, and that if there is a 
problem with this type of measure it is 
more likely in the area of validity (Hinde
lang, Hirschi, and Weis, 1981:84). In 
telms of internal consistency, both self
repOlts of juvenile crime (Hindelang, 
Hirschi, and Weis, 1981:81) and of crime 
among adult prisoners (Marquis and 
Ebener, 1981; Chaiken and Chaiken, 
1982) show "impressive reliability," al
though there is some evidence of system
atic variation in intel11al consistency by 
respondent subgroups among adult pris
oners. For example, inmates convicted of 
drug dealing "left significantly more 
questions blank," and inmates who saw 
themselves as a "thief, player, or alcohol
ic/drunk" did significantly worse on the 
intemal consistency of responses. In ad
dition, even though there did not seem to 
be much difference in external reliability 
(validity) among whites, blacks, or His
panics (although it was still lower, on the 
average, than intel11al consistency), the 
"summary measure ('percent of bad inter
nal quality indicators') was worse tllan 
average for black repondents" (Chaiken 
and Chaiken, 1982:226, 244). 

Test-retest reliability of self-repOlt data 

not addressed directly but only as they relate to 
response effects. The limitations of official-record 
measures are discussed later; besides, the issue for 
official measures is not so much a matter of reliabil
ity and validity as it is of utility. 

is also quite good, both for reports of 
criminal behavior and for independent 
variables. A small number of studies on 
juvenile delinquency have reported high 
test-retest reliability coefficients; the time 
between administration of the self-report 
instrument ranged from a couple of hours 
(Hindelang, Hirschi, and Weis, 1981: 
81-82) to a number of years (Farlington, 
1973; Bachman, O'Malley, and Johnston, 
1978). These and other studies (Dentler 
and Monroe, 1961; Clark and Tifft, 1966; 
Belson, 1968; Kulik, Stein, and Sarbin, 
1968) show that there is substantial con
sistency in self-reports of the same crim
inal acts, but reliability diminishes with 
time. In general, the test-retest reliability 
coefficients are higher for criminal behav
ior items than for other items (Elliott and 
Voss, 1974; Bachman, O'Malley, and 
Johnston, 1978). For example, with a few 
hours between tests, the coefficients on 
four independent items (motller's educa
tion, grade-point average, parental super
vision, and peer delinquency) ranged 
from 0.4 to 0.9, but the delinquency items 
varied around 0.9 (Hindelang, Hirschi, 
and Weis, 1981:82). 

The reliability of altemate fOlms, using 
split-half coefficients, is also impressive. 
Elmhom (1965) repOlts a coefficient of .86 
for 21 delinquency items, and Kulik, 
Stein, and Sarbin (1968) repOlt coeffi
cients ranging from .70 to .92 for five 
subscales derived fl:om cluster analysis of 
52 delinquency items. 

Overall, self-repOlts are vely consistent 
in the measurement of crime, in terms of 
intel11al consistency, test-retest stability, 
and split-half reliability. There is some 
evidence, however, that there may be 
potentially impOltant variation in reliabil
ity, particularly internal consistency, by 
respondent characteristics, with appar
ently more reliability problems among 
both black juveniles and adult offenders, 
the less educated, and those with drug 
and alcohol abuse in their records. These 
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respondent effects on reliability may be 
related to unden-eporting of individual 
criminal involvement, the potential dis
tortion of parameter estimates, and the 
attenuation of con-elations with these re
spondent characteristics. Threats to valid
ity seem more likely sources of serious 
measurement problems, particularly a
mong some subgroups of respondents. 

Validity of Self-Reports of Crime 

There are many types of validity; for 
example, Costner (1975) has identified 
eight, ranging from content to face valid
ity.lo The focus here is on those types of 
validity that allow empirical assessment 
of the accuracy of responses. Therefore, 
the discussion emphasizes different kinds 
of concun-ent validity or the extent to 
which self-report results are consistent 
with other concun-ent measures of crimi
nal behavior. "Convergent" validity-the 
extent to which two or more measures 
intended to measure the same concept 
(e.g., Clime) produce convergent results 
(Campbell and Fiske, 1959)-is depen
dent on concun-ent validity. 

Two types of concun-ent validity have 
been examined in the self-report litera
ture: known group and con-elational. In 
kn:own-group validity, groups known to 
differ on some dimension, for example, 
official delinquency, are compared using 
another measure that is supposed to dis
criminate between the groups, for exam
ple, self-repOlts of delinquency. The lat
ter is validated to the extent that it shows 
that known official delinquents differ on 
self-repOlts of crime. For example, the 
original Short and Nye (1958) self-repOlt 
study included known-group compari
sons that showed that their 23-item, self
repOli checklist could distingJish rather 

lOThe eight types of validity are convergent, 
diSCriminant, content, face, predictive, concul1'ent, 
constl11ct, and factOliaI (Costner, 1975:2), 

well between boys in state training 
schools and in high school. These known
group differences in self-reports of crime 
(Erickson and Empey, 1963; Hindelang, 
Hirschi, and Weis, 1981:95-96) are evi
dence of validity, but they do not tell us 
anything about the magnitude of the rela
tionship between self-report and official 
measures in more general samples. The 
degree of validity is better assessed 
through correlational validation. The 
question becomes: To what extent are the 
results of one measurement approach 
consistent with-or correlated with
those produced by another? The stronger 
the correlation, the greater the concun-ent 
and convergent validity. 

There are a number of measures with 
which self-repOlts of criminal behavior 
can be compared (Hindelang, Hirschi, 
and Weis, 1981:Figure 5.1, 98): (1) unof
ficial sources, such as direct observation 
or the informant repOlis of peers, teach
ers, family, and victims; (2) self-repOlis of 
official action, such as police contacts, 
an-ests, probation, or incarceration (e.g., 
Christie, Andenaes, and Skirbekk, 1965; 
Elmhorn, 1965; Hindelang, Hirschi, and 
Weis, 1981; Marquis and Ebener, 1981; 
Chaiken and Chaiken, 1982); (3) official 
criminal justice records, such as offenses 
known to the police, court referrals, con
victions, and incarceration (Gould, 1969; 
Erickson, 1972; Elliott and Voss, 1974; 
Hindelang, Hirschi, and Weis, 1981; 
Chaiken and Chaiken, 1982); (4) official 
records from other agencies, such as 
school, mental health, social service, and 
drug abuse (Weis, Janvier, and Hawkins, 
1982). 

Researchers have relied on official 
measures as the "standard" external vali
dation criteria, because there is substan
tial evidence and consensus regarding 
the identification of delinquents and 
criminals through the official sampling 
processes of the criminal justice system. 
Admissions of prior known records are 
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particularly impOltant for assessing the 
degree of repOlting accuracy, typically 
undelTeporting, and are necessmy for at 
least infen'ing some degree of accuracy 
for self-reports of criminal behavior for 
which there is no record. That is, the 
apparent validity of those respondents 
with records who admit to them is extrap
olated to their self-repOlts of criminal be
havior, as well as to the self-repOlts of 
criminal behavior of those respondents 
who do not have criminal records. It is 
typically assumed that the validity of self, 
repOlts of criminal record can be exh'apo
lated to self-repOlts of criminal behavior, 
but it is not clear that the degree of 
validity can be h'ansfened from one type 
of task characteristic (discussed below) or 
respondent to another. For those respon
dents who do not have official records of 
crime, other validation criteria become 
more critical. 

This critical assumption about the va
lidity of self-repOlts is related to other 
assumptions that are often made by re
searchers. One assumption is that the 
"magnitude" of underrepOlting of official 
record can be used as a conection factor, 
typically involving downward adjust
ments to self-reports of criminal behavior. 
A second assumption is that the fre
quency of self-reported crime and the 
validity of admissions are related-the 
higher the self-repolt estimates, the 
higher the validity estimates. In other 
words, the more crime a respondent ad
mits, the more accurate the responses. 
Third, it is assumed that the validity of 
measures of crime holds for measures of 
other variables, pmticularly those that are 
more etiological, attitudinal, or descrip
tive of other respondent characteristics. 
Fourth, it is assumed that validity is more 
likely universal in application than differ
entiated by response effects, whether 
task, respondent, or interviewer charac
teristics. There is evidence from correla
tional validation and reverse-record-

check resem'ch that these assumptions are 
questionable and, more likely, not hue. 
Of course, one of the implications is that 
extrapolation-whether of validity, cor
rection factors, or estimates-from one 
measure to another is more problematic 
than perhaps anticipated, at least for now. 

The relationships of "self-repOlts of 
criminal behavior" and "self-repOlts of 
official record" each to C< official record" 
are the most important validation conela
tions to assess. The relationship between 
self-reports of criminal behavior and hav
ing an official record is perplexing. In 
general, the research evidence suggests 
that there is a relatively high degree of 
correlational validity when comparing 
these two measures, with conelations 
ranging from .3 to .6 (Hirschi, 1969; 
Erickson, 1972; Farrington, 1973; Elliott 
and Voss, 1974). However, one of the few 
studies to repOlt validity coefficients by 
subgroup suggests that the validity of 
self-repolts of criminal behavior varies by 
race, with black (.09) and Asian (.07) ju
veniles having lower validity coefficients 
than white juveniles (.34) (Gould, 1969). 
Hindelang, Hirschi, and Weis (1981:100) 
also discovered that validity coefficients 
"vmy systematically by race," with black 
males having much lower validity coeffi
cients (.33 to .42) than white males (.65 to 
.66) when comparing scores on the total 
prevalence scale and serious-crimes prev
alence scale with three official delin
quency measures. This diminished valid
ity h'anslates directly into lower estimates 
of delinquent involvement among these 
respondents and the attenuation of tlle 
correlation between self-repOlted delin
quency and race. 

The relation between self-repOlts of 
official records and actual official records 
is probably the most critical comparison, 
because it is here that the accuracy of 
response is put to its most direct and 
severest test. Even if one disagrees on 
what an official record "actually" repre-
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sents, respondents should have direct ex
perience and knowledge of their contact 
with the criminal justice system and sim
ply need to remember and report it.ll In 
general, the validity coefficients are high, 
in the .8 range-all "juvenile studies 
show that most of those with official rec
ords can be identified through self
reports" of records (Hindelang, Hirschi, 
and Weis, 1981:104). In fact, the correla
tions (gammas) between the three official 
crime indexes and three self-report indi
cators of official action range between .6 
and .8; the highest average validity coef
ficients are for self-reports of court refer
ral (.8) and the lowes.t for police contact 

11 In a personal communication, Delbert Elliott 
has indicated that some respondents in the National 
Youth Survey who denied they committed climes of 
record claimed that the police were simply harass
ing them and the records represented these "bum 
raps." There are rare examples of arrested or con
victed "innocents," but it is clear that those with 
records have very likely committed a crime, in some 
cases many, many more than result in official action, 
whether juvenile (Elickson and Empey, 1963) or 
adult (Peterson, Braiker, and Polich, 1981:55--65) 
offenders. And the greatmajolity of official offenders 
do not deny their guilt but readily confess to their 
clime. Wolfgang, Figlio, and Sellin (1972) repOlt 
that 90 percent of the juveniles who had police 
contacts confessed to the police on apprehension. It 
is possible that once in a while the criminal justice 
system errs and "gets the wrong person" (Voss, 
1963), that an uffender may repOlt harassment by 
local law enforcement officials that leads to discrim
inatory and empty arre5ts, and that criminal justice 
system records are incomplete and, therefore, 
claimed to be inadequate as a standard external 
validation criterion. However, the possibilities-or 
facts, if you wish-do not negate the fact that crim
inal justice system record data are as good as any 
standard external validation criterion in the social 
sciences, probably better than most. Compared with 
the other alternatives, it is clearly the best, and one 
needs to remember that the validation of two mea
sures is reciprocal by definition, so if concurrent, 
convergent validity is demonstrated for self-reports 
and arrests, both are validated and by the "relation
ship" between the two. And, finally, there is no such 
thing as a "perfect" external validation criterion to 
which the relative validity of another measure can 
be established. 

(.6) (Hindelang, Hirschi, and Weis, 
1981:104-105). The lower validity for the 
police measure is also evident in research 
among adult offenders. Marquis and 
Ebener (1981:viii, 13-14) report that the 
accuracy of repOlts of arrest is "uncertain" 
in comparison with self-reports of convic
tions among a prisoner sample, and they 
suggest that this is attributable to appar
ent face-validity problems because arrest 
can mean several things on the rap sheets. 
This same kind of face-validity effect 
could be responsible for the lower valid
ity coefficient for the item in the Seattle 
youth study that asked respondents 
whether they had been "picked up by the 
police." 

Overall, the correlational evidence 
supports relatively high validity for both 
self-repOlts and indicators of official con
tact. However, the sources of imperfect 
correlation remain unclear. 

Reverse Record Checks 

The use of record checks facilitates a 
more rigorous investigation and assess
ment of the sources of diminished valid
ity, as well as of the magnitude of the 
problem. Having prior knowledge of a 
respondent's official record allows the re
searcher to assess directly the accuracy 
of responses regarding the existence of 
the record, as well as to compare self-re
pOlted crimes with official offenses of 
record. Reverse record checks,12 whereby 
respondents in a study are sampled using 

12"Reverse" record check is used here by con
vention to indicate only that infonnation in records 
is checked with infonnation reported by a respon
dent. It does not necessarily mean that a sample was 
selected from a population of potential subjects who 
have records. Marquis (1980) and Marquis and 
Ebener (1981) have pointed out that this kind of 
smnpling design, called a "partial" design, can only 
account for underrepOlts, simply because there is no 
respondent without a record who could l'eport hav
ing one. 
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the existence of record as a sampling 
criterion, have been used in health sur
veys (e.g., Cannell and Fowler, 1963; 
Marquis, 1978, 1980), victimization sur
veys (Law Enforcement Assistance Ad
minish'ation, 1972), crime surveys (Erick
son and Empey, 1963; Blackmore, 1974; 
Hardt and Peterson-Hardt, 1977; Bridges, 
1981; Hindelang, Hirschi, and Weis, 
1981), studies of drinking and alcoholics 

. (Sobell and Sobell, 1978), and research on 
dmg addicts (Ball, 1967). In general, the 
majority of respondents with official rec
ords will repOlt having them; in one in
stance 100 percent of a group of juveniles 
who had COUlt records admitted the fact 
(Erickson and Empey, 1963:L159). 

There is not a random dish·ibuti.on of 
the underreporters uut, rather, apparent 
systematic bias in the accuracy of re
sponses to queries about one's official 
record. In the delinquency literature, the 
rate of underreporting seems to vmy be
tween 5 and 60 percent of the samples 
(Gibson, Morrison, and West, 1970; Hardt 
and Peterson-Hardt, 1977; Hindelang, 
Hirschi, and Weis, 1981), depending on 
the official criterion and seriousness of 
the crime. What is perhaps the only data 
set on crime that has a record check built 
into the study design that allows sex and 
race comparisons shows no sex difference 
but an apparent race diflerence in the 
underrepOlting of official contact, which 
averages about 10 percent for white 
males and 30 percent for black males 
(Hindelang, Hirschi, and Weis, 
1981:122-124). For the serious crime in
dex (burglmy, robbelY, vehicle theft, per
son crime, weapon offense), 20 percent of 
the white males but 57 percent of the 
black males undell'epOlted official con
tacts. The diflerence is even greater for 
some of' the individual serious offenses, 
for example, 67 percent nonrepOlting for 
burglmy and 62 percent for weapon of
fenses among black males, compared 
with 18 and 22 percent, respectively, for 

white males (Hindelang, Hirschi, and 
Weis, 1981:172).13 It is clear that black 
male respondents are much less likely to 
repOlt crimes that fit the offense categOlY 
of their crime(s) of record. 

Among general adult samples, as well 
as different kinds of offender subgroups, 
the nature of the response bias is more 
ambiguous. Bridges (1983:571), for exam
ple, repOlts that among the follow-up in
terview sample of the Philadelphia co
hort study, the "respondents unifOlTIlly 
overstated the number of offenses result
ing in arrest, ages at the time of offenses, 
the seriousness of offense, and the num
ber of others arrested." But Sobell and 
Sobell (1978) find that alcoholics and ex
alcoholics tend to underrepOlt their fel
ony arrests. Finally, separate analyses of 
the Rand inmate surveys (Marquis and 
Ebener, 1981; Chaiken and Chaiken, 
1982) indicate that there is either no re
sponse bias or, in some cases, overreport
ing of arrests and c')nvictions. 

One of the limitations that these stud
ies of adults share with some of the shld
ies of juvenile response bias (e.g., 
Erickson and Empey, 1963) is that the 

J3Conb'my to what Elliott (1982) has suggested, 
the differences among the four sex-race groups do 
not show that white males are atypical and that 
black males, white females, and black females are in 
line with other estimates of nonreporting. If one 
looks at the total number of oJl€mses and the per
serious-crime index category, one discovers that 
among black females there are only 22 seriolls 
offenses, that in four of the five offense categories 
there are only two offenses each, and that the three 
100 percent nonreports fall within those categories, 
all of which contl'ibute to an artificially high and 
undependable estimate of the nonreporting rnte for 
black females. For white females the situation is the 
same-with a total of only 16 offenses, one category 
with no offenses and another with one offense, the 
percentages are misleading as a consequence. In 
short, for the serious crimes in pmticular, the ones of 
most concern in the Seattle youth study and here, 
the data for female ofienclers do not provide a 
sufficient basis for concluding much at all about the 
effects of their l1onrcporting on validity. 
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respondent knows that the researcher has 
had access to his official records and, 
therefore, can verify or disconfirm re
sponses. This undoubtedly contributes to 
greater agreement and, perhaps, over
reporting. Another problem is the velY 
long reference period for responses, e.g., 
adults may be asked to repOlt events that 
occurred during their juvenile years, per
haps more than 10 years earlier. In the 
only "double blind" shidy of self-reports 
of official record, i.e., the questionnaire 
administrators did not know if the respon
dent had a record and the respondent did 
not know that official criminal stahlS was 
used as a sampling criterion and was, 
therefore, known to project management, 
there was variable and systematic under
reporting (Hindelang, Hirschi, and Weis, 
1981). 

In ShOlt, there is evidence from re
search on both adults and juveniles that 
there is important variation by subgroups 
in the accuracy of responses regarding 
official records. There seems to be differ
ential validity by respondent characteris
tics, specifically and perhaps most impor
tantly by race. In the next section the 
types of apparent or potential respondent 
effects are examined in more detail, par
ticularly as they and other task and inter
viewer sources of response effects may 
compromise validity and reliability and, 
tllerefore, affect estimates of prevalence, 
incidence, and correlates. 

SOURCES OF RESPONSE EFFECTS 
ON VALIDITY AND RELIABILITY 

The somewhat ambiguous and some
times conflicting findings regarding re
sponse patterns to questions about having 
official contact with the criminal justice 
system, as noted, suggest some kind of 
systematic response bias. If tllis is so, 
there is the possibility that diminished 
validity may also extend to respondents' 
self-reports of criminal behavior. There 

may be generalized systematic error in 
tlle reports of celtain subgroups of re
spondents for the whole rauge of crime, 
palticularly for the most serious offenses. 
Obviously, this could distort self-report 
scores for tlle velY offenses that might 
resolve discrepancy between self-repOlt 
and official measures-tlle more serious 
crimes, which are the concern oftlle crim
inal justice system. 

There are many real and potential 
distorting effects on responses to sur
vey questions-"response effects"-that 
could be related to the validity and reli
ability of self-repOlts of crime and, there
fore, to estimates of criminal career pa
rameters. However, the evidence from 
general survey research indicates that 
some kinds of response effects may be 
more impOltant than others, pmticularly 
when "threatening," "anxiety arousing," 
or "dangerous" questions are asked. Ad
ditionally, some response effects may be 
more impOltant tllan others to validity 
and reliability in research on serious 
crime and chronic offenders, at least ac
cording to tlle scant direct research evi
dence on these types of behaviors and 
respondents. Consequently, a selective 
subset of response effects and their appar
ent or potential impact on self-repOlts of 
individual offending patterns are the fo
cus of discussion in this section. 

There are three major sources of re
sponse effects on the accuracy and consis
tency of answers to survey questions
interviewer, task, and respondent charac
teristics (Sudman and Bradburn, 1974; 
Bradburn and Sudman, 1979; Dijkstra 
and van der Zouwen, 1982; Bradbum and 
Danis, 1984). Interviewer characteristics 
are either "role independent" attributes, 
such as gender, race, age, and personal 
biography, or "role resh'icted," such as 
interviewing style, competence, experi
ence, and interviewer's expectations of 
respondents or responses (see Dijkstra 
and van del' ZOllwen, 1982:10-11). Task 
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characteristics desclibe the survey sihIa
tion and can be divided roughly into 
"sbuctural" characteristics, such as 
method of adminisb'ation and perceived 
anonymity, and "question" characteris
tics, such as wording, length, content, 
specificity, response categOlies, threat, 
salience, and social desirability, Respon
dent characteristics are the sociodemo
graphic or personal afu'ibutes of respon
dents that affect validity or reliability 
directly or indirectly through interactions 
with task and interviewer characteris
ticS,14 

The velY scarce research on response 
effects in the measurement of crime ad
dresses some of these sources of response 
bias and shows substantial consistency 
with findings of survey-methodology re
search in otl1er substantive areas, There 
are also some apparent differences, espe
cially regarding the effect of respondent 
characteristics. 

Interviewer Characteristics 

It is evident tl1at interviewer character
istll:s play a minor role in distOlting an
swers to survey questions. Not only does 
tl1e general literahlre reach this conclu
sion (e.g., Sudman and Bradburn, 1974; 

14There are also four major types of error that are 
related to response effects (Sudman and Bradbum, 
1982:19), particularly task and respondent charac
teristics and their interactions. The first is memOlY 
error, the unintentional forgetting of what happened 
and when it happened, the consequences being 
underreporting and telescoping of events, typicall)' 
forward into the more recent past. The second is 
motivated error, the intentional undel1'eporting, 
oVerreporting, or distortion of responses for positive 
(e.g., socIal approval) or negative (e.g., fear of con
sequences) reasons or motives. The third is com
munication en'or, i.e., a respondcllt does not un
deT',~\lncl what is being asked and responds 
idi, ,·':ncratimlly. The fomth is knowledge e11'0r, 
i.e., _, respondent may not know the correct 01' 

am1!'(11)l'i(lte a'lSwer to a question hut responds any
w::.r; typice ;11-, there is no way for the researcher to 
measure the l.h·k of knowledge. 

Brenner, 1982; Hagenaars and Heinen, 
1982; Bradburn and Danis, 1984), but 
also the one study in criminology that can 
assess interviewer effects within a quasi
experimental design (Hindelang, Hir
schi, and Weis, 1981) comes to the same 
conclusion. The design of that study facil
itates a rigorous assessment of interview
er-respondent interaction effects because 
white male, white female, black male, 
and black female interviewers were ran
domly assigned to test conditions and 
respondents. Therefore, the "role-inde
pendent" characteristics of tl1e race and 
gender of the interviewers and the same 
sociodemographic characteristics of the 
respondents could be examined for tl1eir 
interactive effects on the accuracy of re
sponses to questionnaires and in inter
views, particularly face-to-face inter
views, for which one would hypothesize 
the largest interviewer effect. Preliminary 
data analyses suggest tl1at role-indepen
dent interviewer effects cannot account 
for the apparent differential validity asso
ciated with black, male, official delin
quents because there are no differences 
in the magnihlde or validity of tl1e crime 
estimates of respondents by interviewer 
characteristics (Weis, 1983b). 

Task Characteristics 

Researchers have examined a number 
of task characteristics that can generate 
response effects that may have potential 
implications for research on criminal ca
reers. Struchual task characteristics and 
tl1e characteristics of survey questions are 
examined below. 

Structural Characteristics 

Two structural task characteristics, 
method of adminish'ation and anonymity 
of respondent, have been assessed di
rectly for their effects on the validity and 
reliability of self-reports of juvenile delin~ 
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quency. Because item threat is so closely 
related to anonymity, even though it is a 
question characteristic, it is h'eated here 
as well. 

It has long been assumed that inter
views are better than questionnaires in 
producing accurate responses and, there
fore, are in pmt responsible for a repOlted 
difference in the relation between social 
class and self-report interview responses 
(inverse) and questionnaire responses 
(nonexistent) (Gold, 1966). It has also 
been assumed that since questions on 
one's criminal behavior are threatening, 
anonymity enhances the validity of re
sponses (see Goode and Hatt, 1952; Can
nell and Kahn, 1968; Colombohls, 1969; 
Lin, 1976). However, the Seattle youth 
study design allows a rigorous examina
tion of the joint effects of method of ad
ministration, anonymity of respondent, 
and threat of item. The results of such an 
examination show that the effects on both 
reliability and validity of responses are 
negligible, which corroborates results 
from the more general survey-methodol
ogy research (e.g., Bradburn and Sudman, 
1979:1-13; Fox and Inazu, 1980). 

Examining the effects on reliability 
first, it is clear that method of adminisb'a
tion does not affect test-retest consistency 
in estimates or the internal consistency of 
responses; nor is there any impOltant 
variation in any of the subgroups in the 
sample (Hindelang, Hirschi, and Weis, 
1981:119-120). Regarding validity, not 
one of the six methods of adminisb'ation 
that were compared had a significant dis
tOlting effect on correlational validity co
efficients. There were some minor but 
unimportant differences by sex and race. 
For example, questionnaires had higher 
validity coefficients than interviews for 
males, and the responses of females un
der anonymous conditions may have 
been slightly more valid than tllose under 
nonanonymous circumstances. The non
anonymous interview was the least valid 

of tlle four conditions among white males, 
and black males did worst on the anony
mous interview and nonanonymous ques
tionnaire (Hindelang, Hirschi, and Weis, 
1981:120). Again, these slight and con
flicting differences do not portend any 
systematic or consistent effects of method 
of administration on correlational validity 
among any of the respondent subgroups. 

The possible effects of method of ad
minisb'ation on the results of reverse 
record checks, pmticularly on under
repOlting of criminal record, are a more 
rigorous test of methods effects.l5 The 
overall rates of underrepOlting discussed 
earlier were basically replicated within 
each metllod of adminisb'ation. Among 
females the rate of underrepOlting (22 
percent) was identical for each of the two 
conditions to which they were assigned, 
the nonanonymous interview and the 
anonymous questionnaire. Among males 
the results for the four conditions to 
which they were assigned are more inter
esting. White males did more under
reporting of official offenses when they 
were being interviewed (12 percent) or 
filling out questionnaires (9 percent) un
der nonanonymous circumstances. Nota
bly, black males, who had an under
repOlting rate that was about tl1l'ee times 
the rate for white males, did the least 
underrepOlting (22 percent) when they 
were interviewed under nonanonymous 
circlUl1stances; their underrepOlting in 
the other three methods of adminisb'ation 
ranged from 34 to 39 percent (Hindelang, 
Hirschi, and Weis, 1981:122-123), It 

15The reader is reminded that both the official 
oilEmses of record and the self-reported crimes were 
gl'Ouped becau:;e some specific types of crimes were 
rare, particularly in the official records, as well as 
being vaguely described and represented in the 
records of the police department and juvenile court, 
Therefore, crime-by-of}(mse comparisons could not 
be made with enough rigor and confidence to justify 
that type of analysis (see Hindelang, Hirschi, and 
Weis, 1981), 
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seems that the standard "face-to-face in
terview" might be more effective for 
these types of juvenile offenders. 

Criminologists have also used and ex
amined the effects of other, less standard 
methods of administration, including the 
randomized response method and the lie 
detector model. The randomized re
sponse method has been used on adult 
offenders (Tracy and Fox, 1981) andjuve
niles (Hindelang, Hirschi, and Weis, 
1981). In the Seattle youth study, a ver
sion of the randomized response method 
(Warner, 1965) was used with each re
spondent after he or she had completed 
the survey under the main method of 
administration. The results show that the 
randomized response method is "no more 
efficient than other h'aditional techniques 
of measurement" in estimating the prev
alence of juvenile crime as measured by a 
subset of 8 offenses from the full set of 69 
self-reported delinquency items (Weis 
and van Alstyne, 1979). That is, the prev
alence estimates did not vmy by method 
of collecting data, even for one of the 
most anonymous survey methods that has 
been developed. 16 In fact, when the ran
domized response method followed the 
anonymous interviews, there was "dou
ble anonymity" (Le., of both the respon
dent and responses), and even this exh'a 
degree of anonymity made no difference 
in prevalence estimates. Apparently, the 
"threat" of questions about criminal activ
ity did not matter that much to the juve
nile respondents in this sample or it mat
tered to the same extent across a variety of 
anonymous and nonanonymous methods 
of adminish'ation. 

A final method of adminish'ation, a vari
ation of the "lie detector" (Clark and Tifft, 

16See Tracy and Fox (1981) for a randomized 
response procedure for estimating incidence in a 
sample. With refinement, this version of the tech
nique could prove to be more useful in etiological 
and criminal career research whcn individual-level 
measures are necessary. 

1966) or "bogus pipeline" models (Jones 
and Sigall, 1971), was also partially tested 
by Hinde]ang, Hirschi, and Weis 
(1981:31, 133). After the nonanonymous 
interview only, respondents were inter
viewed again about a list of neuh'al and 
criminal acts, but the answers were tape
recorded and respondents were infOlmed 
that a psychological sh'ess evaluator 
(PSE) would enable the researchers to 
analyze the tapes and produce graphs that 
would be read for huthful or dishonest 
answers. Respondents were shown exam
ples of the graphs and reminded of the lie 
detector potential of the PSE. Another 
use, in addition to motivating respon
dents to be h'uthful, was direct validation 
of oral responses with the PSE evalua
tions of the recorded voice patterns. 

PreliminalY analyses indicate that on 
reinterview with the PSE, changes are 
often made in initial reports, typically 
increases in reported crime. Approxi
mately 10 percent of the responses among 
males were changed, and about 90 per
cent of those changes were from denial to 
admission of an offense. These percent
ages were vmy similm' for black and 
white males (Hindelang, Hirschi, and 
Weis, 1981:133). Other analyses of these 
data inform more directly the issue of tlle 
validity of this particular method of ad
minish'ation. If deception is related to 
diminished validity, one can hypothesize 
that respondents who apparently give 
less valid responses in general will be 
more likely to change more of their an
swers when reinterviewed using the PSE 
method. However, there was little varia
tion in change scores. Those respondents 
who may have been generating less valid 
answers about their criminal involvement 
under the main test conditions did not 
have higher change scores. Either the 
apparently less accurate Or less h'uthful 
respondents remained consistent in their 
inaccuracy or deception from the main 
interview to the PSE interview, regard-



20 CRIMINAL CAREERS AND CAREER CRIMINALS 

less of the apparent ability of the re
searcher to asceltain the truth, or similar 
change scores reflect similar levels of ac
curacy and truthfulness (or inaccuracy 
and dishonesty) across respondent cate
gories (Weis, 1983b). 

The standard, direct tests of validity 
and reliability indicate that no method of 
administration, whether anonymous or 
nonanonymous, generates more valid re
sponses than others to questions about 
criminal behavior. However, more indi
rect infonnation suggests that there are 
factors that may be affected by a pmticular 
method of adminish'ation and that, there
fore, infonn the overall assessment of va
lidity and reliability. Of obvious interest 
is the difference in self-repOlt estimates 
of prevalence and incidence of criminal 
behavior by method of adminish'ation. 
The research on juvenile delinquency 
shows the same consistent pattem of no 
difference in estimates by method of ad
ministration, which one might expect if 
methods do not have any apparent effects 
on the reliability and validity of re
sponses (Hindelang, Hirschi, and Weis, 
1981:124-125). However, there are more 
omissions and nonresponses on self
administered questionnaires than under 
other methods of adminish'ation, pmticu
larly for longer recall periods and rela
tively nonsaliellt events (Sudman and 
Bradbum, 1982:275). For self-reports of 
juvenile crime, the method of adminish'a
tion is the "best predictor of the number 
of missing self-report responses, with 
both questionnaire conditions (anony
mous and nonanonymous) conh'ibuting 
about equally" (Hindelang, Hirschi, and 
Weis, 1981:125), but the nonresponses 
and missing data are not randomly dis
h'ibuted by method of adminish'ation or 
anonymity. In the anonymous question
naire condition, 86 percent of the males 
answered each of the 69 crime items, as 
did 97 percent in the anonymous inter
view; in the anonymous questionnaire 

condition, 90 percent of the females an
swered all self-report delinquency items, 
and 96 percent did so in the nonanony
mons interview. 

The nonresponse rates on past-year fre
quency were substantially higher, con
h'my to suggestions that an affirmative 
answer to an item sets the respondent 
free to report frequency of involvement 
with the threat of the item diluted (Sud
man and Bradbum, 1982). Seventy-four 
percent of the males and 79 percent of the 
females provided past-year frequency re
ports on all the offenses they admitted to 
ever committing. In the anonymous inter
view 92 percent of the males gave all the 
required fi'equency estimates, but only 57 
percent did so on the anonymous ques
tionnaire. In the non anonymous inter
view 94 percent of the females had full 
response on fi'equency but only 64 
percent did so on the anonymous ques
tionnaire. Both the male and female non
response pattems suggest higher non
response rates on questionnaires than 
interviews, pmticularly the anonymous 
questionnaire, ironically the favored 
method of adminish'ation in self-repOlt 
research for the past 30 years. And as 
repOlted for general reliability and, espe
cially, validity, it seems that "under all 
relevant method conditions, comt delin
quents, blacks, and males had higher 
rates of nonresponse on the last year fi'e
quency items" (Hindelang, Hirschi, and 
Weis, 1981:126). Of course, depending on 
how the missing data are managed in 
analysis, there need not be distortions in 
relationships, because the answers of 
these types of respondents are more 
likely missing from the analysis and, 
thereby, likely attenuating correlations 
between crime and other variables. 

Finally, method of adminish'ation may 
affect the validity and reliability of re
sponses to variables other than the 
dependent criterion and, therefore, the 
relationship between ipdependent and 
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dependent variables. This means that 
there should be different cOlTelations by 
method, but the only research on this 
issue in criminological-methods research 
concludes that conelations betweenjuve
nile crimes and a number of often-used 
etiological variables (such as parental su
pervision, respect for the police, and amo
rality) vary by method, but that no 
method is consistently better or worse 
than the others in producing accurate re
sponses to attitude-type items (see 
Hindelang, Hirschi, and Weis, 1981: 
127-128). 

There has been more research on 
method of adminish'ation and anonymity 
than on other task characteristics, but 
some of the" question-related" sources of 
response bias apparently conh'ibute more 
to unreliability and invalidity tllan the 
shuctural task characteristics. 

Question Chamcteristics 

In a systematic review of tlle post-1970 
survey-research literature17 on the re
sponse efl:ects of question characteristics, 
DeLamater (1982) concludes tllat four as
pects of sUlvey questions are potentially 
more likely to affect respondents' behav
ior than others: (1) the wording of the 
question, (2) the salience of the topic 
addressed by the question, (3) the social 
desirability of responding one way or an
other to a question, and (4) the degree to 
which a question arouses anxiety or is 
threatening to a respondent. Each of 
these topics is addressed sequentially in 
this section, as well as two task character
istics that have been identified as impor
tant question-related sources of response 
bias-response categories and recall pe
riod (Bradburn and Danis, 1984). Recog
nizing that there are impOltant interac
tions among these sources of error, for 

-----------------
17Studies appearing before 1970 are reviewed in 

Sudman and Braclbul11 (1974). 

example, less salient events have shorter 
effective recall periods (Cash and Moss, 
1972), interactions and other sources of 
enol' are also addressed in the discussion. 

Question Wording. A major source of 
response bias can be afuibuted to com
munication errors, pmticularly when 
questions do not communicate effectively 
the meaning of an item. Questions may 
differ in a number of ways that affect 
response, but three seem particularly im
portant when tlle questions are about 
"threatening" behaviors-content, speci
ficity, and length. 

The fact that even tlle slightest changes 
in the content of a question can substan
tially alter responses has been thoroughly 
documented in survey methodology 
(Schuman and Presser, 1981; Bradburn 
and Danis, 1984). Changing words in a 
question can lead to concomitant changes 
in the meaning attributed by a respon
dent and, therefore, to different re
sponses. For example, in the measure
ment of criminal behavior a critical 
element is "intent," and its inclusion or 
exclusion can change· an item Ii.·om a 
crime to a legal act. The question "Have 
you ever broken a car window?" does not 
necessmily reRect a crime, and would 
yield higher estimates than an item tllat 
required that it be "on purpose" with the 
intent to damage it or to enter the car for 
illegal purposes. 

There is evidence from adult-offender 
samples that question wording is an im
pOltant source of response effects. 
Chaiken, Chaiken, and Rolph (1983) have 
compared the first and second Rand in
mate surveys, primarily on differences in 
question wording and response catego
ries that might be responsible for the 
"remarkable differences" in prevalence 
estimates and individual offending rates 
between the two surveys. They conclude 
that the "diffel'ence5 between the first 
and second survey's results for robbery, 
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assault and fi'aud can be afuibuted pri
marily to differences in wording on the 
survey instrument" and that for some of 
the crimes for which the wording is "al
most identical," differences in wording 
could "account for substantial disparities 
in answers for some respondents." For 
example, on the second survey burglmy 
included breaking into houses, busi
nesses, and cars, but on the first survey it 
excluded cars and, therefore, affilmative 
responses on burglary for those who only 
break into cars (Chaiken, Chaiken, and 
Rolph, 1983:19, 3). 

The specificity of a question may also 
affect responses, surprisingly leading to 
typically higher estimates because the 
question is a better aid to recall (Brad
bum and Danis, 1984: 15-18). This is 
shown in a compmison of a general and a 
specific vandalism item on the same sur
vey for juveniles. The prevalence esti
mates were more than 10 percent higher 
on the more specific item, "broken the 
windows of an empty house or other un
occupied building," than on the more 
general item, "banged up something that 
did not belong to you on purpose" 
(Hindelang, Hirschi, and Weis, 1981:40). 
It is likely that the higher estimates on the 
more specific items are an example of 
"aided recall"-there is more inforn1ation 
in the specific question that "aids" or 
"prompts" or "cues" recall, and it pro
duces a higher rate of response. For prev
alence estimates this is an advantage, but 
for frequency estimates with bounded or 
specified recall periods, it can cause more 
telescoping and even higher, although 
more inaccurate, incidence estimates 
(Bradburn and Danis, 1984:18). 

A final element of question wording, 
that seems to make a difference is the 
length of the question. According to 
Tourangeau (1984), the best aid to recog
nition and recall ofa past event is the item 
itself. Research shows that longer ques
tions reduce the number of omissions and 
improve recall in a variety of survey set-

tings (Cannell, Marquis, and Laurent, 
1977; Cannell, Oksenberg, and Converse, 
1977). The longer question is apparently 
more efficient because of tl1e memory 
cues that the item provides and the 
greater length of time it allows the re
spondent to remember an event; in inter
view situations, question length is even 
related to length of reply (Sudman and 
Bradbum, 1982:50). Unfortunately, there 
has been no criminological research on 
the effects of question length, but it 
seems likely that, in combination with 
question content and specificity, question 
length has important effects on responses. 
In fact, these kinds of question-wording 
effects are considered sufficiently sub
stantial that Hindelang, Hirschi, and 
Weis (1981:40) conclude that the "level of 
self-repOlted delinquency within a sam
ple appears to fluctuate broadly as a func
tion of apparently minor changes in item 
content" and that the "magnihlde and 
even the direction of race and sex differ
ences in delinquency are often contin
gent on item content or wording." 

These effects of question wording are 
primm'ily attributable to communication 
errors, which can be conected in item 
and instrument conshuction and testing. 
MemOlY enol'S are less amenable to ma
nipulation and are significant conh'ibu
tors to other sources of response effects, 
pmticularly differences in response cate
gories, recall periods, and salience of 
queried events. 

Response Categories. Self-repOlt re
search on crime began with "closed
ended" questions that used "normative" 
response categories. The response cate
gories in Sh01t and Nye's original 23 de
linquency items, for example, were "velY 
often, several times, once or twice, no" 
(Nye, 1958: 13-14). Some self·repOlt shld
ies have continued to use similar ordinal
level response categories, losing impor
tant information in tl1e process and, more 
importantly, maintaining information that 
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includes considerable error. Nonnative
response categories make comparisons 
between respondents difficult and impre
cise because one respondent can check 
"several times" and mean nine times, 
whereas another may check the same re
sponse and mean three times. Each re
sponds according to personal experiences 
and norn1S-, which are related to personal 
behavior, as well as to that of peers and 
reference groups. Unless one "nOlms" 
each respondent's answers and thereby 
standardizes comparisons across re
sponse categories (see Bradburn and Sud
man, 1979:152-162), accurate compari
sons are obviated. The most direct and 
best solution is to ask the respondent to 
repOlt the frequency of commission of 
each crime--more information is pre
selved and comparisons among respon
dents are more straightfOlward and pre
cise, but the question of the validity of the 
frequency estimates then becomes a crit
icalone. 

It has been shown that "open-ended" 
questions, particularly those that might 
be regarded as threatening (which might 
lead to underrepOlting), are better than 
closed-ended questions in producing 
prevalence and, especially, incidence es
timates. For example, Bradburn and Sud
man (1979) indicate that longer, open
ended questions increased the repOlted 
estimates of beer consumption by 60 per
cent over sholter, closed-ended ques
tions. They also consider the responses to 
open items more valid (Sudman and 
Bradburn, 1974), which is the more criti
cal issue. Contrmy to what they suggest, 
higher estimates do not necessarily mean 
more valid estimates, and if the estimates 
are not more valid, error is inh'oduced at 
the high end of the distribution by over
repOlting. In criminological research, es
pecially research on serious, chronic of
fenders and on correlations that often 
depend on the tail end of a dish'ibution, 
this kind of response bias could be pmtic
ularly problematic. High-frequency but 

less valid estimates of criminal involve
ment could distort correlations, likely am
plifying the correlations between crime 
and other variables. 

A good example of the impact of re
sponse-category format is the difference 
in estimates of individual offending 
within and between the first and second 
Rand inmate sUlveys. The first sUlvey 
used open-ended fi'equency questions 
and a modified closed-open-ended for
mat that included four frequency catego
ries (0, 1-2,3-5,6-10) and a fifth categOlY 
that asked for a frequency if the respon
dent had engaged in the crime 11 or more 
times. The differences for burglmy are 
substantial; the mean rate from the open
ended, frequency-response fOlmat was 16 
times the modified categorical rate 
(Peterson and Braiker, 1980:26). This is 
also higher than the burglmy rate esti
mates from the second survey, in which 
two other modified frequency-response 
fOlmats were used (see Chaiken and 
Chaiken, 1982:Appendix E, 16, 41). It is 
also repOlted that for high-frequency 
crimes, for example, drug dealing, the 
frequency repOlts based on unit of "time 
on the street" produced even higher esti
mates than simply asking for a total fi'e
quency count over a standard unitmy re
call period, such as the past year. The 
implications for validity are not straight
fOlward-the higher estimates could sim
ply reflect even greater inaccuracy of 
responses. As always, the problem is val
idating repOlts of criminal behavior for 
which no external validation criteria are 
available. ShOlt of this, what is known 
about the cognitive psychology of fre
quency estimates of past events may be 
helpful in interpreting findings and, ulti
mately, in developing insh·uments. 

Recall Period and Salience. Since 
open-ended questions that ask for respon
dent estimates of "fi'equency" of criminal 
behavior are relatively standard in self
repOlt research and are essential for mea-
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suring individual offending patterns, the 
accuracy of reported frequencies be
comes a paramount concern. Recalling 
the frequency of past events is also re
lated to two other question-task character
istics-"recall period" and "salience" of 
!he topic. Hence the discussion turns to 
the interactions among the three, as well 
as the conhibutions of other related 
sources of memOlY enol', for example, the 
"similarity" of events, "retroactive inter
ference," and "primacy-recency" effects. 

In general, respondents provide more 
accurate estimates of low-frequency 
events and much more variable responses 
for higher frequency events (Loftus, 
1980). When the event is criminal behav
ior and the respondent is asked to locate it 
within a specified recall period, say the 
past year, the task becomes much more 
complex and the sources and magnitude 
of potential error increase. Two basic 
sources of memory-performance error are 
refened to in the oriminological litera
hlre-"forgetting" what happened (mem
OlY decay) and "distortion" of memOlY by 
misplacing an event temporally (telescop
ing), which usually involves remember
ing it as more recent than it was in achl
ality (Garofalo and Hindelang, 1977). A 
third source of memOlY enol', "construc
tion," is usually not considered but is a' 
source of substantial error according to 
recent research in cognitive psychology 
(Talland, 1968; Klatzky, 1975; Loftus, 
1980,1982). 

Beginning with telescoping and mem
OlY decay, there is little doubt that the 
former occurs in the reporting of victim
ization and criminal behavior. For exam
ple, Garofalo and Hindelang (1977) re
POlt that about 20 percent of the 
victimizations that respondents placed 
within the recall period actually hap
pened before it, according to police rec
ords. Telescoping is one of the conse
quences of "primacy-recency" effects in 
memory-we tend to remember best 

those events that happened recently and 
worst those that occurred in the distant 
past, with the qualification that those 
events at the beginning and end of a series 
will both be remembered better than those 
in the middle (a "serial position" effect) 
(Loftus, 1980:24-25). This means that the 
longer the recall peliod, the more criminal 
acts the respondent will forget,.but repOlt
ing of the earliest and most recent criminal 
expeliences will probably be most accu
rate. For example, Blidges (1983) reports 
that in the Philadelphia cohOlt follow-up 
sample, self-reports of the respondent's 
most recent offense were the most valid 
and reliable. 

The emphasis in criminological re
search on "memory decay" as the most 
impOltant bource of forgetting and under
reporting in both victim and self·report 
surveys seems misplaced both theOl'eti
cally and empirically. Forgetting behav
ioral events such as criminal acts involves 
the loss of ability to remember infonna
tion that has been encoded and stored 
primarily in episodic, long-telm memOlY 
(Klatzky, 1975: 124-127, 178-179). There 
are two kinds of forgetting: memOlY de
cay, which is a passive form of forgetting 
as a simple function of time passing, and a 
more active form, intelference, which en
tails one experience intelfering with the 
remembrance of anotller (M urdock, 
1974). "Reh'oactive" interference and 
"similarity" intelference exelt the sh'ong
est effects on remembering past events, 
The fonner refers to the intelference cre
ated by subsequent events in remember
ing prior events, and the latter refers to 
repeated similar events intelfering with 
the ability to distinguish unique charac
teristics of anyone in a series of similar 
events (Hunter, 1957:258-268; Murdock, 
1974:11-12; Klatzh.)', 1975:125-127; Lof
tus, 1980:66-67). In reh'oactive intelfer
ence, if there are many interpolated 
events and they are also similar in their 
characteristics, the forgetting can be sub-
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stantial, particularly the ability to distin
guish one from another and, therefore, to 
remember how many discrete events oc
curred. The primmy role of intelference 
and the secondmy role of memOlY decay 
in forgetting has been highlighted by 
Murdock's (1974:12) conclusion that per
haps "intelference accounts for 85-98 
percent of the variance and decay may 
account for the remainder." In short, fre
quent, similar reh"oactive interference is a 
velY potent force in forgetting, even more 
so when there has been faultJ or incom
plete encoding and storage of an event to 
begin with. 

The implications for selecting appro
priate recall periods for items in a survey 
are different from an interference versus a 
memory-decay perspective on forgetting. 
The recall periods that are typically used 
are based on the principle that forgetting 
increases with time, without taking into 
account other influences on memory, 
such as "salience" of the question topic, 
which has demonsh"able effects on recall 
and the perception of time (Bradburn and 
Danis, 1984:30). The arbih"arily favored 
recall period is 1 year, on the grounds that 
longer time periods increase forgetting, 
frequency estimates, and error, and that 
shOlter time periods might not produce 
enough reports of low-base-rate behav
iors for analytic purposes. Whether 1 year 
or any recall period is too shOlt or too long 
is an empirical question, one that is com
plicated by one of the "most influential of 
the factors" that affect responses, the sa
lience of the topic (DeLamater, 1982:45). 
Research shows that salient events, those 
that are importmlt, relevant, and conse
quential, are remembered better than 
those that are not. Cash and Moss (1972) 
have shown in self-repOlts of car acci
dents that the memOlY of events with 
high salience was adequate up to about 1 
yem'; the period for intelmediate salience 
was 1-3 months, and for low salience, 
from 2 weeks to 1 month. 

The salience of the eventis also related 
to perceptions of time. Salient events are 
perceived as more recent than tl-· ~y p~any 
are, which means that fOlward t.~JbCOp
ing is more likely for behavi0rr- vlit;, high 
salience (Bradburn and Danis, :[(k::j.:300). 
This, in turn, inflates frequency e~,dmates 
of the more salient events. Recent events 
are also perceived as more salient 
(DeLamater, 1982:22), which has similar 
effects on respondent's reports of fre
quency. One of the other charactelistics 
of salient events is that they are usually 
not relatively frequent within an individ
ual's experience. Behaviors that are more 
fi"equent ilnd also similar to each other 
will also be less salient; in addition they 
increase reh"oactive intelference, which 
in turn, decreases the ability to differen
tiate discrete events and distOlts fre
quencyestimates. 

In self-repOlts of criminal behavior, 
these effects may be problematic for re
ports of the most serious offenses and for 
the most serious offenders. For most peo
ple, even most offenders, committing a 
serious crime would be a salient event, 
relatively easy to remember. In general, 
one would expect more accurate esti
mates for serious, less frequent offenses 
than for less serious, more £i"equent of
fenses. However, we know that the ma
jority of serious crimes are committed by 
a small subgroup of serious, chronic of
fenders who commit a variety of serious 
crimes with high frequency-for exam
ple, in one shldy the 10 percent most 
active incarcerated adult burglars admit
ted to an average of 232 burglaries per 
year (Chaiken and Chaiken, 1982:48). For 
those offenders, burglmy is a routine, 
high-frequency behavior, one much like 
another. Based on what cognitive psy
chology and survey methodology suggest 
about the interactive effects of £i"equency, 
salience, recency, similarity, and reh"oac
tive interference, one could hypothesize 
that their estimates of the number of bur-
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glaries they commit contain substantial 
enor. The problem is detennining the 
direction of the response bias-the com
bination of similar, low-salience, high
frequency behaviors could velY likely 
lead to underestimations, although this is 
hard to believe given the velY high fre
quency estimates that were reported. 
There is no empirical reason to lUle out 
the possibility that a respondent might 
oveneport for other reasons that have 
little to do with the cognitive aspects of 
memOlY, for example, social approval, de
ceit, or other motivated sources of enol' 
that are more related to respondent char
acteristics than to question characteris
tics. 

Social Desirability. A question may 
cause the respondent to consider the so
cial desirability of the response, rather 
than its accuracy. A respondent may give 
an answer uut of a desire or need for 
"social approval" or because the question 
has a "trait desirability" that elicits an 
approvingresponse (Edwards, 1957). Sud
man and Bradburn (1974) repOlt a consis
tent social-desirability response effect, 
but one that varies by the nature of the 
dependent variable and the respondent's 
sociodemographic characteristics. How
ever, the effect of social desirability on 
the validity of self-repOlts of crime among 
juveniles is not related to apparent differ
ences in the validity of their responses. 
Since this type of response effect may be 
more impOltant for respondents who are 
actively involved in crime and may want 
to deny it, Hindelang, Hirschi, and Weis 
(1981) included two desirability variables 
in their analysis: a five-item acquiescence 
(yea-saying/nay-saying) scale and a five
item social desirability scale. Within all 
methods of survey adminish'ation and 
sex, race, and class categories, these so
cial-desirability effects accounted for 
about 2 percent of the variance in invalid-

ity, as measured by a deceit score that 
equaled the sums of nonrepOlts across the 
13 offense categories identified in a re
verse record check (Weis, 1983b). In 
short, social desirability does not seem to 
be an impOltant source of response bias in 
survey questions about crime, at least 
among juvenile respondents. 

Respondent Characteristics 

Hindelang, Hirschi, and Weis (1981: 
219) have concluded from their analysis of 
the validity and reliability of self-repOlts 
and official records of juvenile crime that 
"delinquency exists most clearly in the 
minds of those least likely to engage in it." 
To the extent that this is hue, the impli
cations for research are increasingly im
portant because, as samples become more 
representative of serious crime and crim
inals, "measurement problems are inten
sified." These problems seeri1 to be more 
related to characteristics of subgroups of 
respondents and to motivated enor than is 
repOlted in the literature on general 
survey methodology. 

Of the three major categories of re
sponse eflects (interviewer, task, and re
spondent characteristics), the impact of 
respondent characteristics on answers is 
probably the most ambiguous. The sur
vey-methodology research on the eflects 
of such sociodemographic attributes as 
gender, race, and education tends to 
show no "general effects" (Sudman and 
Bradburn, 1974; DeLamater, 1982). How
ever, depending on the task, there are 
observed differences-for example, so
cial-desirability response effects may be 
greater among women (Clancy and Gove, 
1980; Gove, 1982). A variety of factors 
may be related to respondent effects, but 
here the discussion focuses on only those 
that seem particularly pertinent to the 
potential response bias to questions about 
crime created by the characteristics of 
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sedous, chronic offenders. First the char
acteristics of these offenders are de
scribed briefly, and then the apparent and 
potential response effects of these respon
dent characteristics are examined. 

Characteristics of Serious, Chronic 
Offenders 

From research on juvenile and adult 
criminals, there is a relatively clear pic
ture of the small subgroup (between 5 
and 10 percent) of offenders who are 
responsible for committing the majority 
of serious crimes (Wolfgang, Figlio, and 
Sellin, 1972; West and Fanington, 1977; 
Hamparian et al., 1978; Strasburg, 1978; 
Hindelang, Hirschi, and Weis, 1981; Pe
terson, Braiker, and Polich, 1981; 
Chaiken and Chaiken, 1982; Shannon, 
1983). In general, both juvenile and adult 
serious, chronic offenders commit a 
greater variety of crimes more frequently 
than other offenders, particularly the 
more serious crimes and those involving 
violence (e.g., burglary, robbelY, assault, 
drug dealing, auto theft, grand larceny). 
They begin their careers at an early age, 
both committing crimes and being offi
cially sanctioned in their early teenage 
years. The onset of their criminal behav
ior typically involves substance abuse, 
which often becomes a frequent and 
heavy habit. The early onset and long 
duration of frequent and sedous criminal
ity indicates commihnent to a cdminal 
life-style among many of these offenders. 

The "violent predators," those inmates 
who have been identified as the most 
serious, chronic offenders in the Rand 
sample, are very young compared with 
other offenders, are more involved in vi
olence, and, typically, are more serious 
substance abusers (Chaiken and Chaiken, 
1982:64-65, 86-87). In addition to deal
ing drugs, violent predators struted using 
hard drugs frequently as juveniles and 

have continued their substance abuse, 
including heroin addiction, into adult
hood. In fact, it is reported that 83 percent 
of the violent predators were using hard 
drugs (heroin, barbiturates, amphet
amines) in large quantities on an almost 
daily basis during the measurement pe
riod (Chaiken and Chaiken, 1982:65, 
155). They are also more likely than other 
offenders to have heroin habits, although 
"exh'eme" polydrug use is more charac
teristic, especially heroin with amphet
amines, barbiturates with alcohol, and 
barbiturates with amphetamines. As the 
cost of their abuse increases, so does their 
criminal activity. Drug use is identified as 
"one of the major factors in serious high
rate crime" and is associated with "viltu
ally evelY type of crime" (Chaiken and 
Chaiken, 1982:155),18 With the exception 
of heroin-only addiction, the other com
binations of drug use are related to vio
lence. 

This symbiotic relationship between 
substance abuse and crime among many 
serious, chronic offenders is interwoven 
into a broader deviant life-style that en
compasses cultural norms and values that 
maintain the relationship and exert addi
tional, independent cultural influences 
on the offender's behavior (Liebow, 1967; 
Foster, 1974; Valentine, 1978). Chaiken 
and Chaiken (1982:176) estimate that "a 
relatively large fraction of the inmate 
population, up to 65 percent, may take 
part in those life-styles." 

18This is also apparently true among samples of 
the general youth population; Huizinga and Elliott 
(1981:80) repOlt that for the majority of young peo
ple the use of drugs is not related to criminal 
behavior, but, that among those who use drugs and 
do crime, the levels of juvenile criminal involve
ment are highest among those who use tile greatest 
variety of drugs (alcohol, marijuana, and otller 
drugs) most frequently. In short, more drug use is 
related to more criminal behavior among juveniles. 
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Effects of Serious, Chronic Offender 
Characteristics on Responses 

Of interest to most researchers are the 
effects of offender characteristics on each 
other, for example, drug use on crime. 
However, another way to examine the 
effects of respondent characteristics is on 
the measurement of criminal behavior, 
specifically on the validity and reliability 
of the answers of respondents who pos
sess those attributes. UnfOltunately, this 
has not been the focus of any major re
search effOlt, but it is apparent that fi'e
quent involvement in serious crime over 
a long period of time, substance abuse, 
and engaging in violent acts may have 
deleterious response effects on self
repOlts of criminal behavior. As reported 
earlier, Chaiken and Chaiken (1982: 
225-226, 244) concluded that most indi
vidual characteristics are not related to 
the validity ("external reliability") and 
reliability ("internal quality") of re
sponses of prison inmates, but they did 
find a few exceptions. For each of the 
exceptions to respondent effects, what is 
impOltant is that validity and reliability 
problems lead to suppression of self
reported individual offending rates. 
Among an adult-prisoner sample, the ev
idence suggests blacks, the less educated, 
drug dealers and users, alcoholics, and 
life-style criminals probably have less ac
curate, lower estimates of self'repOlted 
criminal involvement. It is hypothesized 
that the unique characteristics of more 
serious, chronic offenders conu'ibute to 
both increased memory error and moti
'vated error in their responses to questions 
about their official criminal records and 
criminal behavior. 

There is littIe doubt that drugs, ranging 
fi'om alcohol to heroin, impair a person's 
ability to encode and store infonnation 
about an event during which the person 
was under the influence of drugs. This 
diminished capacity to learn and pre-

selVe tile characteristics of a past event 
due to intoxication can occur even when 
moderate amounts have been consumed. 
Parker and Noble (1977) report that, 
although the decrements are greatest 
among heavy drinkers, they are also evi
dent among light drinkers. Encoding and 
storage are impaired by alcohol, but re
trieval is not-that is, if an event occurs 
while the respondent is in a sober condi
tion, it can be rehieved equally well 
whetIler the respondent is sober or intox
icated, unless the respondent is velY in
ebriated. However, if an event occurs 
during an intoxicated state, the infOlTIla
tion is less available for reu-ieval whether 
tile respondent is sober or intoxicated, 
although tIlere is some research evidence 
of "state-dependent" recall (Bower, 1970; 
Birnbuam and Parker, 1977:106; Wein
galtner and Parker, 1984). 

This type of research has typically been 
carried out with "nOlTIlal" or "social" 
drinkers. Among alcohol abusers and al
coholics the effects are even more power
ful and dramatic; tIlere may be chronic 
deficits in storage (Cennak and Butters, 
1973) due to heavy episodic consumption 
or continual intoxication and the influ
ence of the "alcoholic haze" or "black
outs" (LofhlS, 1980:93-95). It is possible 
to forget evelytIling about an event, even 
a salient one; other events may be re
membered only in part and only when 
reminded of what happened. 

The same kinds of effects have been 
documented for other drugs, including 
marijuana, PCP, and heroin. There is ev
idence that PCP drastically impairs learn
ing and memory functions (Peny, 1976). 
The research on marijuana shows that, 
like alcohol, there are substantial effects 
on new learning and storage but not on 
reh'ieval (Darley et aI., 1973; Loftus, 
1980; Wetzel, Janowsky, and Clapton, 
1982), and tIlere is evidence that free 
recall is hampered more than recognition 
memOlY (Miller and Cornett, 1978). The 
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research on heroin and polychug abuse 
effects is even more interesting because 
there is some evidence of a racial differ
ence. Penk et al. (1981a,b) report greater 
decrements in sbort-term mernOlY among 
black and Hispanic heroin and polydrug 
abusers, which suggests that heavy drug 
abuse may have a more deleteri(;us effect 
on memOlY among those groups than 
among white abusers. 

Given that in a typical adult prisoner 
population about 40 percent were intoxi
cated daily during the year prior to last 
arrest, 40 percent of the crimes for which 
they are incarcerated involved alcohol 
intoxication, 65 percent of the inmates 
used other drugs during the year prior to 
last an-est, and 40 percent of the crimes 
for which they are incarcerated involved 
other drugs (Sykes, Roccolo, and Thomp
son, 1980:60), and, given the sordid drug 
history of most serious, chronic offenders, 
it is a short logical leap to the hypothesis 
that among both juvenile and adult seri
ous, chronic offenders there will be sig
nificant memory en-or in responses to 
questions about their past criminal be
haviors. A substantial proportion of them 
will be under the influence of drugs at the 
time of the crime, and this will diminish 
their ability to encode and store infonna
tion pertinent to the details and even the 
essentials of the event. Depending on the 
amount and kinds of drugs used, and the 
duration of the drug-using pattern, the 
completeness and accuracy of recall will 
vmy, but in general the greater the intox
ication, the more the memory en-ors and 
the lower the estimates of involvement in 
crime. 

The effects of drugs may interact with 
another factor in forgetting-the nature of 
the behavior or event. There is evidence 
that alcoholics "selectively forget" un
pleasant events that occur while they are 
drunk (Jones and Jones, 1977). This ten
dency to have a poorer memOlY for bad 
experiences is characteristic of nonalco-

holics as well (Erdelyi and Goldberg, 
1979). Events that arouse stress, anxiety, 
fear, guilt, shame, wony, and other nega
tive emotions and feelings hinder accu
rate perception and encoding of the de
tails of events, as well as the ability to 
reb'ieve and recall what happened (Sie
gel and Loftus, 1978; Loftus, 1980:77-82). 
In shOlt, we tend to remember the good 
and forget the bad. A related factor is the 
trauma, danger, or violence that is inher
ent in an event. Loftus and Burns (1982) 
have demonsb'ated that the recall of wit
nessing a violent event-a film of a boy 
being shot in the face-was substantially 
inferior to the recall of a nonviolent con
dition. 

Given that serious, chronic offenders 
engage in serious propelty and violent 
crimes, such as robbmy and assault, one 
can hypothesize that the memOly of seri
ous criminal acts, and particularly those 
that involve interpersonal face-to-face 
confi'ontations and the threat or achlality 
of violence, will be impaired signifi
cantly. If one also takes into account the 
probability of dlUg-intoxication effects, 
the impairment would be even greater. 
This memOlY error shades into motivated 
en-or when a respondent consciously 
wants to forget things that involve pain, 
acute anxiety, blows to self-esteem, 
threats to values and nonns, feelings of 
guilt and shame, and so on (Talland, 
1968:89-91). An interpersonal cdme is 
likely to include most if not all these 
elements and, therefore, is a good candi
date for being forgotten; at a minimum it 
is not the kind of behavior that one wants 
to remember. In some people this desire 
to forget can make memories more or less 
unreb'ievable through "repressive forget
ting" (Hunter, 1957:245) and oub'ight 
"denial" that the event or behavior ever 
occurred (Talland, 1968:106). 

It is also likely that other characteristics 
of the respondent contribute to the inten
tional, motivated distortion of memOlY. 
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Dishonesty, deceit, and lying may moti
vate inaccurate responses for a variety of 
personal and cultural reasons. Any time a 
past event includes ourselves, there is a 
tendency to remember the good and for
get the bad characteristics of not only the 
experience but also of ourselves. There is 
a "self-serving bias" (Nisbett and Ross, 
1980) in operation that preserves or en
hances our self-esteem, particularly when 
our role in the event-for example, knif
ing someone--is not considered a laud
able act according to usual cultural stan
dards of propriety. The operation of this 
hias may lead to lying about what hap
pened. As Loftus (1980:142) has pointed 
out, in consh'uctive memOlY "people tend 
to rewrite histOlY more in line with what 
they think they ought to have done than 
what they actually did." If a respondent 
does not value a behavior and sees it as 
discrepant with self-image, the response 
may range from denial to reporting less 
than actual involvement. On the other 
hand, if the behavior is valued and en
hances self-concept, the response may be 
inflated. The former condition is consid
ered to typify involvement in and report
ing of criminal behavior, but for some 
criminal respondents the latter condition 
may be more typical. 

What is self-serving, socially desirable, 
or socially approved will reflect etlmo
centric as well as egocentric criteria. For 
the estimated 65 percent life-style crimi
nals (Chaiken and Chaiken, 1982:176), 
what is valued will more likely reflect 
criminal cultural values, making the self
serving bias much more unpredictable in 
its effects on response accuracy. Another 
cultural source of response bias may be 
the black, male, street-corner culture, 
wherein not cooperating with "the man" 
hus been refined over many years of op
pression into a highly functional form of 
defensive and, more subtly, offensive ad
aptation. Here anyone, even a black male 
researcher, is a figure of authority not to 

be trusted but rather to be hustled and 
cajoled into believing in tlle sincerity and 
veracity of the respondent. These same 
kinds of attitudes and values exist in 
white working-class, street-corner cul
tures (Miller, 1958) and may have similar 
kinds of effects for those types of of
fenders. 

It is also likely that intellechlal compe
tence conh'ibutes to unintentional mem
ory error among serious, chronic offend
ers, more so than among other offenders 
or nonoffenders. We know that intellec
tual competence has an important rela
tion to crime in general (Reiss and 
Rhodes, 1961; Wolfgang, Figlio, and Sel
lin, 1972; West, 1973; Hirschi and 
Hindelang, 1977) and an effect on the 
validity and reliability of self-report re
sponses about criminal behavior among 
juveniles (Hindelang, Hirschi, and Weis, 
1981:202-204) and adult offenders 
(Chaiken and Chaiken, 1982). The effect 
is apparently so substantial that it ac
counts for some of the racial difference in 
validity discovered in the Seattle youth 
study, The relation between a 20-item 
general-knowledge scale and official and 
self-reported delinquency is negative, as 
one would expect, but there is apparent 
underreporting by black males with low 
knowledge scores. The difference be
tween white and black males in self
repOlted delinquency is, in part, a conse
quence of differences in "knowledge." 
Similar differences are apparent for self
repOlts of school grades, i.e., relationships 
between knowledge scores and official 
and self-repOlted delinquency indicate 
differential validity by race, Witll black 
males giving the apparently least accurate 
answers (Hinde lang, Hirschi, and Weis, 
1981:199-201,202-204), 

Apparently, general cognitive process
ing, symbol manipulation, problem solv
ing, information processing, and even the 
capacity for storage are related to mea
sured intelligence (Klatzky, 1975:319-
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321). Since many of these processes are 
activated directly in a sUNey situation, 
one should expect more memOlY errors 
among respondents with less capacity to 
perform those processes because oflower 
intelligence, competence, or knowledge. 
The evidence among juvenile and adult 
offenders suggests that this is the case, 
and one can hypotllesize tl1at tlle effect 
would be even more acute among a group 
of serious, chronic offenders. 

Anotller complication is tl1at knowl
edge errors increase as tlle ability to 
count past events diminishes as a func
tion of time and frequency. The respon
dent is forced to guess more at tlle high
frequency end of the distribution, 
claiming knowledge that he does not 
have, with the result tllat most respon
dents will underestimate, but some will 
overestimate, which conb:ibutes to the 
greater variation and measurement error 
in high-frequency estimates (Hasher and 
Chromiak, 1977). This difficulty in recall 
is evident in tlle "large disparity" be
tween adult offenders' self-reports of ju
venile crime and their official juvenile 
records (Chaiken and Chaiken, 1982). 
Many crimes were admitted, but the rec
ords showed no criminal involvement. 
This could be a consequence offorgetful
ness and memOlY distOltion among a 
group of respondents with characteristics 
that are likely to produce these kinds of 
response errors. Of course, another possi
bility is that they did not, indeed, have 
official contact while juveniles. After all, 
the odds of being processed by the juve
nile justice system are quite low, even 
among active offenders (Erickson and 
Empey, 1963; Farrington, 1973). 

Obviously, there is another possible 
explanation. Chaiken and Chaiken (1982: 
224) point to the inadequacies of the rec
ords available to criminal justice agencies 
as the source of the disparity. That is, the 
limit.:'ltions of official records also conb'ib
ute to validity and reliability problems in 

tlle measurement of crime, including the 
measurement of individual offending pat
tems in criminal career research. 

LIMITATIONS OF OFFICIAL 
RECORDS 

Most of tl1e major limitations of mea
sures of tlle amount and disb'ibution of 
crime based on official records had been 
identified by the end of the nineteentll 
cenhllY, including the primmy problem 
of tl1e "dark figure" of unknown crime 
(Sellin and Wolfgang, 1964). Over the 
years these limitations have been docu
mented repeatedly. For example, Hinde
lang (1974) discusses 14 and Savitz (1982) 
27 limitations of, or problems with, of
ficial crime statistics, pmticularly data 
from police records and the Uniform 
Crime Reports (UCR). These limitations 
range from differences in counting rules 
for property and person crimes to compa
rability difficulties across jurisdictions. 
However, they are not debilitating limi
tations-in fact, the validity and reliabil
ity of official measures, as evaluated by 
tl1e standard social-scientific criteria of 
comparing results over time and witl1 
other measures, are quite good. For ex
ample, tl1e correlates of offenses known to 
the police are stable over the 50-year 
period covered by tlle UCR, and the de
scription of the characteristics, dish'ibu
tion, and cOl1'elates of crime is similar to 
that produced by both victimization and 
self-repOlt survey measures (Belson, 
1968; Hindelang, 1974, 1978; Maltz, 
1975; Gordon, 1976; NettIeI', 1978; 
Hincielang, Hirschi, and Weis, 1981; 
Thornbeny and Famworth, 1982). A 
number of the limitations of official
record data are discussed briefly below; 
those problems that have more bearing 
on criminal career research are discussed 
in more detail. 

Among the variety of official data on 
crime, "offenses known to the police" are 
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the most widely consulted and utilized, 
because they are considered closest to the 
crime itself and in a more constant rela
tionship with crimes committed. The 
UCR, published annually by the FBI, 
provide statistics on the amount and dis
tribution of crimes known to the police, 
arrests, and other inf01mation about the 
criminal justice system. A variety of prob
lems with these police data can affect 
validity and reliability and, therefore, the 
synthesis of estimates of criminal career 
parameters produced by offical data and 
self-reports. 

In general, official-record data, whether 
police, comt, or prison data, underesti
mate the amount and distribution of 
crime, at both the aggregate and individ
ual level, although here the latter is of 
more COnCelTI and interest. 

Individual offenders are differentially 
vulnerable to acquhing a record, for a 
variety of reasons, all of which compro
mise the validity and utility of official
record data for research purposes. First, 
police practices-for example, an-est pol
icy, number of personnel, allocation of 
resources, organizational ideology-valY 
over time and place, which creates poten
tially different an-est risks and enforce
ment. Second, laws vmy by time and 
place, and this affects the probabilities 
of offense and official reaction. Third, 
changes in local data needs may refocus 
priorities and resources and lead to dif
ferent recording practices across and 
within depmtments. Fourth, because of 
agency and jurisdictional differences in 
policy and practice, the accumulation and 
comparison of infolmation on an individ
ual who has records from more than one 
jurisdiction are problematic. Fifth, typi
cally only the most serious offense in a 
criminal event is recorded; other offenses 
are not necessarily represented in the 
official record. Sixth, the number of of
fenses counted varies by type of crime
for "person" crimes the number of vic-

tims in any event equals the number of 
offenses, while for "property" crimes the 
event equals the crime. Seventh, most 
crimes of violence-those that produce 
bodily injury-m'e not included in the 
UCR index of crimes and, therefore, are 
less likely recorded as rigorously by local 
law enforcement personnel. There are 
many other methodological and crime
classification problems with official rec
ords, as well as other problems that im
pact the calculation of offense rates, but 
they will not be addressed here (see 
Hindelang, 1974; Savitz, 1982). Overall, 
these general limitations compromise the 
validity, reliability, and utility of official
record data, especially police statistics, in 
criminal career research. Other limita
tions that affect the measurement of crim
inal careers more directly are the focus of 
the remainder of this section. 

Four limitations of official records
insufficient infolmation, discontinuity, 
time coding, and sampling19-point to the 
fact that both self-report and official mea
sures have limitations and that official
record data contribute to the apparent 
validity and reliability problems. In sh01t, 
the limitations of official-record data 
make the identification of the serious, 
chronic offender more difficult, the cali
bration of official to self-rep01t estimates 
less precise, and the reciprocal validation 
comparisons of the two measures more 
difficult. 

Official records are not maintained pri
marily for research purposes, and conse
quently, whoever the researcher or what
ever the research task, there will be 

19There are many other problems, but they are 
not discussed because of space limitations or be
cause they are not considered problematic for crim
inal career research-for example, the coding and 
scoring problems that arise whencharges;~ counts, 
and arrests in police records have to be distin
guished by a coder (Marquis and Ebener, 1981). 
The reader is refelTed to Savitz (1982) for a treat
ment of' this and other kinds of problems. 
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insufficient, inadequate, or biased infor
mation in the records. This is particularly 
h11e for data on individual offenders, sim
ply because official data systems are de
signed for bookkeeping and the aggrega
tion of data. In hying to identify violent 
predators from the anay of official-record 
data available, Chaiken and Chaiken 
(1982:12), for example, concluded that 
the infOlmation that is routinely collected 
within the criminal justice system cannot 
be used to make meaningful distinctions 
between violent predators and other of
fenders. They consider the validity of the 
records to be "as suspect as the respon
dent's veracity: Records are often missing 
or incomplete" (Chaiken, Chaiken, and 
Peterson, 1982:9). And those data that are 
essential for criminal career research
conviction and disposition records-are 
among the least utilized in the criminal 
justice system and in research. 

Apparently, the information that most 
accurately predicts high-rate offenders is 
not available because it is not systemati
cally and routinely collected by the po
lice, comts, or conections system. For 
example, in the Rand inmate surveys, 
only 3 of tlle 10 variables that predict 
high-rate robbers are from official rec
ords; data for the others were collected in 
the self-report survey (Chaiken and 
Chaiken, 1982:86-87). Those offender 
characteristics found to best distinguish 
serious, chronic offenders-extensive 
drug abuse, employment instability, and 
a record of early juvenile violence-are 
not easily accessible within the criminal 
justice system. And the offense-histOlY 
ath'ibutes of these offenders exacerbate 
the problem-there is greater likelihood 
of enol' in their records simply as a func
tion of their more frequent contact with 
the criminal justice system, more time 
being covered by the records, more juris
dictions and agencies being involved, 
more infOlmation recorded, more varied 
and complex cases, more mobility, more 

discontinuity in record over time and 
place, and so on. In other words, a long
ternl, complicated OflE!l1Se history is prob
ably less valid and less reliable tllan a 
recent, simple one. One can hypothesize 
that crime is reco!'dedleast accurately in 
the records of those more involved in 
crime. The likelihood of more er"or in tlle 
records of selious, chronic offenders will 
make validation and synthesis with self
repOlts even more difficult than for less 
serious offenders. 

The problem of incomplete, inade
quate infonnation is pervasive, ranging 
from adult arrest records (Marquis and 
Ebener, 1981:86) through juvenile rec
ords. Paradoxically, automated record sys
tems do not necessarily mean that more 
complete and adequate infornlation will 
be provided. In fact, there is a tendency 
to streamline and economize, to choose a 
select subset of items that have been 
collected for entering into the system. 
This information can be reh'ieved more 
easily, but the detailed infOlmation that 
one might need for research purposes is 
either lost for good because it was not 
entered or is only available when re
h'ieved manually, just like in the old 
system. 

Juvenile records may present even 
more problems than adult records, in two 
ways. First, juvenile police records tend 
to be less complete and detailed than 
adult police records, primarily because 
the rehabilitative ideology of juvenile jus
tice diminishes the importance of and 
need for good police data. This is paltic
ularly so if the juvenile court and police 
depmtment have a close working rela
tionship, for example, a police juvenile 
division that works directly with the 
comi-intake system. On the other hand, 
juvenile court records typically are richer 
in details about the social, economic, and 
psychological characteristics of the of
fender than are adult records, again due 
primarily to the need for this kind of 



34 CRIMINAL CAREERS AND CAREER CRIMINALS 

infolTIlation in making disposition deci
sions that may be more therapeutic than 
punitive. In some juvenile comt jurisdic
tions, this separation in functions may be 
institutionalized in separate record-keep
ing systems, a "legal" file for offense
related infOlmation and a "social" file for 
offender-related information.2o In ShOlt, 
juvenile records, police records in pattic
ular, are incomplete and do not represent 
the seriousness of actual criminal in
volvement of either those juveniles who 
do have records or, obviously, the many 
serious juvenile offenders who do not 
(Tracy, 1981). 

The second way in which juvenile rec
ords are problematic reflects the difficulty 
of accessing infOlmation, however incom
plete or inadequate, about juvenile crim
inal activity and other characteristics by 
adult criminal justice system officials 
(Chaiken and Chaiken, 1982:224). Given 
that adult offenders who are most in
volved in crime began their careers, ac
cording to self-reports, before they were 
13 years old (Peterson, Braiker, and 
Polich, 1981:xxix), the unavailability of 
juvenile record infolTIlation, patticularly 
on such factors as onset, drug abuse, and 
violence, is a substantial problem. 

This is primarily a problem of continu
ity between juvenile and adult records, 
but it also affects the ability to measure 
change from juvenile to adult stahlS with 
standard units of comparison measured 
and recorded in similar ways. Other im
pOltant official sources of infolTIlation, 
and even of correlational validation (see 
Hindelang, Hirschi, and Weis, 1981:Fig
ure 5.1, 989), are not typically cOOl·di
nated or integrated with either juvenile or 
adult criminal justice record systems. Se-

2°This discussion is based on the author's re
search experience with a number of juvenile court 
and police search systems, particularly the one in 
King County and Seattle, Washington. 

rious, chronic offenders often exhibit 
early troublesome behavior in or are ser
viced by the school system (West and 
Farrington, 1977; Farrington, 1982), men
tal health system (Cocozza and Steadman, 
1974), drug abuse agencies, and other 
social service institutions. Although at the 
national level there has been some orga
nized effort to coordinate federal statistics 
on children, youth, and families, coordi
nation among local agencies, palticularly 
in sharing record infonnation, is rare and 
certainly not systematic (Zill, Peterson, 
and Moore, 1984). This kind of infOlma
tion on social, economic, and psycholog
ical characteristics would be useful in 
confilming and supplementing data on 
CUlTent or incipient serious, chronic of
fenders. 

Even though official-record infOlma
tion on temporal sequencing-onset, 
crime switching, telmination-is more 
h'ustworthy than self-repOlts of time, the 
fact that official records are the only half
way reliable source of time-coding makes 
e11'or more critical. The dates recorded in 
criminal history records have been iden
tified as particularly problematic because 
telmination markers, such as "release 
dates" fi-om institutions, may not be sys
tematically coded and recorded (Green
wood, 1979:41). This means that calculat
ing "time at risk," "sb~eet time," or "free 
time," which is crucial to estimating indi
vidual offending rates, is hampered by 
this source of error. If measuring tempo
ral changes in criminal behavior were not 
so cenh'al to criminal career research, and 
if respondents' memories for dates and 
sequential orders were not so unreliable, 
these time-coding problems would not be 
considered as critical as they are here. 
And the problem is not specific to crimi
nal history records; it is a pervasive prob
lem from the point of police contact 
through discharge from parole. 

Finally, there is the issue of sampling, 
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both of offenders and offenses by the 
juvenile justice and criminal justice sys
tems. Official measures underestimate 
the actual number of offenders, offenses 
in the population, and offenses of known 
offenders. This underestimation is not 
necessarily a problem if, as Quetelet 
(1833) suggested, there is a constant ratio 
between the actual amount of crime and 
officially recorded crime-the latter then 
"represents" the former and is an accept
able measure of crime (Weis, 1983a:379). 
But if the difference in the ratio between 
unknown and officially known crimes is 
not due to random error but to systematic 
bias that cannot be identified, specified, 
and conected, the official-record data can
not produce accurate estimates of the ac
tual amount and distribution of crime. 
Unfortunately, the ratio of unknown to 
known crime is difficult to specifY with 
precision, and it certainly is not invari
able. The climinal justice system may 
behave in relation to celtain offenses and 
offenders in ways that create differential 
probabilities of reaction-for example, ar
rest-that concomitantly produce incon
stant ratios between crimes committed 
and anests. These may be variations by 
offense type and seriousness, as well as 
by offender attribute. The biggest prob
lem with official data is the undeneport
ing by victims to the police. An unknown 
number of crimes are never discovered, 
and, of those that are, the majority are not 
repOlted to authorities by the victim or 
other citizens (Skogan, 1977). Unfortu
nately, this undeneporting or nonreport
ing to the police varies by offense type, 
victim and offender characteristics, per
ceptions of police efficiency, and a num
ber of other variables (Hindelang, 
Hirschi, and Weis, 1978). This variation is 
not random or predictable in any rigor
ous, precise way. As with self-reports, 
there is no way to know or to verifY the 
number of victimizations that "achlally" 

occurred, whether repOlted on the survey 
or not.21 

Of those crimes that are reported to 
authorities, some may not be recorded, 
but more likely they will be coded and 
recorded in such a way that using them 
for many research purposes is difficult. 
Among the variety of corting and record
ing problems (see Savitz, 1982), one is 
particularly problematic for comparisons 
of official and self'report data, whatever 
the purpose. The legal categories that are 
used to process and code offenses are 
broad and do not necessarily conespond 
to the criminal behavior that led to official 
processing.22 There may be substantial 
disparities between the actual criminal 
behavioral event and the legal categOlY 
within which it is processed and re
corded, as well as substantial variation 
within the legal categOlY. For example, as 
a consequence of plea bargaining, the 
beating of one person by another could 
be processed, coded, and recorded as 
disorderly conduct. 

If there is disparity, perhaps substan
tial, between the criminal behavior that 
an individual commits (and admits on a 
self-repOlt questionnaire) and the legal 
designation of the offense of record, the 
research and measurement problems are 
significant. Compmisons of self-repOlts 
and offenses of record on an individual
offender basis will be problematic. Even 
for relatively serious offenders, there may 
be few offenses in the record, which may 
force aggregation into even broader of
fense categories to make comparisons 

21 It is also possible that there are differential 
validity effects by respondent characteristic similar 
to those observed for self-repOlts. If so, it makes the 
victimization data less useful in extrapolating esti
mates of total crime rates from official records. 

220f course, these broad legal categories and 
what is included in them will also vary over time 
and across jurisdictions as well, while the behavior 
can remain invariant. 
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possible with self-reports (see Hindelang, 
Hirschi, and Weis, 1981:121). Crime-by
offense-of-record comparisons are diffi
cult unless the sample is velY large or 
velY criminal. These disparities would 
also diminish validity, particularly cor
relational validity and reverse record 
checks. The amount of error introduced 
would likely attenuate correlation coeffi
cients between having an official record 
and both self-reports of criminal behavior 
and self-reports of official record. The 
usual reverse-recard-check analysis, 
wherein the percentage of offenses in 
police records that are not self-repOlted is 
interpreted as an indicator of relative va
lidity, also is affected deh'imentally by 
the error inh'oduced by the noncorrespon
dence between self-repOlted criminal be
havior and offense of record. One has to 
make coding decisions about the place
ment of repOlted crimes in the available 
legal offense categories, which is likely to 
lead to more misclassifications than nec
essmy. 

Unfortunately, the sampling process is 
less amenable to direct modification than 
some of the other problems with official
record data. As Hindelang, Hirschi, and 
Weis (1981:21) have concluded, "there is 
no practical way to directly modify or 
refine official statistics to compensate for 
undiscovered, unrepOlted, and unsolved 
crimes." However, one can study the 
sampling process more carefully to ascer
tain its relationship to criminal behavior; 
for example, differential arrest probabili
ties can be estimated from self-repOlts of 
crime and official records of individual 
atTest for a subset of those crimes, and 
changes can be made in adminish'ative 
and technical aspects of official-record 
data collection, as well as in the self
report method. These kinds of changes 
and research are what may be necessmy 
to enhance the validity and reliability of 
both official and self-repOlt measures, 
to improve convergence on parameter 

estimates and their correlates, and, ulti
mately, to create the best possible combi
nation of measures of individual offend
ing patterns. 

RESEARCH STRATEGIES TO 
IMPROVE MEASUREMENT 

Even though official records and self
reports have relatively good general va
lidilY and reliability as measures of crime, 
it is clear that both approaches to mea
surement are imperfect and have unique 
problems and limitations. Together, they 
may provide the most adequate, comple
mentmy description of individual offend
ing patterns in criminal career research, 
particularly if they are both improved and 
refined to maximize reciprocal validity 
and reliability and, hence, the prospect 
for even more convergence than already 
exists on the representations of the basic 
characteristics of crime and climinals. 
Given what we know, what can be done 
to use official and self-report measures in 
ways that build on their complementary 
characteristics to take advantage of their 
unique sh'engths and compensate for 
their weaknesses? What kind of research 
might improve our knowledge of validity 
and reliability problems and their effects 
on estimates of parameters and correlates 
and, ultimately, the convergence or dis
crepancy of official and self-report mea
sures of crime? 

Many things that can or should be done 
to improve measurement are simply good 
research practice. However, there are 
also many issues, questions, and prob
lems in both official and self-repOlt mea
surement that require the illumination of 
empirical research. Four research issues 
seem particularly impOltant for improv
ing the measurement of individual of
fending patterns. First is time coding, 
both in official records (various h'ansac
tion dates) and in self-reports (recall-pe
riod boundaries). Second, the isomofph-
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ism of the domains of criminal behavior 
contained in official records and repre
sented in self-report measures is critical 
in a variety of ways, ranging from item 
selection and reverse record checks to 
attempts to calibrate unknown self-repOlt
ed crimes to officially known offenses. 
Third, the method of measurement is 
probably more critical in research on se
rious, chronic offenders than on less pred
atOly samples of offenders, and the deter
mination of the most effective way to 
collect valid and reliable data from these 
kinds of respondents is critical. Fourth, 
the potential respondent effects that may 
be afuibuted to dmg and alcohol abuse, 
violent criminal behavior, official status 
as a serious offender, intellechlal compe
tence, and race (and their interactions) 
need to be investigated to determine 
their actual contribution to response bias. 

Given the nascent status of research on 
the measurement of criminal careers, the 
development of long-term research strat
egies is a necessary and logical first step 
toward achieving greater convergence 
in the estimates of career parameters 
produced by different measurement 
approaches. A strategy, as a "plan" to 
achieve some end, establishes the bound
aries within which more concrete means 
to that end will be implemented. In the 
context of this paper, the goal is to 
achieve synthesis in estimating the pa
rameters of criminal careers. To this end, 
six "research strategies," of the many pos
sible, are discussed, each of which ad
dresses one or more of the above-ident
ified research issues, as well as other 
problems, and each of which includes 
suggestions for the kinds of research and 
studies that might be incorporated into 
the longer-range research agenda implied 
by the strategies.23 

23This coverage, admittedly, is not comprehen
sive. Nor does it claim the selection of the four 
"most important" research issues, or that the six 

The research strategies focus on issues 
in empirical research on the measure
ment of criminal career parameters and 
their correlates. It is assumed that the 
research on measurement issues will lead 
eventually to the kinds of improvements 
in criminal career research that will en
hance the convergence of estimates and 
make it more useful for theory, policy, 
and programs. 

1. Research on the measurement of 
criminal careers should 'include a com
prehensive, quantitative meta-analysis of 
the relationship between research meth
ods and findings on parameters and cor
relates. 

Since research on criminal careers is a 
relatively new area of concentrated re
search effOlt and work on the measure
ment of criminal careers is mdimentmy, 
organizing and synthesizing the relevant 
research literature is an essential step in 
building a better understanding of the 
effects of research methods on estimates 
of prevalence, incidence, and con-elates 
of serious, chronic criminal behavior. 
This type of analysis, whereby published 
estimates of crime are systematically 
coded and analyzed statistically, facili
tates the investigation of the effects of 
research methods (independent vari
ables) on, for example, estimates of indi
vidual offending rates (dependent vari
able). By comparing estimates produced 
by different methods, one can assess con
vergence and discrepancy (Campbell and 
Fiske, 1959; Magnusson, 1966) and iden
tify potential sources of en'or that can be 
attributed to differences in measurement 
approaches (Weis and Bridges, 1983: 
35-39). 

Treating important methodological 
characteristics of studies as data (see 
Crain and Mahm'd, 1983; Bridges, Weis, 

research strategies are the only or preferred ways to 
address these measurement topics. 
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and Crutchfield, 1984), one can examine 
statistical relationships between method
ological study characteristics and re
ported findings on criminal career charac
teristics, such as involvement in the 
serious crimes of robbelY, assault, and 
burglary. For example, by including mea
surement approaches used in a study as a 
data point (self-repOlt, official records, ob
servation, informant), one can assess the 
association between type of measure and 
estimates of prevalence, incidence, and 
correlates across the sample of studies to 
determine if there are effects by measure
ment method. This type of of meta-anal
ysis has been used extensively in educa
tional research, pmticularly in reviewing 
and synthesizing experimental research 
(see Hunter, Schmidt, and Jackson, 1982). 
These types of meta-analyses are amena
ble to relatively sophisticated statistical 
analysis, including regression (e.g., Tittle, 
Villemez, and Smith, 1978), log linear, 
and structural equation techniques. 

Thus, the potential exists for rigorous 
synthetic analysis of the relevant litera
hIre on measurement in criminal career 
research. There have been a few recent 
applications of the approach in criminol
ogy. Both Tittle, Villemez, and Smith 
(1978) and Braithwaite (1981) performed 
quantitative meta-analyses of the litera
ture on the relationship between social 
class and crime, treating the published 
associations as dependent variables and 
chm'acteristics of the shIdies as indepen
dent variables. A cun-ent effOlt (Weis and 
Bridges, 1983:35-41, 49-51; Bridges, 
Weis, and Crutchfield, 1984) that focuses 
on improving the measurement of violent 
behavior has direct relevance to measure
ment issues in criminal career research; it 
includes as one of four major aims a com
prehensive, systematic meta-analysis of 
the violence literahu·e. The findings and 
methods of major studies of violence are 
being analyzed to identifY methodologi
cal sources of convergence and discrep-

ancy in estimates of prevalence, inci
dence_ and con-elates of violence. 

2. R'l.fcarch on the measurement of 
criminal careers should attempt to spec
ify and estimate the direction and mag
nitude of response effects in self-report 
meaS1Jres. 

No research has focused on response 
effects on self-repOlts of criminal behav
ior, eS')ecially among samples that in
clude serious, chronic offenders, whether 
juvenile or adult. There are isolated ex
amples of research on one or two sources 
of response bias in the criminological 
literahu'e (Hinde lang, Hirschi, and Weis, 
1981; Chaiken and Chaiken, 1982), but 
only as secondalY considerations within 
broader resem'ch effOlts. The research on 
survey methodology includes many stud
ies on response effects and many lists of 
practical suggestions for reducing them in 
survey practice (DeLamater, 1982:38-45; 
Sudman and Bradburn, 1982:36-51, 
71-83, 207-208, 229-231; van del' Zou
wen and Dijkstra, 1982:220). For exam
ple, regarding asking threatening ques
tions about behavior, such as criminal 
activity, the recommendations include, 
among many more: using open-ended 
questions; assuring the respondent of an
onymity; using competent interviewers; 
placing the threatening questions towm·d 
the middle of the questionnaire; conduct
ing pilot studies when the target popula
tion is unique in identifiable ways; using 
memOlY aids, such as cued recall; con
shucting multiple-item measures; mea
suring social desirability, sensitivity, and 
other attitudes that may affect response; 
f()lmulating specific questions; using ap
propriate recall periods; using longer 
rather than terse or incomplete questions; 
phrasing questions in clear, simple lan
guage; deliberately loading questions; 
embedding the most threatening ques
tions first in a list to maximize validity on 
later questions of interest; making reli-
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ability checks; providing full infOlmation 
in introductions; and consh'ucting a logi
cal order of questions. 

Many of these suggestions, if imple
mented in survey-research practice, will 
probably reduce response effects. But the 
problem is that the recommendations 
come out of research on behaviors and 
samples that are very different from what 
one finds in criminology, and there re
mains the need to identify the sources of 
response bias to estimate direction and 
magnitude and, ultimately, conect for 
them in analysis. 

Fortunately, a model developed by van 
del' Zouwen and Dijkstra (1982:220- 223) 
for estimating and conecting response 
effects could facilitate this kind of re
search. The model specifies the relation
ship between responses and the charac
teristics of the task (e.g., anonymity), 
interviewer (e.g., race), and respondent, 
as well as the conditions for the occur
rence of response effects (e.g., social de
sirability). Collecting the necessary data 
to test this model on a sample that in
cludes both juvenile and adult serious, 
chronic offenders could go far in improv
ing the understanding and correction of 
response effects in self-repOlts of criminal 
behavior and, therefore, the utility of the 
data for theOlY, policy, and program pur
poses. 

3. Research on the meaSU1'ement of 
criminal careers should investigate the 
effects on response bias of respondent 
characteristics, specifically official crimi
nal status, drug and alcohol abuse, vio
lence, intellectual competence, and race. 

Contrary to findings in survey-metho
dology research that respondent effects 
are not substantial in typical research set
tings with nOlmal samples, evidence in 
the criminology literature suggests that in 
self-repOlt surveys of criminal behavior 
among samples including juvenile and 
adult offenders, some respondent charac-, 

teristics are sources and others are poten
tial sources of response bias. In the Seat
tle youth study, the combination of being 
a male, black, official delinquent, and 
having low general knowledge was re
lated to apparent invalidity of responses 
to self-repOlt items and other etiological 
questions (Hindelang, Hirschi, and Weis, 
1981). In the Rand inmate surveys, the 
answers to questionnaires among blacks, 
the less educated, and drug-alcohol abus
ers were much more intemally inconsis
tent and umeliable, which apparently 
suppresses estimates of individual crimi
nal involvement. And the research in cog
nitive psychology suggests that respon
dents who engage in violent acts or 
commit crimes while intoxicated' on 
drugs will have impaired memOlY of tlle 
behavior and event (Bimbuam and 
Parker, 1977; LofhlS, 1980). The role of 
drug abuse as a source of response bias 
seems pmticularly significant among seri
ous, chronic offenders, the majority of 
whom have long-duration, heavy drug
use histories that are related to tlleir in
volvement in otller kinds of crime. 

Shldying the effects of these respon
dent characteristics' on measurement, 
specifically on the validity and reliability 
of responses about criminal behavior, is 
not the way tlley are usually examined. 
However, it seems that the potential for 
substantial response bias that is attribut
able to these respondent characteristics 
wanants serious research consideration. 
What are their effects on answers to self
repOlt items? How are the effects real
ized? What are the origins and processes 
that lead to differential response bias on 
the basis of these personal attributes? 

Answers to these questions may be 
difficult to get, but a few ways promise at 
least some illumination of the questions. 
First, in data sets many of these respon
dent characteristics are represented in 
the sample (e.g., Seattle youth study, 
Rand inmate surveys, Philadelphia co-
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hort study, National Youth Survey, 
Cambridge Study in Delinquent Devel
opment), which would allow reanalyses 
of validity and reliability taking them into 
account as covariates.24 For example, if 
one hypothesizes lower estimates of indi
vidual offending among heavy drug users 
because of memory impairment, compar
ing their self-report estimates and validity 
and reliability scores with those of other 
respondents should inform the question. 
Obviously, more complicated multivari
ate analyses can be perfOlmed on as many 
of these respondent and other character
istics as are available in the respective 
data set. Second, the experimental re
search that addresses those personal at
tributes that affect memOlY could be rep
licated with expanded samples that 
include serious, chronic offenders. This 
would be a good test and potential confir
mation of the hypothesized effects and, 
therefore, a source of data on the extent of 
memory decrement that can be attributed 
to drug histories, violent past, intellectual 
competence, and so on. Third, given the 
central role that drug and alcohol abuse 
plays at the onset and in the development 
of serious criminal careers and the prob
able powerful effect it has on memOlY, 
research focusing on drugs and crime 
seems wal1'anted. This is not to suggest 
that the "relationship" between the two 
needs to be specified better. Rather, the 
role of drugs in and during the commis
sion of crimes and the effect on perceiv
ing, encoding, storing, and retrieving the 
details, and even the essentials, of the 
event need to be investigated. For exam
ples: What are the effects on recall and 
response accuracy of respondent intoxica-

24These and similar kinds of analyses are cur
rently under way at the University of Washington as 
part of the reanalysis of data sets on violence in tl1e 
project "Improving ilie Measurement of Violent 
Behavior," sponsored by the National Institute of 
Mental Health, Center for ilie Study of Antisocial 
and Violent Behavior (Weis and Bridges, 1983). 

tion, nodding, or withdrawal-is there 
unifonn impairment or enhanced state
dependent retrieval of infOlmation? What 
kinds of drugs are used during the com
mission of what kinds of crimes? How 
much is used per criminal event? Why 
are drugs used? What is the correspon
dence between self'reports of drug-crime 
involvement and official accounts? 
Fourth, a study could be launched with a 
simple factorial design that included the 
necessmy sample size and variation on 
respondent characteristics-official crim
inal-noncriminal, drug user-nonuser, 
competent-less competent, black-white, 
violent-less violent-that would allow a 
simple assessment of independent and 
interactive respondent effects. Compari
sons on self-reports of individual offend
ing, drug use, official records, and validity 
and reliability tests could show the hy
pothesized effects. 

4. Research on the measurement of 
criminal caree1'S should include experi
mental research on the validity and reli
ability of measurement methods. 

The evidence that exists on the differ
ential validity and reliability of official 
and self-repOlt methods of measuring 
crime comes from research on juvenile, 
general-population samples (e.g., Hinde
lang, Hirschi, and Weis, 1981). There is a 
clear need for research on the compara
tive efficacy of measurement methods for 
a sample (or smnples) that includes adult 
and serious, chronic offenders. If, indeed, 
these types of offenders may be more 
likely to give inaccurate responses, we 
need to verify that, but, more importantly, 
we need to identify under what condi
tions response bias is most likely to occur 
and in what direction and magnitude. 
The best way to address this research 
need is probably with an experimental 
study that compares two or more ap
proaches to measuring criminal behavior 
on the same sample. The Seattle youth 
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study (Hindelang, Ilirschi, and Weis, 
1981) and an extended replication study 
that focuses on very similar issues in 
measuring violence among a sh"atified 
random sample of criminals, mental pa
tients, and the general population (Weis 
and Bridges, 1983) are available models 
for the suggested research. In fact, the 
latter sample undoubtedly includes a 
number of serious, chronic offenders in 
the institutionalized juvenile- and adult
offender subsamples. 

What is proposed is that a sufficiently 
large sample of juvenile and adult seri
ous, chronic offenders be drawn for 
studying wi.thin an experimental design 
the comparative measurement properties 
of two self-repOlt methods (the face-to
face interview and the nonanonymous 
questionnaire) and official-record data. 
Randomization would be built into the 
design, each respondent would partici
pate individually (compared with the 
group adminish"ation in the Rand inmate 
surveys, for example; Chaiken and 
Chaiken, 1982), and all the suggestions 
listed above to reduce response effects 
would be appropriately taken into ac
count. 

The face-to-face interview would be 
the focus of the research, for a number of 
reasons. First, the infonnation cannot be 
anonymous for research purposes, and 
besides anonymity does not seem to af
fect responses to questions about criminal 
behavior (Hindelang, Hirschi, and Weis, 
1981). Second, there are more nonre
sponses and missing data on question
naires than in interviews (Chaiken and 
Chaiken, 1982; Sudman and Bradburn, 
1982). Third, available research evidence 
suggests that the face-to-face interview 
may be the most effective method of ad
minish"ation for these types of respon
dents (Bradburn and Sudman, 1979; 
Marquis and Ebener, 1981:viii). For ex
ample, Hindelang, Hirschi, and Weis 
(1981) discovered that among those re-

spondents with the highest rate of under
reporting-black, male official delin
quents-reporting was most accurate 
during the face-to-face interview. Fourth, 
an interview setting, with a competent, 
experienced interviewer, provides a 
greater degree of control and flexibility in 
eliciting infonnation from the respon
dent. For example, to cue recall, test va
lidity of answers, match self-reported 
crimes to offenses of record, and establish 
the perception of a "knowing" inter
viewer, it is recommended that the of
ficial record be used (physically, if appro
priate) as an integral part of the interview. 
It can set up "guilty knowledge" ques
tions, i.e., the interviewer refers to of
fenses of record, for example, three bur
glaries, and asks about pertinent vali
dating infonnation: Of the three burglar
ies you were anested for, how many were 
of houses or apartments? These kinds of 
detailed data are extremely difficult to 
obtain in other ways. This approach can 
also be used in comparisons of recogni
tion and cued-recall memory of offenses 
of record. 

A "deep probe" would also be palt of 
the interview for four purposes: (1) to 
collect detailed infonnation on offenses to 
asceItain face validity and general accu
racy of answers; (2) to gather data about 
other impOltant aspects of the criminal 
event (e.g., intent, motive, number of 
crime pmtners, relationship to victim) 
that could be compared with official dep
osition statements for crimes that become 
offenses of record; this would allow a 
crude assessment of the disparity be
tween a respondent's memory for details 
of criminal events and the official version; 
(3) probing might also be necessary for 
these kinds of respondents simply to get a 
relatively normal response pattern (Erick
son and Empey, 1963); and (4) as sug
gested by Hindelang, Hirschi, and We is 
(1981), to adjust scores on delinquency 
items based on conections made in initial 
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repOlts as a consequence of probing. The 
nonanonymous questionnaire and a fol
low-up randomized response questioning 
or a real or simulated "lie detector" inter
view would be included in the design to 
test these approaches on this type of sam
ple and provide potential alternatives for 
comparisons; it is less expensive to give 
respondents a checklist, but the data may 
not be as complete or useful. 

Due to the nature of the sample, this 
kind of experimental design could also 
facilitate a more rigorous assessment of 
the effects of the apparently impOltant 
respondent characteristics on responses 
since serious, chronic offenders personify 
tllose characteristics. In general, this type 
of experimental study is the preferred 
way to determine the best way to collect 
valid and reliable data from serious, 
chronic offenders and to validate recipro
cally data from official records. Otller
wise, we are simply guessing, on tlle 
basis of scarce, ancillmy evidence, about 
the most effective method of measure
ment. This is celtainly not a firm founda
tion on which to build tlleOlY, make pol
icy, or design progrmns. 

5. Research on the measurement of 
cri1ninal careers should treat the i1n
provement of measurement as a research 
and development enterprise. 

For a variety of reasons, the preferred 
research design in criminal career re
search is the prospective, longitudinal 
study. Its primmy purposes are to observe 
changes in behavior and correlates in a 
cohOlt. However, there is anotller pur
pose that should be considered, and that 
is incorporating into the study design a 
research and development component on 
measurement methods. This could be 
done within an existing longitudinal 
study or built into one in the future. 

There are a number of reasons for pro
posing that instrument development and 
validity-reliability research be included 

in longitudinal studies. First, we simply 
need to learn more about measuring crim
inal behavior over time. Knowledge is 
inadequate and, until necessmy improve
ments are made and we learn more, re
search is handicapped. 

Different measurement approaches are 
more or less effective at different stages of 
career development, and some are more 
rudimentmy than otllers. For example, 
official records are not VelY useful as in
dicators of anything for young children, 
simply because children do not engage in 
tlle criminal behaviors that get them into 
trouble with the law. On the other hand, 
direct observations and informant repOlts 
(e.g., teachers, parents, peers) are useful 
approaches in gaining some sense of trou
blesome behavior among children that 
might have substantial predictive validity 
(Fanington, 1982). The application of sur
vey methods to samples of young chil
dren is a good example of a standard 
method of measurement being at a rudi
mentary stage of development, but hav
ing tlle possibility of improvement if 
h'eated as a research and development 
task incorporated into a longitudinal 
study design. In fact, self-report surveys 
of "deviant" behavior and attitudes in a 
cohOlt of first graders were defined a 
priori as a research and development task 
within a larger prospective longitudinal 
project on delinquency prevention (Weis, 
Janvier, and Hawkins, 1982). Each ad
minish'ation of the survey was used to 
modify and refine the original inshu
ment, increasing internal consistency, 
variance on items, and efficiency of ad
ministration (Weis and Worsley, 1983). 

Validity and reliability testing should 
also be treated as a dynamic process that 
is built into the research design, rather 
than something tllat is attended to after all 
the data are in and analysis is under way. 
One should expect validity and reliability 
to change over time as do the respon
dents, measures, behaviors, and cone-
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lates. And. like the measures, improving 
the accuracy and quality of the data 
should be a "given" as a research objec
tive and constantly monitored. For exam
ple, what is the differential validity over 
time of responses based on recognition 
versus recall memOlY and how does it 
affect estimates of criminal career param
eters? Or, does the magnitude of re
sponse bias by race vary over time, and 
with what implications for measurement? 

If tlle improvement of measures is 
treated as a research and development 
task, it also means that one can «tinker" or 
try to test different techniques as the 
project unfolds. For example, respon
dents could be trained to fill out ledger
type diaries of tlleir activities and, given 
the design, monitored in the process. One 
could also use different types of response 
categories, recall periods, question spec
ificity, and question lengt1l in the survey 
instrument, all with the objective of im
proving response accuracy over time. 
Given a COhOlt sample, the potential ef
fects of "small changes," such as those in 
question wording, could be directly and 
accurately assessed. And recall periods 
could be "bounded" from wave to wave 
of data collection, making the analysis of 
temporal changes both easier and more 
accurate. The time between waves could 
be varied, covering shorter and longer 
recall periods, perhaps rotating two or 
more subsamples to control for testing 
effects. 

Finally, one would have the unique 
oppOltunity to observe tt,.e development 
of official records as well. If the research 
component is designed so that data are 
collected at relatively frequent intervals 
from both respondents and records, the 
capacity to assess reciprocal validity and 
subjects such as differential arrest proba
bilities is enhatlCed substantially. A rela
tively contemporaneous record check is 
bound to be more accurate and useful for 
"triangulation" of results than a reverse 

record check in which the response inter
val (tlle time elapsed between the offense 
of record and the response to questions 
about it) is sufficiently long that memory 
may be faulty or at least not as accurate as 
it could be. 

In sum, treating the improvement of 
measuring criminal behavior as a re
search and development task, incorpo
rated in a prospective longitudinal study 
of the development of criminal careers, 
would improve substantially tlle validity 
and reliability of measures and, ulti
mately, the ability to describe criminal 
career parameters and correlates. 

6. Research on the measurement of 
criminal careers should assess the 
isomorphism of domains of self-reported 
crimes and offiCial offenses. 

There is insufficient and inadequate 
information in official records regarding 
the characteristics of offenders, as well as 
the behavioral referents of the legal cate
gories of offense. Offenses of record are 
the organizational products of a process 
that transforms initial criminal behavioral 
events that were detected into sanctioned 
and, therefore, recorded official offenses 
(Black, 1970). The problem for research 
on tlle measurement of criminal careers is 
the disparity between the criminal be
havior and the official offense. To the 
extent that there is not a "good fit" behav
iorally or concephmlly between the two, 
the implications reverberate tlu'oughout 
research on validity and reliability ofbotll 
self-repOlt and official measures. 

The disparity between what an of
fender achlally did and what is repre
sented in the record can affect all compar
ative validity tests, including reverse 
record checks and, ultimately, tlle conver
gence or discrepancy of estimates of pa
rameters and con-elates. This is not a 
trivial or esoteric problem, but a velY 
practical problem in comparing the two 
methods of measurement. If the units of 
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comparison are not the same, compari
sons are obviated. We have seen these 
difficulties in the reverse-record-check 
comparisons of the Seattle youth study, in 
which self-reported behaviors were 
grouped within offense categolies to en
able comparisons, rather than on the basis 
of official offenses (Hindelang, Hirschi, 
and Weis, 1981). 

To the extent that there is meaningful 
disparity, extrapolating from offenses 
known to total crime, either within a ju
lis diction or, more unreliably, across ju
risdictions, may be more difficult to do 
with optimal precision. Even the appar
ently simple identification of a self-repOlt 
item that fits an offense category may not 
be that easy (Hindelang, Hirschi, and 
Weis, 1981:171-180). In short, the dispar
ity between climinal behavior and legal 
classification is a clitical measurement 
problem. 

To determine the degree of isomorph
ism between self-report and official do
mains, one should investigate the struc
ture and content of official records 
(Marquis and Ebener, 1981:viii). More 
research is needed on the charactelistics 
of official-record data: What is the domain 
of criminal behaviors that official records 
represent? To what extent do the do
mains of official and self-repOlt data over
lap? Is the apparent multidimensionality 
of criminal behavior in self-repOlt data 
replicated in official-record data? An
swers to some of these questions can be 
gained through the usual dimensional
izing procedures, for example, factor and 
cluster analysis of official data. Others 
require more· time-consuming and dif
ficult data collection and analysis. To get 
closer to the domain of criminal behaviors 
circumsclibed by official records, one 
needs to delve deeper than the legal cat
egories recorded in tl1e active records of 
the police department or court. One 
should go to the offender's case file for the 
much more detailed information given in 
depositions by the victim, witnesses, po-

lice, and offender. This should enhance 
the agreement of the two data sources, 
provide more accurate infOlmation from 
which to select self-repOlt items, increase 
correlational validity coefficients, make 
reverse record checks more precise, and 
so on. In short, more research on the 
measurement properties of official-record 
data is needed, particularly on the degree 
to which the conceptual and behavioral 
domains of self-report and official mea
sures are isomorphic. To the extent that 
they are not, the complementarity of tlle 
two measures is compromised. 

CONCLUSION 

Theory, policy, and programs on crim
inal careers depend on accurate informa
tion about the characteristics, distribu
tion, and correlates of criminal behavior 
over time. Fortunately, the two most via
ble approaches to measuring the pm'ame
tel'S and correlates of criminal careers, 
self-repOlts and official records, generally 
describe the same essential feahlres of 
crime and criminals. There is much more 
convergence tl1an discrepancy in tl1eir 
representations of the phenomena. How
ever, research on measurement proper
ties, pruticularly validity and reliability, 
shows that both approaches to measuring 
crime are still plagued by a vm'iety of 
problems and weaknesses. The improve
ment of self-repOlt and official measures 
should be a fixed objective and an ongo
ing enterprise. The goal should be to 
maximize the precision and utility of 
measures of the parameters and corre
lates of individual offending patterns over 
time, particularly for serious and violent 
crimes. In so doing, the refined measure
ment approaches may generate more sim
ilar estimates of parameters but, more 
likely and more usefully, should produce 
even more convergent estimates of the 
correlates of offenses and offenders. With 
this knowledge about systematic varia
tion, adjustments and fine-hming are 
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more within the realm of possibility, if 
not on the basis of current knowledge at 
least on the basis of future research. A 
number of research strategies have been 
described that could improve research on 
the measurement of criminal careers and, 
therefore, our ability to understand and 
address the problem of serious, chronic 
criminal behavior. 
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This paper reviews what is known 
about how illicit drug use affects the pa
rameters of criminal careers, especially 
crime rates, and suggests directions that 
future research should take to fill the gaps 
in current knowledge about drug use and 
crime. To accomplish these goals, we 
have focused on the small number of 
studies of drug use that permit the com
putation of crime rates and that provide 
impOltant implications for research. We 
have drawn heavily on our own research 
and that of our colleagues. 

. In taldng this approach, we have ex
cluded many excellent studies. The inter-
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ested reader may wish to refer to a num
ber of comprehensive reviews of the 
drugs and crime literature (Tinklenberg, 
1973; McGlothlin, 1979; Weissman, 1979; 
Gandossy et aI., 1980). The reader should 
also be aware that our selection of studies 
influences the scope of our discussion 
and the applicability of our conclusions. 

Most of the studies we discuss concern 
crime among users of heroin and/or co
caine. These two drugs, along with alco
hol (which is reviewed separately in this 
volume), are the drugs that have been 
most frequently studied in relationship to 
crime. Although we briefly discuss mari
juana and phencyclidine (PCP), relatively 
few careful studies have been made of 
the relationship of these drugs to criminal 
behavior. We also discuss the relation
ship of barbiturate use and amphetamine 
use to crime, mainly in the context of 
studies that have focused on heroin or 
cocaine use. 

In focusing our discussion on studies of 
heroin and cocaine users, we have 
thereby limited the types of crimes and 
the types of populations that we report 
on. Also, because the use of heroin and 
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cocaine is rare in the general population 
and in persons under age 17, most of the 
detailed information about the relation
ship of these drugs to crime comes from 
studies of adults who have been proc
essed by the criminal justice system or 
who have entered publicly funded drug 
abuse treatment programs. Finally, be
cause men are more likely to be arrested 
than women, most of the findings refer to 
them. This is unfortunate in light of grow
ing evidence (Wish, Brady, and 
Cuadrado, 1984) that drug abuse may be 
more prevalent and severe among female 
anestees than male arrestees. 

Much of what we say is Im'gely appli
cable to the indigent, less educated, adult 
male drug user who has been arrested. 
Our discussion is less relevant to the 
users of heroin and cocaine who are 
well educated and legitimately employed 
(Washton and Gold, 1984; Zinberg, 
1984); such persons are less likely to be 
found in state or federally funded treat
ment programs, from which many re
searchers select their samples. Little is 
known about the drug use and criminal 
behavior of these relatively afRuent per
sons. However, a recent survey of 500 
largely employed. and educated persons 
who called a national hotline for help 
Witll cocaine-related problems (Wash ton 
and Gold, 1984) indicates crimes are less 
common among tllese persons than 
among less affiuent users typically stud
ied. Only 12 percent of the sample of 
mostly chronic cocaine users had been 
arrested for a cocaine-related crime, and 
29 percent indicated stealing from family, 
fi'iends, or employers to support tlleir 
habits. The fact that existing research 
does not pelmit more extensive discus
sion of drug use and crime among affiuent 
populations should not hinder us from 
achieving our main purposes, however, 
since we are palticularly concerned here 
with how drug use affects the criminal 
careers of persons processed by tlle crim-

inal justice system, who are preponder
antly not afRuent. 

Summary of Findings 

We summarize here conclusions based 
on the infOlmation presented in this pa
per. First, studies of persons who have 
been arrested and processed by the crim
inal justice system, of unapprehended 
criminals on the sh'eets, and of persons in 
drug treatment programs indicate tllat as 
levels of illicit drug use (especially of 
heroin and cocaine) increase so does 
criminal activity (bOtll drug-dish'ibution 
offenses and nondrug-related serious of
fenses). Second, among youths in tlle 
general population, tlle small subset who 
use cocaine, heroin, or pills for nonmedi
cal reasons account for a dispropOltionate 
amount of all juvenile crime. Third, per
sons in the United States who use these 
drugs enough to have associated legal 
problems tend to be so enmeshed in 
otller deviance and adjustment problems 
as to make attempts to untangle the exact 
sequence of the onset of drug llse and 
criminal behavior a futile and, perhaps, 
h'ivial pursuit. FOUlth, chronic users of 
heroin andlor cocaine who are repeatedly 
arrested and processed by the criminal 
justice system typically engage in a vari
ety of drug-dish'ibution activities and 
other crimes. Fifth, treatment programs 
can reduce drug abuse and crime if the 
person remains in treatment. And sixth, 
urinalysis appears to be an effective tool 
for identifYing drug-using arrestees, but 
more needs to be learned about how to 
use tllis infOlmation. 

We have also attempted to review a 
number of topics for which insufficient 
infOlmation was available to draw defini
tive conclusions. Little is known, for ex
ample, about tlle natural course of drug 
use and crime among persons processed 
by the criminal justice system. Does in
carceration reduce or only delay drug use 
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and crime? Persons tend to relapse into 
drug use and crime after release from 
treatment or detention, but do they make 
up for lost time? Even persons dependent 
on heroin have periods in their lives 
when they reduce or abstain from the use 
of drugs. More needs to be learned about 
what brings these periods on and how 
they might be prolonged. 

Drug use appears less prevalent among 
arrestees over age 35. Is this because 
drug-abusing criminals drop out of the 
active criminal population because of 
early death, incarceration, or institution
alization, or do they tum to alcohol or 
mature out of their drug use and criminal 
activities? Or do police avoid arresting 
older criminals? Or is it that the older 
criminals, like the rest of the older popu
lation, lack opportunities to use illicit 
drugs? And, do these relationships apply 
equally to male and female offenders? 

Much money and resources are being 
expended to reduce the supply of illicit 
drugs in the United States by seizing 
supplies and asking other governments to 
reduce poppy and coca plant production 
in their counb:ies. These efforts assume 
that by reducing the supply one can re
duce the abuse of these drugs and the 
associated crime. Almost nothing is 
known, however, about how these efforts 
actually affect the Clime rates of drug 
abusers. Do the higher pdces for illicit 
drugs that result from a decrease in sup
ply lead to less use and therefore less 
crime, or does the user merely increase 
his or her criminal activities to pay the 
increased prices, or is there no effect 
because the user tums to more abundant 
drugs? 

More needs to be learned also about 
how to reduce demand for drugs in of
fender populations. Which offenders are 
the best candidates for intervention? 
Should major efforts go toward deterring 
the young, drug-using offender at risk of 
progressing to more serious drug abuse, 

or toward deterring older persons, who 
may be more ready to change their ways? 
There is some evidence that comt
ordered treatment may keep persons in 
treatment longer and, therefore, away 
from drugs and crime longer. More needs 
to be leamed about how specific types of 
court-ordered interventions can reduce 
drug abuse and crime. 

The remainder of this paper expands 
on the points presented above. The paper 
is divided into two sections and two ap
pendices. In the first section, which is 
divided into 11 themes, we review the 
research and draw pertinent conclusions. 
In the second section, we present sug
gestions for future research on drug abuse 
and crime. Appendix A provides a sum
mmy of many of the methodologic prob
lems involved in the study of drug use 
and crime that guided our review of 
the research. Appendix B provides cr.iti
cal reviews of seven shldies from which 
we have derived many of om' conclu
sions. 

CONCLUSIONS FROM THE 
EMPIRICAL RESEARCH ON DRUG 
USE AND CRIME 

We have reviewed the studies indi
cated in Appendix B as well as other 
research bearing on drug abuse and crime 
and developed a set of themes to catego
rize the current state of knowledge. Each 
of these themes is discussed below. 

Dmg Use and Crime Rates Among 
Youths and Adults 

After reviewing studies of individual 
crime rates conducted in the mid-1970s, 
Cohen (1978:229) concluded that, 
«clearly the most pressing research re
quirement for estimating the incapacita
tive effect is to provide adequate esti
mates of the individual crime rate (~,)." 
These estimates, flhe added, should ac-
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count for variations in A by crime type, 
across the criminal population, and dur
ing an individual career. This section pro
Vides information that shows how an of
fender's use of hard dmgs influences his 
or her crime rate. Two primalY points are 
stressed: 

1. Among youthful and adult offend
ers, those who use hard dmgs, especially 
if they are daily users, have higher crime 
rates than those who do not. 

2. Studies of these active dmg-using 
offenders that have measured self-repOlt
ed criminal behavior have produced esti
mates of crime rates that far exceed esti
mates based on arrest or conviction 
records. 

Studies of Youths 

Information on the crime rates of dmg
using YOl.dlS comes primarily from stud
ies based on data from Elliott and 
Huizinga's (1984) National Youth Survey 
(NYS). In assessing the value of such 
studies one must remember that serious 
criminal offenses are rare in the general 
population of youths and that analyses of 
the most deviant youths are necessarily 
based on a small number of subjects. 
Neveltheless, analyses of different types 
of offenders (e.g., those who limit them
selves to minor offenses versus those who 
commit serious crimes) consistently show 
that use of serious "hard" dmgs (primm'
ily cocaine or heroin) is associated with 
higher rates of offending. 

Johnson, Wish, and Huizinga. (1983) 
used NYS data to assess how rates of 
juvenile crime change according to the 
level of drug use and offender type (see 
also Elliott and Huizinga, 1984). Johnson 
and colleagues grouped YOUtllS into five 
classes of drug use arranged hierarchi
cally (virhlally all users of more serious 
dmgs had used the less serious dl1lgs) in 
telms of the seriousness of dmgs used 
nonexperimentally in the previous year: 

(1) no dmg or alcohol use (N = 510); (2) 
alcohol only-used alcohol on four or 
more occasions (N = 558); (3) mari
juana-used on four or more occasions (N 
= 301); (4) pills-used on three or more 
occasions (N = 99); (5) cocaine-used on 
tllree or more occasions (N = 71, 12 of 
whom were heroin users). Mean annual 
crime rates were then calculated for index 
offenses (rape, robbery, aggravated as
sault, burglaty, larceny, and motor vehi
cle tlleft; homicide was excluded), minor 
offenses (thefts, assaults, vandalism), and 
drug sales. These findings appeat· in Ta
ble 1. 

It is clear from Table 1 that tlle level of 
juvenile crime closely parallels the level 
of drug use. Both nonusers of dmgs and 
alcohol and users of alcohol reported an 
average of only two or three crimes, most 
of tllem minor oH"DllSeS, in the previous 
year. Youths who used marijuana had 
overall rates of crime tllat were three 
times higher than the rates for non-drug 
users or alcohol users. Youths who used 
pills but not cocaine, in tum, had higher 
crime rates tllan the users of marijuana or 
alcohol, patticularly for index offenses 
and drug sales. 

The highest crime rates were found for 
tlle youths who repOlted the use of co
caine. Their rates of index and minor 
offenses were two to three times those of 
tlle pill users, and they had a velY high 
annual rate (48) of drug sales. Sepmating 
tlle youths into offender groups based on 
the seriousness and number of crimes 
committed showed that even witllin 
these relatively homogeneous groups, 
youths who used pills or cocaine had the 
highest crime rates. In fact, one-foUlth of 
the cocaine users had committed three or 
more index offenses in the previous year. 
YOUtllS who used cocaine and committed 
multiple index offenses constituted only 
1.3 percent of all youths but accounted for 
40 percent of the index crimes repOlted 
by the entire sample. 
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TABLE 1 Mean Annual Rates of Index Offenses, Minor Crimes, and Drug Sales 
in a National Sample of Youths by Level of Drug Use in the Prior Year 
(number of cases) 

Youths Who in the Prior Year Used-

No Drugs/Alcohol Alcohol Marijuana Pills CocainealI-Ieroin Total 
Mean Annual Rate (510) (558) (301) (99) (71) (1,539) 

Index offenses - b b 1 3 9 1 -
Minor offenses 3 2 6 12 21 5 
Drug sales b b 1 9 48 3 -
All offenses 3 2 8 24 78 9 

NOTE: Some minor offenses (e.g., running away from home and skipping classes) have been excluded. 

aIncludes 12 who reported using heroin. 
bLess than one crime per year. 

SOURCE: Johnson, Wish, and Huizinga (1983). 

Conclusion. These findings from a 
study of a national sample of youths ofter 
sh'ong SUppOlt for the hypothesis that se
rious drug use (especially of cocaine) and 
criminal offenses tend to be found among 
the same youths. These findings are also 
consistent with other widely accepted 
studies showing that illicit drug use by 
youths tends to be accompanied by a 
variety of deviant attitudes and behaviors 
(Jessor and Jessor, 1977; Robins and 
Wish, 1977; Kandel, 1978). 

Studies of Adults 

A study of incarcerated persons in three 
states (Chaiken and Chaiken, 1982) found 
that violent predators, i.e., persons who 
reported committing robbelY, assault, and 
drug dealing and who had velY high 
crime rates, had extensive histories of 
drug use. Violent predators were more 
likely than others in the sample to have 
used hard drugs (including heroin) fre
quently as a juvenile and to have used 
drugs daily and in large amounts during 
the period studied (up to 2 years prior to 
the current incarceration). It is not clear 
from the data presented, however, 
whether drug use is a major factor in 
differentiating crime rates among of
fender groups. "Robber-dealers," who 

committed robbery and drug dealing but 
not assaults, had lower crime rates than 
the violent predators but similar drug-use 
histories (so far as one can tell, given that 
only significance levels are repOlted and 
not actual percentages) (Chaiken and 
Chaiken, 1982:Table 3.1). The robber
dealers had higher rates of pmticipation 
for 15 of 19 juvenile and adult drug-use 
measures. Compared with other inmates, 
bOtll violent predators and robber-dealers 
had higher rates of juvenile heroin addic
tion, use of other hard drugs as ajuvenile, 
daily heroin use costing more than $50, 
daily barbiturate and amphetamine use 
(10 or more pills), and combined alcohol 
and amphetamine use. In the absence of 
more-detailed information, we have to 
conclude tllat the two groups, on the 
whole, had similar drug abuse histories 
and that the commission of assaults, not 
use of drugs, differentiates the two g!·oups. 

Fmther infonnation on tllis issue is 
provided by a study (Chaiken, 1983) in 
which crime rates were computed for 
tllese same sample members according to 
their offender group and level of illicit 
pill or heroin use during tlle study period. 
Table 2 presents the minimum estimates 
of crime rates for selected non drug 
crimes, computed by buncating each per
son's annual rate for any offense type at 
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365 (one per day). The findings of this 
shldy indicate that for each offender 
group high-cost heroin users had the 
highest crime rates. There was no mono
tonic relationship between drug use and 
rates of those crimes for other levels of 
drug use, but this may be because two 
impOltant drug types (cocaine and mari
juana) were not measured. Even the vio
lent predators who did not report drug 
use had relatively high (156) crime rates, 
however. The findings indicate that ha
bitual use of heroin does tend to be ac
companied by hi~h rates of nondrug 
crime, regardless of one's overall level or 
type of offending. On the other hand, the 
fact that violent predators who did not use 
drugs had high crime rates, even com
pared with some groups who were heavy 
daily heroin users, shows that serious 
heroin involvement is neither a necessmy 
nor sufficient condition for high crime 
rates for nondrug crimes. (It should be 
noted, however, that the data presented 
in Table 2 omit the high rates of drug
dealing offenses among drug users. An
nual rates of drug dealing were generally 
greater than 1,000 among the high-cost 
heroin llsers, and in the 200 to 800 range 
for the other groups). 

Additional evidence for the link be-

tween hard-drug use and crime rates is 
found in a recent study of20 1 opiate users 
in Harlem (Johnson et al., 1985). This 
study found that crime rates increased 
with the frequency of self'repOlted her
oin use. Daily heroin users (persons who 
used heroin 6 or 7 days a week) averaged 
1,400 crimes per year; persons who used 
heroin less than 3 days a week averaged 
about 500 crimes per year. Although this 
finding could be affected by respondent
measurement problems, the subjects 
were interviewed daily for 5 days and 
then weekly so the recall period was 
short. If robbelY, burglmy, shoplifting, 
and other larcenies are taken as the index 
crimes, daily heroin users in this study 
committed 137 such crimes per year, and 
less regular heroin users committed 47 
per year. Other crimes, e.g., forgery, pros
titution, pimping, con games, and miscel
laneous nondrug crimes, were not related 
to level of heroin use among this group of 
users. The annual rates for drug-dislTi
bution crimes were much higher than for 
nondrug crimes, ranging from 245 (for 
irregular heroin users) to almost 900 
(among daily heroin users). 

This study (Johnson et al., 1985) also 
used the offender typology developed by 
Chaiken and Chaiken (1982) and found 

TABLE 2 Annual Crime Rates for Robbery, Assault, Burglary, Theft, and Forgery
Fraud by Drug Use During the Measurement Period 

-----------------------------------
Drugs Used 

No Pills Pills but Low-Cost Heroin Use 
Variety of Offender or Heroina No Heroin Heroin Use Over $50/Day 

Violent predator (N) 156 (50) 254 (76) 134 (62) 326 (88) 
Robber-dealer 33 (32) 112 (51) 156 (38) 194 (66) 
Low-level robber 27 (158) 19 (24) 24 (26) llO (23) 
Burglar-dealer 63 (62) 76 (50) 127 (28) 184 (38) 
Low-level burglar 17 (89) 11 (23) 5 (14) 78 (11) 
Property-drug offender 67 (52) 6 (21) ~04 (31) 204 (29) 

NOTE: Measurement period was up to 2 years prior to current incarceration. 

aStudy did not ask about cocaine or marijuana use during this period. Some of these persons could have 
used these drugs. 

SOURCE: Chaiken (1983). 
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that crime rates were generally high, con
trolling for offender type, for daily heroin 
users. These analyses, one should note, 
did not control for age or other factors that 
could have affected the crime rates in 
each group. Table 3 presents the mean 
annual offense rates, their standm-d devi
ations, and the skewness for four offenses, 
for the 22 robber-dealers in the sample. 
(Robber-dealers were persons who com
mitted both robbery and drug dealing on 
2 percent or more of their days on the 
street.) The offense-specific crime rates in 
Table 3 valY considerably. Burglary is a 
good example because the group was not 
defined on the basis of burglary rates. 
Although these 22 robber-dealers, as a 
whole, had an annual crime rate for bur
glary of 35.8, 6 of them committed no 
burglaries, and another 4 committed 
more than 75. Thus, in computing and 
analyzing annual crime rates, one must 
pay special attention to the large variabil
ity that can be found even in a somewhat 
homogeneous group of drug-using of
fenders. 

Some of the variability in individual 
offense rates may be explained by the 
finding that persons may have alternating 
periods of heavy and lesser drug use. One 
study reported high criminality during 
runs of narcotics use; when narcotics use 
declined so did crime rates (McGlothlin, 
Anglin, and Wilson, 1977). Another study 
reported that addicts were six times more 
criminally active during periods of heavy 
narcotics use than during periods of 

lesser use (Ball et aI., 1981). Both of these 
studies offer further evidence of a link 
between heavy narcotics use and higher 
Clime rates. 

A study of addicts known to the police 
in Baltimore (Ball et aI., 1981; Ball, Shaf
fer, and N urco, 1983) has received consid
erable public attention because of find
ings that show the magnitude of the 
increases in crime rates on days that per
sons used narcotics heavily, compared 
with days of less frequent use. The find
ings of this shldy are consistent with shld
ies reviewed above that document an 
increase in crime with increased narcot
ics use. However, because of problems of 
ambiguity in the interview questions that 
measured the frequency of criminal activ
ity (noted in Appendix B), the exact esti
mates of the increase in criminal behavior 
should not be used as the basis for policy 
decisions until this study has been repli
cated in other sites. 

Another study (Wish, Klumpp, et aI., 
1980; Wish, 1982) analyzed a 6-year re
cidivism file for 7,087 persons arrested in 
the District of Columbia. Al1'estees de
tected by urinalysis to be drug users (pri
marily morpH~;,e or phenmetrazine) at 
any arrest during the period had an aver
age of 4.9 arrests during the 6 years, 
compared with an average of 2.7 al1'ests 
for persons not detected to be drug users. 
This result could have been observed 
because persons with multiple arrests 
probably had more urine tests during the 
period and thus a greater opportunity to 

TABLE 3 Mean Annual Crime Rates Among 22 Robber-Dealers 

Mean Annual Standard 
Offense Crime Hate Deviation Skewness Hange 

Bobbery 31.3 34.9 2.6 8-155 
Burglary 35.8 50.4 2.3 0-212 
Shoplifting 48.1 51.1 .9 0-144 
Other larcenies 30.2 35.3 1.2 0-122 

SOURCE: Johnson et al. (1985). 
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have a positive specimen and to be clas
sified as a drug user. The researchers 
continued to find an association between 
the number of arrests and being a drug 
user, however, when they conb:olled for 
the number of urine test results available 
for each person. In a related analysis, 
persons found at an initial arrest to have a 
positive urine test had rates of multiple 
rearrest in a 4-year follow-up period that 
were significantly higher than tllose found 
for nonusers, after controlling for age and 
prior record (Forst and Wish, 1983). 

Similar findings were also repOlted in a 
study of male arrestees in Manhattan 
(Wish, Brady, and Cuadrado, 1985). Ar
restees with a urine specimen that was 
positive in tests for any of four drugs 
(opiates, cocaine, PCP, or methadone; N 
= 2,647) at the index arrest had an aver
age of 3.5 atTests in a 3-yeat· period, most 
of which occurred after the index arrest, 
compared Witll an average of 1.9 arrests 
for persons Witll drug-negative urine at 
the index arrest (N = 2,089). This higher 
number of arrests was found among drug
positive arrestees of all ages. In addition, 
the number of atTests was related to the 
number of drugs found in a specimen. 
Arrestees Witll two or more drugs in tlleir 
urine (N = 1,081) had an average of 4.6 
atTests, compared with an average of 2.8 
arrests for persons with one drug (N = 
1,566). Thus, arrestees who had recently 
used multiple hard drugs (usually co
caine and heroin) had the highest number 
of arrests. Otller studies of drug users 
(Voss, 1976; Inciardi, 1979, 1984; Clayton 
and Voss, 1981; Collins and Allison, 1983; 
Johnson et aI., 1985) and of the associa
tion between the price of heroin and 
levels of propelty crimes in the commu
nity (Silvemlan and Spruill, 1977) pro
vide evidence for a link between heroin 
and cocaine use and criminal activity. 

Conclusion. Studies that Vaty dramat
ically in the locales and populations sam-

pled, in tlle measures of crime and drug 
use, and in the cutting points and classi
fications of offenders and drug users have 
consistently found a sb'ong association 
between the level of cocaine or heroin 
use and criminal behavior. Among the 
general population of youths and among 
adult offenders, users of these drugs have 
high rates of drug-disb'ibution crimes and 
serious non drug crimes, especially those 
that generate income. Daily users of these 
drugs tend to have the highest crime 
rates. 

Demonstrating a link between serious 
drug use and crime is much easier tllan 
estimating the actual amount of crime 
committed by drug abusers, however. 
Large estimates of the amount of crime 
attributable to heroin users have been 
challenged by some as impossible and 
"mythical" (Singer, 1971; Reuter, 1984). 

Diversity of Crimes Among Drug 
Users 

As indicated above, recent research has 
demonsb'ated that some offenders who 
use hard drugs, like tlle violent predators, 
may have rates of violent crimes against 
persons that equal or exceed those found 
among offenders not using drugs. The 
analysis of the rates of arrest over a 6-year 
period for a sample of 7,087 arrestees 
(Wish, 1982), noted above, found that per
sons with a positive urinalysis test (at the 
time of at least one of their arrests) had 
rates of arrest for bail violations, larceny, 
robbery, burglary, and drug offenses tllat 
were two to three times higher than the 
rates for persons not detected to be using 
hard drugs. Drug users' rates of arrest for 
all other crimes were similar to those 
found for the nonusers. 

Analyses of consecutive arrests among 
drug users and nonusers ii'om the same 
study showed a tendency for drug users 
to be rearrested for property crimes. A 
sample of all persons who had an an'est in 
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an 8-month panel period were selected 
for this analysis and all of their rearrests 
in the following 4 years were tracked. 
Each of 2,442 arrestees was classified as 
being drug positive (D + ) by urinalysis at 
the initial arrest or drug negative (D-). 
The index an'est and the next an'est were 
classified according to six types of of
fenses: violent, robbelY, property, victim
less, drug, and other. The results showed 
that for D- arrestees the next arrest was 
most likely to be for the same type of 
crime as the index arrest. Drug-negative 
arrestees initially charged with a drug 
offense were an exception and were more 
likely to be rearrested for a property 
crime. All D + arrestees, however, were 
more likely to be charged with a property 
crime at rearrest than any other crime 
type, regardless of what the charge was at 
the initial arrest (Wish, Klumpp, et aI., 
1980: VII -22). 

Ethnographic research of indigent drug 
users in New York shows that the ordi
nary, high-rate offender may switch from 
one crime type to another from one day to 
the next and even on the same day. For 
example, a person may commit a theft one 
day, a burglmy the next day, several drug 
sales the next day, and no crimes the next 
day (Johnson et aI., 1985). Other studies 
of active street hustlers in Harlem have 
also suggested such a diverse pattern of 
offending (SblJg, Stevie, et aI., 1984; 
Strug, Wish, et al., 1984). 

Although ethnographic studies of 
nonrandom samples of offenders provide 
findings with unknown representative
ness of other offenders, such studies do 
yield valuable insights into the link be
tween drug use and crime. For example, 
one of the reasons behind the variety and 
number of crimes that drug users repOlt 
may be the rather modest amounts of 
money they earn from their crimes. 
Johnson et aI. (1985) repOlt that the aver
age nondrug crime committed by the re
spondents they studied netted the of-

fender only $35 in cash; even the most 
lucrative nondrug crimes (burglary and 
robbelY) netted an average of only about 
$80. Estimates of the annual criminal in
come from both drug and non drug crimes 
ranged from $6,000 to $18,000. 

Conclusion 

Offenders with expensive chug habits 
clearly commit high rates of income
generating crimes, such as larceny, bur
glmy, and robbery, in addition to high 
rates of drug-distribution crimes. Evi
dence from ethnographic studies of indi
gent street users in New York indicates 
that these persons earn small amounts of 
money and, thus, commit numerous 
crimes to finance their drug use. 

Drug Use and Violent Crimes 

If one considers robbelY to be a violent 
crime, there is little doubt that drug users 
commit many violent crimes. However, 
there has been some controversy in the 
literature regarding whether drug users 
commit crimes specifically designed to 
harn1 persons (Wish, 1982), Studies of the 
arrest charges for heroin-using versus 
nonusing arrestees have unifonnly found 
that the heroin-using arrestees had higher 
propOltions of arrests for property crime 
and lower propOltions of arrests for vio
lent crimes against persons (Kozel and 
DuPont, 1977). Similarly, inmates with a 
histOlY of narcotic addiction were only 
one-third as likely to be serving a sen
tence for violent crime as were nonusers 
(Bmton, 1976). 

In reviewing this topic, McGlothlin 
(1979:361) cautioned against jumping to 
the conclusion that such results necessar
ily mean that heroin users do not commit 
violent crimes: 
These findings have be·~n loosely interpreted 
to conclude that narcotic addicts are less likely 
to commit crimes against persons than are 
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nonaddict criminals. Actually, the data do not 
warrant conclusions about the absolute fre
quency of crimes by the two groups. Addicts 
exhibit an especially high recidivism rate, and 
the possibility that they commit many more 
property crimes, and some more violent 
crimes, than non addict criminals is not incon
sistent with the above results. 

In recent years the wisdom of this ob
servation has become clear. Analyses of a 
recidivism file for 7,087 atTestees in the 
District of Columbia indicated that the 
percentage of atTest charges for violent 
crimes against persons for drug users 
(positive urine test) "vas lower than that 
for nonusers (Wish, 1982). However, the 
rates of atTest for violent crimes for drug
using and nonusing atTestees were equiv
alent for assaults, sexual assault, and ho
micide. Rates of arrest among drug users 
for weapons offenses were higher than 
those for nonusers. And a study of incar
cerated persons (Chaiken and Chaiken, 
1982; Chaiken, 1983) found that many of 
the violent predators, the group defined 
by drug dealing, assault, and robbety, 
were heroin users, many of whom had 
expensive habits. 

Drug-using offenders, especially those 
involved in drug-disb'ibution activities, 
may be especially prone to commit 
crimes against persons. Several jurisdic
tions have recently issued statistics that 
indicate that between 20 and 30 percent 
of their homicide cases appear to be 
"drug related," that is, the victims or 
perpeb'ators were either drug users or 
dealers (Goldstein, 1985; Hefternan, Mar
tin, and Romano, 1982; McBride, 1983). 
And toxicologic studies of homicide vic
tims in New York have shown a high 
prevalence of alcohol and drug use by the 
decedents (Haberman and Baden, 1978). 

A rationale for the prevalence of vio
lence among drug abusers has been sug
gested in terms of a "systemic model" 
(Goldstein, 1985). This model holds that 
the drug-distribution system relies main-

lyon violence and its threat to maintain 
"order" and to conb'ol the sale of these 
valued, but illegal, substances. A variety 
of expectations of violence have been 
developed by higher level dealers to 
keep lower level distributors "in line," 
And lower level users-dealers see drug 
disb'ibutors as prime candidates to "rip 
oft" (rob or burglarize). Disb'ibutors who 
have been victimized rarely report such 
crimes to the police; they settle the mat
ter themselves. 

Conclusion 

Users of heroin have, in the past, been 
considered to be unlikely to commit vio
lent Climes against persons. Recent stud
ies suggest that hard-drug users commit 
violent crimes at least as often as nonus
ing oftenders. The pervasive violence in 
the drug-disb'ibution system may even 
increase the likelihood of drug users' be
coming perpetrators or victims of violent 
crimes. More research is needed to clarify 
the hypothesized link between violent 
crimes and drug-disb'ibution activities. 

Drug-Disb'ibution Activities and the 
Measurement of Crime Rates 

There are a number of reasons for sepa
rating drug-related Climes (e.g., possession 
or sale) from the computation of rates of 
Clime. Drug users, by definition, commit
ted drug-related crimes. However, drug
distribution activities are so much a part 
of the daily lives of drug-involved of
fenders that to ignore these activities is to 
underestimate their crime rates seriously. 

Virtually all studies of high-risk popu
lations have found that the rates of drug 
selling exceed those of any other offense 
type, especially for users of cocaine or 
heroin. Chaiken and Chaiken (1982) 
found that their subjects reported be
tween 90 and 160 drug sales per year. 
Even among persons who were not daily 
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heroin users, the number of drug sales 
(about 100) exceeded the number of 
thefts by a factor of two to five. Drug users 
in Miami reported two to three drug sales 
for every theft that they committed 
(In ciardi, 1979). And others have found 
that approximately 10 percent of Ameri
can youths sell drugs in any given year, 
and a few do so more than 50 times per 
year (Single and Kandel, 1978; Clayton 
and Voss, 1981; Johnston, Bachman, and 
O'Malley, 1982; Elliott et aI., 1983). Daily 
heroin users in East Harlem reported 
committing an average of 1,000 drug
distribution crimes per person per year 
(Johnson et aI., 1985). 

Conclusion 

Drug-dishibution activities must be 
taken into consideration when measuring 
the rates of crime among drug users. 
These crimes are among the most com
mon committed by drug users, and poli
cies of selective incapacitation or h'eat
ment of drug users may have their 
greatest impact on these crimes. 

Onset of Drug Use and Crime: 
Does It Matter Which Occurred First? 

The onset of drug use and crime has 
been given considerable attention in the 
research literature. There is often an im
plicit assumption that knowing when in 
the life cycle and in what order the two 
types of behavior first occur may help to 
resolve two issues: (1) how to intervene 
in and prevent these behaviors and (2) 
whether the onset of drug use changes a 
person's level (01' type) of criminal behav
ior. 

Persons who begin to use drugs or 
alcohol at an early age have a greater 
likelihood of having problems with sub
stance abuse and alcoholism as adults. 
The evidence is less definitive on the 
issue of whether drug use precedes or 
follows onset of criminal behavior, and it 

appears that this relationship may depend 
on the availability of the drug and the con
ventional age at which its use is initiated. 

The l}rpical addict studied before 1950 
did not have a prior criminal background 
(Greenberg and Adler, 1974). These per
sons, predominantly rural, white south
erners, became addicted in their middle 
twenties, usually as a result of using pre
scribed drugs. Around 1950 a shift oc
curred in the type of persons who became 
heroin addicts. Addicts were now urban 
blacks and Spanish-speaking males who 
voluntarily used heroin and who had a 
history of criminality prior to the begin
ning of addiction in their teenage years 
(DuPont and Kozel, 1976). The weight of 
the evidence seems to support the con
clusion that currently most (not all) users 
of heroin and other hard drugs who even
tually come to treatment programs or who 
are apprehended by the police have de
viant or criminal backgrounds that pre
ceded their addiction. Heavy use of her
oin and injection of heroin and cocaine 
tend to begin in the late teens or tlle early 
twenties (Inciardi, 1981; Clayton and 
Voss, 1981). Once addicted, these per
sons become more involved in drug-dis
tribution activities and other income-gen
erating crimes (McGlothlin, 1979). 

Heroin use and, to a lesser degree, 
cocaine use have a bad reput:'1.tion in 
American society, and there is consider
able self-selection involved in the use of 
these drugs. Persons who are deviant in 
childhood are more likely to use these 
drugs, and consequently, it is difficult to 
determine how many crimes committed 
by users are the result of an underlying 
disposition toward deviance and criminal 
behavior. This is a major problem in as
sessing the causal role of drug use in crim
inal behavior. After considering tllese is
sues, Robins (1979:328) concluded, 

Thus, while it is uue that the kinds of people 
who use heroin are also likely to commit 
crimes, and that committing crimes makes 
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them especially likely to come to public atten
tion as addicts, the fact that the number of 
property climes does seem to fluctuate with 
the use of heroin makes it highly probable that 
addiction does directly increase tlle frequency 
of theft and other crimes designed to provide 
money for dmgs. 

Since Robins's review, a number of stud
ies (Ball et aI., 1981; Goldstein, 1981, 
1983; Wish, Klumpp, et aI., 1981; 
Chaiken and Chaiken, 1982; Ball, Shaffer, 
and Nurco, 1983; Chaiken, 1983; Johnson 
et al., 1985), many of which we have 
reviewed in this report, have shown the 
huge repeltoire of deviant behaviors in 
which hard-drug users are involved. 

Conclusion 

Untangling the causal nexus between 
drug use and crime is, perhaps, an impos
sible and unproductive enterprise. Re
searchers examining this question using 
infonnation from the National Youth Sur
vey concluded, "the concern over the 
temporal sequences of these two prob
lems in an effOlt to detennine causal pri
ority is misdirected. If they have a com
mon etiology, either may precede the 
other with no causal implications" (El
liott and Huizinga, 1984:96). It appears 
that heavy use of hard drugs is an excel
lent indicator of persons who have high 
rates of criminal behavior. Whether they 
began using drugs before or after they 
committed their first non drug crime is 
probably a function of oppOltunity and 
other societal factors. Of more practical 
consequence is the question of how one 
might intervene in the process of devel
oping deviant behavior at an early age. 

Drug Use Among Arrestees 

Studies using urine tests to identify 
recent drug use provide some indication 
of the prevalence and development of 
drug use in offender populations. A study 
of 57,000 persons arrested in the District 

of Columbia (Wish, Klumpp, et aI., 1980) 
found that in each of the 5 years from 
1973 through 1977 the likelihood of a 
positive mine test for hard drugs (usually 
morphine) was low for arrestees below 
age 20 and peaked for those in their 
thirties. However, recent research has in
dicated that the types of urine tests used 
at that time in the District of Columbia 
were largely ineffective in detecting co
caine (Wish, Suug, et aI., 1983), a drug 
commonly found among young arrestees. 

A study of 110 persons arrested for 
selling drugs in Harlem (Wish, Anderson, 
et aI., 1984) also found that younger ar
restees are unlikely to have test results 
that are positive for opiates. Urine tests 
revealed opiate use for 22 percent of the 
persons aged 18 to 20 and for 33 percent 
of the persons aged 21 to 25, compared 
with rates above 55 percent for persons 26 
or older. However, cocaine was detected 
in arrestees of all ages. Injection of co
caine was rare among young arrestees 
who repOlted using the drug. Only 15 
percent of the cocaine users under 25 
who had used cocaine in the 48 hours 
prior to arrest (N = 42) had injected the 
drug, compared with 60 percent of per
sons aged 26 to 30 and 88 percent of those 
aged 31 to 35. 

These age-related u'ends based on a 
sample of drug dealers arrested in 
Harlem were also obselved in a study of 
serious offenders arrested throughout 
Manhattan (Wish, Brady, et aI., 1984). 
The sample consisted of more than 6,000 
men arrested for serious offenses (approx
imately two-thirds were charged with fel
ony offenses; 20 percent were charged 
with sale or possession of drugs) and 
processed in the Manhattan central book
ing facility between March and October 
1984. As one would expect, the preva
lence of positive mine tests and self
repOlted drug use was lower among this 
population of persons arrested for a vari
ety of offenses than among the drug deal
ers in Harlem. 
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Response rates were high in the study 
(Wish, Brady, et aI., 1984). Ninety-five 
percent of the persons approached agreed 
to be interviewed about their dmg use 
and treatment histories, and 80 percent of 
the respondents provided a urine speci
men for analysis. The percentage of ar
res tees at each age level who had a urine 
test positive for any of four drugs (co
caine, opiates, methadone, and PCP) is 
shown below: 
Age of Arrestee (N) 

16 (185) 
17(179) 
18 (203) 
19 (224) 
20 (254) 
21 (248) 
22 (262) 
23 (238) 
24 (241) 
25 (213) 
26-30 (1,005) 
31-35 (653) 
36+ (915) 

Percent Drug-Positive 

34 
36 
49 
50 
47 
59 
63 
63 
54 
65 
64 
64 
48 

The likelihood of a positive urine test 
tended to increase with the age of the 
arrestee, through age 35. A large decline 
in the rate of positive tests occurred for 
offenders over age 35. 

The age of the arrestee was also related 
to the type of dmg detected. At all age 
levels, cocaine was the drug most likely 
to be detected. However, for persons be
low age 21, opiates and methadone were 
rarely detected. Between the ages of 16 
and 25, PCP was detected at about a 
uniform rate (mainly between 16 and 25 
percent); few arrestees above the Jge of 
25 (12 percent or less) had tests positive 
for PCP, however. The probability of de
tecting multiple drugs in the urine in
creased with age. Between 7 and 10 per
cent of the arrestees under age 21 had two 
or mOre drugs in their urine, compared 
with between 17 and 32 percent of older 
arrestees. Arrestees who were between 
the ages of 25 and 35 had the most dmgs 
in their urine. One-half of their speci-

mens contained cocaine, 30 percent con
tained opiates, 10 percent methadone, 
and 10 percent PCP. 

The fact that m-restees under age 20 
were unlikely to have tests positive for 
methadone and opiates and were less 
likely to have multiple drugs in their 
urine suggests that these persons had less 
severe dmg problems than older ar
restees. Information from their interviews 
indicated that these younger arrestees 
were less likely to report current depen
dence on dmgs or the need for treatment 
than were older arrestees. In addition, 
these youthfiIl users of cocaine were 
more likely to repOlt that they snOlted the 
drug than older arrestees, who tended to 
inject cocaine, often with heroin. 

The generalizability of these two stud
ies of arrestees in New York City to ar
restees in other cities is unknown. Paral
lel findings are emerging, however, from 
a comparable ongoing study of urine test
ing of arrestees in Washington, D.C. 
(Toborg, 1984). In both sites approxi
mately 56 percent of all tested arrestees 
have a urine test positive for dmgs. The 
prevalence of tests positive for opiates in 
the two cities is the same, approximately 
20 percent. However, the prevalence of 
cocaine in Washington is about one-half 
the prevalence in New York (42 percent), 
and the prevalence of PCP is more than 
twice as great in Washington. Thus, the 
overall level of drug involvement among 
arrestees in the two cities is the same, 
although the preferred dmgs appear to 
differ. 

Given the caveat regarding their gene
ralizability, these findings raise some in
teresting points. First, it appears that by 
the time persons are eligible for arrest as 
an adult (16 in some jurisdictions, 18 in 
others), there is almost a 50 percent 
chance that the person is already using an 
illicit drug, for example, cocaine or PCP. 
(These urine test results should probably 
be considered conservative estimates of 



THE IMPACT OF SUBSTANCE ABUSE ON CRIMINAL CAREERS 65 

drug use, given that many drug-using 
alTestees probably did not use a drug 
close enough to the time of an'est to pro
vide a specimen capable of revealing it. 
The tests can generally detect opiate and 
cocaine use within 24 to 48 hours and 
PCP use within five days.) In addition, 
involvement with serious drugs may be a 
developmental process, beginning with 
snorting of drugs, followed by injection of 
one or more drugs. It is not possible to tell 
whether the differences in drug use and 
detection for alTestees at different ages 
are the result of differences in cohOlts or 
of hue developmental stages. The self
report information on the age of initia
tion of these behaviors among the entire 
sample can be used to examine this ques
tion. 

Finally, the findings indicate a de
crease in recent drug use by arrestees 
over the age of 35. Although the idea that 
persons may mahlre out of drug addiction 
has been suggested (Winick, 1962), it is 
also possible that this decrease in drug 
users in the population of alTestees could 
be the result of such things as drug users' 
avoidance of arrest, imprisonment or in
stihltionalization, death, abstention from 
drugs, or alcoholism or some other ill
ness. We are aware of no shldies of of
fender populations that indicate which of 
these factors are peltinent. 

Conclusion 

Current studies of drug use in two large 
eastern cities show that a little more than 
50 percent of arrestee populations gave 
evidence of recent illicit drug use. The 
order of the prevalence of drugs in the 
two cities differed, however. There was 
some evidence from two shldies that ar
restees under age 21 were less involved 
with opiates and cocaine use by injection 
than older arrestees. A decrease in the 
prevalence of recent drug use among ar
restees over age 35 raises impOltant ques-

tions regarding the ultimate course of 
serious drug use among offender popula
tions. 

Marijuana and Crime-A Weak Link 

Research on the relationship between 
marijuana use and crime has generally 
found little evidence that the drug in
duces any type of criminal behavior other 
than, possibly, selling the drug. Youths 
have reported that marijuana use reduces 
their inclination toward violent behavior 
(Tinklenberg, Roth, et aI., 1976; TinkIen
berg, Murphy, et aI., 1981). And other 
research has shown that marijuana use 
takes place as pmt of an unfolding devel
opment of other problems and noncon
forming behaviors. In his review of the 
correlates of marijuana use J essor (1979: 
348) endorses the view that "delinquency 
and marijuana use are manifestations of 
the same phenomena-involvement in 
deviance or problem behavior-and are 
associated with each other by viltue of a 
common relationship to social, psycho
logical, and economic etiological vari
ables." 

One of the difficulties in assessing the 
role of marijuana use in crime is that use 
of other drugs often follows shOltly 
(Kandel, 1984). Studies have shown that 
marijuana is a "gateway drug"-it opens 
one up to the use of other drugs (Johnson, 
1973; Robins and Wish, 1977; O'Donnell 
and Clayton, 1981). To be sure, only some 
marijuana users go on to use harder drugs, 
but the risk celtainly increases with in
volvement with marijuana. A current 
shldy of clients classified by treatment 
programs as having marijuana as the pri
mmy drug of abuse found that, with few 
exceptions, those persons were using a 
variety of other drugs, including PCP and 
cocaine (Kleinman et aI., 1984). Because 
most daily marijuana users also use other 
drugs, heavy marijuana use and multiple 
drug use are confounded, and attempts to 
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isolate the impact of marijuana Use are 
next to impossible. 

Conclusion 

The role of daily marijuana use in seri
ous Clime is badly confounded by the use 
of more serious drugs. Marijuana use may 
provide an introduction to the illicit drug 
market and to the use of drugs, such as 
heroin and cocaine, that have a more 
direct role in both drug-related and 
nondrug crime. 

PCP and Violent Crime
A Stronger Link 

Attempts to measure the prevalence of 
the use and impact of PCP are hampered 
by the fact that the substance is often 
distributed under a variety of names and 
misrepresented as other drugs. Because 
marijuana is sometimes laced with PCP, 
persons may be unaware that they have 
consumed the latter. Previously, PCP's 
chief use was in veterinmy medicine as 
an anesthetizing agent, although it was 
originally synthesized for use with hu
mans (Peterson and Stillman, 1978). It 
can be taken orally, smoked, snOlted, or 
injected. Phencyclidine is often classified 
as a hallucinogen, although, because of its 
diverse actions, there is some disagree
ment as to how to classify it. Small doses 
of PCP lead to a dl1ll1ken state, and larger 
doses can produce anesthesia, convul
sions, and a psychotic-like state. 

The available literature on PCP use 
and crime is sparse and consists mainly of 
case studies of persons who have commit
ted violent, often bizmTe acts (Siegel, 
1978, 1980; Fauman and Fauman, 1982). 
Death from drowning, often in small 
amounts of water, has been a frequent 
cause of PCP-related death in California 
and the media's emphasis on such events 
helps to give PCP a bad reputation. 

Phencyclidine is easily synthesized 
and inexpensive. One would therefore 
not expect to find the increases in in
come-generating crimes with the use of 
PCP that are found among users of expen
sive drugs. The potential link between 
PCP use and violent crimes against per
sons is based on the idea that some per
sons become so disoriented when using 
the drug that they commit acts for which 
they are not responsible. These assump
tions moe reflected in the debate regarding 
the viability of the legal defense of dimin
ished capacity for crimes committed dur
ing PCP intoxication (Baxley, 1980). It 
has been argued that persons who have 
committed violent crimes while under 
the influence of PCP are not legally re
sponsible for their acts because they have 
an inability to have criminal intent. Sie
gel (1978:285) has concluded, 

The PCP-intoxicated user's orientation toward 
the immediate present and disregard for long 
range consequences ofhis/her behavior would 
make it difficult for himlher to premeditate 
criminal acts. But the tendency to react 
strongly to sensory stimuli in the immediate 
environment, the inclination to refer evelY
thing to oneself that often develops into para
noia, and the need to do something due to 
intense psychomotor stimulation can all pro
duce an aggression-prone individual. Once 
again it must be emphasized that emotionally 
stable people under the influence oflow doses 
of PCP probably will not act in a way very 
differently from their norma) behavior. 

Epidemiologic evidence of the per
centage of all PCP users who become 
intoxicated with the drug and commit 
violent acts is not available. As the state
ment above implies, one would suspect 
that only a small minority of PCP users 
ever reach such a stage. In ongoing stud
ies PCP is the drug that is most likely to 
be detected in the urine of anestees in 
Washington, D.C.-found in 30 percent 
of male and female anestees (Toborg, 
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1984), but it is less prevalent in the urine 
of arrestees in New Yark City-12 per
cent of male arrestees (Wish, 1986). If 
only 1 percent of these PCP-using ar
restees in Washington and New York ex
hibited the bizarre, violent behavior at
tributed to PCP-intoxicated persons, our 
institutions would be overwhelmed with 
them. 

One study of drug use and violence 
among 112 boys committed to a training 
school (the average age was 15) did find a 
strong relationship between PCP abuse 
and offenses against persons (Simonds 
and Kashani, 1980). A psychiatrist inter
viewed each youth and rated each one's 
abuse ofl3 types of drugs. The number of 
prior offenses against persons (e.g., rape, 
assault, robbery) and of property offenses 
was obtained from juvenile records. 
Abusers of PCP had a greater number of 
offenses against persons (mean = 15.3 
offenses) than abusers of any other drugs. 
Abusers of barbihlrates had the second 
highest number (mean = 10.0), followed 
by abusers of amphetamines (mean = 
5.2). The level of PCP use was not signif
icantly related to rates of property of
fenses. Because many of the boys abused 
multiple drugs and only 17 percent of tlle 
offenses against persons were preceded 
by use of a drug within tlle prior 24 hours, 
it was not possible to attribute the violent 
offenses to the use of any of the drugs. 

C onclttsion 

PCP is used by persons who tend to be 
multiple drug users. It is one of the more 
common drugs used by arrestees, al
though its prevalence varies considerably 
by jurisdiction. An unknown, but proba
bly velY small percentage of users suffer 
exh'eme PCP-induced intoxication and 
disorientation and commit bizarre, often 
violent acts. Much more research is 
needed to identify the extent of these 

problems in users, and to learn how per
sonality, other drug use, and tlle qualily 
and quantity of PCP ingested contribute 
to the occurrence of violent behavior. 

The Role of Hard-Drug Use in Crime 

Despite the sh'ong link between drug 
use and crime documented in the previ
ous sections of this paper, there is a 
dearth ofliterahlre examining the specific 
nature of that link. At best, some surveys 
have asked persons to recall whether they 
were under the influence of drugs or 
alcohol at the time they committed a 
crime. Examples of questions that have 
not been addressed are: vVere you high or 
expeliencing withdrawal symptoms dur
ing the crime? When and which sub
stances were taken, and Witll whom? 
How did the drug affect the crime? What 
drugs were taken after the crime, and 
how soon? The absence of such informa
tion may be due to tlle fact that obtaining 
such event-specific details requites that 
persons be interviewed as soon after com
mitting a crime as is possible. Much of tlle 
discussion in this section is about recent 
studies that have used tllis approach. We 
look, first, at when tlle drug use occurs, 
and then the role of the drugs in the 
crime. 

According to a survey sponsored by the 
Bureau of Justice Statistics (1983a,b) of 
274,564 prisoners in state correctional fa
cilities in 1979, 33 percent reported being 
under the influence of an illicit drug (in
cludes 8 percent who used marijuana 
only) at the time they committed the 
crime for which they were incarcerated. 
Other shldies have asked youths about 
the commission of delinquent acts and 
the role of drugs that were used-e.g., 
Elliott and Huizinga's (1984) National 
Youth Survey and Tinklenberg and col
leagues' study of youths in California (see 
Tinklenberg and Ochberg, 1981; Tinklen-
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berg, Murphy, et aI., 1981). However, 
because use of hard drugs (cocaine and 
heroin) and commission of serious crimes 
arB rare in persons under age 18, surveys 
of the general population can conhibute 
little to an understanding of how often 
drug use is conCUlTent with the commis
sion of a crime. To gain infonnation on 
this topic, one must look at samples of 
high-risk youths or persons who have had 
some contact with the criminal justice 
system. One such study found that juve
niles admitted to a b.'aining school re
ported taking drugs, primatily alcohol 
and marijuana, to give them courage for 
committing violent crimes (Simonds and 
Kashani, 1980). 

Studies that have tested mine speci
mens £i'om alTestees in New York City 
and in Washington, D.C., as noted above, 
have found that a little more than one-half 
of all arrestees had recently used an illicit 
drug (Toborg, 1984; Wish, Brady, et al., 
1984). A study of 116 atTestees charged 
with the possession or sale of illicit drugs 
found even higher rates of recent drug 
use (Wish, Anderson, et aI., 1984). Eighty 
percent of the persons interviewed 
within 1 tv 4 hours of atTest had urine 
specimens that were positive for hm-d 
drugs, usually heroin or cocaine, which 
indicates that tlle drugs were probably 
used within the past 24 to 48 hours. There 
was no indication in either of tllese stud
ies whether the drug USe played a role in 
the instant atTest. 

A number of studies of the role of drug 
and alcohol use in the crime event have 
been undertaken by staff at the Interdis
ciplinatY Research Center (IRC) in New 
York City. These studies used etlmo
graphic techniques to recruit persons in 
East Harlem who had recently commit
ted a non drug crime. These studies of 
unapprehended persons can provide 
some insight into why and when active 
criminals take drugs. However, since per
sons were selected for study with an 

unknown probability of selection, the 
generalizability of the findings is un
known. 

An IRC study of 59 unapprehended 
street criminals found that alcohol was 
frequently taken in large quantities be
fore a crime, often to facilitate the crime 
by calming nervousness (Shug, Wish, et 
aI., 1984). Cocaine and heroin were also 
taken for these reasons. These 59 persons 
repOlted committing 103 nondrug crimes 
in the 36 hours plior to their interviews. 
Theft, robbery, shoplifting, and burglaty 
were the most common crimes. Alcohol 
was found to be the drug most likely to be 
used at the time of tlle crime (in 37 per
cent of tlle 103 crimes), and respondents 
repOlted that alcohol actually helped 
them to pelfOlID tlleir crimes. Most of 
these persons had no cocaine or heroin to 
take before the crime and used their crim
inal income to purchase drugs and alco
hol shOltly after the crime. 

Conclusion 

The evidence is scanty regarding the 
exact timing of drug use and clime. Infor
mation from urine-testing programs tells 
us only that about one-half of arrestees in 
two eastern cities had used a drug some
time near the arrest. Whether otller cities 
have this degree of drug use among ar
res tees is unknown. Findings from stud
ies of active criminal drug users do indi
cate that alcohol and other drugs may be 
used to prepare for a crime and are almost 
surely used after the crime, if money has 
been obtained. The generalizability of 
these findings to other ofl€mders is un
known, pending replication of the shldies 
in other sites. 

Interventions for Reducing Dnlg Use 
and Crime 

There is a considerable body of litera
ture on tlle efficacy of drug abuse h'eat-
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ment program13 for reducing clients' 
crime rates (Sells et aI., 1976; Gandossy et 
aI., 1980; Collins, Hubbard, and Rachal, 
1985; Collins, Rachal, et aI., 1982a,b; Col
lins and Allison, 1983). To review this 
literature would be beyond the scope of 
this paper. However, whether h'eatment 
appears to reduce drug abuse and crime 
has implications for policies that involve 
involuntmy detention for h·eatment. 

By far, the best-designed and best-ex
ecuted study of a treatment population is 
the evaluation of the California Civil Ad
dict Program for persons convicted of cer
tain crimes or recommended for h'eat
ment by the dish'ict attorney (McGlothlin, 
Anglin, and Wilson, 1977; Anglin and 
McGlothlin, 1984). Until 1970, this pro
gram consisted of a 6-month inpatient 
period, followed by a 3-year, outpatient 
drug-h'eatment period. Inpatient treat
ments included group therapy, a modi
fied therapeutic-community approach, 
and educational and vocational h'aining. 
The outpatient treatments included su
pervision by a parole agent, weekly coun
seling, and drug surveillance through uri
nalysis or naline, an antinarcotic that 
brings on withdrawal symptoms if the 
person has been using opiates. If a parol
ee's whereabouts w~re unknown for 72 
hours, the parole officer issued a warrant 
for the person's arrest and return to inpa
tient treatment. In 1970 the inpatien'. pro
gram was eliminated, outpatient treat
ment was reduced to 2 years, and a 
methadone outpatient component was in
stituted. 

Using self'report measures and arrest 
records, it was found that, compared with 
a group of' persons who were released 
from the program early because of a stat
utOlY change, persons who participated 
in the outpatient program that included 
strict supervision had a significant reduc
tion in narcotics use wIllIe they were in 
the program. In addition, both self
repOlts and arrest records confilmed a 

drop in nondrug criminal activity during 
this period. Interventions that included 
supelvision with urine testing resulted in 
lower rates of daily narcotics use, drug 
dealing, and other criminal activity, and 
higher rates of employment than did su
pervision-without-testing or no-super
vision statuses, The study concluded that 
the outpatient program with heavy super
vision of parolees was effective because it 
reduced, not eliminated, the person's 
daily runs of narcotics use. The report 
(McGlothlin, Anglin, and Wilson, 1977·. 
71) states that "a policy of containment 
aimed at limiting the exh'emes of narcotic 
usage and its associated criminal behav
ior can be successful in minimizing the 
social costs of addiction, although per
haps not achieving the traditional goal of 
abstinence. " 

Because the use of methadone to h'eat 
addicts became popular in California dur
ing the shldy period, it was possible to 
analyze its impact on study members. 
While almost half the persons used nar
cotics daily when not receiving metha
done, only 6 percent used narcotics daily 
when they were receiving methadone. A 
reduction in criminal behavior from 42 to 
14 percent was also found for those re
ceiving methadone. Improvement in em
ployment was less marked, and alcohol 
use was slightly greater while on metha
done. 

While McGlothlin and colleagues 
found that methadone-h'eated clients did 
as well as those who received the super
vision-with-testing treatment, anotller 
rigorous study reported less favorable re
sults. For addicts receiving methadone 
h'eatment, Lukoff (1974, 1976) repOlted a 
great reduction in drug crimes but not in 
nondrug crimes. Lukoff' concluded that 
more time in h'eatment was needed to 
bring about the profound changes in life
styles and habits needed to produce large 
reductions in criminal behavior, Another 
study (Hunt, Lipton, and SPUl1t, 1984) 
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found that methadone clients committed 
fewer serious crimes in b:eatmellt than 
did narcotics addicts not in treatment. It 
may be that differences in types of clients 
and programs were partially a factor in 
the different outcomes repOlted by these 
studies. As we note in the next section, 
more research is needed to determine 
which interventions are effective with 
particular types of offenders. 

Using data from a large study (Treat
ment Outcomes Prospective Study) of 
persons entering federally funded treat
mentprograms in 1979 and 1980, another 
study (Collins and Allison, 1983) also 
found that the use of legal pressure to 
induce entry into a treatment program 
may have beneficial impact on addicts. 
Collins and Allison studied arrestees who 
were divelted through the Treatment Al
ternatives to Street Crime (TASC) pro
gram to outpatient drug-free programs 
and residential treatment programs. Their 
findings indicate a statistically significant 
increase in retention in treatment for per
sons who were refened to h'eatment by 
the criminal justice system as opposed to 
other means. Because legal pressure had 
a greater impact than other referral meth
ods on persons entering a residential 
h'eatment program and because TASC 
referrals stayed longer than non-TASC 
criminal justice refenrus in outpatient 
drug-free programs, Collins and Allison 
(19153:1148) conclude that the findings 
are consistent with the interpretation that 
"legai pressure is most effective when 
accompanied by monitoring or surveil
lance of clients' behavior." 

Conclus'ion 

The studies reviewed indicate that of
fenders apprehended by the criminal jus
tice system may be helped if they are 
mandated to participate in treatment that 
is accompanied by sb'ict supervision and 
drug surveillance over prolonged peri-

ods. More research is needed, however, 
to determine the types of interventions 
that work best with palticular types of 
oft enders and with persons at arrest, pro
bation, and parole stages. 

Identiiying High-Rate Drug Users 

To intervene with drug-using offend
ers, it is necessary to identify them. Al
though self-repOlt infOlmation on prior 
drug use has been shown to be valid in 
research shldies, it is unlikely that ar
restees would disclose such self-incrim
inating infOlmation if it were to be used 
in making decisions regarding their cases. 
Prior researct C\~Tish, Klumpp, et aI., 
1980) has underscored the fact that one 
cannot readily identify drug use by ar
restees through self-repolt in a cell-block 
interview or by type of anest charge. In 
an analysis of 17,000 anest cases fi'om 
1973 and 1974 Wish and colleagues found 
that only 10 percent of the anestees who 
were positive for hard drugs by urinalysis 
were charged with a drug offense. Other 
analyses indicated that 50 percent or 
fewer of the anestees who were positive 
by urine test admitted in a cell-block 
interview that they used hard drugs. 

A study of arrestees in Manhattan 
(Wish, Brady, et aI., 1984) has confilmed 
the findings that compared with their uri
nalysis results, anestees greatly under
report tlleir use of PCP, cocaine, and 
opiates during the 24 to 48 hours prior to 
arrest. This underrepOlting occurred de
spite the fact that the arrestees were told 
tllat the research interview was voluntary 
and anonymous, that it would not affect 
their cases, and tllat all infonnation was 
protected from subpoena and use in civil 
and criminal proceedings by a Federal 
Celtificate of Confidentiality. When com
parable offenders were interviewed in a 
storefront in East Harlem, the concor
dance between self-reports and urinalysis 
results ranged between 70 and 80 percent 
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(Wish, Stnlg, et al., 1983; Wish, Brady, and 
Cuadrado, 1985), and most discrepancies 
still resulted from unden-eporting of the 
dlUgs that were detected in the specimens. 

In another study {Wish, Anderson, et 
aI., 1984) in New York City 116 persons 
arrested in Harlem, primarily for posses
sion or sale of hard drugs, were inter
viewed within 2 to 4 hours of an-est and a 
urine specimen was obtained. The inter
view infonnation and the urinalysis re
sults indicated considerable chug use and 
other problems. Almost one-half (46 per
cent) claimed to have been physically de
pendent on heroin at one time in their 
lives. One-qumter reported that they 
were cun-ently dependent on the drug, 
and one-tllird claimed that they needed 
drug abuse h'eatment at the time of atTest. 
The urine tests indicated that almost 80 
percent of these persons were using 
drugs, mainly cocaine and heroin. 

Fifty-four of the persons whose cases 
had been disposed by the time of the 
analysis had pled guilty, and of the 30 
sentenced to some jail time, 76 percent 
were released immediately for time 
served or given a sentence of 29 days or 
less. On release, 43 of the respondents 
appeared at the research storefront in 
Harlem to be interviewed in greater de
taiL (Respondents were paid for their ini
tial interview and urine specimen if they 
contacted tlle research staff after release. 
At that time they were asked to pm'tici
pate in a longer interview and to provide 
a second specimen.) Compared with the 
persons who were not reinterviewed, 
reinterviewees were older and more 
likely to repOlt that they ctllTently needed 
h'eatment for drug or alcohol use (64 ver
sus 27 percent). The educational and eth
nic backgrounds of the two groups were 
tlle same, as were their reports of daily 
drug use within tlle past month. 

The follow-up interviews and the urine 
specimens at tlle second interview incli
cated that many of the persons who had 

been released had retumed to dlUg use 
and crime almost immediately. Approxi
mately 80 percent of the second speci
mens were positive for hard dlUgs, and 
the majority for more tllan one drug. 
These persons had been apprehended 
and released soon after an-est and there 
was no systematic attempt by criminal 
justice system staff to measure or inter
vene in their drug use. 

If all an-estees had the high rates of 
drug-positive urine tests (heroin or co
caine) that were found among these drug 
dealers from Harlem, a strategy of using 
urine tests to flag potentially high-rate 
offenders would be impossible. (A policy 
of selective incapacitation is based on the 
idea that only a small proportion of of, 
fenders exhibit very high rates of crime.) 
Current studies of large numbers of ar
restees in New York and Washington in
dicate that about one-half have positive 
urine specimens, but only about 20 per
cent have tests positive for heroin (mor
phine). In addition, preliminary findings 
from research in New York City indicate 
that arrestees witl. more than one drug in 
tlleir urine (23 percent of all tested ar
restees) at the cun-ent arrest have had 
more arrests over the prior 3 years than 
persons with only one drug in their urine. 
Nevertlleless, tlle percentage of arrestees 
with a positive mine test who are chronic, 
heavy drug users is still unknown. These 
issues must be resolved before urine test 
results can be used effectively to plan 
interventions for arrestees. 

Conclusion 

It has been established in studies of 
arrestees in two large cities that arH~stees 
underrepOlt their recent use of drugs 
when they are interviewed in criminal 
justice settings and that drug users cannot 
be identified readily from the charge at 
an-est. Urinalysis has been found to de
tect more drug use tllan persons admit to 
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in interviews held in criminal justice set
tings. In addition, there is some indica
tion that urinalysis soon after anest may 
provide an indication of the risk of nlture 
criminal behavior (Forst and Wish, 1983). 
More research is needed to detemline 
how best to use urinalysis tests to identify 
and process drug users. 

SUGGESTIONS FOR FUTURE 
RESEARCH 

In this section we present suggestions 
for fuhlre research on the relationship 
between drug abuse and crime. In the 
course of Wliting this paper and in re
sponding to the many questions raised by 
members of the Panel on Research on 
Criminal Careers, we have become aware 
of a number of gaps in the cunent knowl
edge about drug use and crime. We dis
cuss below some of the questions that 
fuhlre research should strive to answer. 
When possible, we have indicated possi
ble strategies for obtaining answers. 

Some of the areas that we have chosen 
to emphasize reflect biases that we wish 
to make explicit. In our opinion further 
elaboration and refinement of the "h'ue" 
rates of crime among drug-using offend
ers should not be a primaty goal of future 
research. Rather, we believe that future 
research should build on available find
ings to detelmine ways to prevent the 
development of drug use and crime in 
persons at high risk for these behaviors, 
and to develop and assess the impact of 
interventions that may reduce these be
haviors in those who already exhibit 
them. In accordance with these priorities 
we recommend that the following ques
tions be addressed. 

What Is the Course of Drug Use and 
Crime in Persons Who Have Been 
Processed by the Criminal Justice 
System? 

Many studies have investigated how 
dmg abuse treatment affects subsequent 

drug use and criminal behavior. Far fewer 
shldies have measured the impact of such 
criminal justice interventions as proba
tion, parole, preh'ial diversion, and incar
ceration on an-estees' dlug use and 
associated crime. Shldies are needed of 
the impact of these conditions, both while 
the person is in custody or under super
vision and after the intervention period 
has ended. Do these fOlms of interven
tion pelmanently reduce drug use and 
associated crime or merely postpone them 
until tlle person can make up for lost time? 

We know of no studies of the natural 
course of dmg use and crime among ar
restees. Studies have found that older ar
restees are less likely to be using drugs 
near the time of an-est than are younger 
an:estees. Have these older arrestees re
duced their abuse of drugs, perhaps be
cause of criminal justice interventions or 
drug abuse treatment? Or have the drug 
abusers merely matured out of criminal 
activities or dropped out of the arrestee 
population because of deatll or instihl
tionalization? A long-ternl, prospective 
shldy of a cohort of offenders could an
swer these questions. A quicker and less 
expensive sh'ategy would be to select a 
sample of persons an-ested in the past and 
contact each for a research interview; lo
cating and reinterviewing an adequate 
sample of such persons might be difficult, 
however. 

More infonnation is needed about the 
types of interventions that are most effec
tive with drug-involved offenders. Exper
iments Witll random assignment of per
sons to specific interventions should be 
conducted. For exatnple, one study is cur
rently randomly assigning dmg-involved 
persons to drug abuse treatment, to urine 
surveillance, or to a conh'ol group during 
the preh'ial release period (Toborg, 1984), 
The differences in preh'ial rates of rear
rest and failure to appear will be mea
sured and compared for each group. 

New types of supervised interventions 
should also be h·ied. Shldies of the Cali
fornia Civil Addict Program (McGlothlin, 
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Anglin, and Wilson, 1977) indicate that 
h'eatment accompanied by supervision 
was very effective while persons re
mained in the program. And a large study 
of treatment outcomes (Collins and Al
lison, 1983) has reported that persons sent 
by the COUlt to treatment remained in 
b:eatment longer than persons refened by 
other sources. The h'aditional view that 
persons have to enter treatment voluntar
ily for it to be effective may be inaccurate. 
COUlt-ordered interventions accompa
nied by valying levels of supervision and 
sanctions should be tested. 

Interventions may have to be tailored 
to the characteristics of the particular of
fender. Some shldies have indicated that 
younger anestees may have less severe 
dlUg-use patterns than older anestees. 
Younger offenders may therefore require 
interventions designed to deter them 
from more serious involvement with 
dlUgs. Older anestees with a long histOlY 
of dlUg dependence may require h'eat
ment that maintains them on a drug such 
as methadone. 

A coordinated intervention sh'ategy 
that integrates criminal justice sanctions 
and h'eatment should be h'ied. The past 
practice of placing persons in the hands of 
criminal justice staff or treahnent staff has 
been inadequate. Programs should oifer 
all the services needed to address the 
diversity of life problems that offendels 
who use hard dlUgs invariably have 
(Hunt, tipton, and Spunt, 1984). In addi
tion, special programs that identify and 
treat the highest risk persons (e.g., violent 
predators) must be established and eval
uated. Successful treatment or incapacita
tion of these persons may produce the 
greatest impact on crime rates. 

What Impact Does Reducing the 
Availability of Drugs Have on Drug 
Use and Crimes? 

Behind the government's attempts to 
reduce the production and importation of 
illicit dlUgs is the assumption that these 

efforts will raise the price of the drugs and 
thereby deter or reduce their use. The 
evidence for this is scanty at best and 
relies primarily on conelations of commu
nity-level indicators of drug use and 
crime. It is possible that higher dlUg 
prices may lead persons to commit an 
increased number of income-generating 
crimes. 

Given the cost of attempting to limit the 
supply of dlUgs in this counhy, a series 
of expeliments should be conducted to 
detem1ine the impact of such effOlts 
on sh'eet-Ievel users. Law enforcement 
agents could target a location for intensive 
efl:c)1ts to reduce the supply of heroin or 
cocaine. The impact of these activities 
could then be assessed through a compre
hensive set of direct and indirect indica
tors of dlUg use and crime in that area. The 
price and purity of the drugs in the study 
area could be measured, and criminal 
activity could be monitored through rates 
of arrest and repOlted victimizations. In 
addition, researchers could interview 
sh'eet-level users about their drug use and 
crime during the study period and assess 
whether the local enforcement effOlts 
merely encomaged users to go to other 
neighborhoods to obtain drugs. Such a 
study could use a neighboring area as a 
conh'ol group or a design in which the 
same neighborhood is studied before and 
after the experiment. Such an experiment 
would give an indication of the effects of 
the cunent multimillion dollar effOlts to 
reduce the supply of drugs in the counhy. 

What Is the Relationship Between 
Drug Use and Crime Among Females 
and Do Females Require Specific 
Types of Interventions? 

The overwhelming majority of studies 
of drug use and crime have concenh'ated 
on males. It is true that the criminal jus
tice system processes a much greater 
number of males than females. However, 
the magnitude of the drug abuse problem 
among females, especially those with a 
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histOlY of prostitution, may actually be 
greater than that found among males. Fe
male an-estees in a number of cities have 
been found to be more likely to be using 
drugs at arrest than are males. In a pilot 
study of females an-ested in New York 
City (Wish, Brady, and Cuadrado, 1984) 
84 percent of the females with a histOlY of 
prostitution who provided a urine speci
men shortly after an-est had a positive 
urinalysis result (almost 80 percent were 
positive for cocaine). These females also 
reported a level of drug abuse and asso
ciated problems that exceeded those 
found for male an-estees. Female ar
res tees with no charge for, or history of, 
prostitution tended to have rates ofrecent 
drug use comparable to those found for 
the male arrestees. 

The types of studies tllat have already 
been conducted Witll male offenders and 
those tllat we recommend in this report 
should be conducted Witll female offend
ers. The types of problems female of
fenders have and tlle types of interven
tions tlUlt are effective with tllem should 
be analyzed. 

What Types of Crimes and Associated 
Problems Are Common to More 
Affluent Drug Users? 

The emergence of cocaine as a com
monly used drug throughout American 
society raises questions about how mid
dle-class users will finance their drug use. 
Does the use of cocaine and the resulting 
contact with the illicit drug market in
crease the likelihood that these persons 
will use heroin ~nd otller drugs? Will it 
make them more susceptible to violence 
(both as perpeb'ators and victims)? Such 
questions can be answered by conducting 
interViews Witll samples of middle-class 
users who are identified in large-sample 
drug surveys. Studies of high-risk popu
lations, such as persons who are atTested 
or who contact service agencies or physi-

cians for assistance, could also offer 
information on these issues, although 
such findings would be limited to the type 
of persons studied. 

How Can Offenders Who Are Using 
Drugs Be Identified? 

Thousands of persons are processed by 
the criminal justice system each year, yet 
systematic attempts to identifY those who 
are serious drug users are rare. Altllough 
urinalysis has shown some promise as a 
means of detecting persons using hard 
drugs, more research must be done to 
detennine how current methods of proc
essing and recording information about 
atTestees can be improved to identify 
drug users and high-rate offenders. Stud
ies of programs tllat divert drug users into 
treabnent programs on the basis of a short 
interview with the arrestee have failed to 
test systematically the validity of tlleir 
refEmal metllods. And many questions 
remain concerning the proper use and 
adminisb'ation of tlle increasingly popu
lar enzyme multiplied immunoassay test 
(EMIT®) urinalysis techniques (Morgan, 
1984). Systematic evaluations of the abil
ity of self·reports, urine tests, and official 
records to identifY drug-using offenders 
should be conducted. Methods of admin
istering, conducting, and reporting urine 
test results must be tested and standard
ized. Confusion in the linking of urine 
test results with the original donor, for 
example, could produce disash'ous results 
for the offender and desb'oy any value of 
the testing. 

Asr.uming That Drug-Using Offenders 
Can Be Identified, Can This 
Information Predict Future Criminal 
Behavior? 

Can identifying drug users at arrest or 
while on probation or parole pernlit the 
differentiation of persons at high risk for 
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future offending? Shldies in a few juris
dictions do indicate that drug users ap
pear more recidivistic than other offend
ers. However, these shldies used 
methods of detection (arrest charge, re
POlt of the officer, or urine tests) that have 
been found to have questionable ability 
to identify drug users. In addition, the 
level and types of drugs used by offend
ers Vaty from jurisdiction to jurisdiction. 
Prospective follow-up studies that clas
sify offenders accvrding to current drug 
use and monitor their fuhue offending, 
rearrest, and abscondence are needed. 
These studies should be replicated in 
many jurisdictions and should be con
ducted with offenders identified at the 
point of arrest, probation, and parole. 
Special emphasis needs to be given to 
studying the drug use and self-reported 
crimes of such persons after they have 
been released (with and without legal 
supervision). Fuhlre research should also 
examine whether certain types of nonus
ers are especially good candidates for 
early release or more lenient h'eatment. 

Assuming That Drug Use by an 
Offender Is a Good Predictor of 
Future Criminal Behavior, How 
Should This Information Be Used in 
Processing Offenders? 

There has been considerable discus
sion regarding the use of an offender's 
drug abuse history in making adminish'a
tive decisions (Feinberg, 1984). The 
Comprehensive Crime Conh'ol Act of 
1984 authorized preventive detention for 
defendants charged with celtain federal 
drug offenses and directed federal judges 
to consider a variety of factors, including 
histOlY of drug and alcohol abuse, in set
ting pretrial release conditions. A number 
of questions still need to be addressed 
concerning judicial decision making at 
the state and local leyel. Should a person 
be deprived of pretrial release because of 

current drug use, even if he or she is 
charged with a non drug crime? Should 
bail be set higher? Are preventive deten
tion stahltes needed to permit the use of 
drug abuse information in setting pretrial 
release conditions? Should urine surveil
lance or enhy into a h'eahnent program be 
mandated for all drug users or only for 
patticular types of offenders? Or should 
urine testing and mandated treahnent op
tions be limited to adjudicated persons at 
the point of the presentence investigation 
or referral to probation? Research is 
needed into the views of policymakers, 
judges, attorneys, and the public on these 
issues, Aside from the constitutional is
sues, each jurisdiction may have to de
cide how to proceed. 

How Can We Prevent the Onset of 
Serious Drug Use and Crime? 

The questions above have focused on 
the many persons who have already de
veloped patterns of hard-drug use and 
criminal behavior. They are, perhaps, 
easier to identify, but harder to treat. 
Identifying youths who are at high risk of 
developing these behaviors is probably 
more difficult, but such youths would 
presumably be easier to tTeat. 

Longihldinal &tudies of high-risk 
youths should be conducted. Enough is 
known to isolate groups of youths con
taining high-risk persons. Why some of 
them will cease their deviant behaviors 
while others continue should be exam
ined. Such studies may not always pro
vide infOlmation generalizable to the en
tire population. However, reduction in 
serious criminality probably means hav
ing an effective sh'ategy for only 2 percent 
or less of the youth population, anyway. 

CONCLUDING COMMENTS 

Research into the role of substance 
abuse in crime has come a long way. 
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Research questions have been refined to 
focus on key relationships regarding the 
role of drugs in the criminal event and to 
document the diverse pattems of drug 
use and criminal behaviors among drug
using offenders. Measures of crime and 
drug use have advanced to the point of 
classifying types of offenders, assessing 
their rates of specific offenses in defined 
time periods, and obtaining infonnation 
on multiple drug and alcohol use. The re
search into these issues should continue. 

Policymakers must also be informed 
about cunent research findings so that 
policies and solutions reflect the prob
lems and needs of the cunent drug-abus
ing offender. A little more than one-half 
the anestees studied in Washington, 
D.C., and New York City had recently 
used an illicit drug. Such infom1ation pro
vides an unusual oppOltunity to inter
vene in and h"eat drug use in the nlost 
criminally active population. Yet, with 
one exception (Washington, D.C.), no ju
risdiction in the United States routinely 
identifies recent drug use in anestees by 
urinalysis. 

Research can infonn policymakers 
about the effectiveness of possible inter
ventions for identified drug abusers. 
Sh"ategies are needed for reducing drug 
abuse and, thereby, crime on a short-term 
and long-term basis. Selective incapacita
tion is one alternative that may be useful 
for the most serious drug-abusing offend
ers; however, eliminating a person's drug 
use and offending while he or she is de
tained is unlikely to lead to a long-term 
cure. We believe that the greatest chance 
of success will derive from a coordinated 
strategy that assesses each offender's di
verse set of problems and prepares an 
integrated solution that draws on a range 
of available options that extends from 
mandatOlY treahuent and rehabilitation 
(Kaplan, 1983), to urine surveillance, 
daily supervision, and incarceration. It is 

the challenge of future research to estab
lish how such a strategy can best be 
implemented. 

APPENDIX A 

Methodologic Problems in Studying 
Substance Abuse and Crime 

The study of illicit hard-drug use is 
plagued by many of the same metho
dologic difficulties that affect the study of 
other criminal behaviors. Among the 
most significant problems that must be 
dealt with are (1) the rarity of hard-drug 
use in the general populatior.; (2) the 
validity of self-reports of hard-drug use; 
(3) the fact that hard-drug use is often 
episodic; (4) the fact that heavy use of any 
one drug is usually accompanied by 
heavy use of other drugs, including alco
hol; and (5) the fact that measurement 
problems may be compounded when 
both drug use and other criminal behav
iors are assessed. 

The ways in which these methodologic 
problems can affect the validity of sub
stance abuse research are discussed be
low. In Appendix B, these problems are 
also discussed as they apply to the studies 
of drug use and crime being reviewed. 

Rarity of Hard-Drug Use in the 
General Population 

Surveys of the general population tend 
to find that use of illicit drugs other than 
marijuana is relatively rare. One survey 
(O'Donnell et al., 1976) found that only 
100 men in a random sample of 2,510 
American men aged 20 to 25 in 1974 had 
used heroin 10 ormore times. In addition, 
the National Youth Survey (Elliott and 
Huizinga, 1984), a national probability 
sample of 1,725 noninstitutionalized 
youth aged 11 to 17 in 1976, found few 
users of cocaine or heroin in tach of the 
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five waves of interviews from 1976 
through 1980. For each year fewer than 1 
percent of the sample reported any use of 
heroin. The prevalence of cocaine use 
was somewhat greater as the coh01t ma
tured, ranging from 1 percent in the 1976 
interview sample to 10 percent in the 
youths reinterviewed in 1980 (Johnston, 
Bachman, and O'Malley, 1982; Elliott et 
a1., 1983). Use of heroin, cocaine, and 
PCP, dlUgs often thought to be associated 
with criminal behavior, is even less com
mon in the adult population when older 
persons are included. Because serious 
criminal behavior is also relatively rme in 
the general population, studies of heavy 
dlUg use and serious crime must neces
smily be limited to populations of persons 
at especially high risk for these behaviors. 
For example, the National Youth Survey 
found that only between 1.5 and 2 per
cent of the sample members were multi
ple illicit dlUg users and serious offenders 
in 1976 or 1980 (Elli.ott and Huizinga, 
1984), yet this group repOlted a dispro
p01tionate share of the crime and dlUg 
use found in the whole sample (Johnson, 
Wish, and Huizinga, 1983). 

Thus, much of what is known about 
hard-dlUg use and serious crime neces
sarily comes from studies of adult ar
res tees or incarcerated persons or from 
studies of unapprehended persons re
cruited from communities in which dlUg 
use and crime are prevalent. Although 
such studies cannot provide accurate 
estimates of drug use and crime relation
ships in the general society, they do 
enable researchers to study sufficient 
numbers of criminally active persons to 
untangle some of the complex interrela
tionships between dlUg use and crime. 
Nevertheless, the nature of the special 
populations being studied (e.g., arrestees, 
incarcerated persons, unapprehended 
persons) must be considered when assess
ing to whom the study results may apply. 

Given that the focus of the Panel on 
Research on Criminal Careers is on seri
ous crime and the implications of a selec
tive incapacitation policy, in this appen
dix we stress shldies of high-risk adults 
and refer only briefly to shldies of youth 
in the general population. 

Validating DlUg Use 

Barring objective observations of an
other person's taking verified amounts of 
a known dlUg in a laboratOlY or in some 
other controlled environment, research
ers typically measure dlUg use by the 
person's self-reports. Cognizant of the 
fact that study respondents may seek to 
conceal or underrep01t their use of illicit 
dlUgs, resemchers have sought to validate 
self-rep01ts of recent dlUg use through 
urinalysis. By comparing the respon
dent's rep01ts of dlUg use with the urinal
ysis results, one can at least verify the 
accuracy of the self-reports, assuming that 
the tests themselves are valid. 

There are many reasons why urinalysis 
may fail to detect dlUgs that have been 
taken within the previous 24 to 48 hours, 
however, including (but not limited to) 
the fact that the quantity and purity of the 
substance used and the time since inges
tion an:) usually not known. In addition, a 
person could accurately report taking a 
dlUg that was, in fact, not the dlUg that he 
thought he had purchased in the illicit 
marketplace. Recent work (Wish, Strug, 
et a1., 1983) has indicated, however, that 
the newer, more sensitive urinalysis 
(known commercially as EMIT®) can de
tect the use of street-quality heroin (actu
ally morphine, the metabolite of heroin, 
is detected), cocaine, and methadone 
with a high degree of accuracy. The older, 
widely used mass-screening techniques 
(thin-layer chromatography) often fail to 
detect use of illicit, street-quality cocaine 
and heroin (Wish, Brady, et a1., 1984). 



----~-~-

78 CRIMINAL CAREERS AND CAREER CRIMINALS 

Although researchers may find it help
ful to test the validity of self-reports of 
recent dmg use through urinalysis, they 
still face many problems in validating 
self-repOlts of dmg use. For example, 
urine tests do not tell us when in the 
test-sensitive period (approximately 24 to 
48 hours for cocaine and heroin) the dmg 
use occuned. One cannot use urine tests 
to validate reports of dmg use several 
days prior to the collection of the urine 
specimen. Researchers typically settle for 
an indication of the veracity of the re
spondent's answers to questions about 
dmg use from the validation of recent 
dmg use (by urinalysis) and from consis
tency checks within the interview and 
between the interview and record infor
mation obtained for the respondent. 

Episodic Nature of Hard-Dmg Use 

It is commonly believed that the heavy 
user of hard dmgs, especially of heroin, 
uses the dmg every day. It has become 
increasingly clear, however, that heroin 
users go in and out of periods of use even 
without treatment intervention (McGloth
lin, Anglin, and Wilson, 1977; Robins, 
1979; Ball et al., 1981; Ball, Shaffer, and 
Nurco, 1983; Johnson et al., 1985). Stud
ies of active, unapprehended heroin
using offenders in New York City (John
son, 1984; Johnson et al., 1985) tend to 
find much polydrug use and dmg switch
ing, depending on drug availability and 
the person's finances and preferences at 
the time of purchase. 

The implications of the episodic nahrre 
of dlUg use for studies of dlUg use and 
crime are significant. One must not label a 
person a dlUg user over an entire peliod 
because the person repOlts being an addict 
or heavy user at one time dUling that pe
riod. Measurement of dlUg use on a daily or 
weekly basis is needed to relate lUns of 
drug use to changes in criminal behavior 
(see McGlothlin, Anglin, and Wilson, 1977; 
Nurco, Cisin, and Balter, 1981a-c). 

Polydmg Use Among Heavy 
Dmg Users 

Ample evidence exists that the heavier 
the use of anyone drug, the greater the 
likelihood of use of other dlUgs. One 
study (Robins, Helzer, et al., 1980) found 
that, as the use of alcohol or heroin in
creased in a sample of veterans, so did the 
number of other dlUgs used in the same 
2-year period. This study repOlted that 
persons addicted to heroin used an aver
age of lOA other dlUgs (out of 20) in a 
2-year period after returning to the 
United States from Vietnam, compared 
with 7.9 dlUgs for less regular heroin 
users. In fact, the authors suggested that 
knowing how many illicit drugs were 
used by a person may be as good an 
indicator of severity of use as knowing 
which dlUgs are used. Studies of popula
tions of heroin-using offenders have 
tended to confirm this high degree of 
polydlUg use (Shug, Stevie, et al., 1984; 
Strug, Wish, et al., 1934). Both self-reports 
and urinalysis have indicated that heavy 
users of any illicit dlUg use a smorgasbord 
of dmgs, including alcohol, PCP, cocaine, 
heroin, pills, and illicit methadone-fre
quently on the same day. 

The fact that heavy users of heroin and, 
indeed, of any illicit psychoactive dlUg 
tend to use multiple dlUgs presents some 
difficulties for the researcher studying the 
relationship between dlUg use and crime. 
It may be misleading to athibute the 
criminal behavior of a heroin user to the 
heroin when that person is probably us
ing a multitude of dlUgs and alcohol. 
Studies of dlUg use and crime must tllere
fore obtain precise information about all 
substances being used and control for 
their differential impacts on crime. A 
good example of tllis approach appears in 
the study of veterans cited above (Robins, 
Helzer, et al., 1980). That shldy compared 
the effects of regular use of heroin, am
phetamines, marijuana, and barbihlrates 
on social adjustment, after controlling for 
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early predisposing factors as well as other 
drug use. The authors concluded that the 
greater social disability found among us
ers of heroin than users of other drugs was 
probably attributable to the types of per
sons who use heroin in our society
persons with the greatest predisposition 
(apparent in their youths) to social prob
lems. Both the use of other drugs and 
one's disposition toward deviant behav
iors must be taken into consideration 
when asceliaining the impact of a Paltic
ular drug on one's social adjustment or 
criminal behavior. 

Measuring Dl1lg Use and Crime 

We indicated above that persons may 
tend to underrepOlt their use of illicit 
dl1lgs and that urine tests can help to 
detect instances of recent drug use. When 
one measures both drug use and criminal 
behaviors by self-reports, however, there 
is another potential problem. Let us as
sume that person X is a seasoned drug
abusing offender (perhaps in his late 
twenties) who is relatively open about his 
involvement in illicit behaviors. Such a 
person might repOlt considerable drug 
use and crime in a research interview. On 
the other hand, person Y may be younger 
and as criminally active as person X, but 
less willing to admit to deviant behaviors. 
For example, some evidence exists that 
youthful offenders in Harlem were less 
likely to admit that they were junkies 
than were older offenders (Anderson et 
a1.,1984). 

Assuming that a sample contains many 
persons like X and Y, we could find a 
strong relationship between rates of drug 
use and crime that would be artifactual, 
resulting only from the fact that persons 
willing to disclose one of these behaviors 
are likely to disclose the others. A similar 
problem could occur if a respondent 
tended to view a particular time period to 
be one of general activity. In such cases 
he might repolt a high level of both drug 

use and crime as a result of this general
ized belief about his life at that time. 

These biases or distOltions in self
reported behaviors could be expected to 
increase as the time period being recalled 
gets further away from the time of inter
view (Bachman and O'Malley, 1981). On 
the other hand, in our research we have 
found some indication of underreporting 
among persons asked to repOlt their drug 
use in the prior 24 to 48 hours during a 
research interview held in potentially 
threatening criminal justice settings. Re
searchers should, therefore, attempt to 
test drug and crime associations based on 
self-reports by comparing them against 
other information that does not depend 
solely on self-reports. An example of this 
sh'ategy is the evaluation of the California 
Civil Addict Program by McGlothlin, 
Anglin, and Wilson (1977), in which an 
association between self-repOlted reduc
tions in narcotics use and self-reported 
reductions in crime was verified by a 
reduction in recorded arrests during the 
same period. 

APPENDIXB 

Studies of Drug Abuse and Crime 

In this appendix we review studies 
whose findings greatly influenced our 
discussion in the body of this paper. We 
provide a brief summmy of the design, 
major findings, significance, and potential 
limitations of each shldy. 

Evaluation of the Caifornia Civil 
Addict Program (McGlothUn, Anglin, 
and Wilson, 1977) 

Sample: Studied 949 men committed 
to the California Civil Addict Program. 
Included admissions from 1962-1963, 
1964, and 1970. Many sample members 
entered tllis program as an alternative to 
serving time for a crime. 

Primary ,Measures: Self-repOlts dur-
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ing personal interviews, official arrest rec
ords, and urine specimens. 

VaUdity Checks: For criminal behav
ior, arrest records; for recent drug use, 
urinalysis. 

Study Design: Follow-up study; nat
ural experiment using a comparison 
group of persons who were released from 
program early because of a legal techni
cality; oversampled a group of h'eat
ment successes as another comparison 
group. 

Significance of Study: This study is 
known for its excellent design and execu
tion. Both drug use and crime in specific 
time periods were measured, and runs of 
narcotics use were identified. The study 
indicated that the Civil Addict Program, 
which consists of inpatient and outpatient 
periods, was effective while the men 
were in the program and less effective 
after termination. Supervision coupled 
with drug testing (originally with naline 
and later with urine tests) produced mod
erate reductions in narcotics use and 
non drug crime while the men were in the 
program. Methadone appeared to have a 
similar beneficial impact. The study con
cluded that reductions in daily runs of 
narcotics use could produce significant 
reductions in criminal behavior. 

Potential Limitations: Sampled only 
males, largely those convicted of crimes. 
Applies to persons living in Califomia; 
impact of methadone use by respondents 
not totally controlled for in the post-1970 
analyses. 

Analysis of Drugs and Crime Among 
Arrestees in the District of Columbia 
(Wish, KZampp, et al., 1980) 

Sample: Consist~ of 57,944 men and 
women arrested and adjudicated in the 
Washington, D.C., Supelior COUlt fi.-om 
1973 to 1977 and a recidivism file contain
ing 19,277 an'est cases (over a 6-year pe
liod) for a sample of7,087 consecutive per-

sons arrested in an 8-month panel period in 
1974-1975. 

Primary Measures: Prosecutors' case
processing records (from PROMIS), bail 
and sentencing information from COUlt 
records, minalysis results, and drug 
abuse h'eahnent records. 

Validity Checks: For criminal records, 
none; for mine test results, some compari
son with police officer's perception of ar
restee's involvement with narcotics. 

Study Design: Cross-section case 
files of prosecutor's case infom1ation and 
results of a urine test from a specimen 
taken at arrest were merged for each in
dividual and analyzed; in addition, a per
son-based file containing arrest cases, uri
nalysis results, and information on drug 
treahnent for 7,087 persons was con
shucted and analyzed. 

Significance of Study: This study 
showed that urine test results could iden
tify arrestees at high risk of rearrest in a 
4-year follow-up period. Drug-using ar
restees in a 6-year period prior to and 
after the index arrest had higher rates of 
bail violations and income-generating 
crimes than nonusers and equivalent 
rates of arrests for violent crimes. Female 
arrestees were more likely to be detected 
to be using drugs at arrest than male 
arrestees. The report also contains infor
mation about the type of victims chosen 
by drug users and their types of arrest. 

Potential Limitations: Study looked 
only at arrest records and obtained no 
self-repOlts of crimes committed. Time at 
risk was not conh'olled for, although sub
sequent analyses indicated that adjust
ment for time at risk did not alter study 
findings. Drug use was measured only by 
urinalysis. 

Varieties of Criminal Behavior 
(Chaiken and Chaiken, 1982) 

Sample: Study of 2,190 inmates in 
prison or jail in Michigan, Califomia, and 
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Texas. Sample was selected to represent 
an incoming COhOlt in the institutions. 
Analyses were weighted, where neces
sary. 

Primary Measures: Group-adminis
tered questionnaires-non confidential
to enable linking of infonnation with of
ficial records. 

Validity Checks: PerfOlmed exten
sive intemal and extemal validity checks. 
Official records were available only for 
respondents in prison, however. Extemal 
validity tests of self-repOlts versus record 
inforn1ation indicated that 23 percent had 
"bad data" on 31 percent or more of 14 
indicators checked. Internal consistency 
checks showed that between 28 and 32 
percent of the respondents had trouble 
understanding the definition of the 2-yem
period preceding the primmy measure
ment period. Approximately 17 percent of 
the sample had bad data on 21 percent or 
more of the 27 indicators of internal qual
ity that were checked. No systematic re
lationships were found between the 
global indices of internal and external 
validity and personal characteristics or 
repOlted crime rates in the measurement 
period. Official records on drug involve
ment were so poor that checks of the 
self-repOlted information on substance 
abuse were impossible. 

Study Design: One-time, retrospec
tive, self-administered survey question
naire and available official records were 
used. 

Sign:i}icance of Study: Study is pri
marily known for the development of a 
typology of offenders having different 
levels of offending rates and for measur
ing individual offending frequencies (As) 
from inmates' self-reports. Self-repOlt in
fOlmation, but not official records, was 
useful in discriminating high- and low
rate offenders. 

Potential Litnitations: Used identifi
able group-administered questionnaires, 
rather than personal interviews. Re-

spollse rates were 50 percent in Califor
nia and Michigan prisons, 66 percent in 
California and Michigan jails, and 82 per
cent in Texas prisons. Measures of drug 
use were few and simple: did not mea
sure use of marijuana, PCP, or LSD after 
age 18; did not measure cocaine use ataH. 
Method of drug adminisb:ation was not 
measured. Alcohol use was measured by 
only a single, yes-no question regarding 
whether the person drank alcohol 
heavily, got drunk often, or had a drinking 
problem. The findings may apply to a 
select population of offenders, given the 
low probability of incarceration. Respon
dents' difficulty in differentiating prior 
time periods places analyses over these 
periods in doubt. Statistical significance 
levels were often repOlted rather than the 
actual findings, which limits the reader's 
ability to assess the magnitude of the 
differences repOlted. 

Criminality Among Heroin Addicts in 
Baltimore (Ball et al., 1981; Nurco, 
Cisin, and Balter, 1981a,b,c; Ball, 
Shaffer, and Nurco, 1983) 

Sample: A random sample of 243 
male opiate addicts anested or identified 
by the Baltimore police department be
tween 1952 and 1971. Sample was sh'ati
fied by race and time period. 

Primary Measures: Personal follow
up interviews and police, juvenile, and 
FBI records. 

Validity Checks: Interview infOlma
tion was checked against record informa
tion on date of birth, narcotics use, incar
ceration and conviction histolY, and 
juvenile delinquency histOlY. 

Study Design: Follow-up interviews 
with sample in 1973 and 1974. 

Sign'ificance of Study: Known for its 
typology of heroin addicts and for its 
findings regarding the number of crime 
days during periods of heavy narcotics 
use and lesser use. 
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Potential Limitations: Early papers 
presented findings for blacks and whites 
separately, since the sample had been 
stratified by race to produce nearly equal 
proportions of whites and blacks. (On 
original list 77 percent were blacks; in the 
final sample 57 percent were blacks.) 
However, research on crime days by Ball 
et a1. (1981) and Ball, Shaffer, and Nurco 
(1983) pooled blacks and whites without 
weighting the sample back to its original 
ethnic composition. Given the many dif
ferences found between black and white 
respondents (Nurco, Cisin, and Balter, 
1982), the pooling of all subjects limits 
the generalizabHity of results. Because 
whites were less criminally active than 
blacks, the disproportionate number of 
whites in the sample would tend to lower 
the estimates of crime. 

Persons were interviewed as long as 20 
years after they had been identified as 
drug involved by the Baltimore police. 
Other than verifying that most of these 
persons were using dlUgs at about th., 
time they were placed on the list (Bonito, 
Nurco, and Shaffer, 1976), few checks 
were made to verify that the behavioral 
pattems recalled were accurate. This 
study may also be limited by biases in 
self-repOlted behaviors (discussed in Ap
pendix A), which could have produced a 
sh:ong association between dlUg use and 
crime in certain periods as an artifact of 
the measures. While the number of crime 
days per year is measured, the study does 
not repOlt data from which AS may be 
computed, In addition, the computation 
of crimes per day is not straightforward, 
given ambiguity in the way the peltinent 
questionnaire items were wurded. 

National Youth Survey (Elliott and 
Huizinga, 1984) 

Sample: Consists of 1,725 youths se
lected as a representative sample of 
American youths aged 11 to 17 in 1976. 
Persons were reinterviewed annually 

fi'om 1977 to 1981 about their delinquent 
and dlUg-using behaviors. 

Primary MeasU1'es: Self-reports from 
personal interviews about behaviors dur
ing a 12-month period. Also obtained rec
ords of anests. 

Validity Checks: For criminal behav
ior, used arrest records; for recent dlUg 
use, used intemal consistency checks. 

Study Design: Prospective longitudi
nal design; each year of birth cohOlt was 
h'eated as an independent sample. 

Significance of Study: This is the 
largest and longest study of a national 
sample of youths that is available. It is 
recognized for its design and execution, 
Its repOlts contain measures of crime 
r·tes (routinely repolted) for various 
types of delinquent behavior. It provides 
the best infonnation available about de
linquency in a large, representative sam
ple of youths. 

Potential Limitations: The major lim
itation is the small number of youths 
reporting extensive delinquency and se
rious dlUg use in a national probability 
sample. Heroin use was almost nonexis
tent (1 percent or less). While dropouts 
fi'om the study do not appear to differ 
substantially fi'om reinterviewees, the 
loss of even three to five highly delin
quent youths could have reduced crime 
rates. 

Economic Behavior of Street Opiate 
Users (Johnson et aZ., 1985) 

Sample: Consists of 201 heroin and 
methadone users recruited from the 
sh'eets of East and Cenh'al Harlem in 
New York City. Subjects were inter
viewed nine or more times and provided 
a total of 11,400 person-days of informa
tion about their behaviors. Researchers 
were not successful in developing a sam
pling frame from which to select persons 
with a known probability of selection. 

Primary Measures: Self-reports cov
ering 33 or more days per person with 
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respect to crimes (type, number, dollar, 
and drug income), drug pattems (use, 
purchase, sale), noncriminal income, 
nondrug expenditures, arrests, and drug 
treatment. 

Validity Checks: For criminal behav
ior, some observations of subjects com
mitting crime in the sh'eets, intemal 
consistency checks during follow-up in
terview, reporting of similar crimes dur
ing different interviews; occasionally, 
two or more subjects reported about the 
same crime event. No arrest records were 
obtained. Reports of drug use were not 
validated, although many subjects report
ing use appeared intoxicated at the time 
of interview. 

Study Design: Convenience sample 
of persons encountered on the sh'eet who 
were screened by exaddict field-workers 
for heroin and methadone use and prob
able criminal behavior; subjects selected 
to represent the diversity of drug and 
criminal life-styles in the neighborhood; 
subjects reported to storefront research 
office each day for 5 days and then 1 day 
per week (for 1 month or longer) to re
count prior week's activities. 

Significance of Study: This is the first 
study to compute crime rates from data 
about self-reported crime for persons 
while they were active on the sh'eets. It is 
one of the few studies to present detailed 
daily and annualized data on the dollar 
retums from drug use, drug-distribution 
activities, and other crimes, as well as 
other economic behaviors. The shldy 
presents both quantitative and qualitative 
infonnation about heroin abusers who are 
serious and regular criminal offenders, 

Potential Limitations: The sample is 
small and limited in geographical area, 
and it did not follow accepted sampling 
procedures. It is unknown how represen
tative the respondents are of other of
fenders in New York Cily or in other 
cities. The X-s include numerous small 
drug-dish'ibution crimes. The analyses 
seldom control for the effects of demo-

graphic characteristics (sex, age, ethnic
ity, age of onset, education, etc.) on the X-s 
computed. 

Studies from the National Institute of 
Justice-Funded InterdisciplinanJ 
Research Center (IRC) for the Study 
of the Relationship of Drug Use and 
Grime (Strug, Stevie, et al., 1984; 
Strug, Wish, et al., 1984; Glassner et 
al., 1985) 

Samples: Three samples: youths in a 
moderate-size city in NAW York (N = 
100); unapprehended, drug-using adult 
criminals in East Harlem (N = 179); and 
adults anested for possession or sale of 
drugs in the East Harlem area (N = 116). 

Primary Measures: Intensive, open
ended interviews of youths; sh1.lCtured 
personal interviews and urine tests for 
apprehended and unapprehended adult 
criminals. 

VaUdity Checks: Internal checks and 
some corroboration by other youths; stud
ies of adults checked urine tests against 
self-reports of recent use of illicit drugs 
and found considerable concordance. 

Study Design: Shldies of youths in
volved three subsamples: a random sam
ple from school lists, a purposive sample 
based on field observations of deviant 
youths, and a sample of juveniles adjudi
cated as delinquent and residing in group 
homes or detention centers. Youths were 
interviewed for an average of 4 hours 
about their dl1.lg use, adjushnent, and de
viance. 

Studies of unapprehended and appre
hended adults in East Harlem: unap
prehended hard-dl1.lg users who had re
cently committed a serious nondl1.lg 
crime were recmited from the sh'eets and 
interviewed about the crime event and 
the role of drug and alcohol use in that 
event. A comparison group of 116 ar
restees were interviewed in a police sta
tion (in the same neighborhood as the 
unapprehended drug users) about their 
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drug-use histories and a urine specimen 
was obtained. A second follow-up inter
view was obtained for 43 of these 116 
persons after release. The releasees who 
showed up for reinterview were more 
indigent and repOlted more lifetime de
pendence on drugs than those who did 
not show up. Their educational and eth
nic backgrounds were similar to those 
who were not reinterviewed, as was their 
level of recent use of drugs. The fol
low-up interview was identical to the in
terview used with unapprehended per
sons and was followed by collection of a 
urine specimen. 

Significance of Study: Study of youths 
obtained in-depth information aLout drugs 
and crime and successfully oversampled 
high-risk youths. Studies of adult criminals 
obtained information about the role of dmg 
and alcohol use in the crime event and 
examined the criminal justice system's 
processing of chug-involved al1.'estees. 

Potential LimHations: Study of youths 
had a small sanlple and collected much 
infOlmation in a qualitative way that limits 
quantification and extrapolation to other 
populations. The studies of lmappre
hended persons used paid recmiters to find 
persons who had just committed crimes. 
The degree to which the study respondents 
are represent.:'ltive of other addicted offend
ers is unknown. The compmison group of 
an:estees does provide some indication of 
the potential biases in the dat.:'l fi'om unap
prehended respondents. The al1.'estees in 
the study were primarily mTested for pur
chase, sale, or possession of cocaine or her
oin, and some findings may not apply to 
al1.'estees chm'ged with non drug crimes or 
to persons arrested in other jUlisdictions in 
New York City. 

Additional Current Studies 

Two ongoing studies of urine testing of 
arrestees, in Washington, D.C., and in 
New York City, have also influenced the 

conclusions presented in this paper. The 
study in Washington (Toborg, 1984) is 
examining whether it is effective for 
judges to assign drug-using al1.'estees to 
specific preh'ial release conditions (h'eat
ment anellor urine monitoring) based on 
the results of a test of a urine specimen 
obtained shOltly after arrest. The study in 
New York City (Wish, Brady, and Cuadra
do, 1984, 1985; Wish, Brady, et aI., 1984; 
Wish, Chedekel, et aI., 1985) is examining 
the feasibility of using urine tests to iden
tify arrestees at high risk of preh'ial an-est 
and failure to appear in comt. 
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The Relationsh'ip of 

_.-J 

Problem Drinking to Individual 
Offending Sequences 

t..--

James J. Collins 

INTRODUCTION 

This paper examines the empirical as
sociation and etiological relevance of 
problem drinking to the onset, continua
tion, and pattern of criminal careers. The 
main purpose is to detelmine, based on 
previous research, what inferences can 
be made about the relation of problem 
drinking to serious and repetitious in
volvement in crimes that victimize per
sons or property. Hence, the paper is not 
concerned with crimes that are related to 
the use or dishibution of alcohol. Under
age drinking, public drunkenness, the il
legal sale of alcoholic beverages, and 
driving while intoxicated are alcohol
defined offenses and are considered here 
only if they are relevant to individual 
offending sequences (criminal careers). 
Nor is the paper concerned with the in
fluence of alcohol use in particular crim-
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inal events. A substantial literature ad
dresses whether drinking precipitates 
criminal events or changes their charac
ter-especially violent events. Some of 
that literature will be partially relevant 
here, but the criminal career focus of the 
paper requires an emphasis on offenders' 
life cycles and not on particular events. 
[Reviews of the alcohol-criminal events 
literature can be found in Roizen and 
Schneberk (1977) and Collins (1981).] 

It is clear that identified offenders are 
much more likely than the general pop· .. · 
lation to engage in problem drinking. It 
has not been established, however, that 
the problem drinking explains serious in
volvement in crime. Indeed, the funda
mental difficulty of this paper will be 
distinguishing the pervasive use of alco
hol among offenders from the explanatOlY 
relevance of alcohol use to individual 
offending sequences. A basic assumption 
of the paper is that alcohol use is never 
the sole cause of a criminal career. 
Alcohol's behavioral effects are filtered 
through a variety of physiological, psy
chological, social, and cultural factors. 
Thus, drawing etiological or causal infer-
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ences will be difficult because of the 
complexity of the alcohol-behavior rela
tionship and because most of the relevant 
research has not addressed cau.sal··illfer
ence problems. 

The ideal research design for making 
inferences about the effect of alcohol use 
on individual offending sequences is a 
longitudinal one that begins to collect 
data on drinking and climinal behavior 
before the onset of either behavior. No 
such research has been done, nor is any 
planned, so far as this writer is aware. A 
number of completed or ongoing longitu
dinal studies have the data with which to 
analyze the effects of alcohol use on crim
inal careers, but completed longitudinal 
analyses have not focused on the role of 
alcohol. Some researchers have examined 
the importance of drug use (Johnston, 
O'Malley, and Eveland, 1976; Elliott, 
Huizinga, and Ageton, 1982) but they 
either ignore alcohol use or combine al
cohol use with drug use in their analyses. 
Most of the promise of completed and 
ongoing longitudinal research to deter
mine whether and how alcohol use affects 
individual offending sequences remains 
to be realized. 

METHODOLOGICAL ISSUES 

Definition and Measurement of 
Problem Drinking 

Problem drinking is the main indepen
dent variable in this analysis. The term 
can have many definitions and is not 
consistently defined in the literature. Oc
casional and light or moderate use of 
alcohol that does not have adverse out
comes is not of interest here. Neither is 
the focus only on the condition of alcohol
ism. Problem drinking is interpreted here 
to include: (1) excessive use of alcohol 
based on quantity or frequency of intake; 
(2) adverse consequences of drinking, 
such as family, job, or healtll problems; 

and (3) perceptions of the drinker or oth
ers tllat he or she has a drinking problem. 
The literature includes work that is not 
explicit about the definition of drinking 
problems or alcoholism. In the discus
sions of individual works that follow, the 
basis for defining drinking as a problem is 
made explicit. Usually, the definition re
lies on some measure of excessive intake 
or of adverse outcomes of drinking. 
Sometimes drinking is defined as a prob
lem on the basis of criminal outcomes, 
such as arrest or violence after drinking. 
For tlle purposes of this paper the latter 
definition confounds independent and 
dependent variables and inhibits a deter
mination of whether drinking is a causal 
factor in criminal careers. 

Problem drinking is usually measured 
by records of alcohol-related anests or 
alcohol treatment or by self-reports of 
alcohol-use patterns or problems. Blood 
alcohol content (BAC) measures, physio
logical indicators, and use of instruments 
with known reliabilities are rarely found 
in the literature. The incompleteness and 
inaccuracy of public records are well
known problems, and the reliability and 
validity of self-repOlt data are infre
quently discussed in the literahlre. The 
discussion below specifies the source of 
data on problem drinking and discusses 
those measures when that seems appro
priate for methodological or substantive 
reasons. 

If an individual develops a drinking 
problem, it is velY often not permanent. 
Typical prevalences and types of drink
ing problems vmy by segment of the life 
cycle, and drinking problems tend to be 
highest during the young adult yem's 
(Cahalan and Room, 1974; Cahalan and 
Cisin, 1976; Mandell and Ginzburg, 
1976; Noble, 1978). There is evidence 
tllat problem drinkers often stop having 
problems tllrough abstinence or con
trolled drinking (Robins, Bates, and 
O'Neal, 1962; Fillmore, 1975; Cahalan 
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and Cisin, 1976; Roizen, Cahalan, and . 
Shanks, 1978). The type of drinking prob
lem experienced by an individual also 
varies by age. For example, Cahalan and 
Room (1974) show that "police" prob
lems due to drinking are highest between 
the ages of 21 and 24, but that health 
problems due to drinking, comparatively 
low bef:\veen the ages of 25 and 44, in
crease after age 44. 

An implication of the age-variation and 
spontaneous-remission evidence is that 
the lifetime and current prevalences of 
drinking problems differ. Much of the 
data in the literature on problem drinking 
and criminal careers, however, do not 
distinguish "ever" having drinking prob
lems from "cllTent:' problems, nor do 
they place the drinking problems within 
a life-cycle segment. This lack of speci
ficity limits the career inferences that can 
be drawn from the findings. Long-term 
drinldng patterns and the cumulative ef
fects of drinking alcohol over a long pe
riod are more relevant to the career focus 
of this paper than the acute effects of 
alcohol use in single drinking episodes. 
This is also consistent with the focus on 
individual offending sequences rather 
than particular criminal events. 

Some long-term effects of drinking are 
well known. Misuse of alcohol is associ
ated with liver disease, nutritional defi
cits, brain dysfunction, cardiovascular 
problems, and an increased risk of cancer 
(Eckardt et al., 1981). Much less is known 
about the long-term behavioral effects of 
problem drinking. There are empirically 
unsupported suggestions in the literature 
that alcohol's chronic effects may cause 
"irritability," and although the inference 
must be tentative, chronic alcohol effects 
may increase individual tendencies 
toward violence. A more reasonable basis 
for the phmmacological and physiological 
effects of alcohol on behavior is through 
its impact on cognitive capacity. Alcohol 
use impairs a drinker's ability to perceive, 

process, assess, and integrate cues from 
the environment (Pernanen, 1976, 1981). 

A distinction is relevant for purposes of 
this paper, although it is a distinction not 
usually made in the literature and thus is 
not sustainable in the analyses that fol
low. Problematic alcohol use over a long 
period creates "neuropsychological defi
cits" in the drinker (Tarter and Alterman, 
1984). Presumably, some of those deficits 
will affect behavior and may explain 
some criminal behavior. A priori it seems 
reasonable to expect such criminogenic 
deficits to impel one to "irrational" (vio
lent) crime rather than to "rational" (ac
quisitive) crime. A second type of chronic 
criminogenic effect of problem drinking 
may be a recurrent effect in individuals 
who are not necessarily chronic problem 
drinkers. Examples would be an infre
quent drinker who tends to have prob
lems when he or she does drink and a 
regular drinker who occasionally com
mits offenses when drinking. Even 
though these distinctions cannot be made 
from the existing literature, it is useful to 
recognize them because of their potential 
relevance for etiological understanding. 

The" eye of the beholder" issue is also 
an important one for interpreting alcohol 
use as problematic. Alcohol occupies 
unique psychological, cultural, moral, 
and scientific territories in American life. 
The phenomenological dimension causes 
definitional and inferential problems, 
some of which are discussed below. The 
phenomenological complexities cannot 
be resolved here, but they are pmtially 
addressed through explicit definitions of 
what is meant by problem drinking. 

Definition and Measurement of 
Criminal Careers 

Criminal careers involving "street" 
crime are of interest here. In general, 
these are Uniform Crime Reports Part I 
and Part II offenses that involve actual or 
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attempted violence or properly loss. This 
focus excludes two major categories of 
crime: (1) victimless crime, especially al
cohol- and drug-defined crime-includ
ing public-order crimes that result fl.-om 
substance abuse (vagrancy, disorderly 
conduct, et cetera) and (2) white collar 
crime. The first category is not used to 
define a criminal career because, as 
noted, it confounds independent and de
pendent variables and because interest is 
in criminal behavior that involves victim
ization of someone's person or property. 
It will not always be possible to (lis tin
guish the victimless or public-order of
fenses from other offenses because some 
studies do not make the distinction. 

White collar crime is not considered 
because almost no information is avail
able on the relationship of alcohol use to 
such offenses. It is reasonable to infer that 
white collar criminal careers would be 
influenced by problem drinking. Alcohol 
is the principal drug of choice for white 
collar, psychoactive substance users, and 
it is known that significant percentages of 
people of high occupational status are 
heavy drinkers or have problems with 
alcohol (Cahalan, Cisin, and Crossley, 
1969; Trice and Roman, 1972). The rela
tionship between alcohol problems and 
white collar crime, however, has not been 
studied. 

Official records and self-report data are 
used to estimate involvement in crime. 
Each type of data has its strengths and 
weaknesses. The most serious problem 
with using official records to estimate 
criminal behavior is their incomplete
ness. Most crimes are not reported to the 
police (Bureau of Justice Statistics, 
1983b). There is also some evidence that 
alcohol abusers are more likely than 
nonabusers to be arrested. Petersilia, 
Greenwood, and Lavin (1978), for exam
ple, found that alcohol abusers were ar
rested for 12.1 percent of the offenses 
they committed compared with 2 to 3 

percent for drug abusers and offenders 
who were neither drug nor alcohol abus
ers. If the problem drinker is more likely 
to be an-ested given commission of an 
offense, it may be a result of the cognitive 
impairment that results from alcohol use. 
A drinking offender may be an incompe
tent offender. If the probability of an-est is 
higher for problem drinkers than others, 
official records may overstate the impor
tance of problem drinking to criminal 
careers. 

Self-reports of illegal activity have 
added an important dimension to the 
study of criminal careers. The reliability 
and validity of such data have been exam
ined, and the best general conclusion 
seems to be that offender reports of illegal 
involvement represent reasonable ap
proximations of the behaviors in question 
(Marquis, 1981; Hubbard et aI., 1982). 
The data are likely to contain some sys
tematic en-or, however. Hubbard et al. 
(1982) found that the frequency of in
volvement and length of recall affected 
the concordance of self-reports of an-est 
and official records of arrest. Peterson and 
Braiker (1980) found rapists less willing 
than other offender types to report the 
crimes for which they were convicted. 
Weis (in this volume) discusses other is
sues relating to self-repOlts of criminal 
behavior. Because of the potential for the 
type of crime data to affect findings in 
systematic ways, the discussion below 
specifies the sources of data used in the 
analyses. 

Study Populations 

Shldies of problem drinking and crim
inal careers have been can-ied out on 
samples of the general population, ar
restees or convicted offenders, alcohol 
abuse and mental-health treatment popu
lations, and prison populations. Shldies of 
the general population are least frequent; 
shldies of prison populations most fre-
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quent. Clearly, general-population Shld
ies are most generalizable, although such 
studies are relatively expensive to con
duct. Neither a criminal career nor prob
lem drinking is common among the gen
eral population, so large samples are 
required to produce sufficient data for 
deta.iled analysis. On the other hand, 
prison populations have a high preva
lence of involvement in criminal activity 
and problem drinking and are relatively 
accessible to researchers. The h'ade-off in 
using prison samples is limited generaliz
ability. Prisoners are not representative of 
the general population or of all offEmders. 
Because of the representativeness and 
generalizability issues, discussions that 
follow are organized in pmt by the type of 
sample shldied, i.e., general, alcohol 
h'eatment, and criminal justice system 
samples. 

Polydrug Use 

It is common for individuals to use mul
tiple psychoactive substances (O'Donnell 
et al., 1976; Fishburne, Abelson, and 
Cisin, 1980; Johnston, Bachman, and 
O'Malley, 1981; Bray, Guess, et al., 1983). 
This may involve the use of alcohol and 
other drugs at the same time or within a 
short time (hours), or different psychoac
tive substances on different occasions. 
Polydrug use (including such combina
tions as alcohol and marijuana, a1')ohol 
and barbihll'ates, heroin and cocaine) has 
become velY common in recent years, 
and there is evidence that it (including 
alcohol) is the modal pattern among of
fenders and treatment populations (Bray, 
Schlenger, et al., 1982; Chaiken and 
Chaiken, 1982; Johnson and Goldstein, 
1984). Polydrug use creates a complex 
analytic problem when the behavioral ef
fects of u patticular substance are of inter
est. The behavioral effects of single drugs 
are not well understood, and, when two 
or more drugs are used in combination, 

specific behavioral effects are all but im
possible to predict. 

Despite the proliferation of polydlUg 
use, most users have a "dlug of choice," 
and individuals who have alcohol or drug 
problems are usually able to identify the 
substance that is the primary source of 
their difficulties. Among 3,325 individu
als entering federally funded drug abuse 
h'eatment programs in 1979, for example, 
87 percent specified a particular sub
stance as being their "primary" problem 
(Bray, Schlenger, et aI., 1982). The sepa
ration of individuals into categories based 
on alcohol or specific-drug problems, 
however, does oversimplify the reality of 
substance-use patterns, and individuals 
may be classified in different categories 
during different phases of their lives. It is 
the heuristic assumption of this paper that 
individuals can be classified accurately as 
having or not having a drinking problem 
(lifetime or current). This classification 
pemlits examination of the relationship 
between problem drinking and individ
ual offending sequences. 

Because use of hard drugs is usually 
viewed as a more serious criminogenic 
factor than alcohol use, there is a ten
dency among researchers to (;reate hier
archical indices of psychoactive sub
stance use in which the independent 
effect of alcohol use by drug users is not 
considered. For example, Johnson, Wish, 
and Huizinga (1983) analyze the sub
stance use-delinquency relationship for 
two groups: those who use alcohol only 
and those who use drugs or drugs and 
alcohol. This approach assumes, without 
testing, that dlUg use is the primmy 
criminogenic effect. The fact that alcohol 
is a legal dlUg encourages such a view. It 
is impOltant, however, to consider sepa
rately whether alcohol use, which is often 
quite heavy among dlUg users, makes an 
independent conb-i'bution to the occur
rence of criminal behavior as part of a 
polydrug-use pattern. 
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Gender and Race 

The variables of gender and race re
ceive little attention in this paper, mainly 
because the literature on problem drink
ing and criminal careers rarely considers 
gender and race effects. When these vari
ables are included in analyses, the find
ings are not markedly different for gender 
or racial groups. 

There is evidence that suggests that 
white-black racial differences in drinking 
patterns exist and that they have implica
tions for the problem drinking-criminal 
career relationship. For example, a na
tional survey of state conectional inmates 
showed a substantial difference by racial 
group in the percentage of inmates clas
sified as heavy drinkers-50 percent for 
whites versus 21 percent for blacks (Bu
reau of Justice Statistics, 1983c). The lit
erature that is relevant to the relation 
between problem drinking and individ
ual offending sequences, however, does 
not pelmit assessment of white-black dif
ferences. The same holds for gender; the 
literature does not address the question of 
gender effects in the problem drinking
criminal career relationship. Moreover, 
there seems no reason to believe that 
problem drinking explains much varia
tion in serious crimes by women. Be
cause women probably commit less than 
one-fifth of the serious crimes and be
cause the gender variable does not ap
pear to bear on the problem drinking
criminal career relationship, gender is not 
considered here in any detail. 

Making Inferences About 
Alcohol Effects 

Despite years of shldy, a great deal 
remains to be understood about the be
havioral effects of alcohol use-both 
acute (shOlt-term) and chronic (long-telm) 
effects. Woods and Mansfield (1983) ar
gue that pharmacological changes in neu-

ral functioning brought about by ethanol 
are "nonspecific." Jones and Vega (1972, 
1973) found that a rapid increase in BAC 
causes behavioral effects. Several re
searchers report that racial-ethnic groups 
differ in their reactions to drinking (Wolff, 
1972; Fenna et aI., 1976; Marco and Ran
dels, 1983); others report that individual 
psychology influences the effects of alco
hol (McCord and McCord, 1962; Zucker, 
1968; McClelland et aI., 1972). Pernanen 
(1976, 1981) suggests that the effects of 
alcohol use on cognition probably inter
act with environmental cues in complex 
ways. In sum, the "state of the art" in 
understanding the behavioral effects of 
drinking from pharmacologic and psycho
logical perspectives is not far advanced. 

Evidence of the complexity of the sub
jectis pointed out by Cordelia (1985). Her 
analysis suggests that for some types of 
criminal activity, notably organized crime 
or planned property crime committed in 
collaboration with two or more people, 
problem drinking may act as a bar to 
criminal activity. Offenders with drinking 
problems may be viewed as undepend
able and not reclUited into criminal en
terprises. This scenario suggests an in
verse relationship between problem 
drinking and organized, rational criminal 
activity. 

In recent years the impOltance of social 
and cultural factors in mediating alcohol's 
behavioral effects, as well as the interpre
tation of those effects, has been recog
nized. MacAndrew and Edgerton (1969) 
generated impOltant insights about the 
influence of social and culhlral factors. 
They showed how "dlUnken compOlt
ment" was affected by cultural factors 
and, conversely, how some cultures make 
provision for untoward behavior after 
drinking during specified "time out" pe
riods. Room (1983) argues that the causal 
link between alcohol use and behavior is 
a sociocultural rather than a pharmacolog
icalone. 
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Three points about sociocultural influ
ences on the alcohol use-behavior inter
action are relevant for this paper. These 
points have to do with expectancy, dis
avowal, and attribution. 

The behavior of individuals after drink
ing is influenced by effects they expect 
alcohol to have, quite aside from actual 
effects ath'ibutable to drinking. Lang et al. 
(1975) found that individuals who had 
been told they drank alcohol, even 
though they had not, became more ag
gressive in controlled laboratOlY experi
ments. Tamerin, Weiner, and Mendelson 
(1970) measured male alcoholics' expec
tations about how they would feel after 
drinking and made observations about 
actual behavior after drinking. Their sam
ple of 13 accurately predicted they would 
become more aggressive after drinking. 
However, the subjects inaccurately pre
dicted other effects of drinking (euphoria, 
sexuality) and their subsequent (after 
drinking) assessment of their behavior 
was more concordant with their pre drink
ing predictions than with their achlal be
havior. Brown et al. (1980) assessed ex
pectancies associated with moderate 
alcohol consumption among two samples 
(N = 125 and N = 440). Factor analysis of 
216 yes-no items produced six behavior
al-expectancy dimensions-one of which 
was "aggressiveness." Expectancies var
ied by demographic factors (age, sex) and 
by drinking experience. 

Drinking is sometimes used as an ac
count (Scott and Lyman, 1968) or devi
ance-disavowal technique. McCaghy 
(1968) showed how some men convicted 
of sexual offenses against children used 
drinking to excuse their behavior. 
Mosher (1983) points out how recent 
ABSCAM-convicted offenders have at
tempted to excuse or justify their behav
ior by reference to the effects of alcohol. 
Coleman and Sh'aus (1979) argue that 
some men drink to give themselves an 
excuse to beat their wives. 

The ath'ibution of blame to alcohol in 
the absence of clear justification is also 
observable at the macro level. Gusfield 
(1963) analyzed the nineteenth centulY 
temperance movement and argues that 
the abolition of alcohol became the sub
ject of a moral crusade as the vehicle for 
playing out the conflict between compet
ing societal interests. In a review of the 
family-violence literahlre Hamilton and 
Collins (1981) argue that a "malevolence 
assumption" underlies much of the pub
lic debate about alcohol. When alcohol is 
found to be associated with undesirable 
events and circumstances, it is assumed 
to be at fault. 

The major points to be made about 
previous work on the expectancy, dis
avowal, and attributive aspects of alco
hoI's effects on behavior are that percep
tions and interpretations complicate the 
causal-inference task and make it difficult 
to assess the validity of self-perceptions of 
alcohol's effects. Alcohol occupies unique 
phenomenological territOlY, and caution 
is warranted when attributing effects to 
its use. There is no doubt that drinking 
affects behavior. Explaining how that 
happens is difficult. Moreover, there is a 
tendency to ascribe blame to drinking 
without justification. 

ASSESSMENT OF THE LITERATURE 

This section of the paper reviews the 
literahlre on the relation of problem 
drinking to individual oHt:mding se
quences. The juvenile, young adult, and 
later adult life-cycle segments are h'eated 
separately. The period that has received 
most attention by researchers is the 
young adult period. As will be seen, there 
are good reasons for this attention. 

The separation of the analysis into ju
venile, young adult, and later adult peri
ods also reflects society's drinking nonns. 
Most drinking during the juvenile years is 
illegal and disapproved by adult society. 
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Nevertheless, drinking is quite common 
among juveniles. In young adulthood 
drinking is legally pelmissible. In fact, 
heavy drinking accompanied by deviant 
or disruptive behavior is the nOlm for 
young adults in some contexts (for exam
ple, in the militruyor atfratemity parties). 
Drinking norms shift again for older 
adults. Family and career responsibilities 
are expected to mitigate or preclude the 
heavy use of alcohol, and behavior after 
drinking is expected to meet a higher 
level of decorum than is expected in the 
young adult years. 

There is considerable variation around 
age-graded drinking norms. For example, 
young adults might be held to higher 
behavioral standards regarding alcohol 
use in some contexts, such as at a family 
reunion. Older adults may be permitted 
to act like young adults in some situa
tions, such as at a football game. N onethe
less, drinking and its behavioral conse
quences display age regularities. For this 
reason, and because the literature itself is 
roughly organized in this way, the follow
ing review is organized around the three 
life-cycle segments. As mentioned ear
lier, the reviews will also be roughly 
organized by sample type (general popu
lation, alcohol treatment, and criminal 
justice) when the literature pelmits such 
a separation. 

The Juvenile Period 

During the juvenile years any con
sumption of alcohol is a potential prob
lem because drinking is illegal for those 
under statutory drinking age, which 
ranges from age 18 to 21. Illegal purchase 
or consumption of alcoholic beverages, 
however, is not of interest here unless it is 
associated with other criminal behavior 
during the juvenile years or later in the 
life cycle. Specifically, this review fo
cuses on the following questions: Does 
the age at which drinking begins have 

any power to predict involvement in 
serious crime? Do drinking problems dur
ing the juvenile years predict later crimi
nal careers or aspects of individual of
fending sequences, such as career length 
or offense specialization? Little previous 
work has focused on these questions so 
the answers are necessarily incomplete. 

Considerable previous work has fo
cused on drug use during the juvenile 
years. Most of that work will not be exrun
ined here because another paper in this 
volume (Wish and Johnson) focuses on 
drug abuse and individual offending se
quences. Some work has included alco-. 
hoI use as an aspect of drug use. More 
commonly, the literature treats alcohol 
use, drug use, and other delinquencies 
(such as huancy, running away from 
home, and precocious sexual behavior) as 
aspects of a configuration of problem be
haviors (Jessor and Jessor, 1977). This 
view of juvenile delinquency is a func
tion of the adjudication process for juve
niles and of the typical pattem of conduct 
of delinquents who come to the attention 
of the juvenile justice system. Juveniles 
are more likely to be "adjudicated delin
quent" than to be convicted of a palticu
lar offense, and typically juvenile ofli:md
ers (like adult offenders) exhibit a mixture 
of problems and illegal involvements. In 
comparison with the prevalence of prob
lem behavior and delinquency, involve
ment in serious crime is low during the 
juvenile years. It is also low in compari
son with the young adult years. Elliott 
and Huizinga (1983), for example, show 
how rates of participation in serious crime 
by youths in a national sample are low in 
comparison with participation rates for 
minor crimes and status offenses. In
volvement in felony assault, robbelY, fel
ony theft, and hard-drug use tends to be 
lower than involvement in minor assault, 
minor theft, vandalism, and school delill
quency for males and females and across 
social classes. 
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General-Population Studies 

Alcohol use is very common among 
high-school-age youths. National surveys 
conducted in 1974 and 1978 showed that 
87 to 89 percent of the tenth through 
twelfth graders had some experience 
with alcohol (Rachal et aI., 1980). Sub
stantial proportions drank frequently. 
Twenty-seven to 29 percent in the two 
surveys drank once a week or more. 
Heavy drinkers, defined as tllose drink
ing at least weekly and taking five or more 
drinks per drinking occasion, constituted 
15 percent of the samples. Based on cri
teria of frequency of drunkenness and 
perceived alcohol-related negative conse
quences, approximately 3 in 10 were clas
sified as misusers of alcohol. Alcohol 
misusers were significantly more likely 
than alcohol users to repOlt having trou
ble with the police; 4.1 percent of male 
alcohol users and 25.4 percent of male 
alcohol misusers had trouble Witll tlle 
police because of drinking. The corre
sponding percentages for female alcohol 
users and misusers were 2.4 and n.5, 
respectively. 

The findings from studies of general
population samples of juveniles are that 
delinquency, as noted above, typically 
constitutes a varied configuration of prob
lem behaviors. Jessor and Jessor (1977) 
and Jessor, Chase, and Donovan (1980), 
analyzing data from the national surveys 
of high school students referred to above, 
found that problem drinking was associ
ated with marijuana use and general de
viance. J essor and associates argue fur
ther that tIle different fonns of problem 
behavior develop from common etiologi
cal configurations. 

Jessor et a1. (1968), in a study of a 
tri-ethnic community, found that different 
measures of deviance correlate and that 
theoretical findings were fairly similar 
across different sex, age, and ethnic 
groups. Whitel Johnson, and Ganison 

(1983), in samples (N = 1,381) of 12-, 15-, 
and 18-year-olds from New Jersey house
holds, found a "synchronous" develop
ment of both substance use (alcohol and 
drugs) and criminal behavior. The sub
stance-use variable was a sh'onger predic
tor of the intensity of delinq .lent behavior 
than the reverse. 

Ratlms, Fox, and Oltins (1980) used a 
shOltened version of the MacAndrew Al
coholism Scale and a self-repolted delin
quency scale in a study of 786 male and 
886 female high school students in a mid
dle-class suburban community. The sam
ple was 97 percent white. The MacAn
drew scale was found to predict alcohol 
abuse successfully, but it also was found 
to have "global predictive power." The 
scale predicted some drug use and other 
delinquency, such as propelty and per
sonal crimes. The authors interpret this to 
indicate that problem drinking is palt of a 
general pattem of deviance. 

Rydelius (1983a,b) interviewed and 
collected blood samples in 1980-1981 
from 2,300 young men who came to a 
militmy recruiting office in Sweden as a 
result of the compulsOlY militc'uy-service 
law. Data for 1,004 of the subjects were 
analyzed. Approximately 99 percent were 
between 17 and 19 years of age; 93 per
cent were 18 years old. The amount of 
pure alcohol consumed within the month 
prior to the interviews was estimated 
from self-repOlts of beer, wine, and spirits 
consumption. During the interviews, 21 
percent admitted minor criminal of
fenses; 6 percent repOlted committing 
theft and burglmYi 2 percent repolted 
committing assault and malicious dam
age; 9 percent had been convicted of 
crimes; and 5 percent were known for 
public drunkenness. 

Rydelius classified the subjects accord
ing to their consumption of pure alcohol 
and compared high consumers with 
nonconsumers on a number of dimen
sions. The high consumers were more 
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likely than the nonconsumers to be dmg 
users and to be involved in other crimes. 
The percentage of high consumers versus 
nonconsumers who engaged in various 
offenses are shown below (from Rydelius, 
1983a:Table 7): 

Offense 

Pilfering, illegal 

High Consumers 
versus Noncon
sumers (percent) 

driving 45 versus 9 
Stealing and burglmy 38 versus 1 
Conviction, any crime 35 versus 3 
Known for public 

dmnkenness 35 versus 1 
Assault, malicious 

mischief 14 versus 1 

All differences are statistically significant 
below the .001 level according to the 
chi-square statistic. 

In subsequent psychological testing of 
50 high consumers and 50 nonconsumers, 
the high consumers were found to have 
psychopathic personality h'aits and the 
nonconsumers were found to have nor
mal personalities (Rydelius, 1983b). Dif
ferences were found between the two 
groups on 13 of 15 scales included in the 
test. 

In summmy, the evidence from gener
al-population studies of juveniles is that 
problem drinking covaries with other 
fOlms of deviance and with serious crim
inal behavior. The relationship of prob
lem drinking to deviance and crime is 
best conceived as one involving a com
mon etiology in the juvenile years. 

Delinquent-Population Studies 

Shldies of delinquent populations also 
confinn the sh'ong covariation of alcohol 
use and delinquency. Blane and Hewitt 
(1977) reviewed a number of studies and 
concluded that 

1. Age at first drink is earlier for delin
quents than nondelinquents, 

2. Prevalence of drinking is higher 
among delinquents than among nonde
linquents, 

3. Dmnkenness is more prevalent 
among delinquents than among nonde
linquents, 

4. Pathological drinking symptoms are 
more common among delinquents than 
among nondelinquents. 

Pearce and Garrett (1970) gave a 26--item 
questionnaire to 292 delinquents from 
two youth detention homes and 466 non
delinquent high school shidents in Idaho 
and Utah. They found the following dif
ferences between delinquents and non
delinquents in drinking behavior: 

1. Delinquents drank at a younger age; 
2. The first drink for delinquents was 

likely to be with friends; for nondelin
quents, it was likely to be at home with 
parents; 

3. Delinquents drank again sooner af
ter the first drink; 

4. Drinking prevalence and frequency 
were higher for delinquents; 

5. Delinquents were more likely to 
have dmnk hard liquor. 

Bell and Champion (1979), in surveys of 
general-population and delinquent sam
ples in Great Britain, found that fi'equent 
alcohol use was much more common 
among delinquents than among general
population samples and that the level of 
alcohol use predicted frequency of delin
quency. 

Dawkins and Dawkins (1983) exam
ined the relationship between drinking 
frequency and criminal behavior among 
342 residents of a juvenile h'aining 
school. A questionnaire was administered 
to collect data about a variety of factors, 
including drinking frequency and in
volvement in 21 kinds of nonserious and 
serious illegal behaviors in the year be-
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fore entering training school. The authors 
focused on whether the correlation be
tween drinking frequency and illegal be
havior differed for whites, blacks, and 
Hispanics. Multiple regression analyses 
revealed that drinking had sb'ong net ef
fects on minor delinquency in each racial 
group. Drinking frequency was found to 
explain statistically significant variation 
in serious and nonserious delinquency 
for whites and blacks. Drinking fre
quency did not explain involvement in 
serious delinquency for Hispanics but 
was associated with nonserious delin
quency for this ethnic group. The authors 
did not deal with the temporal-order is
sue, that is, whether frequent drinking 
preceded, followed, or was cotelminous 
with involvement in illegal behavior. The 
analyses do show that the empirical asso
ciation of drinking frequency and crimi
nal behavior was robust among white and 
black training-school residents. 

Vingilis (1981) is not convinced by the 
evidence on drinking and delinquency 
because of methodological problems, es
pecially the failure of much research to 
use conh'ol groups. Vingilis appears pre
pared to acknowledge that delinquents 
drink more than nondelinquents but 
thinks that delinquents charged with al
cohol-related crimes are similar to delin
quents involved in nonalcohol-related 
crimes. However, use of "alcohol-related 
trouble with the law" as an indicator of 
public drinking may not distinguish de·· 
linquents in a meaningful way. 

Etiology of Drinking and 
Crime in Juveniles 

Evidence on the common etiology of 
problem drinking and other deviance in 
the juvenile period and on the covariation 
of problem drinking and delinquency 
does not address directly the major issue 
of this paper: that 18, to what extent is 
problem drinking an iml?ottant factor in 

the onset, continuation, and pattern of 
criminal careers. Two studies give more 
specific insights about the relationship of 
problem drinking to individual offending 
sequences for juveniles. 

Virkkunen (1977) studied recidivism 
among 741 juvenile offenders convicted 
in 1965 in Finland. He divider! tlle of
fenders into those with juvenile arrests 
for drunkenness and those with no such 
arrests; using the records of Finland's 
Criminal Register, he examined recidi
vism for the years 1970-1975 (5 to 10 
years after the initial contact). Virkkunen 
found that those who had juvenile drunk
enness arrests were more likely to 
recidivate and were more likely to have 
arrests for violent (22 versus 12 percent) 
and property crimes (47 versus 36 per
cent), as well as for h'affic offenses. 

Johnson, Wish, and Huizinga (1983) 
analyzed National Youth Survey data (El
liott, Huizinga, and Ageton, 1982) with a 
focus on serious drug use and high-rate, 
serious delinquency. They created a hier
archical typology of drug users: users of 
heroin or cocaine (5 percent), users of 
pills or psychedelics (7 percent), mari
juana users (19 percent), alcohol users (29 
percent), and non-drug users (41 percent). 
Users of alcohol in addition to drugs are 
included in the first three categories. 
Heavy drug users (heroin, cocaine, pills, 
psychedelics) were also found to be 
heavy users of alcohol. Data on criminal 
activity were collected from self-repOlts 
during interviews. 

Johnson and colleagues show that 
among the hierarchical groups those clas
sified as heavy drug users were responsi
ble for a disproportionately large number 
of index crimes. Those who used only 
alcohol were comparatively unlikely to 
commit index offenses or multiple index 
offenses although they were more likely 
than nonusers of any drug to commit 
minor delinquencies. The authors con
clude that alcohol use by itself is not 
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associated with either the likelihood or 
the frequency of involvement in serious 
crime in the juvenile years. It should be 
pointen out, however, that this conclu
sion does not deal fully with the effects of 
alcohol because alcohol use by those who 
use other dmgs is subsumed in the dmg
use categories. The findings do suggest 
that alcohol use by itself is not important 
to the occurrence of index o£feqses during 
the juvenile years. 

Petersilia, Greenwood, and Lavin 
(1978) interviewed 49 California prison 
inmates incarcerated for aImed robbelY. 
The inmates were asked to reconstmct 
their criminal careers for their juvenile, 
young adult, and later adult years. They 
were also asked about their use of alcohol 
and dmgs and were classified as alcohol 
involved, drugs involved, involved with 
both drugs and alcohol, or not involved 
with either drugs or alcohol. Twenty-five 
to 30 percent of the inmates were classi
fied as alcohol involved in the three ca
reer periods. The major change over the 
three career segments was an increased 
tendency toward dmg involvement. 

Inmates classified as alcohol involved 
had the lowest median offense rates in 
each of the three career periods although, 
as discussed earlier, they were more 
likely than the three other groups to be 
arrested for offenses they committed. In 
telms of specific offense types the alco
hol-only offenders had comparatively 
high rates of aggravated assault and auto 
theft during the juvenile period and com
paratively high rates ofburglmy and forg
ely in the young adult period. During the 
later adult period, the alcohol-only of
fenders had high forgery and low robbery 
rates in comparison with the other 
groups. The offense-specific findings 
should be viewed as tentative because of 
sample size (N = 14 alcohol-involved 
offenders) and because of the challenging 
cognitive task involved in reconstmcting 
criminal careers over veIY long peliods. 

There is more potential in existing lon
gitudinal data on alcohol use and criminal 
behavior than has thus far been realized. 
Two examples of fertile data sets for ad
ditional study are the National Youth Sur
vey data (Elliott et aI., 1983) and the 
Rutgers Health and Human Develop
ment Project data, which are still being 
accumulated (see White, Johnson, and 
Garrison, 1983; Pandina, Labouvie, and 
White, 1984). 

Summary: Juveniles 

The evidence reviewed here for the 
juvenile peliod suggests the following: 

1. Drinking problems do not, by them
selves, appear to be an important factor in 
the onset of serious criminal involvement 
in the juvenile years. 

2. Those who drink, drink heavily, or 
have problems as a result of drinking are 
more likely to be involved in other forms 
of deviant behavior. The best current as
sessment is that there are common etiol
ogies for the juvenile syndrome of prob
lem behavior. 

3. Juveniles who are heavy consumers 
of alcohol have psychopathic personality 
traits (Rydelius, 1983b). 

4. Juvenile offenders with arrests for 
dmnkenness are more likely than juve
nile offenders with no dmnkenness ar
rests to have official records of violent and 
property crime as adults (Virkkunen, 
1977). 

The Young Adult Period 

The young adult period begins be
tween ages 18 and 21 and continues to 
age 35 or 40. The literature does not 
dish'ibute neatly into the three life-cycle 
segments used in this paper, so that some 
of the work reviewed in this section will 
cover portions of the juvenile and later 
adult periods. 

Problem drinking is relatively high in 
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the young adult years-especially among 
male3 (Cahalan and Room, 1974; Blane 
and Hewitt, 1977; Bray, Guess, et al., 
1983). The Cahalan and Room national 
survey of men aged 21 to 59, for example, 
found that among men aged 21 to 24, 40 
percent had experienced at least one al
cohol-related problem in the past 3 years; 
20 to 22 percent of those between ages 25 
and 39 had one or more alcohol-related 
problems in the past 3 years. An-est, con
viction, and incarceration are also com
paratively common in the young adult 
period (U.S. Department ofJustice, 1975; 
Federal Bureau of Investigation, 1983), 
although the prevalence of offending ap
pears to be the highest in the juvenile 
years (Langan and Fan-ington, 1983; 
Wolfgang, 1983). Even though both prob
lem drinking and criminal involvement 
are high in the young adult period, the 
relationship between the two is not well 
understood. The following sections sum
marize what is known. 

General-Population Studies of 
Young Adults 

O'Donnell et al. (1976) analyzed data 
from 1974 interviews with a national sam
ple of 2,5lO young men aged 20 to 30. 
Ninety-two percent of the sample were 
cun-ent alcohol users. During the inter
views the young men were asked to re
POlt the extent of their alcohol use and 
also their involvement in 10 categories of 
crime. The respondents were classified 
by the extent of their alcohol use: no use, 
experimental, light, medium, heavy, and 
velY heavy use. 

The prevalence of self-reported in
volvement in crime in the previous year 
increased with the extent of their alcohol 
use in the previous year. This was true for 
the alcohol-related offenses of public in
toxication and driving while intoxicated 
and also for auto theft, breaking and en
tering, and shoplifting. A direct associa-

tion between drinking level and crime 
prevalence was not apparent for mmed 
robbelY, stealing face-to-face, gambling, 
writing bad checks, and forging prescrip
tions. Respondents were not asked to re
port their involvement in assaultive of
fenses. 

Bohman et al. (1982) studied the rela
tionship of alcohol abuse and criminality 
among 862 Swedish men born out of 
wedlock between 1930 and 1949 in 
Stockholm, Sweden, and adopted by 
nonrelatives at an early age. The authors 
were interested in whether genetic and 
environmental factors predisposed indi
viduals to adult criminality. The subjects 
ranged between ages 23 and 43 at the 
time of last inforn1ation. Data were ob
tained from the Excise Board (registration 
of alcohol abuse) Health Insurance Office 
records and the Criminal Register. The 
Excise Board records include a vmiety of 
information about alcohol offenses, sanc
tions, and treatment. Criminal record in
formation included recorded offenses, 
convictions, and sentences. 

Those who had an official criminal rec
ord as well as a record of alcohol abuse 
were more recidivistic, had served longer 
jail telms, and had committed more vio
lent crimes than criminals without alco
hol-abuse records. Criminals without 
alcohol-abuse records had more often 
committed propelty offenses. Bohman 
and colleagues found that the correlation 
between age of onset of first alcohol 
abuse and first crime was .61. In 18 per
cent of cases the first crime came before 
first alcohol abuse; in 22 percent of cases, 
alcohol abuse preceded crime; and in 60 
percent of cases the two occurred within 
2 years of each other. In summarizing 
their findings the authors commented on 
the problem of causal attribution (Boh
man et aI., 1982:1239): 
Our major conclusion is that different genetic 
and environmental antecedents influence the 
development of criminality depending on 
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whether or not there is associated alcohol 
abuse. Consequently, it is crucial to distin
guish antisocial personality disorders from 
criminality symptomatic of alcohol abuse in 
future clinical and etiologic studies. In partic
ular, criminality without alcohol abuse is char
acterized by petty propeliy offenses whereas 
alcohol-related criminality is more often vio
lent and highly repetitive. 

Robins (1978) examined alcohol use 
and an-ests among a sample of more than 
600 Vietnam veterans. The veterans were 
identified through Army records and in
terviewed twice. Twenty-three percent of 
the sample had an an-est in their second 
or third year back from Vietnam; most 
atTests were for trivial offenses. Four per
cent were an-ested for propelty crimes, 
and 2 percent were an-ested for violent 
crimes. Heavy drinking was common 
among the veterans, and there was a 
strong relationship between daily heavy 
drinking and an-est. When juvenile devi
ance was conh"olled, however, the heavy 
drinking-atTest relationship almost disap
peat'ed. Robins concludes that daily 
heavy drinking does make a significant 
conh"ibution to arrest but accounts for 
only about 2 percent of the variance inde
pendent of early deviance and drug use. 

McCord (1983) examined alcoholism 
and various criminal career indicators for 
400 of the Cambridge Somerville Youth 
Study subjects. The Cambridge Somer
ville subjects were youths identified as in 
need of delinquency prevention services 
because they were at high risk of becom
ing delinquents. McCord collected of
ficial records of an-est for the subjects in 
the late 1970s and classified them as alco
holics or nonalcoholics based on inter
view data about drinking and an-ests for 
alcohol-related offenses. She found the 
alcoholics had more serious criminal ca
reers than the nonalcoholics. They had 
significantly more convictions overall and 
more convictions for crimes against the 
person. 

Robins and her colleagues have ana
lyzed data on alcohol abuse and crime for 
a sample of 223 black men born in St. 
Louis between 1930 and 1934 (Robins, 
Murphy, and Breckenridge, 1968; King et 
al., 1969; Robins, 1972; Robins and Wish, 
1977). The sample was sh"atified on the 
basis of the father's presence or absence 
in the home during childhood, low or 
high guardian-occupation status, and 
mild or no school problems versus more 
serious school problems. A variety of pub
lic record systems (school, police, Selec
tive Service, public welfare, prison) were 
searched for information about each sub
ject, and 223 of the original sample of235 
were interviewed. Sixty-two percent of 
the sample had a histOlY of heavy drink
ing. Heavy drinking and recent alcohol 
problems were associated with an-ests for 
offenses not related to drinking (King et 
al., 1969). The authors believe alcohol 
abuse is a crucial intervening variable for 
a variety of social, economic, and legal 
h"oubles. 

In two additional articles repOlting 
analyses of the same data, Robins (1972) 
and Robins and Wish (1977) attempted to 
deal with the causality issue-that is, 
does alcohol abuse explain vatiation in 
arrest or incarceration independent of 
otller factors and does alcohol abuse exist 
prior to arrest and incarceration? In the 
1972 article Robins uses an actuarial
table technique to analyze the order of 
onset of alcohol problems and incarcera
tion. Alcohol problems were measured by 
family complaint, alcohol-related health 
problems, an arrest for drunkenness, or 
job-related problems due to drinking. 
Data were gathered by interview and 
search of police, court, prison, and parole 
records, Even though alcohol problems 
and incarceration con-elated 0.24, when 
other factors and temporal order were 
controlled, alcohol problems did not pre
dict incarceration. 

Robins and Wish (1977) conceptualize 
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deviance as both quantitative (number of 
different types of deviance) and qualita
tive (certain types of deviance are system
atically related to other types of devifLl1ce) 
processes. Using the interview and rec
ord data for the 223 black men, they 
analyzed 13 types of deviance by age of 
onset. One of the variables was drinking 
before the age of 15; this was one of the 
strongest predictors of other kinds of 
deviance, and mTest was one of the out
comes predicted. After the number of 
earlier types of deviance was conb'olled, 
however, em'ly drinking was no longer a 
significant predictor of arrest, although it 
appeared to make a contribution to ex
plained variance. These findings indicate, 
perhaps not surprisingly, that early onset 
of alcohol use does not by itself explain 
significant variation in whether an indi
vidual eventually gets an arrest record. It 
is reasonable to think that early drinking 
effects interact with other factors, such as 
subsequent drinking behavior. 

Alcohol Problems and Criminality in 
"Captured" Samples a! Young Adults 

Robins (1966) studied 524 people who 
had been referred to a guidance clinic in 
St. Louis as children 30 years before and 
compared them with a sample of 100 
control subjects from the same commu
nity 30 years after high school graduation. 
The subjects were interviewed and a 
number of public record sources were 
used to accumulate life histories for the 
624 subjects. The shldy was conceived 
mainly as a study of sociopathic personal
ity. Robins found that subjects diagnosed 
as alcoholics during adulthood (but not 
meeting criteria for sociopathy) were 
more likely than "well" adults to have an 
alTest and incarceration histOlY. In this 
early work Robins did not attempt to 
control for the temporal order or the con
founding effects of other factors. Thus, it 
is not possible to infer much about the 

drinking problem-criminal career rela
tionship, except that the two factors ap
pear to covary. 

Guze et al. (1962) conducted sb'uctured 
psychiab'ic interviews in 1960-1961 with 
223 offenders who were on probation, on 
parole, or soon to be discharged from 
correctional institutions. FOlty-three per
cent had symptoms in three of five symp
tom groups and were therefore classified 
as alcoholic. The alcoholic offenders had 
more arrests than the nonalcoholics; for 
example, 50 percent of the alcoholics but 
only 10 percent of the nonalcoholics had 
10 or more previous arrests. (Alcohol
related offenses have not been excluded 
from this comparison.) The alcoholics 
were significantly more likely than 
nonalcoholics to be arrested for auto theft, 
but their arrest rates for robbery, burglmy, 
larceny, forgelY, and passing bad checks 
were not significantly higher than tlle 
rates for the nonalcoholics. The alcohol
ics were more likely to repOlt excessive 
fighting both before and after age 18. No 
differences were found in the prevalence 
of delinquency, antisocial behavior, or 
crime before the age of 15 for the alco
holic and nonalcoholic groups. A large 
majority of subjects who repOlted delin
quency or crime before age 15 said their 
delinquency preceded heavy drinking. 

Goodwin, Crane, and Guze (1971) 
reinterviewed the felons in the Guze et 
al. (1962) sample, described above, 8 
years later. Interviews were conducted 
with 176 of the original 209 subjects 
found at follow-up. The alcoholics (N = 
U8) had many more problems than the 
nonalcoholics, although a substantial 
number of the alcoholics were in remis
sion at the time of the interview. The 
alcoholics who had stopped drinking had 
fewer arrests and imprisonments than 
those who had not. Nonetlleless, those 
originally labeled alcoholics were more 
likely than the non alcoholics to have ar
rests and incarcerations for any offense 
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and for fights. Goodwin and colleagues 
conclude that excessive drinking intensi
fies or prolongs criminal behavior. 

Lindelius and Salum (1973, 1975, 1976) 
studied samples of men treated for alco
holism in a hospital in Stockholm, Swe
den, or registered at the Bureau for 
Homeless Men in Stockholm. The au
thors gathered data about criminal careers 
from the records of the Criminal Register. 
This central criminal record system per
mits estimation of a general-population 
risk of being in the register and, thus, 
comparison of criminal-record preval
ences for the total population and for 
samples of individuals, such as alcoholics 
and homeless men. 

In the 1973 article, Lindelius and 
Salum classify 1,026 male alcoholics 
h'eated in the hospital between 1956 and 
1961 on the basis of the severity of their 
physical symptoms of alcoholism. Thirty
six percent had tremors without psycho
sis at admission (group 1); 19 percent had 
hallucinations with disorientation (group 
2); and 45 percent had tremors, hallucina
tions, and disOlientation (group 3). Re
corded drinking offenses were examined 
separately. The alcoholics were more 
likely to appear in the Criminal Register 
than the general population, but the se
verity of alcoholism as measured by med
ical symptoms did not have much power 
to explain involvement in serious crimi
nality. Group 3 had a lower percentage 
(37) of individuals in the Criminal Regis
ter than groups 1 and 2 combined (45 
percent). An exception to this statement is 
the finding that assault and battery arrests 
were high among group 3 alcoholics un
der age 40 in comparison with this rate for 
groups 1 and 2. Recidivism was high for 
all three alcoholic groups but did not 
differ among the groups. 

Lindelius and Salum (1976) compared 
the officially recorded criminality of the 
sample of treated alcoholics just de
scribed with that for (1) 139 men h'eated 
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for alcoholism who had no convictions for 
drunkenness or alcoholism and (2) 202 
men registered at Stockholm's Bureau for 
Homeless Men. The men who had no 
drunkenness or alcholism record (even 
though they were treated for alcoholism) 
were no more likely than the general 
population to have a criminal record. The 
official crimInal-record rate for the home
less men was highest of the three sam
ples. However, the authors did not con
h'ol for age in the comparison of the three 
samples, and the homeless men were 
older than the other samples. The com
parison of the criminal records for the 
three samples is as follows: 

Alcoholics 
Alcoholics (physical 
(no drunk withdrawal Homeless 
conviction) symptoms)m _e_n __ 

Mean number of 
convictions 1.6 

Percent with vio-
lent offense 0 

Percent with prop-
erty offense 16 

Percent with 
sexual offense 

Percent with 
driving-under
the-inRuence 
offense 

o 

o 

3.0 5.3 

23 35 

17 84 

4 7 

28 35 

The authors conclude that very different 
findings can result depending on whether 
one studies the role of alcohol among 
identified offenders or criminality among 
alcoholics. 

A number of studies of prison samples 
have examined alcoholism and problem 
drinking among inmates. These studies 
find high rates of problem drinking 
among inmates (Institute for Scientific 
Analysis, 1978; Crawford et aI., 1982; Col
lins and Schlengcr, 1983; Bureau of Jus
tice Statistics, 1983c). Washbrook (1977) 
is an exception. Without presenting sys
tematic evidence on the point, the author 
claims that interviews with 5,000 English 
prisoners showed half to have drunk on 
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the day of the incarceration offense, but 
that alcohol was relevant to only a small 
percentage of the offenses, and less than 5 
percent of the inmates were alcoholic. 
(The term "relevant" was not defined.) 

More relevant than the alcoholism rate 
of prisoners for purposes of this paper is 
whether inmates who are problem drink
ers have individual offending patterns 
that differ from those of offenders who do 
not have drinking problems. The evi
dence suggests they do. Five studies 
show that prisoners with drinking prob
lems have higher assault rates than pris
oners without drinking problems. 

Mayfield (1976) studied offenders in
carcerated in North Carolina prisons for 
assault offenses. He found that the prob
lem drinkers had more previous anests 
for alcohol-related offenses, more nonal
cohol-related arrests, and more previous 
anests for assault than the incarcerated 
violent offenders who did not have a 
drinking problem. 

An Institute for Scientific Analysis 
(1978) report on drinking and criminal 
career patterns showed that those classi
fied as heavy drinkers were more likely to 
be incarcerated for a violent offense than 
for another kind of offense. Data were 
gathered during interviews of 310 in
mates in California, and a quantity-fre
quency index was used to estimate alco
hol consumption. 

Barnard, Holzer, and Vera (1979) 
looked at the histOlY of alcohol use among 
88 Florida prisoners who had been 
charged with rape. Data were (1011ected 
from infOlmal interviews and institutional 
rE'f)ords. Twenty-seven percent were clas
sified as alcoholics. The diagnosis was 
based on the inmate's satisfying any three 
of six cliteria measuring drinking history 
and consequences of drinking. The alco
holic prisoners had more previous atTests 
and more prev lOUS anests for violent of
fenses than the nonalcoholics. 

Chaiken and Chaiken (1982) in a study 

of2,190 jail and prison inmates in Califor
nia, Michigan, and Texas found that self
reported problem drinking in the imme
diate preincarceration period was a strong 
predictor of self-reported assault rates in 
the preincarceration period. 

Gibbens and Silberman (1970) studied 
404 inmates in three London prisons, 
excluding short-sentence drunkenness 
offenders. The authors interviewed the 
inmates and divided them into heavy 
drinkers and others. (The authors do not 
clearly describe how the inmates' drink
ing behavior was classified.) The heavy 
drinkers were more likely than nondrink
ers to have a history of two or more 
"aggressive" offenses. The heavy drink
ers were also more likely to be recon
victed during a 9- to 12-month follow-up 
period. 

Two other studies examined incarcer
ated samples and considered drinking 
problems. Myers (1982) interviewed 50 
Scottish prisoners incarcerated for violent 
offenses and 50 prisoners incarcerated for 
nonviolent offenses. Although the typical 
drinking levels of the two groups did not 
differ, the violent prisoners were more 
likely than the nonviolent prisoners to 
report drinking at the time of the incar
ceration offense. Drinking was higher 
than usual for both groups in the week 
prior to the incarceration offense. 

Edwards, Hensman, and Peto (1971) 
compared two groups of male prisoners 
who were incarcerated in 1965. A short
term group (N = 188) was serving sen
tences of 3 months or less; a long-term 
group (N = 312) was serving sentences of 
1 year or more. The authors collected data 
using an 80-item semistructured inter
view. An alcohol-dependence score was 
constructed on the basis of responses to 
questions about morning shakes and 
morning drinking. In the long-term 
group, those convicted of violent offenses 
had higher alcohol-dependency scores 
than those convicted of nonviolent of-
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fenses, while the reverse was the case for 
short-telID offenders not incarcerated for a 
drunkenness offense. Long-telID offend
ers convicted earlier of violent offenses 
also had elevated alcohol-dependency 
scores. 

Discussion: Young Adults 

The evidence cited in the previous two 
sections suggests the following for the 
young adult years: 

1. Problem drinking covaries directly 
with self-repOlted criminality and atTest. 

2. Alcohol-treatment samples have 
higher-than-expected official crime rates, 
and incarcerated offenders have higher
tllan-expected problem drinking rates. 

3. Problem drinkers have higher-than
expected records of involvement in vio
lent crime and self-repOlt dispropOltion
ately high rates of violent behavior. 

4. When temporal order and otller fac
tors are controlled, the explanatOlY power 
of problem drinking for individual of
fending sequences is reduced or elimi
nated. 

The foregoing and otller literature discuss 
some of the causal aspects of tlle problem 
drinking-crime interaction. Three aspects 
of the etiological issue are discussed 
briefly below: (1) the relationship ofprob
lem drinking and antisocial personality 
disorder (psychopathic or sociopathic 
personality), (2) the notion that the tem
poral order may be crime -? problem 
drinking and not the reverse, and (3) the 
idea that there are distinct problem drink
er-offender types that confound attempts 
to understand tlle relationship between 
problem drinking and individual offend
ing sequences. 

Problem, Drinking and Antisocial Per
sonality. One way to conceptualize the 
covariation of problem drinking and crim
inal behavior is to view each of the factors 

as aspects of a configuration of behaviors 
that make up a deviant life-style. In other 
words, drinking problems and criminal 
behavior simply represent sets of behav
iors tllat occur together as a result of a 
common etiology or life orientation. This 
conception appears to fit the empirical 
findings fairly well; that is, there is strong 
covariation between problem drinking 
and criminal careers, but it is difficult to 
show the fOlTIler to be a cause of the latter. 
But, while tllis model may fit the facts, it 
is not helpful for specifying causal factors 
to guide prevention and treatment strate
gies. 

An analogue of the problem drinking
criminal behavior relationship is that of 
problem drinking and antisocial person
ality (ASP) disorder. An ASP disorder is 
defined, according to the American Psy
chiah'ic Association's (1980) Diagnostic 
and Statistical Manual of Mental Disor
ders, as continuous and chronic antisocial 
behavior in which the rights of otllers are 
violated, including 3 or more of 12 symp
toms before age 15 and 4 or more of 9 
symptoms after age 18. Alcohol abuse and 
dependence are commonly found a.mong 
tllOse diagnosed as ASP (Guze, Goodwin, 
and Crane, 1969; James, Gregory, and 
Jones, 1980; Hare, 1983). 

Robins (1966:260) asked the question 
<CAre alcoholics mild sociopatlls?" She 
answered the question negatively by sug
gesti.ng that alcoholics' symptoms are di
rectly attributable to excessive alcohol 
intake and that it is possible to distinguish 
tlle symptoms of the two disorders. The 
question is important here because it 
would be helpful to know how drinking 
problems and ASP disorders are related 
to each other. If tlle disorder types are 
confounded with each other, attempts at 
etiologic understanding of the problem 
drinking-individual offending sequences 
relationship are complicated. 

Several writers whose works were re
viewed earlier suggest tllat "psycho-
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pathic" personality traits are important to 
the problem drinking-criminal career re
lationship (Goodwin, Crane, and Guze, 
1971; Lindelius and Salum, 1973, 1975; 
Bohman et aI., 1982; Rydelius, 1983b). 
Conceptual and empirical refinement of 
this relationship will serve understanding 
of the problem drinking-criminal career 
relationship because it appears that com
mon causal factors may be involved. 

Temporal Order of Problem Drinking 
and Criminal Careers. Some of the em
pirical evidence indicates that criminal 
behavior is more likely to precede prob
lem drinking than the reverse (Guze et 
aI., 1962; Robins, Murphy, and Brecken
ridge, 1968; Lindelius and Sal urn, 1975). 
In the Guze et al. research, for example, 
66 to 87 percent of those in the sample 
said their delinquency or crime preceded 
heavy drinking. In their assessment of 
the literature, Roizen and Schneberk 
(1977) argue it is more logical to infer that 
crime causes "chronic inebriacy" than 
the reverse. What does seem clear from 
the literature is that the temporal-order 
issue is not a simple one. Often crime 
comes before problem drinking, although 
the more common pattern appears to be 
both problem drinking and crime occur
ring initially within a short time of each 
other. 

A major aspect of this question is how 
"problem drinking" is defined. Early on
set of drinking was a criterion measure 
used by Robins and Wish (1977). Heavy 
intake is the measure used by others (Bu
reau of Justice Statistics, 1983a); still oth
ers use physical symptoms or adverse 
consequences of drinking (Guze et aI., 
1962; Lindelius and Salum, 1973). With 
this diversity in the measurement of prob
lem drinking, it is not surprising that 
findings on the temporal-order issue are 
not consistent. 

It is helpful to distinguish several di
mensions of problem drinking: (1) early 

(age) drinking, (2) heavy intake or symp
tomatic (binge, morning, et cetera) drink
ing, (3) problem consequences (family, 
employment, police problems, et cetera), 
(4) physical symptoms (hoemors, cirrhosis, 
et cetera), and (5) whether problem drink
ing is a current problem. These general 
dimensions can be further refined. For 
example, heavy drinking can be defined 
in telIDS of frequency, number of drinks 
per drinking occasion, and a quantity
frequency index. A "current" problem 
can be defined by different periods, such 
as past year or past 3 years. During the 
young adult period, measures (2), (3), and 
(5) above tend to be the most appropriate 
and frequently used measures of problem 
drinking. It is also apparent from what is 
known about the age at which criminal 
careers start that problem drinking, vlith 
the exception of age at first use, often 
starts after the age at first serious offense. 
On the sUlface, this suggests that problem 
drinking is not etiologically import'1nt to 
the onset of criminal careers. 

Although problem drinking may not be 
important to the onset of criminal careers, 
tllat does not mean that it may not be 
impOltant to tlle continuation and specific 
nahlre of the career. It is tllis latter point 
tllat is the most impOltant general infer
ence to be drawn from the relationship 
between problem drinking and individ
ual offending sequences in the young 
adult years. Problem drinking appears to 
intensify or prolong serious involvement 
in criminal behavior. Most of the litera
hue reviewed earlier supports such an 
interpret'1tion. 

Pmblem-Drinker and Offender Types. 
It may be valid and appropriate to focus 
scientific and policy attention on subsets 
of problem drinkers and offender types. 
The literahlre does not provide much 
specific guidance for such a focus, but 
it does seem clear that some problem
drinker types are more important to indi-
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vidual offending sequences than others. 
Some of the evidence is noted below. 

Roebuck and Johnson (1962) identified 
the "Negro drinker and assaulter as a 
criminal type" from an examination of the 
arrest records of 400 offenders entering 
the District of Columbia RefOlmatOlY in 
1954 and 1955. This offender type could 
also be distinguished from other offender 
types on the basis of a number of back
ground and socialization factors. McCord 
(1983) examined adult alcoholism and 
criminal outcomes for boys rated as "ag
gressive" by their teachers and found that 
being so rated was related to later ele
vated rates of alcoholism and crime. 

Coid (1982) and Rydelius (1983b) be
lieve there is an important subgroup of 
alcohol-abusing offenders that can be dis
tinguished by an underlying personality 
abnOlmality. The abnOlmality is gener
ally described as psychopathy. 

Talter (1983) distinguished type-I (pri
malY) and type-II (secondalY) alcoholics. 
While there is some ambiguity about the 
exact definition of the two types, it is the 
type-II alcoholic who is viewed as most 
likely to engage in criminal behavior 
related to problem drinking. Type-II al
coholics are male and engage in moderate 
to heavy drinking. Type-I alcoholics dis
play more severe symptoms of chronic 
alcoholism. A similar distinction is made 
by Blane and Chafetz (1979), who talk 
about two "alcoholics." One type is the 
traditional clinical, diagnostic, and b'eat
ment type. The other, a more b'ansitory 
type, is characterized by frequent heavy 
drinking and adverse consequences. 

Tarter (1983) compared two groups of 
primary and secondmy alcoholics on a 
variety of measures and concluded that 
the primary alcoholic is a valid clinical 
subtype. Primmy alcoholics were more 
likely than secondmy alcoholics to dis
play antecedent minimal brain dysfunc
tion symptoms. SecondulY alcoholics 
were more like.ly to display symptoms of 

psychological abnOlmality. While the im
portance of age or the number of years of 
drinking to type-land type-II alcoholism 
needs to be assessed, there is the sugges
tion that types of individuals may be 
identified who are at high risk of problem 
drinking and serious criminal involve
ment. 

Finally, after examination of problem 
drinking remission rates among a group 
of felons, Goodwin, Crane, and Guze 
(1971:144) concluded "criminal alcohol
ics may represent a different variety of 
alcoholism from that seen in psychiatric 
private practice or hospital alcoholism 
wards." 

The above evidence suggests that 
problem drinking is important to individ
ual offending sequences only for some 
types of people. Stated another way, there 
appear to be individual characteristics 
that increase the likelihood that serious 
criminal behavior related to problem 
drinking will occur. Additional work 
should focus more specifically on at
tempting to identify the antecedent and 
ongoing individual factors that are related 
to problem drinking and criminal behav
ior. Such a focus would be "efficient" 
from both scientific and policymaking 
perspectives. 

Later Adult Years: Drinking 
and Crime 

The magnihlde of the association be
tween problem drinking and individual 
offending sequences is highest during the 
young adult years, but it may also be 
impOltant for a subset of offenders and 
offenses committed during middle age 
(approximately ages 35 to 55). Few seri
ous crimes are committed by those over 
age 55. Past work has often identified 
the crime problem of old age as one of 
"chronic inebriacy" (PUtman and Gor
don, 1958). Epstein, Mills, and Simon 
(1970) estimate that four of five arrests of 
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the elderly are for drunkenness. Shichor 
and Kobrin (1978) make a similar point. 
AtTest, conviction, and incarceration for 
alcohol-defined offenses, however, are 
not of primary interest in this paper. 

Middle-aged and older offenders have 
not received much attention from crimi
nologists or policymakers. The major rea
son for this is the relatively infrequent 
arrest of older offenders for serious 
crimes. Only 11.6 percent of all offenders 
arrested for index crimes in 1981 were 35 
years of age or older (Federal Bureau of 
Investigation, 1982). Attention to the mid
dle-age or later years has been even less 
frequent in the study of criminal careers. 
Some previous work suggests that there 
may be a relationship between problem 
drinking and late onset of criminal ca
reers; findings, however, are not consis
tent. 

Edwards, Kyle, and Nicholls (1977) 
studied a group of 935 male and female 
alcoholic patients discharged from hospi
tals in England between 1953 and 1957. 
The mean age of the sample was 45.2. 
Scotland Yard criminal records, which 
usually do not include juvenile or drunk
enness offenses, were searched for each 
of the subjects for the period up to the 
end of 1957. This included the periods 
before and after hospitalization. 

Thirty-two percent of tlle men and 17 
percent of the women had a conviction 
record. Mean age at first conviction for 
the men was 34.9; for the women, it was 
37.4. For both sexes, age at first convic
tion was skewed upward in comparison 
with general crime statistics. General sta
tistics show that only 21 percent of a 
group of first offenders were over age 40. 
In the sample under study 32 percent of 
the men and 45 percent of the women 
were aged 40 or older at first conviction. 
Gibbens and Silberman (1970) also found 
an excess of alcoholics among those first 
convicted after age 30. Conb'olling for 
age, the alcoholics were also found to 

have "excess" recidivism rates after hos
pitalization compared with a control 
group. 

Langan and Greenfeld (Bureau of Jus
tice Statistics, 1983a) studied career pat
terns in crime using the nationwide 
survey of state correctional inmates con
ducted in 1979. The survey includes in
terviews with a random sample of 11,397 
state prison inmates. The authors were 
interested in studying criminal careers 
that had spanned a long period, so they 
limited their analysis to inmates who 
were at least age 40 at the time of current 
prison admission. Inmates were classified 
into four groups according to whether 
their criminal careers included incarcera
tion between ages 7 and 17 arid between 
ages 18 and 39. Forty-seven percent of 
the sample of 827 inmates aged 40 or 
more experienced their first incarceration 
at age 40 or older (type 4). Almost half of 
all "incarceration careers" of inmates 
aged 40 or older did not begin unfl rela
tively late. The next largest group (38.2 
percent) consisted of those who had no 
juvenile incarceration but had at least one 
adultincarceration before age 40 (type 3). 
Approximately two-thirds of the type-4 
offenders were currently incarcerated for 
a violent crime. 

Langan and Greenfeld compared the 
type-4 inmates with the three other types 
on the basis of drinking at the time of 
cunent incarceration offense, drunk at the 
time of current incarceration offense, and 
ever treated for alcohol abuse. The type-4 
oHEmder was not more likely than the 
three other types to have been drinking, 
drunk, or previously b'eated for alcohol 
problems. In fact, the percentages of 
type-4 inmates in the drinking, drunk, 
and b'eated categories were lower than 
those for the three other types and in 
some comparisons the type-4 percentages 
were substantially and significantly lower 
than those of the three other groups. 
These findings are not consistent with the 
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findings cited above that showed prob
lem drinkers to be offenders of late onset. 
The inconsistency is perhaps an example 
of disparate findings depending on 
whether alcohol-treatment or criminal
offender samples are studied. 

In a study of 187 men identified as 
"chronic police case inebriates," Pittman 
and Gordon (1958) conshucted criminal 
career histories from arrest records. Men 
incarcerated for public intoxication were 
selected at random from those serving 
sentences of 30 days or longer in a county 
prison in Rochester, New York. They av
eraged 47.7 years of age. The men had to 
have served at least one previous sen
tence for public intoxication. The sample 
is a narrowly defined one, so that gener
alizability is limited, but the criminal ca
reer histories provide some interesting 
infonnation. 

The men in the sample averaged 16.5 
recorded arrests for all offenses; the mean 
number of arrests increases with age from 
6.8 for those under 35 to 22.9 for those 
aged 55 and older. Mean number of ar
rests for public intoxication was 12.8 for 
all ages, ranging from 4.1 for those under 
age 35 to 18.6 for those 55 and older. A 
total of 22.5 percent of all arrests were for 
charges other than public intoxication. 
The mean number of arrests on charges 
other than public intoxication does not 
increase significantly with age after 35. 
The authors (Pittman and Gordon, 
1958::Z61) infer: 

The explanation for the failure of other of
fenses to increase with age lies in the fact that 
at the end of the first utilized age period, 35, 
there is a trend for the inebriates who have 
been involved in more serious crimes, such as 
automobile theft or burglary, to cease this type 
of criminal activity, and for the intoxication 
pattern of behavior to emerge as an adaptation 
to the life situation. 

Thirty-seven percent of the sample had 
been arrested on serious charges, but Pitt-
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man and Gordon note that those serious 
offenses tended to occur earlier in the 
career and reiterate that the "new" pat
tern of arrest for public drunkenness is a 
reaction to failed criminal careers. While 
the "biphasic" criminal career pattern is 
not inconsistent with this interpretation, 
the notion of an alcoholic adaption to a 
failed criminal career by Pittman and 
Gordon is speculative. 

If problem drinkers are late-onset of
fenders but also have short criminal ca
reers, the above findings may not be in
consistent with each other. In other 
words, the Edwards, Kyle, and Nicholls 
(1977) sample may start late and stop 
quickly. The best tentative conclusion 
about the effect of problem drinking on 
serious criminal behavior by those over 
age 35 is that there is no relationship. The 
issue needs further study, however, be
cause so little attention has been paid to 
the question. 

SUMMARY, RECOMMENDATIONS, 
AND IMPLICATIONS 

In this section, findings from the three 
career-segment reviews are summarized, 
the magnitude of the association behveen 
problem drinking and criminal careers is 
discussed, important methodological is
sues are noted, and implications for fu
ture research are drawn. 

Summary of Findings 

The best inference regarding the im
portance of problem drinking to the onset 
of criminal careers is that of no relation
ship. Some caution about this conclusion 
is necessary because age at first drink and 
the beginning of problem drinking are 
not adequately distinguished in past 
work. Drinking at an early age is often 
viewed as a problem of itsel£ Most of the 
available evidence, however, indicates 
that involvement in crime precedes prob-
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lem drinking or that the two stmt at ap
proximately the same time. 

A second major inference that is war
ranted by past research is that there is 
strong covariation between problem 
drinking and individual offending se
quences. It is not possible to infer confi
dently that the covariation indicates prob
lem drinking is a causal factor. Common 
etiologies may be involved. It does ap
pear justified to conclude that individuals 
who have drinking problems tend, more 
than individuals without drinking prob
lems, to continue serious criminal activity 
dming young adulthood. Some research
ers have seen this as the tendency of 
problem drinking to extend or intensifY 
the criminal career. 

A robust finding justified by the works 
reviewed and other evidence is that prob
lem drinkers who have criminal careers 
or offenders with drinking problems are 
dispropOltionately likely to have official 
records for, and to self-report involve
ment in, violent crime. No fewer than 10 
of the studies reviewed showed this pat
tern, altll0ugh the finding is most clear 
among identified criminal justice popula
tions. The connection between problem 
drinking and violent behavior is consid
ered robust, also, because the finding is 
replicated in the literature that examines 
assaultive criminal events. In that litera
ture, alcohol has been found present in 
the offender, victim, or both offender and 
victim in velY substantial percentages of 
homicides, forcible rapes, aggravated as
saults, and other violent crimes. Recent 
aggregate-level analyses also find a direct 
relationship between levels of alcohol 
consumption and levels of violence 
(Bielewicz and Mokalewicz, 1982; 
Lenke, 1982; Olsson and Wiksh'om, 1982) 
There is little doubt that drinking is etio
logically important to the occuU'ence of 
some violent behavior. 

It is not possible to identifY what spe
cific factors combine with alcohol to pro-

duce violent behavior. It is clear that 
some men are at high risk of alcohol
related violence, but the identification of 
individual risk factors has not progressed 
beyond tlle specification of general char
acteristics, such as aggressiveness or psy
chopathic personality h'aits. Correlates of 
these global descriptions have been 
noted, but the etiological tie among 
drinking, violence, and other characteris
tics has not been made. It may be possi
ble to make some such connections from 
a meta-analysis of past work, but this has 
not as yet been accomplished. 

Finally, although several researchers 
have noted a relationship between drink
ing problems and the late onset of crimi
nal careers, the assessment in this paper 
does not show that. If late onset of crimi
nal careers is measured by involvement 
in serious crime, problem drinking has 
not been shown to be etiologically impor
tant. The ambiguity may be related to 
sample selection or to the failure of past 
research to separate serious from alcohol
related offenses. 

How Much Crime Does Problem 
Drinking Explain? 

At the outset of this paper it was stated 
that alcohol use is never a sufficient cause 
of a criminal career. However, the evi
dence reviewed here, as well as other 
evidence, demonstrates adequately that 
problem drinking is associated with crim
inal behavior, especially violent criminal 
behavior in the young adult years. The 
question remains of how much crime is 
explained by problem drinking. A qm1l1-
titative answer cannot be provided on the 
basis of previous work. Individual oftEmd
ing frequencies have not been corr.pared 
for o:B:<:mders with and without d'dnking 
problems. It is not even possible to com
pare the explanatolY power of problem 
drinking with that of other independent 
variables because the alcohol-use vari-

/ 

/ 
/ 
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able has rarely been included in relevant 
multivaliate analyses. 

Methodological d~fficulties aside, there 
are several reasons why the kinds of anal
yses that would pelmit a quantitative as
sessment of problem drinking's conb'ibu
tion to criminal careers have not been 
undeltaken: 

1. Alcohol use and problem drinking 
are common phenomena in the noncrimi
nal population and thus do not stand out 
as climinogenic factors. 

2. Alcohol is an inexpensive drug so 
that, unlike expensive drugs (such as her
oin and cocaine), there is no economic 
compulsion associated with its heavy use. 

3. A theoretical framework for under
standing how problem drinking causes 
criminal behavior does not exist. This 
lack of theoretical direction, coupled with 
the fact that drinking is pervasive in of
fender populations, causes concern that 
the observed relationship between prob
lem drinking and climinal careers is a 
spurious one. 

The third point is the most important, but 
it need not be a serious impediment to 
the development of quantitative esti
mates of problem drinking's conb'ibution 
to criminal behavior. Appropliate data 
and techniques exist to begin develop
ment of comparative AS and regression 
coefficients for problem drinking. These 
would provide estimates of the magni
tude of problem drinking's power to ex
plain criminal careers. 

The development of theory has been 
inhibited by the tendency of criminolo
gists to view explanatOlY factors in a sim
plistic way. Thornbel1'Y and Christenson 
(1984) point out that causal conceptions 
have tended to be unidirectional and that 
such conceptions do not model criminal 
behavior very well. They show how un
employment and crime are related to 
each other in a reciprocal way. Problem 
drinking is likely to have a similar rela-

tionship to climinal behavior. A recipro
cal conception may resolve some of the 
ambiguities in earlier work and lay the 
foundation for real understanding of the 
role of alcohol in the etiology of criminal 
behavior. 

Methodological Issues 

The single most important method
ological aspect of detelmining whether a 
causal relationship exists behveen prob
lem drinking and criminal careers is the 
nature of the study populations. General
population and captured-sample (i.e., in
stitutional, treatment) study findings are 
not seriously inconsistent with each 
other, but differences in findings do exist. 
Mentioned above was the fact that the 
problem drinking-violence relationship is 
strongest among identified criminal jus
tice samples. One possible reason for this 
finding is related to the probability of 
arrest. If the findings that suggest that 
problem drinkers are more likely to be 
arrested than offenders who do not have a 
drinking problem are accurate, problem 
drinkers who are violent offenders may 
be ovel1'epresented in criminal justice 
populations. 

Measurement of problem drinking 
needs to be done more carenllly in future 
research. Measures should be quantity
frequency indicators or indicators of spe
cific drinking-related consequences. Ar
rests for alcohol-related offenses should 
not be used as an indicator of problem 
drinking in research to examine the rela
tionship between drinking and crime. 

Alcohol use should also be measured 
and analyzed separately, not as part of an 
overall drug-use indicator. The latter ap
proach confounds the effects of alcohol 
and drug use and may mask the effects of 
alcohol because drug use ovel1'ides alco
hol use in hierarchically consb1.lCted in
dices. "Current" and "ever" drinking 
problems also need to be distinguished. 



PROBLEM DRINKING AND INDIVIDUAL OFFENDING SEQUENCES 113 

There is a considerable spontaneous re
mission of problem drinking over the life 
cycle, and failure to distinguish past and 
current drinking problems limits infer
ences that can be drawn about the effects 
of problem drinking over the life cycle. 

Two substantive foci may be helpful to 
understanding the causal relationship 
between problem drinking and criminal 
careers: (1) concephlal and empirical dis
entanglement of the problem drinker-an
tisocial personality-criminal career asso
ciation and (2) development of a problem 
drinker-offender typology. The first point 
involves attempting to clarify concephl
ally and empirically how much overlap 
exists among the three categories. The 
ASP diso~ :ler designation is a clinical one 
partially based on criteria that also define 
criminal behavior. Examples of ASP dis
order diagnostic criteria that are also 
crime categories are assault, theft, vandal
ism, and driving while intoxicated. Other 
ASP diagnostic criteria include referral to 
juvenile comt, multiple arrests, and a fel
ony conviction (American Psychiatric As
sociation, 1980). The ASP disorder also 
includes symptom categories, such as dis
hlrbed interpersonal relations and inabil
ity to sustain employment-categories 
that do not necessarily involve antisocial 
or illegal behavior. However, there is 
considerable overlap in the factors that 
define ASP disorder and criminal careers. 

The ASP disorder and criminal career 
concepts also share conceptual and em
pirical elements in a temporal sense. The 
criminal career concept implies repeti
tious involvement in crime over some 
number of years. The ASP disorder diag
nosis requires onset of three or more 
diagnostic criteria before age 15 and man
ifestation of at least four specified symp
toms subsequent to age 18. Thus, both 
concepts are consistent with over-time 
continuity in illegal or deviant behavior. 

The ASP disorder and problem-drink
ing categories tend often to coexist in the 

same persons, as discussed above and as 
noted in the AP A diagnostic manual. The 
close association and shared concephlal 
elements of problem drinking, criminal 
careers, and ASP disorder suggest the 
need for careful definition and elabora
tion of the constructs. With concephlal 
refinement and subsequent empirical 
analysis, the causal struchlre of the asso
ciation between problem drinking and 
criminal careers would likely be clarified. 

Development of a problem drinker
offender typology is recommended to 
bring into sharper focus the contribution 
of individual characteristics (genetic, de
velopmental, psychological, and so on) to 
the problem drinking-criminal career as
sociation. It is clear that problem drinking 
is not u criminogenic factor for all individ
uals. It would be helpnll if individual risk 
factors, which could serve as typology 
dimensions, could be identified. Identifi
cation of risk factors serves multiple pur
poses. Risk factors can provide theoretical 
direction and, if they are strong predic
tors, can inform clinical and policy deci
sions as well. 

Recommendations and Implications 

The problem drinker-criminal career 
relationship is worthy of fmther shldy. A 
two-step process is recommended. Some 
work could stmt immediately with the 
use of existing data. Examples oflongihl
dinal data that provide opporhlnities for 
l'elevant analysis are the National Youth 
Survey (NYS), the Rutgers Health and 
Human Development data, the 1945 
Philadelphia bilth cohOlt data, and the 
data from three Racine birth cohOltS. The 
data sets provide information about onset, 
prevalence, and incidence of criminal be
havior and include over-time measures. 
Infonnation about alcohol use is limited 
in the Philadelphia and Racine cohOlts, 
but both the NYS and the Rutgers' survey 
include detailed infonnation about alco-
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hoI use over time. Thus, models could be 
developed to trace the covariation and 
con-elates of drinking and crime in the 
same individuals over time. l 

The 1979 survey of state con-ectional 
inmates (Bureau of Justice Statistics, 
1983a) also can address problem drinker
criminal career issues. The inmate survey 
includes information from more than 
10,000 individuals about incarceration, 
criminal careers, and alcohol use and 
amount consumed during the year before 
and at the time of the incarceration of
fense. Information is also included about 
drug use. There is considerable potential 
in the inmate data for modeling the rela
tionship of substance use and crime. 

The Treatment Outcomes Prospective 
Study, which includes data for more than 
11,000 individuals who entered publicly 
funded drug abuse treatment programs in 
1979-1981, is also a potentially valuable 
resource.2 The data include a retrospec
tive longitudinal dimension and prospec
tive follow-up of a substantial percentage 
of the 11,000 subjects. Detailed data were 
collected about alcohol and drug use and 
self-repOlted involvement in serious 
crime. Data on age at first drink and age at 
first oflEmse(s) provide an opportunity to 
begin analyses at onset times and to fol
low subjects over many years. 

After the problem drinking-criminal ca
reer relationship is flUther clarified by 

IFol' infOlmation on the data bases mentioned, 
contact the principal investigator, as follows: Na
tional Youth Survey, Delbelt Elliott, The Behav
ioral Research Institute, University of Colorado; 
Rutgers Health and Human Development data, 
Robert Pandina, Center of Alcohol St"1.1dies, Rutgers 
University; Racine, WisconSin, birth cohorts, Lyle 
Shannon, Iowa Urban Community Research Cen
ter, University oflowa; Philadelphia birth cohOlts, 
Marvin E. Wolfgang, Center for Studies in Crimi
nology and Criminal Law, University ofPennsy]va
nia. 

2For information on this data base, contact the 
author. 

analyses of existing data, it is likely that 
new longitudinal research will be advis
able. New research could be carefully 
designed based on what is known and 
learned in secondary analyses. A focused, 
well-informed longitudinal design would 
have a good chance to clarify how prob
lem drinking, by itself or in combination 
'vvith other factors, contributes to criminal 
careers. 

Few implications for private or public 
decision making are apparent from the 
findings of this review. One recommen
dation echoes Robins and Wish (1977). 
That recommendation is to attempt to 
delay the onset of drinking. While the 
early onset of drinking does not appear to 
be a sufficient cause of problem drinking 
or criminal behavior, it does appear to be 
an impOltant factor. Delaying the start of 
drinking could have a payoff in terms of 
preventing crime; this approach, were it 
to work, would also have the advantage of 
reducing alcohol-related costs connected 
with health care, decreased productivity, 
and motor vehicle accidents. 

It is vhtually celtain that alcohol use is 
a factor in some violent crime. This re
view and other evidence SUppOlt that 
inference. Violent crime has velY high 
dollar costs and is also responsible for 
costs not so easily measured, such as 
altered life-styles due to the fear of crime. 
Better understanding of the problem 
drinking-criminal career relationship 
could set the stage for infOlmed attempts 
to reduce those costs. 
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4 
Co .. Offendes Influences on 

Crim~al Careers 

Albert J. Reiss, Jr. 

INTRODUCTION 

Offender histories ordinarily are char
acterized by a mix of different types of 
offenses and by a mix of offenses commit
ted alone and with accomplices. Group or 
accomplice offending is more characteris
tic of juvenile than adult careers. This 
paper reviews the cunent state of knowl
edge about co-offending in juvenile and 
adult criminal careers to illuminate how 
and when co-offending is relevant to sh'at
egies of intervention in criminal careers, 
particularly strategies to reduce crime 
rates. The paper begins with a brief de
scription of the major policy questions 
that will be addressed and then summa
rizes the knowledge about co-offending 
that is relevant to them. 

Selective Incapacitation of Offenders 

One of the major strategies proposed to 
reduce the crime rate is to incapacitate 
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Acknowledgments section at the end of this chapter. 

121 

career criminals selectively, i.e., to re
move from society those offenders who 
have high individual rates of offending. 
In theory one expects to reduce the num
ber of crimes, and correlatively the num
ber of victims involved in those crimes, 
by the amount of crime the incapacitated 
o:fEmder would have committed were he 
or she not incarcerated. Within limits, 
that seems to be a reasonable presump
tion, provided the crimes are committed 
by a single offender. But whether one 
actually prevents those crimes from oc
curring when incapacitating an oflender 
will depend also on the group smrns of 
the offender and the behavior of co-offend
ers and their affiliated offending groups. 
For unless an offender's accomplices are 
detened from offending by the offender's 
incapacitation, no crimes may be saved. 
The accomplices may continue to commit 
the offenses alone, with one another, by 
recruiting neW accomplices from within 
their group, or by recruiting new mem
bers to their membership network either 
as new pmticipants in offending or at 
increased rates of offending. Group or
ganization and affiliation will facilitate 
the search for accomplices, and indeed, 
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Reiss (1980:15-16) has argued that inca
pacitation can increase the crime rate if it 
leads to a marginal increase in the num
ber of offenders and their individual rates 
of offending. It is important, conse
quently, to know to what extent pattems 
of recruitment into offending as well as 
changes in individual rates of offending 
may limit the capability of an incapacita
tion policy to reduce the crime rate. 

Age of Intervention 

It is well known that a substantial pro
portion of all offending, including offend
ing in serious crimes, occurs at young 
ages and tllat the age of onset of offending 
is quite young. Moreover, a serious juve
nile career record appears predictive of 
high-rate offending in serious crimes as 
an adult (Chaiken and Chaiken, 1982:87). 
It is also recognized that, while a great 
many young people participate in crime, 
many drop out fairly early in tlleir career 
(Wolfgang, Figlio, and Sellin, 1972:88), 
often wiiliout any official intervention to 
deter tllem from offi:mding. Yet, at an 
early age a sizable minority of youthful 
offenders have high individual rates of 
offending (Wolfgang, Figlio, and Sellin, 
HJ72:104). This raises the question of 
whether high-rate offenders can be iden
tified at an early age so that they can be 
selected for special b-eatment in a juve
nile or criminal justice system. 

Related to tlle issue of the early detec
tion and selection of career offenders is 
whetller group affiliation is critical in on
set, persistence, and desistance from of
fending. Of p ..... dcular interest is the role 
iliat groups play in these phases of a 
juvenile criminal career. Were one able, 
for example, to identify high-rate offend
ers who recruited a large number of per
sons into committing delinquent acts or 
per' 'who had a substantial effect on 
the h lividual crime rate of a large num
ber of offenders, one might want to select 

those offender-recruiters for special b-eat
ment in a criminal justice system. 

Target of Intervention Strategies 

Many intervention sb-ategies aim to in
tervene in the life of an offender to pre
vent offending either by incapacitating 
the offender or encouraging desistance 
when the offender is allowed to remain in 
the free society. The latter are usually 
called individual-change sb:ategies. Yet, 
oilier strategies are possible, such as al
tering group and other social ~tructures or 
intervening in collective activity. If 
groups are important to the onset, persis
tence, and desist~nce from offending, one 
may want to intervene directly in group 
relationships or alter group sb:ucture so as 
to reduce the propensity for delinquent or 
criminal behavior. Or, recognizing tllat 
networks facilitate tlle search for accom
plices, one may want to intervene in 
those networks to increase tlle costs of 
search behavior. The discussion that fol
lows of tlle role of group offending in 
criminal careers will address the implica
tions for intervention sb-ategies. 

THE NATURE OF GROUP 
OFFENDING 

There is no commonly agreed-on defi
nition of a group in research on delin
quent and criminal behavior. Offending 
groups often are treated in writings on 
delinquency as synonymous with gangs, 
tlle gang being a ten:itorially organized, 
age-graded peer group engaged in a wide 
range of activities and having a well
defined leadership (Miller, 1975:9). Em
pirically, most persons who engage in 
group delinquency are not members of 
such highly struchlred groups (Klein and 
Crawford, 1967; Morash, 1983:329), and 
in most aggregates of 20 or more peers, 
persons are only loosely associated with 
one another, leadership is unclear, and 
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membership hanover is fairly high. 
Yablonsky (1959) refers to these peer ag
gregates as "near-groups." Following 
Lerman (1967:63), group offending is 
b-eated in this paper from the perspective 
of social networks made up of pairs, tri
ads, and constellations of four or more 
persons. The extent to which networks 
and relationships within them are 
bounded organizationally, behaviorally, 
and tenitorially is left problematic. 

SOME PRELIMINARY ISSUES 

Before examining the basic parameters 
of group off~nding and their relationship 
to criminal careers, a few issues that affect 
concepts and measures of group offend
ing should be considered. These are the 
relationship of offending to crime events; 
defining and measuring lone, as con
trasted with group, offending; and the 
effects of criminal justice processing on 
parameters of group offending. 

Crime Incidents, Their Victims, and 
Their Offenders 

Any crime event or incident involves 
one or more crimes or offenses, one or 
more offenders, and, consenting and pub
lic-order crimes excepted, one or more 
victims. One expects to find a number of 
relationships among a population of 
crime events and their offenses, victims, 
and offenders. For example, the ratio of 
victims to events depends on the rate of 
multiple victimization in events and the 
rate of victimization of the same person in 
different events. And the population of 
offenders relative to the population of 
events depends on the size of the of
fending group in an event and individual 
rates of ofi(;mding by group members. It is 
ordinarily assumed, moreover, that the 
prevalence or pmticipation rate of offend
ers is well below the aggregate incidence 
of their offenses and charges and that the 

differences are due primarily to variation 
in both individual rates of offending and 
the size of offending groups in crime 
events. 

The above relationships between of
fenders and events cqn be illustrated 
quite simply using data on residential 
burglary and robbelY. The Peoria (Illi
nois) Crime Reduction Council (1979), 
for example, undertook a study of all ju
veniles taken into custody for residential 
burglalY from 1971 to 1978. There were 
467 juveniles who accounted for 306 sep
arate burglaries during this period. The 
group composition of both the burglmy 
incidents and the ofl{mders involved in 
them is shown in Table 1. 

In regard to burglmy offenses commit
ted by apprehended juveniles during this 
period, single offenders accounted for 
one-half of all residential burglaries. In 
regard to ofiEmders involved in these bur
glaries, however, the one-half of the resi
dential burglaries with two or more 
offenders involved two-thirds of all of
fenders, and the great majority of multi
ple-offender burglaries involved two of
fenders. 

How the size of offending groups af
fects the size of an offender population is 
seen even more dramatically for robbery 
offenses. Just over one-half of all robbelY 

TABLE 1 Group Composition of 
Burglary Incidents and Offenders 
Group Composition Number Percent 

Burglary Incidents 
With one offender only 155 50.6 
With two or more offend-

ers 151 49.4 
Total burglary incidents 306 100.0 

Burglary Offenders 
Single offender in 

incident 155 33.2 
Two or more offenders in 

incident 312 66.8 
Total burglary offenders 467 100.0 

SOURCE: Peoria Crime Reduction Council 
(1979). 



124 CRIMINAL CAREERS AND CAREER CRIMINALS 

TABLE 2 Group Composition of Robbery Incidents and Offenders 

Percent Distribution by Size of Offending Group 

Total Four or 
Number One Two Three More 

Robbery 
Incidents 1,149,000 51.5 24.2 14.3 10.0 

Robbery 
Offenders 2,215,272 26.7 25.1 22.3 25.9 

SOURCE: Bureau of Justice Statistics (1984:Tables 52 and 62). 

victimizations in the United States in 
1982 involved a single offender (Bureau 
of Justice Statistics, 1984:Table 62). 
Nonetheless, as seen from the distribu
tion in Table 2, only one-fourth of all 
robbery offenders in those events of
fended alone, and there were about equal 
proportions of groups of two, three, and 
fmU' or more offenders. 

Note that for about one-half of all rob
beries, the same robbelY is pmt of the 
criminal history of more than one of
fender. Although there are on the average 
two offenders per robbery, in about one
fourth of all robberies, the same incident 
enters the criminal histOlY of three or 
more offenders. If one knows the number 
of co-offenders in each offense in a crim
inal history, one can weight offenses ac
cordingly and estimate more precisely 
the "crimes saved" by incapacitating that 
offender. The larger the size of any par
ticipant's offending group, the less, on the 
average, that individual's absence should 
diminish the population of events. 

Lone and Group Offenders in 
Criminal Careers 

There is a fhmly held view that most 
oHenders are group offenders and that the 
career lone offender is uncommon. These 
views are not based on the analysis of 
criminal careers or histOries, however, 
but rather on the group composition of 
offending, especially of juvenile offend-

ing. The statistical basis for the conclu
sion ordinarily is the individual and 
group composition of crime events rather 
than histories of offending for the offend
ers involved in those events. 

Quite commonly the group-size dish'i
bution for a population of events is used 
to estimate the pmticipation rate of lone 
offenders in a population. What is re
pOlted is a distribution of events by num
ber of offenders, and the proportion of 
single-offender events is taken as an esti
mate of the prevalence of lone offenders 
in a population. Such estimates are mis
leading because events rather than per
sons are counted. Conections can be 
made by weighting the events by the 
number of offenders repOlted for them 
and using an appropriate population as 
the base for the rate. 

Percentage distributions of the size of 
offending groups by crime type (the up
per halves of Tables 1 and 2) reflect the 
aggregate risk of being victimized by a 
group of a given size, including a single 
individual. By way of contrast, percent
age distributions of the number of of
fenders involved in those incidents by 
the size of the offending group (the lower 
halves of Tables 1 and 2) are offender
based statistics and state the probabililY 
that a randomly selected offender will 
commit that crime alone or with a given 
number of associates. The latter statistics 
are more appropriate in relating events to 
criminal careers or to offenders to be 
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processed. When the interest lies in the 
rate of lone or co-offending crimes, stH.te
ments should be made about a population 
of crime events, but when the interest lies 
in lone- or group-offender participation 
rates, statements must be made about a 
population of offenders. 

When all the events in a criminal his
tory are considered, a large proportion of 
offenders exhibit neither exclusively lone 
nor exclusively group offending. Rather, 
most offender histories are characterized 
by a mix of offending alone and with 
accomplices. Although infolTIlation on 
the number of accomplices in each event 
of an offender's criminal history is gener
ally lacking, some idea of the mix oflone 
and accomplice offending can be gained 
by examining the criminal history of the 
juvenile offenders in the study by the 
Peoria Crime Reduction Council (1979). 
The 467 Peoria juveniles apprehended 
for at least one burgllllY during a 7.5-year 
period were involved in 2,820 offenses 
for which 3,426 charges were filed. Con
sidering only co-offending among the 467 
juveniles, 79 (16.9 percent) always com
mitted their offenses without accomplices 
from the study population, 111ld 91 (19.5 
percent) only acted with accomplices 
from the study population. The large ma
jority (63.6 percent) sometimes acted 
alone and sometimes with others from the 
study population. l 

Unfortunately, good estimates are not 
available of the variation among criminal 
histories in the mix of lone and group 
offenses, of variation in the number of 
accomplices, and of the consistency and 
variation of co-offending in an individu
al's history. With that information, one 
might weight individual-offender rates by 
their partial contributions to crime 

lSince the co-offending data in the cdminal his
toties were tabulated only for offenders included in 
the study population, these are probably underesti
mates for lone offending, 

events, especially when estimating the 
expected crimes saved by incapacitation. 
One might wish to use such a weighted 
individual rate as a criterion for selective 
incapacitation. 

Effects of Criminal Justice Processing 
on Estimates of Group Offending 

Self-report studies of male delinquent 
behavior disclose a higher rate of lone 
offending than do official records of ap
prehension for the same offenders (Erik
son, 1971; Hindelang, 1971, 1976b). The 
question arises, therefore, as to whether 
an apprehension hazard is associated 
with violating the law with others 
(Erikson, 1971:121). For if violating in 
groups increases the likelihood of being 
apprehended, the prevalence of lone of
fending will be underrepresented in of
ficial records. 

Several attempts have been made to 
test whether there is a group-apprehen
sion hazard by comparing self-repOlted 
and officially reported offenses in an of
fender's histOlY. Erikson (1971:125) con
cluded that, although there is a greater 
risk of apprehension for offenses that are 
officially known rather than self-reported, 
the selection bias is considerably less for 
the most serious offenses. Subsequent re
search by Hindelang (1976b:121) casts 
doubt on the group-hazard hypothesis. 
While exclusively group offenders have a 
higher risk of apprehension per crime 
than do those who always offend alone, 
those with a mix of lone and accomplice 
offending have comparable risks in both 
types of events. 

What does seem apparent from Hinde
lang's work is that "those engaging in 
illegal behaviour in groups are likely to 
engage in this behaviour more frequently 
than tllose engaging in the illegal 
behaviour alone" (1976b:122); indeed, 
the largest propOltion of solitary offenders 
was found in the group with the lowest 
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individual rates of offending and the 
smallest proportion of soliqny offenders 
in the group with highest individual 
rates. This supports Erikson's (1971) con
clusion that among offending youths, sol
itary offenders are more likely to engage 
less frequently in crimes and to commit 
less serious crimes than group offenders. 

UnfOltunately, data are unavailable to 
determine whetller adult solitary offend
ers are also disproportionally involved in 
the less serious offenses or have lower 
individual rates of offending. Since major 
crimes against persons involve higher 
rates of solitruy offending, it is possible 
that adult solitary offending, in contrast to 
that of juveniles, is disproportionally con
centrated on the more serious offenses. 

BASIC PARAMETERS OF GROUP 
OFFENDING 

Despite the fact that a number of major 
longitudinal studies of criminal careers 
have followed samples of youths into 
their adult years (Glueck and Glueck, 
1930, 1937, 1940, 1943, 1946; Shannon, 
1978; Wolfgang, 1978; Elliott et aI., 1983), 
none has examined pattems of co-offend
ing into adulthood. Thus, this discussion 
of the parameters of group offending must 
depend primarily on research onjuvenile 
delinquency. Even that research, how
ever, pays relatively I:'±le attention to 
individual rates of offending or the role of 
co-offending in careers so that often a 
single study or source of data must be 
relied on. 

Offending and Group Size 

Breckinridge and Abbot (1917) were 
among the first to point out that most 
delinquent offenses are committed with 
at least one other person and that even 
most youths regarded as lone offenders 
occasionally engage in delinquency with 
a companion. Somewhat later, Shaw and 

Meyer (1929) and Shaw and McKay 
(1931) estimated in juvenile court sam
ples that less than 20 percent of the juve
nile offenders before the court committed 
offenses alone, that the modal size of an 
offending group is small (two or three 
pruticipants), and tllat most delinquency 
is not committed by well-organized 
groups. Shaw and McKay concluded, 
moreover, that while such offending two
somes and threesomes commonly are 
combinations from a larger group, a 
whole group is rarely involved in the 
same delinquent or criminal act. 

Large networks that link by association 
up to 200 youths ordinarily consist of 
fewer tllan 30 or 40 active members orga
nized into smaller cliques of 5-10 mem
bers (Klein and Crawford, 1967). In a 
COhOlt study of delinquency in a Swedish 
community, a youth gang was defined as a 
group of juveniles who were linked to
gether because the police suspected 
them of committing crimes together 
(Samecki, 1982:144-145).2 There were 
well over 100 of these gangs in the study. 
Membership variedfi'om 2 to 30 boys; the 
mean size was 5 boys (Samecki:151). 
What was most evident, however, is tllat 
groups were constituted by co-offending 
relationships. These relationships con
sisted of links of co-offending to form 
chains of association. One such chain in 
tllis Swedish city involved 260 boys and a 
few girls and constituted about 45 percent 
of the study population. Together they 
accuunted for 86 percent of the crimes 

2The study population was located in a southern 
Swedish indusbial community of about 50,000 in
habitants. The records of the local police on alI 
crimes whose suspects were under 15 years old and 
from the police register (PBR) for all juveniles 15 
years and older were the main source of infonnation 
on offenses. Additional data sources included re
ports from police hearings, from police interviews 
with juveniles suspected of crimes, and from social 
service authorities (Sarnecki, 1982:54-65). 
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reported dUling the study period (Sar-
necki:144-145). ' 

Although accomplices in delinquency 
are drawn more often from smaller 
cliques than fi'om their larger network, 
the number of accomplices in any delill
quent act is much smaller than the num
ber in the clique (Short and Sb:odtbeck, 
1965; Klein and Crawford, 1967). Consid
ering only those offenses committed by 
two or more offenders, the modal size of 
an offending group from age 12 onward is 
two participants. Gronps with four or 
more participants are relatively uncom
mon after age 14 or 15. The majority of 
offenders have accomplices until their 
early 20s, after which the majority commit 
their offenses alone (Hood and Sparks, 
1970:87-88). There is some variation in 
lone and group offending rates by country 
and considerable variation by type of of
fense (Sveri, 1965). 

The distribution of gronp size within 
an offending histOlY has consequences for 
intervening in that career. A majority of 
most common crimes are committed by 
two or three offenders, and most offend
ers will have a substantial and continuing 
history of offenses in which their associ
ates change fi'om crime to crime. The 
larger the offending group, the more 
likely it is to be confined to a single event 
unless the group specializes in specific 
targets of offending, as in terrorism or in 
some kinds of white-collar offending in 
which continuing use of organizational 
power is integral to committing offenses. 

Age of Onset 

There is much conh'oversy concerning 
whether the onset of delinquency is a 
consequence of induction by co-offend
ers. Glueck and Glueck (1934a, b, 1937, 
1943, 1950) contended that pre-delin
quent and delinquent behavior began at 
an early age in family and school social
ization. They claimed that those with de-

linquent tendencies associate with one 
another rather than being led into their 
joint delinquent behavior by their associ
ations. Their definition of delinquency is 
quite broad and includes behavior la
beled as "antisocial" and also "delin
quent tendencies" (Glueck and Glueck, 
1950:42). Moreover, their conclusion is 
not based on collecting infOlmation about 
the group composition of specific behav
ioral acts committed by offenders in their 
sample. Rather, their contention is based 
on their observation (Glueck and Glueck, 
1950:41) that the onset of delinquency for 
their institutionalized delinquents oc
curred before age 10 and consequently, 
in their view, before the time that groups 
playa significant role in a boy's life. 

Challenging this conclusion, Eynon 
and Reckless (1961) found that the me
dian age of first contact with juvenile 
authorities was 13 for incarcerated juve
nile offenders and that there were no 
significant differences in age of onset or 
the presence or absence of companions at 
the first officially recorded delinquent act 
(Eynon and Reckless: 169). The median 
age of onset for the first self-repOlted 
delinquent act ranged from 11 to 14 years 
depending on tlle type of offense. Self
repOlts on whether one had companions 
for each of seven offense types ranged 
from 56 percent of those who ran away 
from home to a not SUl1)rising 100 percent 
of those engaging in gang fights (Eynon 
and Reckless:170). They concluded that 
the "presence of companions is a major 
component of male delinquency, regard
less of the age of delinquency onset" 
(Eynon and Reckless: 168); companion
ship is present at early as well as at late 
onset. But, as they note, what we still lack 
is infOlmation that tells us whether com
panionship experience relevant to the on
set of delinquency causes delinquent be
havior (Eynon and Reckless:168). 

Most investigators seem to have missed 
this obvious point-that companionship 
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begins among children at a fairly early 
age. Although Thrasher (1927), in his 
classic study of what he called "youth 
gangs" in Chicago, was well aware of the 
fact that the kinds of groupings in which 
he was interested were found at quite 
young ages, he focused on territorial 
groupings. Subsequent work focused on 
"organized gangs" rather than on "com
panionship." These groups were largely 
tenitorially organized and regarded as a 
phenomenon of adolescent and young 
adult ages. Recruitment and induction 
into these peer groups were made prob
lematic but without any explicit attention 
to prior delinquent histories. This was 
paltly because Thrasher devoted a great 
deal of attention to official records of de
linquency, and a delinquent act was 
rarely entered as an official record prior to 
age 12. 

In any case, what is at issue is whether 
the onset of delinquency involves primm'
ily lone offending or whether it is linked 
primm'ily to companionship or accom
plice relationships. With answers to this 
key question, one may begin to unravel 
the problem of the role of groups in 
launching a continuing offending career, 
since there must be considerable desis
tance from offending, even at velY early 
ages. 

It is difficult to assess the role that 
companionship plays in the onset of de
linquency because of the weak cross
section designs of most etiological studies 
and the failure to specify a testable causal 
model. A longitudinal design that follows 
members of a birth cohort as well as all 
their accomplices who are not members 
of the cohort is necessalY to test causal 
hypotheses about onset. Unfortunately, 
up to now cohort studies have not exam
ined the role of co-offending in criminal 
careers. Olson's (1977) multiple regres
sion analysis of the personal interview 
data for a subset of the Racine birth cohOlt 
study (Shannon, 1978) found that first 
police contact at a very young age was 

associated only with being male and hav
ing friends in trouble with the police. Yet 
those two variables accounted for at most 
one-fourth of the variance, indicating that 
the personal interview variables did not 
include the most important determinants 
of age at first police contact (Peters ilia, 
1980:349). 

Group Affiliation and Individual Rates 
of Offending 

Individuals ValY considerably in their 
rates of offending. Most young offenders 
also have co-offenders in their offending 
and associate in other group activities 
with still other offenders. An interesting 
question is how an individual's rate of 
offending is related to the offending rate 
of the affiliated group. Morash (1983:319) 
concludes that the delinquency rate of 
one's peers is a strong predictor of an 
individual's rate of delinquency. Boys 
who belonged to peer groups with a be
low-average rate of delinquency had be
low-average rates of delinquency and 
boys with peers who had high individual 
rates of delinquency had an above-ave
rage individual rate of delinquency 
(Morash:321). 

Juveniles with high rates of offending 
typically commit those offenses with a 
large number of accomplices. Samecki 
(1982) found that the 35 most delinquent 
juveniles in the Swedish community he 
shldied were linked to one another by 
membership in the largest gang and two 
smaller gangs. These were among the 
most criminally active gangs in the com
munity. The 35 juveniles were involved 
with 224 accomplices in crime. Almost 3 
in 10 of the 799 other delinquents in the 
community committed at least one crime 
with 1 of these 35 high-rate offenders 
(Samecki:171,209). The accomplices of 
these 35 were usually selected from the 
criminally more active palt of the total 
offending population (Samecki:144-145). 

High-rate juvenile offenders affiliate 
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with one another in peer groupings. The 
35 most active members were but 6 per
cent of the delinquents in Samecki's 
study population. They belonged to the 
three largest membership gangs, in 
which the mean number of suspected 
crimes per gang member was 22.3 during 
a 3-year period-a rate that was three 
times that of the delinquent population as 
a whole. The members of the largest gang 
made up only 13 percent of the popula
tion of offenders, yet they accounted for 
42 percent of all suspected Clime 
(Samecki:174). 

Duration of Accomplice Relationships 

Most pairings in committing delin
quencies are of sh01t duration. Samecki 
(p. 140) found that only 13 percent of the 
1,162 juvenile delinquency pairings in an 
offense in the Swedish community per
sisted beyond 6 months. Only 4 percent 
of the pairs were still committing crimes 
together after 1.5 years, but 1 of the 1,162 
offending pairs was committing offenses 
together after 3.5 years, roughly half the 6 
years the study h'acked offenders. The 
short life of any pailing in delinquency 
pattly reflects the fact that most delin
quent careers are short. Almost 6 in 10 
youths in the Swedish cohort were 
known to the police during only one 6-
month period of the 6-year study (Samec
ki:141). Among those persisting in delin
quency, the modal pattern was to change 
associates in committing offenses. 

Samecki (pp. 142-143) also found that 
the most criminally active usually commit 
their crimes in pairs and that they pre
serve particular pairings longer than do 
those who are less active. The most active 
and seriously delinquent juvenile sus
pects were 45 times more likely to com
mit crimes with the same associates than 
were less active juveniles from the study 
population. 

Quite clearly, accomplices in offending 
change quite frequently in juvenile ca-

reel's. The larger the number of offenses 
committed by an offender, tl1e larger the 
number of different accomplices licked to 
that offender's career. One's accomplices 
as a juvenile are likely to be drawn £i'om 
cliques or constellations of cliques with 
which one is affiliated. Ordinarily, these 
cliques are pmt of a network. Adults are 
perhaps more likely tl1an juveniles to be 
linked in loose networks, ones in which 
tl1ey are linked by weak rather than 
strong ties (Granovetter, 1973). 

Stability of Group Affiliation 

An important issue is how shifts among 
cliques of peers and co-offenders occur 
and how affiliation with cliques and 
larger networks is stabilized, on the one 
hand, and disconnected and terminated, 
on the otl1er. These issues are not dealt 
with systematically in the research on 
crime and delinquency.3 Thus, empirical 
studies on delinquent gangs and sh-eet
comer groups are used here to explore 
these issues. 

It was quite evident in the Swedish 
community studied by Samecki (1982) 
that most gangs, as well as pahings, ex
isted for only sh01t periods of time. Only 
one gang persisted for the entire 6-year 
period and towards tl1e end of that period 
it split into two separate groups. Yet a 
third was spun off in the final 6 months of 

3Similariy, little is known about the stability of 
group affiliations among a population of nonoffend
ers. The stability of pair and group affiliations seems 
to vary by age and to be more stable during the pre
adolescent than the adolescent years. Still, it seems 
that all youths frequently change companions for 
confOlming acts, such as walking to school, dating, 
going to the movies and shopping. Much more 
needs to be known about pair and group affiliations 
for nondelinquent or all youths to assess tlle relative 
stability of delinquent affiliations. It is possible that 
delinquent pairings show greater stability than non
delinquent paiIings. Choosing different compan
ions for different activities, moreover, may simply 
be a characteristic ofbotll youtllful and adult behav
ior. 
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the study. The original gang was still the 
largest of the three at the close of the 
study period, however, despite its losing 
members to form two others (Samecki: 
153). Although gangs can divide by 
schism, merge with other gangs, or join a 
network of gangs, their durability has 
consequences for individual cai'eers. Ca
reer termination may result simply from 
the ShOlt duration of groups and the loose 
links that bind members, especially for 
those who rely primarily on group affili
ation for accomplices and SUppOlt in of
fending. 

Suttles's (1968) study of street-comer 
groups in Chicago allows us to explore 
the stability of affiliations with offending 
groups. He identified 32 named sh'eet
comer groups in the Addams area of Chi
cago (Suttles: 157). With one exception, 
they were made up exclusively of males 
and averaged fi'om 12 to 15 members in 
size. Some had as few as 8 members and 
one had 29. Each of the groups had some 
members who lived outside the Addams 
area-ranging from 4 to 17 percent; 12 
percent of the members of all the groups 
lived outside the area (Suttles:157-167). 
Outsiders were youths who either for
merly lived in the area or were related by 
kinship to one of the group members 
(Suttles: 165). 

Although Suttles (1968) does not pro
vide detailed information on the duration 
of the 32 groups, he repotts that one 
lasted but 1 year and that some lasted 2 or 
3 years (pp. 161, 166). All were subject to 
considerable tumover in membership, 
partly because of residential mobility:l Of 
those known to have quit membership in 

4Klein and Crawford (1967) similarly reported 
high turnover in the black Los Angeles gangs they 
studied. They reported that "many members af
filiate with the group for bIief periods of from a few 
days to a few months, while others move out of the 
neighborhood or are incarcerated for periods some
times exceeding a year" (p. 66). 

groups, 41 percent moved to another area 
of Chicago (Suttles: 167). 

One additional fact is wolth noting. A 
substantial propOltion of all boys in an 
area never affiliate with these larger 
groups (Short and Strodtbeck, 1965:56-
57; Suttles:173). Suttles repotts that most 
of the unaffiliated are boys who regularly 
"band together" in small cliques (p. 169). 
Few boys, then, are isolates. The role of 
affiliation with territorial delinquent 
groups in accounting for differences in 
individual rates of offending is unclear, 
however. Suttles (p. 220) repotts that ar
rest rates were about equal for the affil
iated and unaffiliated boys. Yet others, 
especially ShOlt and Strodtbeck, repOlt 
much higher individual rates of offending 
for gang-affiliated boys. 

The stability of territorially based 
groups is threatened by three major con
tingencies: h'ansiency, incarceration of 
members, and shifts to conventional ca
reers. ShIm neighborhoods especially are 
characterized by high residential h'an
siency of families, That h'ansiency has 
three major consequences for territorial 
youth organizations. For one, it makes the 
membership of any group volatile. From 
the perspective of the group, to survive 
substantial annual tumover in member
ship, it must obtain new members. From 
the perspective of the individual mem
ber, it means transitory affiliations with 
some group members and adapting to the 
exodus of fOlmer members and an influx 
of new members. Recruihnent and re
placement are age graded, and there is 
some preference for older rather than 
younger boys (Suttles:163). Even associ
ations between gang boys appear age 
graded. Klein and Crawford (1967:74) re
POlt that younger gang members are sel
dom seen in the company of older gang 
members. 

Another consequence of transiency is 
that it spreads the network and influence 
of the group beyond the confines of its 
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telTitory, always linking some former res
idents to it. Chicago appears similar to 
Samecki's (1982) Swedish community in 
that some youths who move into other 
areas affiliate with other telTitoIial groups 
(Keiser, 1969; Short and Moland, 
1976:168). Transiency thus both expands 
the choice of accomplices and links tel'Ii
toIially based groups. Just how widely 
such individual contacts spread across 
telTit01ially based groups is unclear but 
some of the most active and seIious of
fenders are transient and use this larger 
network to search for accomplices. 

Transiency also has imp01tant conse
quences for the temporal continuity of 
tenitmially based groups. To survive, the 
group must continually invest in replac
ing members. The more f01mally orga
nized a group and the more provision it 
makes for replacement of members, the 
more likely it is to survive, as studies of 
Chicago's black conflict gangs demon
sh·ate. The Vice Lords, which incorpo
rated as a not-for-profit organization, 
gained as many as 8,000 members in 26 
divisions (Shelman, 1970), while the in
f01mally organized Nobles barely sur
vived (Sh01t and Moland: 168). The 
higher the residential transiency of an 
area, the more likely its youths are to be 
organized into a loose confederation and 
the fewer and less sh'ingent are the crite
ria for entry and continuing affiliation 
with its territorial groups. Moreover, the 
combination of h'ansiency and the aging 
of members, with replacement confined 
to a nalTOW range of age-mates, suggests 
that reclUihnent is limited to newly en
tering residents or, in a few cases, by 
mergers among gangs (Shelman, 1970; 
Sholt and Moland: 168). The combination 
of these contingencies suggests that un
less youth groups are fonnally Sh1.1ctul'ed 
to deal with turnover, they should have 
fairly high death rates. 

The second imp01tant source of insta
bility in gang membership is the rate of 

incarceration of gang members. The more 
seriously delinquent the members of a 
gang, the more likely they are to be incar
cerated for substantial periods of time. 
Short and Moland (p. 168) report that 
nearly all the Vice Lords had been in 
cOlTectional institutions at one time or 
another, and Short and Sh'odtbeck (1965) 
draw attention to the dislUptions caused 
by incarcerating gang leaders. Unfortu
nately, they do not provide estimates of 
the rate of incarceration for any time in
terval. 

A third important source of turnover in 
street-comer group membership is the 
shift to more conventional career affilia
tions by some members. At least one-half 
of Suttles's (p. 167) Addams-area group 
dropouts left because they malTied, went 
into the service, joined a job training 
program, or worked regularly in a job. 
Relatively few were lost to jail. 

The general impression is that delin
quents are organi.zed into loose federa
tions rather than highly organized groups. 
The federation is characterized by loose 
ties among individuals and cliques or 
clusters. Members are linked by a variety 
of activities in addition to delinquent of
fending. Individuals are not tightly 
bound eitl1er to large groups or to paltic
ular pairings within groups. Accomplices 
change quite frequently. According to 
Olofsson (1971), Swedish male juvenile 
delinquents are less selective of compan
ions and their choices are less stable than 
are those of YOUtl1S in the general popu
lation. It perhaps is reasonable to con
clude that, while there are some highly 
structured telTitoIial gangs that persist for 
peliods of time (Miller, 1958, 1975; 
Clinard and Ohlin, 1960; Spergel, 1964; 
Klein and Crawford, 1967), associates in 
most delinquency offenses are drawn 
from much less sh1.lCtured networks in 
which nuclei of offenders are linked as 
nodes in that network. Territorial gangs 
(Thrasher, 1927; Whyte, 1943) are per-
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haps more like nodes in networks than 
like independent groups in organized 
conflict relations with others (Bordua, 
1961, 1962; Yablonsky, 1962). Over time, 
networks are durable while particular 
groups and pairings are transitory and any 
individual's affiliation is of short duration. 

One expects to find a large number of 
accomplice pairings in any individual's 
offending history of some duration, but 
ordinarily the same associates are in
volved for only a sholt period of timf,. 
Moreover, the higher an individual's rate 
of offending and the more serious the 
crimes committed, the more likely that 
person selects accumplices from a net
work. 

Accepting the impOltance, even domi
nance, of networks in delinquent behav
ior should draw attention to the role of 
networks in offending and to the role that 
pairings, as contrasted with individual 
offending, play in the commission of 
crime. 

PATTERNS IN GROUP OFFENDING 

There is considerable variation in the 
extent to which offenders commit crimes 
alone and with others when examined in 
terms of the characteristics of the offense, 
the offender, and the victim. The bulk of 
research on the role of groups in offend
ing unfOltunately is done only with 
young offender populations. There are 
relatively few studies of the group behav
ior of youths in transition to adult status or 
of adult offenders at different ages. This 
makes it necessalY to rely on single stud
ies or case studies to infer pattems of 
group offending for adult offenders. 

Sex 

Somewhat over 1 in 10 lone offenders 
in crimes of personal violence in the 
United States are female offenders (Bu
reau of Just.ice Statistics, 1984:Table 40). 

The propOItion of female lone offenders 
varies by type of violent crime, being 
negligible for the crime of rape and great
est for the crime of assault. Female of
fenders in violent crimes select females 
as their victims far more often than males 
select males. When females select male 
victims in violent crimes, they are most 
likely to assault men and least likely to 
rob them (Hindelang, 1976a:178). 

Patticipation in most voluntmy activi
ties varies by age. Youths are more likely 
than adults to limit their choices to per
sons of the same sex. Opportunities for 
informal contacts with the opposite sex 
are more limited among youths. Not sur
prisingly, the associates of young persons 
in delinquency are almost always of the 
same sex. Shapland (1978:262) reports 
that no boy in her sample of 11- and 
12-year-olds, when interviewed at age 13 
,.;r 14, admitted committing any offense 
with girls. The pattem is somewhat dif- . 
ferent when older offenders are included. 
Among violent, multiple-offender victim
izations reported to the National Crime 
Survey (NCS) in 1982, 19 percent in
volved women as offenders, either with 
other women only (7 percent) or with 
men or men and women (12 percent) 
(BJS:49). 

Only limited data are available to esti
mate the incidence of lone offending for 
both personal and propelty crimes by sex. 
The Federal Republic of Gelmany (1982) 
repOlts the size of arrested groups for a 
large number of offenses; the data show 
that the aggregate male rate of solo of
fending is somewhat below that of fe
males but that the rate varies by offense. 
The West Gelman police statistics for 
1982 disclose that 68 percent of all males 
suspected of offenses, compared with 76 
percent of all females, were solo offend
ers. That difference is not large, but 
women are dispropOlticmally found in of
fenses that have high proportions of lone 
offenders, such as assault, shoplifting, 
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prostitution, and petty theft without con
tact. Moreover, given the low incidence 
of offending among women and the gen
eral absence of organized women's delin
quent groups or gangs, it seems reason
able to conclude that women more 
commonly than men engage in offenses 
that make them more likely to offend 
alone. Some confirmation of this is also 
found in the fact that multiple-offender 
incidents in which all offenders are fe
male are fewer in absolute numbers and 
proportionally (7 percent) than are those 
involving women as lone offenders (13 
percent) (compare Tables 40 and 45, BJS: 
1984). 

Women are less likely to be associated 
exclusively with other women than they 
are with men in committing violent 
crimes. Only 36 percent of the violent 
criminal victimizations involving one or 
more female offenders repOlted to the 
NCS in 1982 were made up entirely of 
female offenders; 64 percent involved 
association with men in the offense 
(BJS:Table 45). Correlatively, only 12 
percent of the violent, multiple-offender 
incidents involving male offenders also 
involved female associates. 

Women are least likely to offend only 
with women in the more serious violent 
crimes of robbery and aggravated assault. 
Among crimes of violence towards per
sons, substantial involvement of women 
offenders with women victims is largely 
confined to simple assault. 

Race 

Blacks are somewhat less likely than 
whites to be solo offenders. Although data 
are lacking for a population of adult of
fenders, the NCS data for 1982 disclose 
that 72 percent of all violent criminal 
victimizations by whites, compared with 
60 percent of those by blacks, were sin
gle-offender incidents (BJS:calculated 
from Tables 44 and 49). 

Mixed-race offEmding is infrequent in 
multiple-offender victimizations. Less 
than 6 percent of all 1982 crimes of vio
lence repOlted to the NCS involved a mix 
of black, white, or other races of offenders 
(BJS:Table 49). There was little variation 
by type of violent crime. 

Comparing mixed-sex with mixed-race 
offending, multiple-offender groups ap
pear about twice as likely to include per
sons of the opposite sex (12 percent) as 
another race (6 percent) (BJS:Tables 44 
and 49). Thus, accomplices from a dif
ferent race and sex are uncommon and 
most accomplices are of the same race 
and sex. 

Age 

Group offenders are, in the aggregate, 
younger than solo offEmders (BJS:Ta
bles 41 and 46). In the NCS, offenses in 
which the offEmder's age was perceived 
by victims to be under 21 years were 
found more often among multiple- than 
single-offender victimizations (Hinde
lang, 1976a:172; Bureau ofJustice Statis
tics:Tables 41 and 46). 

A study of apprehended burglars in the 
Thames Valley, England, found that some
what over three-fourths of the adult bur
glars, compared with one-half of the juve
nile burglars, acted alone in the offense 
for which they were arrested. Consider
ing only those offenses in which there 
were accomplices, adult burglars' were 
more likely than juvenile burglars to act 
in pairs (Macguire and Bennett, 1982: 
184). 

Information is lacking on the size of 
offending groups by age for a population 
of U.S. offenders. Hood and Sparks 
(1970:87-89), however, report data on 
size of offending group by age for appre
hended offenders in London boroughs 
and for offenders convicted of theft in 
NOlway. They concluded that, as offend
ers grow older, they are more likely to be 
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apprehended or convicted for an offense 
committed alone. Not until the mid-20s, 
however, are a majority of those appre
hended or convicted, lone offenders. The 
age curve of solo offending is relatively 
flat until age 16, when the proportion of 
lone offenders begins to rise rather 
sharply. This shift is primarily accounted 
for by a rapid decline in apprehensions 
involving three or four or more partici
pants, especially the latter. The propor
tion of apprehensions 0)' convictions in
vol ving two participants fluctuates far less 
over time than does that for lone offend
ers 01' for groups with three or more of
fenders. The proportion with two or more 
offenders perhaps peaks at ages 16-18, 
but there is no substantial decline with 
age. Lone offending exceeds pair offend
ing by the late teellS. Older offenders thus 
ordinarily commit offenses alone or with 
a single co-offender. Still, at least 1 in 10 
offenders in their mid-20s is appre
hended or convicted for offending with 
three or more offenders. 

Type of Offense 

Certain offenses are identified as typi
cally individual or group offenses. With 
the exception of robberies and some as
saults, th~ modal size of offending groups 
repOlted by victims of major crimes 
against persons is a single offender; pair 
offenders are the next most common 
(Reiss, 1980:Table 1). But, with the ex
ception of homicides and rapes without 
theft, the majority of offenders in crimes 
against persons commit their offenses 
with accomplices (Reiss, 1980:Table 2). 
The mean number of offenders per major 
common crime is between two and three 
for robbery and assaults and about one 
and one-half for all other offenses against 
the person and property (Reiss, 1980:Ta
ble 2). 

Self-report studies show considerable 
variation by types of crime in the prop 01'-

tion of young persons committing of
fenses alone or with others. Much de
pends on how the self-report specifies the 
offense, especially as to the conditions of 
its occurrence. Shapland (1978:Table 2) 
found, not surprisingly, that all the 13-
and 14-year-olds she studied took money 
from home as a single offender. At the 
other extreme, more than 9 of 10 boys said 
they vandalized public propelty with oth
ers. 

Most boys, nonetheless, report acting 
alone and with others for a variety of 
offenses. Shapland (1978:262) calculated 
that the mean percentage involvement in 
group offending was 59.68 percent (stan
dard deviation of 15.6) for all boys aged 
13-14, whereas that for solitary offending 
was 30.02 percent (standard deviation of 
16.4). From this we can conclude that 
although the typical offender history in
cludes both lone and group offending in 
the same and different kinds of offenses, 
the ratio of group to solitary offenses in a 
youthful offender's career is, on the aver
age, 2:1. 

Detailed information on the distribu
tion of solo and group offending for spe
cific offenses is unavailable for the adult 
offender population of the United States. 
Although the rate of solo offending ap
pears to be higher for a population of 
offenders in the Federal Republic of Ger
many (Kaiser, 1982:103) and the German 
Democratic Republic (Kraeupl, 1969:63) 
than in the rest of Europe or in NOlth 
America, police statistics for adult offend
ers in 'Nest Germany disclose rather 
marked variation in solo offending by 
type of offense. Among the major offenses 
in which at least 8 of every 10 offenders 
committed the offense alone were mur
der; sexual offenses, such as exhibition
ism and sexual murder; drug abuse in
volving heroin and cocaine; and the 
white-collar offenses of embezzlement, 
forgelY, and fraud. By contrast, most of 
the common crimes had much lower solo 
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offending fractions. At least 8 in evelY 10 
suspects in common thefts, robberies, 
breakings and enterings, and breaches of 
the peace had at least one co-offender 
(Federal Republic of Germany, 1982). 

'fhe significance of group affiliation for 
young offenders is reinforced when the 
variation in the group composition of of
fending is examined by age and type of 
offense. Even for homicide, which in the 
aggregate is a sole-offender crime and an 
infrequent offense among young offend
ers, Zimring (1984:91) found that t..~e 
younger the homicide offender, the more 
likely he was to have killed as pmt of a 
group and to have done so when engag
ing in a collateral felony, such as robbery
murder. In brief, young homicide offend
ers are far less likely than older ones to 
commit murder and felonious homicide 
alone. 

Relationship Between Victims and 
Offenders 

It is commonly observed that a prior 
relationship between victims and offend
ers is more characteristic of some crimes 
than others. Domestic assaults, for in
stance, are characterized by cohabitation 
of victim and offender, whereas assaults 
involving theft ordinarily occur among 
sh·angers. There is a modest relationship 
between the size of an offending group 
and the relationship of offenders to their 
victims (Bureau of Justice Statistics, 
1984:Tables 52 and 62). The modal of
fender in crimes of violence against 
sh'angers is a co-offender, whereas single 
offenders predominate when there is a 
prior relationship between victim and of
fender(s). Even the modal offender in 
robberies of nonstrangers is a lone of
fender, whereas it is a co-offender in rob
beries of strangers. The larger the of
fending group in robberies and assaults of 
sh'angers, the more likely victims are to 
be injured; however, a larger proportion 

of lone offenders inflict serious injury 
when the victim is a nonsh'anger rather 
than a stranger. 

Territorial Concenh'ation 

Perhaps the single most noteworthy 
aspect about common crime is the telTito
rial concentration of offenses, offenders, 
and, to a substantial degree, victims. A 
substantial majority of both personal and 
household crimes occur close to the resi
dences of the offenders and their victims 
(Reiss, 1967; M. W. Smith, 1972; Pyle et 
aI., 1974). 

Juvenile offenders commonly belong to 
tenitorially based groups and typically 
select their co-offenders from those 
groups or the telTitOlY where they reside 
(Shaw and McKay, 1931; Suttles, 1968; 
W. G. West, 1974, 1977, 1978; Sarnecki, 
1982). Shaw's (1938) h'acingofthe accom
plices in the criminal careers of five Mar
tin brothers illustrates this tenitorial con
centration of career offenders. In the 
course of their cm'eers these five brothers 
were implicated in theft with at least 103 
other delinquents and criminals. The 
other offenders resided, for the most pmt, 
within seven-tenths of a mile of the Mm'
tin residence. Of the 103 co-offenders, 28 
were adjudicated in delinquent and crim
inal proceedings, and all but 3 of the 28 
served adult as well as juvenile institu
tional sentences (Shaw: 115-116). The 
geographic concenh'ation of the Mmtin 
brothers' accomplice network was charac
teristic of both their juvenile and young 
adult years, although some geographic 
diversification OCCUlTed through accom
plices met during periods of incar
ceration. 

Recent work on the neighborhood de
terminants of criminal victimization 
sheds additional light on the tenitorial 
concentration of offenders and on pat
terns of group offending. D. Smith (1986) 
repOlts that the larger the propOltion of 
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single-parent households with children 
between the ages of 12 and 20 in a neigh
borhood, the higher the neighborhood's 
perceived risk and achml rate of victim
ization by crime. Sampson (1985:25) finds 
that the greater the proportion of female
headed households and the higher the 
density of settlement in a neighborhood, 
the greater the rate of victimization by 
crime. Sampson (1983:172) similarly 
finds that juvenile offenders in neighbor
hoods with both high-density settlement 
and a large proportion of female-headed 
households commit a larger proportion of 
their offenses with others than do juve
niles in areas with low densily and a 
small proportion of female-headed house
holds. Sampson's findings hold indepen
dent of the racial composition of the 
neighborhoods. 

Additionally, Bottoms and Wyle (1986) 
repOlt that delinquency rates in public 
housing projects in English indush'ial 
communities are con'elated with the de
gree of concentration of single-parent 
households with youths of an age to of
fend. They conclude that high delin
quency rates in public housing projects 
are partly a function of managers' concen
b'ating single-parent households in se
kcted public housing projects. 

These studies lend support to the hy
pothesis that it is the territorial concentra
tion of young males who lack finn con
trols of parental authority that leads them 
into a peer-conh'ol system that supports 
co-offending and that simplifies the 
search for accomplices. 

Siblings in Offending 

Brothers in Crime, the classic study by 
Clifford Shaw (1938), traces the criminal 
careers of five Mmtin brothers over a 
period of 15 years. At the close of that 
time the brothers ranged in age from 25 to 
35 years. Four of the five had by then 

telminated their criminal careers. Shaw 
(p. 4) describes the crime and criminal 
justice consequences of their careers in 
the following way: 

The extent of their participation in delinquent 
and criminal activities is clearly indicated by 
the fact that they have served a total of approx
imately fifty-five years in conectional and pe
nal institutions. They have been picked up 
and atTested by the police at least 86 times, 
brought into COUlt seventy times, confined in 
institutions for fOlty-two separate periods and 
placed under supervision of probation and 
parole officers approximately fOlty-five times. 

These are but the official statistics of their 
five criminal careers. Autobiographical 
reports accounted for more than 300 bur
glaries, the theft of 45 automobiles, and a 
host of other crimes involving theft, re
ceiving stolen propelty, and anned rob
belY (Shaw:5). 

The autobiographical accounts of these 
five brothers offer evidence of older 
brothers' recmiting their younger broth
ers into offending, thereby focusing on 
the role that siblings play in co-offending 
and how common sibs are as initial and 
continuing co-offenders. Whether one of
fends with siblings can be expected to 
depend on such characteristics as family 
size and sibling composition by sex and 
birtll order. There is no reliable research 
on how much the co-offending of siblings 
accounts for group offending. 

We can gain some notion of the role of 
siblings in criminal events from the 
Peoria study of residential burglalY 
(PeOlia Crime Reduction Council, 1979). 
Of the 151 burglaries involving two or 
more offenders for which a juvenile was 
apprehended, roughly 24 percent in
volved two or more siblings (and some
times nonsibling offenders as well). Of 
these, about two-thirds involved nonsib
lings and one-third involved only sib
lings. 

Whatis apparent from these Peoria data 
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is tL"'1at more than 1 in 10 adjudicated 
burglary events involved at least two 
members from the same family. Thus, 
among a population of lone and group 
offenders in residential burglalY, a small 
proportion of families accounts for a dis
proportionate amount of the adjudication 
decisions. 

Little is known about the transmission 
of antisocial and climinal behavior within 
families and across generations of kin. It 
has been recognized for some time that 
male delinquents come from larger fami
lies than do male nondelinquents of the 
same age and socioeconomic status (Fer
guson, 1952; D. J. West and Fanington, 
1973; Blakely, Stephenson, a.nd Nichol, 
1974). Jones, Offord, and Abrams (1980) 
found that, in their comparisons of male 
probationers and controls, this difference 
in the size of sibling groups was entirely 
due to an excess of brothers. Probationers 
and controls did not differ in number of 
sisters (Jones, Offord, and Abrams: 140). 

Of special interest was the finding that 
the antisocial scores of the brothers of the 
delinquent male probationers were sig
nificantly higher than those of the broth
ers of their matched controls (Jones, Of
ford, and Abrams: 141). By conh'ast, 
among female probationers, both broth
ers and sisters were more antisocial than 
the siblings of their control counterparts 
(Jones, Offord, and Abrams: 144). 

Even more striking was the discovery 
that the average antisocial score of the 
probationers' brothers increased with the 
number of brothers in the family when 
the number of sisters was held constant; it 
decreased with the number of sisters, 
holding the number of brothers constant 
(Jones, Offord, and Abrams: 142). Jones 
and his colleagues interpret these results 
to mean that sisters suppress antisocial 
behavior in their brothers, whereas broth
ers respond to one another in ways that 
stimulate their potential for antisocial be-

havior, i.e., it is due less to leaming anti
social behavior from siblings than to their 
mutual participation. Evidence on this 
point appears lacking. 

ROLE OF GROUPS IN RECRUITMENT 
FOR CO-OFF~NDING 

A substantial proportion of oflEmding 
involves two or more offenders. There is 
no evidence that very many offenders, if 
any, keep the same accomplices over long 
periods of time. Indeed, quite the oppo
site appears to characterize the criminal 
careers of high-rate offenders. Most of
fenders have a substantial number of dif
ferent accomplices. 

Most offenders appear to select dif
ferent accomplices, especially as adult 
offenders. Not too much is known about 
how and why accomplices are selected. 
In this section the structure of peer and 
adult networks that facilitate the search 
for co-offenders is examined, followed by 
an examination of what is known about 
the search for and active recruitment of 
associates in offending. 

Structure of Delinquent Peer 
Networks 

There is some disagreement about how 
youth groups and their peer networks are 
structured. Most young males do not ap
pear to belong to tightly bounded groups 
that have a constant membership and 
from which they select their accomplices, 
if indeed selection is the appropriate 
model for describing how persons come 
to offend together. This exposition links 
youths in a web of affiliation or network 
of contacts and exchanges. Typically, 
sociometric techniques are used to define 
a large group that has a much smaller core 
membership that gathers together with 
some frequency (Yablonsky, 1962; ShOlt 
and Sh'odtbeck, 1965; Gannon, 1966; 
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TABLE 3 Percentage Comparison of the Types of Group Contacts for Boys in 
Four Gang Clusters with Different Rates of Delinquency 

Higher Lower 
Delinquency Delinquency 
Clusters Clusters 

Type of Delinquency Contact A B C D 

Percent of all members in cliques 42 43 16 15 
Percent of all contacts that are mutual 

contacts among members of their 
cluster 81 72 20 32 

Percent of all contacts that occurred 
only once 54 35 73 77 

Percent of all clique member contacts 
made within their clique 82 73 47 40 

SOURCE: Adapted from Klein and Crawford (1967:Table 2); Hood and Sparks (1970:Table 3:1). 

Klein and Crawford, 1967; Sarnecki, 
1982). The core of active members within 
the larger youth group ordinarily is no 
more than one-fifth the total aggregate of 
affiliated youths and ranges in size from 
20 to 40 or so members (Hood and Sparks, 
1970:89-90). That core of firm or active 
members, in turn, often subdivides into 
clusters or cliques of 5-10 members 
(Klein and Crawford, 1967). These aggre
gations are best described as a loose web 
of affiliations because most persons have 
most of their contacts with others in their 
clique and little, if any, contact with oth
ers in the network. 

Klein and Crawford (1967) studied the 
extent to which 32 youths in one gang had 
contacts with one another during a 6-
month period. The observed number of 
interactions of any member with aU oth
ers during the 6 months ranged from 1 to 
202. Of the 486 possible pair relation
ships among the 32 members, two-thirds 
involved no contact and for three-fomths 
contact was limited to no or only one 
contact. Most of the contacts occurred 
within two cliques-one of nine mem
bers and the other of five, with the nine
member clique having a much greater 
frequency of contact than the five
member one (Klein and Crawford:72). 

Klein and Crawford (pp. 74-75) di
vided the gang members into four clus
ters according to their individual rates of 
delinquency. Those labeled A and B in 
Table 3 had relatively higher rates than 
those labeled C and D. Those in A and B 
clusters also had continued gang relation
ships for longer than those in clusters C 
and D. Higher delinquency group mem
bers were more likely to be members of 
the two major cliques and to have more of 
their delinquency contacts within the 
clique, as Table 3 makes readily appar
ent. 

We may conclude from these delin
quency and group-affiliation data that de
linquent contacts do not result from a 
stochastic process. Indeed, a substantial 
amount of delinquency occurs within rel
atively small clusters that form within a 
larger network of affiliations. A minority 
of the contacts, nevertheless, are within 
the larger nelwork although they occur 
much less frequently. 

Shucture of Adult Networks 

SUl]Jrisingly little is known about how 
adults make contacts and decide to offend 
together. Apmt from the highly organized 
criminal activity that is conducted by syn-
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dicates, it seems clear that most adult 
co-offending does not arise from partici
pation in groups of which they are mem
bers. Although some adults may form co
offending relationships that are stable 
over time, the typical co-offending rela
tionship appears to be transitOlY and 
there is a continual search for new co
offenders. Among the career thieves stud
ied for the President's Commission on 
Law Enforcement and the Administration 
of Justice, the search for opportunities 
and co-offenders was self-styled as "hus
tling." Hustling led to "connecting" with 
other individuals who were similarly 
searching, "scouting" for oppOltunities to 
commit offenses, and looking for buyers 
for their stolen goods (Gould et aI., 
1965:25-26). The particular set of accom
plices often varies from crime to crime 
and offenders must work with people ac
cording to the requirements of particular 
crimes. This is especially the case for 
what Sparks, Greer, and Manning (1982) 
describe as "crime as work" in "crimes 
for gain." Gould and his co-workers (pp. 
51-52) concluded that 

While a few professional climinals work for 
extended periods of time with the same ac
complices, most work from day to day, or week 
to week, with whomever they can put together 
for a particular job. Each job requires different 
personnel, different plans, different resources, 
and even a different working schedule. 

Searches for accomplices and for 
means to dispose of illegal gain are facil
itated by using networks as well as par
ticular organizations. There are gathering 
places, organizational settings, and kinds 
of encounters that facilitate locating ac
complices. Additionally, offenders are 
symbiotically linked to these settings by 
common residence in a community that is 
host to these organizations; the accom
plice-offenders themselves comprise a 
loose web of affiliations and a resource for 
referrals in searches. The local pool halls, 

bars, and all-night restaurants (Gould et 
al.:25; Polsky, 1969), the fences (Klockars, 
1974), the chop-shops (shops that dis
mantle motor vehicles), and the legiti
mate businesses that deal in some stolen 
goods, such as parts shops, auto dealers, 
second-hand stores, and pawn shops 
(Gould et al.:26-27; 37-39) all are points 
of contact to search for accomplices 
and to dispose of illegal goods for gain. 
For some, the syndicate facilitates the 
search. 

What seems to characterize the net
work among adult offenders is that adult 
offenders patronize the same places, 
make the same kirids of b:ansactions, and 
often reside in the same area. The casual 
encounter can conclude the search as 
much as "putting out tlle word." "Hus
tling" is not a passive activity but an 
active search for connections (Gould et 
al.:25). Indeed, excepting recruibnent for 
the more sophisticated crimes, which re
quire a variety of highly specialized 
skills, tlle daily round suffices to select 
accomplices. 

Dual Processes of Recruibnent in 
Groups 

Dual processes of recruibnent go on in 
many delinquent and criminal cliques or 
groups. One process recruits members to 
a group, eitller to a loose affiliation with 
an informal group or, in the limiting case, 
to a structured position in an organized 
criminal syndicate. The recruit may be a 
"raw recruit"-one who is being initiated 
into delinquent or criminal activity-or 
more commonly, one who has a histOlY of 
ofI:ending. 

A second kind of recruibnent process 
involves group members recruiting ac
complices in crimes. Although a member 
is more likely to recruit an accomplice 
from among fellow group members than 
from outside, offenders cross group 
boundaries to select accomplices. 
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Recruitment into Offending Groups 

Almost all groups that endure for any 
period of time experience turnover in 
membership, with some leaving and oth
ers joining. Even size of membership 
ordinarily does not remain constant over 
time (Suttles:161). Sarnecki (p. 148) Con
cludes that juveniles come into and leave 
gangs quickly; the boundaries of gangs 
are quite permeable. Normally, member
ship is shorter than 6 months, especially 
for the less delinquent. Members also 
appear to leave easily, generally without 
resistance or resentment by the group 
(Suttles:167). This suggests that there is a 
kind of sifting and sorting going on in 
peer groups of delinquents. Yet, it is not 
necessarily high-rate offenders who re
main. A number of studies, e.g., Sarnecki 
(p. 148), report that a substantial number 
of high-rate offenders may leave after 
committing only a few crimes with ac
complices drawn from the group. High
rate offenders often have contacts among 
a number of such groups, recruiting many 
of their accomplices from outside their 
own group. The stable core members of a 
group during the period it persists, thus, 
are generally neither the highest nor the 
lowest rate offenders. 

Recruitment of Accomplices 

Selection of accomplices is facilitated 
by the fact that some groups are linked 
with others. Groups with older members, 
for example, are linked to groups with 
younger members, and groups of the 
same ethnic origin are linked with one 
another. This loose linkage facilitates se
lection of accomplices from different 
groups. The most active offenders, more
over, belong to several groups, and so 
themselves serve as links among their 
groups. They are the most likely to select 
accomplices from outside a group in 
which they may be regarded as a core 

member. What is not known from any of 
the studies, however, is whether the 
highly active members within these 
groups frequently are selected by others 
as accomplices. It would appeal' that they 
usually are not. 

It is no simple matter to disentangle the 
effect of recruitment on offending rates 
from the selective recruitment of accom
plices on tlle basis of prior record since 
longitudinal studies have not addressed 
recruitment of accomplices. There is no 
certain answer to tlle question: How do 
previously unacquainted offenders find 
one another and become accomplices? 
The answer is less obvious than it may 
seem. Empey (1970), in a postscript to the 
account of an ex-offender, notes that ex
ofiimders continue to face blandishments 
fi'om old friends to return to the old ways 
since fi'iendship networks are one vehicle 
for entering into complicity to commit an 
offense. But he also reports (personal 
communication) that, when he moved de
linquents from one school setting to an
otller to provide them with the anonymity 
to change to a conventional life-style, 
within a few weeks they had fOlmed as
sociations Witll all the "local hoods in the 
new school." This suggests that active 
delinquents are continually signaling 
tlleir interest in locating others with 
whom they may engage in offending. 
Such signaling is readily picked up by 
others who are similarly searching. 

We need to understand how people 
search for accomplices in offending and 
how successful tllose searches are, espe
cially among strangers. W. G. West (1974) 
concluded that local networks that 
uniquely identifY offenders and their 
skills facilitate recruitment of accom
plices in theft. Initial contacts are made 
when relevant infOlmation is passed 
about a named individual. But just how 
sb'angers search out one another to com
mit an offense is unclear. They may be
gin, as do detectives, by asking individu-
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als they know to help them find a 
particular kind of accomplice. However, 
much searching probably is done by fre
quenting places where cues direct one to 
potential accomplices. 

From his Shldy of juvenile thieves who 
were serious offenders, W. G. West (1974, 
1977, 1978) reports that it would be an 
exaggeration to say that most thieves 
learned how to practice thieving as a 
member of a group into which they were 
recmited. Rather, based on his interviews 
and observations of high-rate juvenile 
thieves, he reports that theft is both en
demic to and a highly visible occupation 
in many lower class or working-class 
communities. Theft is a readily available 
activity for almost everyone in the com
munity. Recmitment to high-rate offend
ing in theft takes place, however, in 
loosely shuctured peer settings. As de
scribed elsewhere in this paper, W. C. 
West (1978:177-178) reports that 

Groups coalesce and disperse, individuals 
drift in and out of them, alone or in pairs. 
Almost all of the neighborhood youths have 
committed some petty varieties of theft during 
childhood. They are usually caught and la
beled as secondary deviants. A great many 
teens know of the existence of theft through at 
least one peer who is thieving as an occupa
tion. The symbiotic relationship between 
some older and younger clusters facilitates 
contact between peer groups and the potential 
recmits are able to meet the already initi
ated .... most teens do not need to befriend 
somebody to find a "pmtner in crime": they 
already have one. 

West goes on to describe how serious 
thieving involves training through re
peated contacts with experienced per
sons in loosely structured social settings 
or encounters. Some learn by observing 
older, experienced thieves; for some 
there is anticipatory apprenticeship by 
modeling after an older thief and learning 
his skills. Some may even be self-taught 
as in the case of one who took a locksmith 

course by mail and was in demand as an 
accomplice because he could pick locks. 
Especially important, W. C. West (1978: 
179) points out, is the cultivation of contacts 
and relationships that provide information: 

He needs colleagues, in most cases, who will 
"cut him in" on jobs, angles, or "hot tips," 
wam him when "the heat is on," and lend him 
money when he gets down on his luck. He 
needs reliable fences and customers, who are 
aware of conshictions on his work and know 
how to "play his game" or interact with him to 
minimize risks and maximize gain. 

Many jobs are carried out in partnerships 
and some require an elementary division 
of labor (Shover, 1973). All of these rely 
on supporting contacts and networks. 

"IV. C. West's description can be re
stated in the following fOlm. Minor 
delicts and theft are part of class culhlre 
and its organization in American society. 
Hence many youths have engaged in 
such behavior while growing up. Theft is 
common among pre-adolescent peer 
groups as well as adolescent ones. Minor 
delinquencies, such as truancy, theft, and 
vandalism, are committed at early ages. 
What is critical is how some few get 
channeled into becoming a high-rate or a 
specialized offender, such as in occupa
tional theft. Loosely sh'uchlred groups in 
networks are critical perhaps in leading to 
high-rate offending careers. To develop 
an occupational specialization in theft, 
one needs older offenders who serve as 
models and who inculcate necessmy 
skills, whether for shoplifting or breaking 
and entering. Once the skills are ac
quired, however, whether one commits 
the offense with accomplices depends on 
whether a division of labor is required to 
commit the crime or whether one seeks to 
reduce risks by taking accomplices. One 
can shoplift alone, for example, but one's 
risk may be reduced if an accomplice 
distmcts clerks or is alelt to security per
sonnel. On the other hand, accomplices 



142 CRIMINAL CAREERS AND CAREER CRIMINALS 

may lower skill levels and increase the 
risk of apprehension. 

From this perspective, the role of 
groups in recruiting members and induc
ing persons to offend with them in com
mitting delicts is overstatep.. For, as W. G. 
West, Suttles, and others contend, the 
culture, group organization, and networks 
that constitute daily life in many neigh
borhoods create the necessary ecological 
environment for the development of of
fending careers. 

All too little is known about how indi
vidual offending careers intersect one an
other and how such intersections are de
termined by individual and collective 
patterns of group affiliation and recruit
ment. Studies are needed that examine 
the intersection of careers for a cohort of 
offenders to determine the extent to 
which the members of a group contribute 
to one another's offending. But, since de
mographic processes and individual 
choice lead to selection of accomplices 
from outside the cohort, to study their 
conhibution to offending, the study pop
ulation must include all co-offenders of 
the cohOlt. Some indication of how sub
stantial that external set of accomplices 
can be is found in Sarnecki's (1982) 
Swedish cohort study. The original co
hort consisted of all persons born be
tween 1957 and 1968 who were resident 
in the community and who the police 
concluded had committed at least one 
crime in the community between January 
1, 1975, and December 31, 1977. There 
were 575 such individuals in that cohort. 
But two additional study populations 
were added as the cohort's offending his
tories were followed. The first comprised 
those individuals who were born before 
1957 but who police concluded had com
mitted a crime during the study period 
with someone in the 1957-1968 cohOlt or 
who had committed a crime with a juve
nile who, in tum, had committed a Clime 
with someone in the original CQhOlt, The 

second group included persons who po
lice concluded had committed a crime 
with someone in the 1957-1968 cohOlt 
dming the follow-up period from Janumy 
1, 1978, to December 31, 1980. These two 
additional populations included 259 indi
viduals, so that the total population stud
ied was 834 individuals (Sarnecki: 
50-51). 

It may be that high-rate offenders are 
youths who are highly susceptible to 
overtures from any offender to join in 
committing a delinquent act. Their high 
rate of offending with many different of
fenders could thus result from their being 
a "joiner" rather than a recruiter. While 
further research is needed to explicate 
the mechanisms of selection of co-offend
ers, both the Peoria (Peoria Crime Reduc
tion Council, 1979) and the Swedish stud
ies provide some evidence that it is 
primm'ily a recruiter effect. It is possible 
that high-X. offenders who fi'equently 
change co-offenders may actually be com
posed of subpopulations of "joiners" and 
"recruiters." 

Tracing the web of tllese relationships, 
Sarnecki (1982) became aware thal the 
high-rate offenders were linked to other 
offending groups and individuals outside 
tlle city as members of groups extended 
tlleir ten-itorial range in the search for 
accomplices. He concluded tllat by age 
18-20 the cohOlt members still active in 
crime became palt of new gangs that 
represented larger and larger areas and 
increasingly were composed of more 
high-rate offenders. The most active juve
niles with high rates of offending thus 
became affiliated with groups whose 
members encompassed an entire city 
and, eventually, several cities (Sarnecki: 
241). Sarnecki even suggests at one point 
that were one to trace the web of affilia
tions over the careers of the most active 
members of this small group of gangs in 
one city, one would find that they were 
linked to a network that encompassed all 



CO-OFFENDER INFLUENCES ON CRIMINAL CAREERS 143 

the major gangs in Sweden. These re
marks emphasize again the imp01tance of 
looking at offending networks and the 
roles that individuals play in them. Some 
of the most effective intervention may lie 
in selecting individuals in terms of their 
place in offending networks. 

Each offender potentially recruits oth
ers to offend together in a criminal inci
dent, since each may search for an accom
plice. Yet some offenders may be more 
open to recruitment and others to be re
cruiters. Below, evidence is examined 
that strongly suggests that some offenders 
actively recruit co-offenders. Given their 
high individual rate of offending, recruit
ers seem more likely to recruit persons 
whose individual rate of offending is be
low theirs. These recruitments may well 
account for a considerable portion of the 
recruitee's offending. 

Evidence that there are recruiters 
comes from the Peoria juvenile residen
tial burglary study. Recall that there were 
306 residential burglaries, 151 of which 
involved at least two co-offenders (Peoria 
Crime Reduction Council, 1979). Of 
these, 74-01' 49 percent-involved at 
least one offender who was previously 
apprehended and at least one never pre
viously apprehended. This result is con
sistent with the view that an experienced 
offender selects a less-experienced one. 
These juvenile "recruiters" -the recidi
vists apprehended with a first-time ar
restee-could logically be targets for spe
cial treatment. 

Substantial evidence that there are re
cruiters is also found in the study of a 
Swedish community by Sarnecki (1982). 
The 35 delinquents with the highest in
dividual rates of offending had a total of 
224 accomplices in crime, or one-third of 
all juveniles in the study population 
(Sarnecki:209). These higlNate offenders 
generally did not offend with the same 
accomplices in very many offenses, 
which strongly suggests they actively re-

cruited other offenders. Moreover, 
Sarnecki fOlmd that, when high-rate of
fenders joined less criminally active 
groups, they recruited members to of
fending and appeared to inh'oduce new 
members to a criminal career (Sarnecki: 
236). Finally, the most criminally active 
committed offenses with co-offenders 
from a larger territorial area (Sarnecki: 
171), which suggests that they were re
cruiting from a larger network.5 

There is evidence, then, that individu
als with high rates of offending often 
commit offenses with accomplices, most 
of whom have lower offending rates. Most 
of these high-rate. offenders keep the 
same accomplice for only a Sh01t period of 
time. Thus, high-rate offenders commit 
offenses with a substantial number of dif
ferent accomplices and so must continu
ally search for new accomplices. Still, 
they are not precluded from also commit
ting some sizable proportion of offenses 
alone, and that often seems to be the case, 
increasingly so, perhaps, as they get 
older.6 

Recruiter Effects on Offending 

The review of patterns of lone and 
group offending and their relationship to 
individual rates of offending leads to a 
number of conclusions that have policy 
implications. 

First, it is apparent that a relatively 
small number of velY high rate youthful 
offenders can be identified reh'ospec
tively at a fairly young age. Their preva
lence in a population of offenders will 
vary by age and place of residence. Were 

5Samecki was well aware that limiting the study 
to juveniles with police contacts and relying on 
official reports of delinquency limited the size of the 
network and its population and may have biased 
results in other ways (Samecki, 1982:235). 

6Research is needed on the group composition of 
offenses in offending histories by age of offenders 
and accomplices. 
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one able to select these high-rate offend
ers prospectively and isolate them, one 
could, in the short run, avert a substantial 
amount of juvenile crime, both those they 
commit alone and those attributable to 
recruiting others. Moreover, to the degree 
that their incarceration deters or 
reduces the offending rate of a sizable 
proportion of their accomplices, consider
able additional reductions in crime might 
be expected since it seems likely that 
these high-rate offenders seek accom
plices who might otherwise not be as 
active in offending. 

Second, although just under two-thirds 
of all crimes against persons and their 
property are estimated to have but a sin
gle offender (Reiss, 1980:Table 1), an es
timated two-thirds of all ofl€mders com
mit their crimes as members of groups 
(Reiss, 1980:Table 2). Put another way, 
although the mean size of offending 
groups in major crimes against persons 
and their property is just over two of
fenders, roughly a third of all offenders 
offend in groups of four or more persons. 
Where group offending is involved, one 
would have to incapacitate a substantial 
proportion of the offending population 
since there is on the whole very little 
overlap in accomplices from one offense 
to the next, especially among older youth
ful and young adult high-rate offenders. 

Third, the most efficient gains in reduc
ing the crime rate might be made by 
incapacitating high-rate offenders who 
commit most of their offenses alone. But 
their number may be h'ivial even in the 
population of high-rate offenders. Indeed, 
since high-rate youthful offenders involve 
a substantial number of accomplices and 
since the size of the offending group de
creases with the age of oflEmders, it may 
be more efficient to incapacitate young 
high-rate offenders who are also recruit
ers. 

Fourth, the chaining of accomplices in 
offending provides a means to identify 
such high-rate individual offenders for 

intervention strategies. The use of net
work information may substantially in
crease the capacity to select high-rate 
offenders who account for the offending 
of others. Such identification requires 
that records be kept that uniquely iden
tify all persons engaging in offenses. The 
Swedish police information system pro
vides opporhmities to trace such offend
ers as does that of the police in Japan. 
Typically, U.S. juvenile courts uniquely 
identify offenders by name, family and 
personal characteristics, and address. 
They commonly identify co-offenders by 
name only, making little systematic effort 
to link offender records to indicate group
offending careers. Similarly, the adult po
lice arrest record typically lists co-offend
ers arrested. Yet, no effort is made to 
select those individuals who may be sys
tematic recruiters of accomplices. Atten
tion needs to be devoted to identifying 
high-rate offenders who are also recruit
ers, akin to those in either the Peoria 
residential burglalY study or the Swedish 
community study. Such recruiters appeal' 
logical tal'gets for selective incapacitation 
or other intervention sh'ategies to reduce 
their recruitment as well as their offend
ing. 

These studies of juvenile offending and 
recruitment effects suggest that early in
tervention in the careers of high-rate of
fenders is possible by selecting those 
youths who fit the recruiter pattern char
acterized by a high individual rate of 
offending with groups involving a large 
number of different accomplices. 

CHANGES IN THE GROUP 
COMPOSITION OF OFFENDING 

One can postulate three kinds of crim
inal careers characterized by distinct 
types of offenders and patterns of offend
ing. The first type of offender always 
offends alone and can be designated as 
having a solo offending career. The sec
ond always offends with others. The 
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third, and by far the most common career, 
is charactedzed by both solo and group 
offending. 

The solo offender is relatively rare. For 
some, such as murderers, their career is 
very short, usually being limited to a 
single offense. Others begin their career 
as a solo offender around a particular 
offense and never commit any other. This 
is characteristic of many sex offenders and 
is especially so for certain kinds of sex 
offending, such as voyeurism and pedo
philia. Just how common a long career of 
solo offending is cannot be determined 
from existing investigations. Apmt from 
sex offending, confidence forms of fraud, 
family assaults, and c81tain white-collar 
offending (e.g., embezzlement), most solo 
offending careers are probably of short 
duration. 
. Little also is known about careers char

actedzed exclusively by group offending. 
Political criminals, such as terrorists, may 
be exclusively group offenders. A sub
stantial proportion of velY young delin
quents who have ShOlt careers offend 
only with others. Indeed, their desistance 
rates are probably greatest at the young 
ages following a first apprehension (Wolf
gang, Figlio, and Sellin, 1972:873-889). 

Generally, however, most cdminal ca
reers that endure are characterized by a 
diverse mix of individual and group of
fending. It has long been known that 
most adult criminal careers in common 
crime begin with a juvenile delinquency 
career. And it is commonly assumed that 
most careers begin with at least a predom
inance of group offending and that the 
rate of solo offending increases with age. 
This conclusion is based on the following 
evidence previously cited in this paper: 

It Solo offending is relatively uncom
mon at young ages and does not become 
the modal form of offending until the late 
teens or eady 20s. 

o The mean size of offending groups 
declines with age; groups of three of-

fenders become relatively uncommon af
ter age 20; groups of four or more become 
infrequent at an eadier age, perhaps by 
age 17. 

CI Solo offending begins to rise sharply 
at ages 15-16, shortly before the peak age 
of juvenile offending, and becomes the 
dominant form of offending at about age 
20. 

Yet, infOlmation from longitudinal 
studies of criminal cm'eers is lacking to 
detelmine whether these aggregate statis
tics support the contention that offenders 
move from predominantly group to pre
dominantly solo offending in tlle course 
of a cdminal career. Before alternative 
explanations for tllese aggregate changes 
are offered, several other facts merit at
tention because they are consistent with 
some alternative explanations: 

o The peak participation rate in offend
ing occurs around age 17 or 18; the abso
lute size of the offender population de
clines rapidly thereafter. 

o There is a desistance from offending 
at every age but especially so in the eady 
teen,;. 

«) There are many careers of one or two 
offenses and these predominate at the 
velY young ages. 

o The pmticipation rate declines mark
edly in the early 20s, suggesting eitller 
substantial desistance or declining aver
age individual rates of offending, or both. 

o The proportionate increase in solo 
offending is largely at tb:l expense of a 
decrease in offending for groups of'three 
or more offenders; the proportion of of
fenses committed by pairs remains fairly 
constant from late juvenile years through 
at least the mid-20s. 

o Juvenile offending networks are rela
tively unstable and few are linked to 
adult networks. 

On the basis of these observations, a num
ber of models of co-offending in criminal 
careers can be postulated tllat are consis-
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tent with most, if not all, of the observa
tions. 

MODELS OF CO-OFFENDING IN 
CRIMINAL CAREERS 

A stochastic model might provide a 
reasonable fit. One would expect that as 
the size of the offending population de
creases, especially in local areas, there 
would be fewer offending groups of large 
size and more pair and solo offending. 
The rather steep rise in solo offending in 
the mid-teens, however, casts some doubt 
on how well such a model would fit if 
appropriate data were available to test it. 

A dynamic population model assumes 
offenders have considerable residential 
mobility, especially as they reach the 
point of establishing independence from 
their families. Residential and occupa
tional mobility weaken group ties. Group 
offending based on prior acqnaintance 
with others in the group should decline as 
age increases. Those offenders who re
main active must either commit offenses 
alone or search for similar unaffiliated 
co-offenders. Since groups larger than 
two persons generally are unnecessaty, 
the search can be truncated when one 
co-offender is found. 

A functional model assumes that co
offending is necessalY to commit at least 
some crimes. One can advance several 
reasons why offending may need more 
than a single offender. Whenever a divi
sion of labor is required to commit a 
particular offense, co-offending is neces
Saty. The necessity for specialized skills, 
such as picking a lock, and for collabora
tion, such as driving an escape vehicle, 
are examples. Co-offending also may re
duce the risk of apprehension, as when an 
accomplice divelts attention from the 
crime scene. Not uncommonly, more
over, offenders seem to require social 
support to plan and commit an offense. 
Social SUppOlt appears to be more charac-

teristic of juvenile than adult offending 
since juvenile offending seems more 
closely linked to daily routines and activ
ities. Most juvenile groups provide social 
support for characteristically juvenile 
crimes, such as vandalism or shoplifting. 

This functional model is consistent 
with the selective attrition of low-offen
ding persons, the decrease in the size of 
offending groups with the age of offend
ers, and the increase in solo offending 
wherein adults seem to commit offenses 
that usually do not require a division of 
labor. Yet, it does not seem to account 
velY well for the mix of solo and group 
offending characteristic of many criminal 
careers. 

A selective attrition of group offenders 
or a solo survivor model tries to account 
for the sharp decline in co-offending with 
age, especially of large groups, and, cor
relatively, the mat'ked increase in solo 
offending. More specifically, the more 
general explanatory problem can be 
posed of whether the sharp rise in solo 
offending is due to a greater survival of 
solo offending and the selective attrition 
of group offenders in a population of of
fenders or to a gradual shift of persisters 
fi.-om group tCJ solo offending. Several ex
planations seem worth exploring. 

First, celtain kinds of high-rate career 
offenders may shift towards solo offend
ing because they require a substantial 
cash flow. This is characteristic, for exam
ple, of dlUg addicts who must commit a 
number of crimes each day to SUppOlt 
their addiction, especially at the peak of 
dependence. The necessity to acquire 
cash and to obtain it quickly to make a 
buy to satisfy an individual need can lead 
to solo offending. The addict may con
sume search time in locating a buy rather 
than in locating co-offenders or be unwill
ing to take the time to commit enough 
crimes to split the income with a co
offender before making a buy. One ex
pects dmg dependence to create a sub-
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stantial rise in solo offending for property 
crimes that provide cash, especially rob
belY. Nonaddict offenders, moreover, 
may shun offending with addicts because 
they perceive an increased risk of their 
apprehension because of the higher risk 
of apprehension an addict in need of a fix 
may take. 

Second, the mix of offenses in an of
fending career usually changes substan
tially over time. The offending pattem of 
very young offenders is to commit in 
groups such offenses as vandalism and 
gang fighting. Later careers are character
ized largely by offenses that can be com
mitted alone-burglaries, thefts, aImed 
robberies, and assaults. 

Third, group offenders may be more 
likely to desist because their networks 
and group affiliations change substan
tially with age. There is considerable ev
idence that the groups to which juveniles 
belong are quite unstable and do not 
persist for long periods of time. There is 
also evidence (Suttles, 1968) that many 
youth groups do not persist across the 
h'ansition from juvenile to young adult 
years. Indeed, it seems reasonable to as
sume that the network sh'lwture of local 
communities is age graded so that as of
fenders age, they move into adult net
works, which are less likely to provide 
informal SUPPOlt for offending.7 Attrition 
can be expected in any transitional proc
ess. We need to leam more about how 
such network h'ansitions are made and 
how they affect offending behavior. It is 
likely that adult networks on the whole 
facilitate individual rathel' than group 
search behavior. Moreover, it is likely 
that the adult networks that facilitate in-

7Excluding fOlmally organized group behavior in 
which participation increases with age, it can be 
speculated that the propensity to do almost any 
activity alone or in pairs increases with age. Bntjust 
what causes these changes is not well understood; 
maturation is a description, not an explanation, of 
what is taking place with age. 

dividual searches for co-offenders are less 
cohesive and clique oriented than are 
those of juveniles. They also are more 
COVelt. 

Research on criminal careers is needed 
to detemline which of these explanations 
accounts for the aggregate shift towards 
solo offending. If it tums out that juve
niles who shift early to high-rate, solo 
offending are most likely to have high
rate careers as adults, they are candidates 
for early intervention. What may be of 
special concem for timing incapacitative 
forms of intervention is identifying such 
individuals and detecting when the shift 
to predominantly solo oflEmding occurs. 

GROUP OFFENDING AND 
DESISTANCE FROM CRIMINAL 
CAREERS 

Earlier it was conjectured that the shift 
towards solo offending with age might be 
accounted for by tlle selective attrition of 
group offenders, i.e., group offenders de
sist at an early age. More generally, the 
question arises of whether group proc
esses account for desistance from crimi
nal careers so tllat the nature of one's 
affiliation with groups of offenders affects 
one's desistance probability. 

This section begins with a review of 
several empirical studies of desistance 
from offending that take into account 
group characteristics of offending in crim
inal careers. This is followed by specula
tion on how group processes may enter 
into selective attrition from offending. 

Empirical Studies of Desistance from 
Group Offending 

There clearly is desistance from of
fending at every age. The reasons for 
desisting may well VaIY Witll career sur
vival time. Some criminal histories are of 
very short duration, especially so for 
tllose who enter at a very young age; 
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others offend over a long period and de
sist or reduce their rate of offending sub~ 
stantially only at an advanced age (Blum
stein, Fanington, and Moih'a, 1985). How 
these points in an offender's histOty de-' 
termine the rate and form of desistance is 
explored below. Since most offenders be
gin offending by age 16, and since desis
tance rates appear to be greatest soon 
after enhy, one expects greater aggregate 
desistance before age 20 than after. 

Knight and West (1975) report on tem
porary and continuing delinquents in a 
long-term survey of a cohort of 411 boys 
in a working-class London neighborhood 
(see also D. J. West, 1969). They selected 
83 boys who constituted the most delin
quent fifth of their cohort on the basis of 
prior convictions or admissions of delin
quency (Knight and West:43). The 83 
delinquents were divided into two 
groups. One group of 33 was labeled 
temporary delinquents because each had 
no official record of delinquency since 
turning age 17 and denied committing 
any offenses at age 18-19. The second 
group of 48 was labeled continuing delin
quents be(:<\use each had one or more 
criminal convictions since turning 17 or 
admitted to committing one or more ma
jor offenses.s TemporalY delinquents 
were conviction-free for a period of at 
least 3 years; continuing delinquents had 
a continuing record of convictions or ac
knowledged offenses. 

The largest single difference between 
the youths in these two groups was their 
involvement with adolescent peer groups 
in offending (Knight and West:45). Both 
official records and self-reports disclose 

8Two youths are not included in the analysis 
because they were not intelYiewed at ages 18-19. 
One was killed in an accident at age 17, and the 
other was a fugitive from justice and untraceable 
(Knight and West, 1975:43). 

that the continuing delinquents were 
more likely to commit their offenses 
alone. None of the official records for the 
temporary delinquents stated a boy was 
convicted alone, compared with 14 per
cent of the convictions for the continuing 
delinquents, a difference that was si.gnifi
cant even when the larger number of con
victions for continuing delinquents was 
taken into account. Although it is clear 
that the large majority of convictions for 
continuing offenders involved group of
fense~, temporary delinquents had been 
involved only in group offending (Knight 
and West:45). 

Some explanation for this difference 
may be found in offenders' reported in
volvement in adolescent peer groups. 
Knight and West (1975:45), like Scott 
(1956), found that involvement with peer 
groups declines with age and can be 
shOtt-lived. TemporalY delinquents re
pOtted greater abandonment of their ado
lescent male peer groups than did con
tinuing delinquents. Although all but one 
of the temporalY delinquents had re
pOtted going about in an adolescent peer 
group of four or more boys between the 
ages of 15 and 17, somewhat less than half 
of them said they Were doing so at age 
111/2. The involvement of roughly 80 per
cent of the continuing delinquents in 
groups of this size remained unchanged 
dming these years (Knight and West: 
45-46). In disengaging from peer groups, 
the temporary delinquents did not be
come social isolates. Rather, they gener
ally began to go about with only one or 
two companions in conh'ast to their ear
lier palticipation with four or more. 

It is apparent once again that the more 
serious and higher rate offending youths 
who continue in delinquency include 
some who exhibit solo offending while 
continuing to associate with the members 
of rather large groups with which they are 
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affiliated. In some sense the large group 
perhaps serves as a reference group and 
perhaps also as a resource for recmiting 
accomplices for offending, since persist
ing offenders maintain a mix of individual 
and group offending. 

From Suttles's (1968) work, it seems 
that dropping out from the larger partici
patory group is a function of both mobility 
to other neighborhoods and a shift to 
more conventional roles, such as work, 
marriage, and militalY service, that bring 
new forms of association. In addition to 
the 41 percent of the Addams-area youth 
who quit their neighborhood group be
cause they moved to another area of Chi
cago, 26 percent left Chicago for jobs or 
militmy service. Another 30 percent ei
ther married or went to work in Chicago. 
Only one left to serve a prison term and 
only one left because he decided he did 
not want to belong to the grpup. Although 
dropouts were not looked down on for 
leaving their group "involuntarily," the 
one who left because he wanted to was 
repOlted to have been oSh'acized for it 
(Suttles: 167). The effect of leaving on 
offending behavior is unclear in Suttles's 
study, but the development of conven
tional bonds (e.g., marriage, regular em
ployment, and getting additional educa
tion) and the severing of old ties by 
moving out of the neighborhood or enter
ing milit.1.1Y service could account for a 
sizable propOltion of desistance in the 
late teens and early 20s. The importance 
of environmental as well as status h'ansi
tions on desistance rates is buttressed by 
a major study of adults paroled directly to 
the U.S, Army in World War II. Mattick 
(1960:49-50) found that the I-year parole 
violation rate was 5.2 percent for parolees 
in the army, compared with 22.6 percent 
for civilian parolees. Moreover, only 10.5 
percent of tlle mmy parolees had commit
ted an offense within 8 years of discharge 

from prison, compared witll an expected 
recidivism rate of 66.6 percent (Mattick, 
1960:54). 

W. G. West (1978) found that just over 
one-half of 40 high-rate juvenile thieves 
had retired from active criminality by age 
20. Comparing tllese "reformed" Climi
nals with those who were still "active," 
West found that 86 percent of tlle re
fOlmed criminals, compared with only 11 
percent of those still active, had fOlmed 
conventional bonds with a woman, a job, 
and/or schooling (W. C. West, 1978:186). 
Of course, it is difficult from these behav
ioral data to detelmine whether the fOlm
ing of tlle bond led to tlle desistance or 
whether the bond was formed as a means 
of extricating oneself from a pattern of 
offending in a social network. Moreover, 
one does not know whetller those who 
were still active and had not f0n11ed such 
bonds had tried and failed in doing so. 
The causal ordering of variables account
ing for desistance is not easily resolved 
either theoretically or empirically. 

The effect of leaving on ofiEmding be
havior also is illuminated by the work of 
Knight and West (1975). They concluded 
tllat the delinquency of temporary delin
quents is dominated by group solidarity 
rather more than by individual motiva
tion to offend. As group ofii:mders mahlre 
out of adolescence, many shift towards 
conventional work and family roles and 
going about with one or two of"tlle boys" 
in sports and bars or pubs. The "true" 
h'ansient group delinquent in this sense 
is more likely to be a tempormy deliIl
quent whose affiliation is broken by 
transiency or by maturation into more 
conventional roles. The continuing delin
quent who moves fromjuvenile into adult 
offending while maintaining network and 
large-group affiliations more and more 
offends alone or offends with one or two 
accomplices with whom affiliation is h'an-
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sitory. Some confirmation for this pattern 
of shifting to lone offending with aging 
was found in a major study by Sveri in 
Sweden (1965). 

Group Processes in Selective Attrition 
from Criminal Careers 

The concern in this section is to ac
count for the selective atb.'ition of group 
offenders. In doing so, explanations of 
how group and network processes ac
count for desistance from criminal careers 
are posited. Three archetypes of desis
tance are presented. Desistance of group 
offenders can be atb.ibuted to specific 
deterrence, to status transactions, and to 
dismption of group affiliations. 

Specific Deterrence 

This archetype assumes that punishing 
an offender not only leads the offender to 
desist but has consequences for other 
group members as well. It assumes, 
moreover, that an individual is inducted 
into offending by others, as a member of a 
group, and continues to offend with one 
or more group members until appre
hended. The sanction of being caught 
(particularly if reinforced by parental or 
other sanctions) leads that individual to 
desist from offending. The experience of 
being sanctioned has a specific deterrent 
effect on the offender. Apprehending and 
punishihg a member of a clique may 
increase the likelihood that other mem
bers, especially accomplices who are not 
punished, will also desist. The percep
tion of the risk of being caught is in
creased by apprehension followed by 
punishment. This is a special kind of 
specific deterrence whereby the punish
ment of some specific and significant 
other leads to desistance. What is critical 
in this deterrence is that one knows the 
person who is being punished and conse
quently has a more direct basis for vicar-

iously experiencing the punishment and 
calculating one's risk. 

This archetype probably accounts for 
much of the desistance at young ages and 
early in an offending career. The desis
tance rate is greatest following the first 
apprehension (Wolfgang, Figlio, and 
Sellin, 1972:87). 

Status Transitions 

Adolescence is characterized by the 
substitution of peer for parental relation
ships and control, especially for males, in 
American society. As boys grow up, peer 
groups lose some of their influence and 
control over those affiliated with them. 
This loss of influence is closely tied to 
status transitions, particularly those con
nected with the transition to adult status. 
But from early adolescence on, individu
als make transitions to more conforming 
affiliations. Such h'ansitions decrease the 
influence of nonconforming peers. 

This archetype can account for the de
sistance of individuals with low rates of 
offending. Such offenders usually offend 
with accomplices. They are recmited by 
otllers to participate in offenses others 
initiate, and they rarely, if ever, initiate 
offending. They are at most peripheral 
members in a group and offend as occa
sional recmits. With marginal affiliation 
to a group, they desist after one or a few 
such experiences because they find con
fOlming activities more rewarding and 
less risky or because they are not selected 
as accomplices. These low-rate offenders 
nOlmaIly desist in the early adolescent 
years. 

This second archetype is especially 
germane, however, for persons who par
ticipate in delinquency as pmt of diversi
fied peer activity. This is generally char
acteristic of groups of young males, such 
as athletic teammates and street-corner 
gangs. Here one gradually is drawn int.~ 
the cultural life-style of one's class 
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wherein delinquency is prut of that life
style. With aging, members tum to comt
ship, marriage, and having children as 
well as securing regular employment to 
fulfill family responsibilities. They may 
withdraw from their peer group to as
sume these adult roles. 'Women and fam
ily may playa role in weaning the male 
delinquent from his gang. Desistance in 
this archetype is a function of movement 
to an adult status. This pattern probably 
explains the desistance of many lower
class ethnics in the United States in their 
young adult years. 

The uesistance of group offenders may 
result not only directly from the declining 
influence of peers on a member's behav
ior but also fl.-om the indirect effect tl1at 
has on group cohesiveness and the selec
tion of co-offenders. With declining cohe
siveness, groups become vulnerable to 
dissolution. There appears to be some 
discontinuity between the individual's 
maturation and gtoup adaptation to tl1e 
changing requirements of its members. 
Since such transitions do not occur at the 
same rate for all members, the group 
expeliences selective attlition that gradu
ally weakens it. Most cannot recruit re
placements since the pool of those eligi
ble also declines with transition to adult 
status. Failing to recruit enough members 
to maintain its status quo, the group dis
integrates. 

Much desistance of group offenders 
and offending may be tied to the fate of 
the particular groups to which they be
longed. Individuals who depend primar
ily on co-offending with accomplices af
filiated with a pruticular group or network 
are particularly vulnerable to its demise. 
Inasmuch as the demise of delinquent 
peer groups is most commonly associated 
with the h'ansition of their members from 
juvenile to adult status, group demise 
should account for at least some of the 
desistance of group offenders in their late 
teens. Desistance in this second arche-

type does not depend on apprehension 
and punishment. The archetype is consis
tent with explanations of selective attri
tion of group offenders. 

Disruption of Group Affiliation 

Individuals are particularly vulnerable 
to the disruption or dissolution of group 
ties. Where such ties are primarily re
sponsible for or playa major role in rein
forcing one's delinquent or criminal be
havior, breaking them may lead to 
desistance. This is especially likely to 
occur when the individual is unable to 
replace those bonds with others that per
mit continuation of the behavior. The 
three major ways that group bonds and 
affiliations that reinforce offending are 
dissolved are tl1l'0ugh residential mobil
ity of an offender, affiliation witl1 a total 
institution, and the dissolution of the re
inforcing group itsel£ 

Residential mobility breaks group ties 
and makes problematic reincorporation 
into a new group in the area to which one 
moves. Those who are unlikely to offend 
without group SUppOlt drop out if they 
cannot affiliate with a new offending 
group or find accomplices. Residential 
mobility often is combined with other 
fOlms of social mobility, such as getting 
advanced schooling or a job or joining a 
military organization. 

Total instihltions also may affect desis
tance from careers. Two types of total 
institutions can have impOltant conse
quences for desistance from criminal ca
reers: prisons and the militruy. Incarcera
tion affects one's position in a group and, 
if it still exists on release, one may have 
difficulty reentering. By disrupting pat
tems of search for co-offenders, incarcer
ation may also shift offenders from pre
dominantly group to predominantly solo 
offending, Apmt from disrupting co
oft€mding patterns, incarceration also may 
have specific deten-ent effects, especially 
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for young group offenders. If so, incapac
itation at young ages may be a viable 
strategy to bring about desistance fi'om 
offending.9 

Another major source of desistance 
through entry into a conventional tot'll 
institution is the military. Some criminal 
careers obviously go on in the militalY 
but many appear to be broken. As noted 
previously, Mattick (1960) found that 87 
percent of the Illinois inmates paroled to 
the anny were given honorable dis
charges and their recidivism rates were 
far below those of civilian parolees. Re
search is necessaly to examine the effect 
of military, merchant marine, and other 
fOlms of service on intelTupting and ter
minating cl)ntemporary criminal careers 
since Mattick's research was on parole to 
the World War II almy (Mattick, 1958, 
1960). Service in conventional total insti
tutions is a potential alternative source of 
intervention in criminal careers. 

This third archetype suggests that 
bl:eaking group bonds and relationships 
may be a critical factor in desistance from 
offending. The breaking of ties is facili
tated by fonning new relationships or 
movement to new environments. Such 
ties are most likely to be broken in the 
late teens or early adult years. Offenders 
who continue to offend after these years 
may be those who usually commit of
fenses alone or who select different ac
complices, often strangers, for each of
fense. The adult career offender, then, is 
characterized by transient relationships 
with other offenders. Relationships with 
co-offenders are instrumentally contrived 

9Imprisonment also intrl:Jduces one to new of
fenders and networks. Just how influential such ties 
are on one's offending after leaving priSOJ} is not 
known. Such ties may not be as important as com
monly assumed because inmates with close ties are 
usually not released at the same time and such ties 
and prison attitudes become less influential as re
lease nears (Wheeler, 1961). 

rather than by-products of group affili
ation. 

INTERVENTION ISSUES AND GROUP 
OFFENDING 

Group offending is most characteristic 
of what we think of as juvenile delin
quency and characterizes juvenile ca
reers. Characteristically, the juvenile 
comt deals with a group of co-offenders 
rather than a solo offender when consid
ering a pmticular offense for which the 
juvenile is apprehended. Moreover, the 
juvenile career is more likely to be char
acterized by a predominance of group 
offending when compared with adult ca
reers. Additionally, the juvenile court is 
better able than is a criminal court to 
consider co-offenders in dispositions be
cause it is less bound by many of the 
procedural safeguards attending criminal 
proceedings and by the obligation to try 
fact without knowledge of the prior 
record and current status of the offender 
and co-offenders. The juvenile court has 
greater latitude to investigate and dispose 
of matters involving joint offending and 
joint careers. When siblings are involved 
in juvenile offending, ~here is greater op
pOltunity for family intervention. Given 
this greater latitude in investigating, ex
amining, and disposing of juvenile cases 
and the fact that most adult criminal ca
reers are initiated in the juvenile years, 
serious consideration must be given to 
identification of and intervention in those 
juvenile Cal'eers most likely to lead to 
adult careers. A number of issues relating 
to such interventions are examined be
low. 

Probability of Being Caught in 
Co-Offending 

Earlier, attention was drawn to a possi
ble apprehension selection bias in con
junction with membership in a group 
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(Erikson, 1971). Specifically, the question 
is whether there is evidence that group 
offenders are more likely to be caught 
than are solo offenders and whether one's 
risk of apprehension increases with the 
size of an offending group. Also, the prob
ability of being apprehended as either a 
juvenile or an adult may well be a func
tion of the prior record of a cun-ent co
offender. 

It seems reasonable to conclude that 
one's risk of apprehension is a function 
both of one's individual rate of offending 
and that of one's co-offenders. And it is 
apparent that, at least for juveniles, high
rate offenders with accomplices are more 
likely to engage in crimes than are those 
who commit the same acts alone 
(Hinc1elang, 1976b:122). One may also 
expect interaction effects between one's 
rate of offending, the group mix of one's 
offenses, and the offending rate of one's 
co-offenders. 

Inasmuch as one of the major ways of 
estimating an individual's rate of offend
ing is from official records of apprehen
sions, it is important to know whether the 
probability of apprehension is substan
tially greater for group than lone offend
ers who have the same individual rate of 
offending. One expects, however, that 
this could vmy by age so that the risk of 
apprehension is a function of whether 
one offends alone or with others at older 
as well as younger ages. It is important 
also to know whether apprehension is 
more likely to occur for a co-offending 
than a solo offense, even for those careers 
characterized by a substantial proportion 
of solo offenses. If so, using official rec
ords of apprehension will underestimate 
substantially the individual rate of of
fending for those who engage predomi
nantly in solo offenses and overestimate 
tlle rate for group offenders if the two are 
not distinguished. 

Just how much the individual rate of 
offending, in comparison with the group 

status of an offense, increases one's risk of 
apprehension is most problematic for of
fenses against the person. A predomi
nantly solo pattem of offending may be 
disproportionally constituted of non
sh"anger crimes against the person, since 
that an-est rate is a function of victim 
identification at the time of the complaint. 
In brief, the rate of apprehension for solo 
offenses against persons who are strang
ers as well as against property may be 
substantially lower than that for others at 
risk. This suggests that it is important to 
separate solo from group offending rates 
by type of offense in assessing apprehen
sion risks. 

Early Identification of Career 
Criminals 

One of the barriers to early identifica
tion of adult criminal careers has been the 
high apprehension rate of juveniles such 
that the population of offenders for dispo
sition is large. Moreover, it is commonly 
presumed tllat at young ages it is difficult 
to distinguish high-rate offenders from 
low-rate offenders. The Wolfgang, Figlio, 
and Sellin (1972) retrospective cohOlt 
study SUppOltS this conclusion by repOlt
ing probabilities of committing a next 
offense by offense number and transition 
probabilities based on number and prior 
offense type. These probabilities were 
based on the entire juvenile career with
out respect to annualized individual rates 
of offending or of the time between of
fenses. This may be important infOlma
tion tllat may help to separate high-rate 
juvenile offenders from the population of 
all offenders at a fairly early age. 

There is, of course, the possibility that 
many early high-rate offenders desist 
ii"om a criminal career well before adult
hood. There is no sh"ong evidence that 
this is the case, however, and there is 
evidence that high-rate adult offenders 
can be identified by their juvenile of-
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fending rates (Chaiken and Chaiken, 
1982). 

It has been suggested here that there is 
an important subset of juvenile offenders 
that should be identified for special adju
dication. These are the high-rate offend
ers who can have high rates of recruiting 
co-offenders. They would appear to be 
easily identified by both their high indi
vidual rates of offending and the number 
of offenses they commit with a large num
ber of different co-offenders. One should 
be able to distinguish between those 
high-rate co-offenders whose rate is pri
marily dependent on affiliation with a 
small number of co-offenders and those 
who are continually involved with new 
associates. Moreover, there is some evi
dence that these recruiters affect the par
ticipation rate of their co-offenders as 
well as the co-offenders' rates of offend
ing. If that is the case, they are especially 
opportune targets for em"ly intervention. 
In any event the evidence presented sug
gests that the recruiter population for ju
venile offenders is a small enough subset 
to warrant considering early intervention 
in their careers, perhaps even with strat
egies of incapacitation, since their inca
pacitation may have a marked effect not 
only on the aggregate crime rate but on 
participation and desistance rates of co
offenders as well. Investigation into these 
early intervention possibilities and their 
effects would add appreciably to our un
derstanding of early criminal careers and 
the possibilities for intervening in them. 

Sahctioning Group Offenders 

Our adult system of justice is to a sub
stantial degree based on preserving the 
indiVidual integrity of co-offenders as 
they are processed in the criminal justice 
system. This means that not only must 
their individual histOlY of offending be 
disregarded when trying a current set of 
charges but also individuals involved in 

the same offense can be h"eated differ
ently based on tlleir role in the charged 
offenses and that differences in their prior 
offending or personal histories can be 
taken into account at sentencing. The 
particular doch"ine of sentencing will de
termine what will or may be taken into 
account, but there is a general presump
tion that the disposition for one offender 
need not be contingent on that of another 
so long as equals in all respects under law 
are treated equally. As noted above, the 
juvenile COUlt has not been bound as 
tightly by these considerations and hence 
may have considerably more latitude to 
consider altemative sh"ategies for sanc
tioning accomplices in an offense. Unfor
tunately, very little evidence about the 
effects of differences in sanctioning co
offenders is available to guide such 
choices. 

One of tlle impOltant issues in juvenile 
sanctioning is the extent to which early 
sanctioning may be a specific and a gen
eral deterrent to offending. It has been 
suggested here that punishment of one's 
co-offenders increases the sense of risk. 
Worth considering is whether early sanc
tioning of all co-offenders increases the 
desistance rate. Of special interest also is 
whether differential sanctioning for of
fenders in the same offense has different 
specific deterrent and desistance effects 
for co-offenders. 

Where offenders are linked in the same 
networks, one expects to find overlap in 
offending careers. Each of these careers 
can be h"eated independently to deter
mine the extent to which sanctioning in
terventions affect each career. Yet, each 
may also be regarded as affected by the 
interventions in the careers of co-of
fenders. Desistance may be influenced as 
much by the sanctioning of co-offenders 
as of the individual offender himself. Sim
ilarly, one's pattem of offending with oth
ers may be influenced by interventions in 
their careers or by their desistance. Is one 



CO-OFFENDER INFLUENCES ON CRIMINAL CAREERS 155 

more likely to desist if one's co-offenders 
have desisted? These seem questions 
worthy of investigation. 

Intervention Strategies and Group 
Offending 

Intervention strategies disrupt the lives 
of individuals and affect their criminal 
careers. Although many interventions are 
individual-change strategies, some aim to 
change the external conditions believed 
to cause the behavior of individuals. 
Klein and Crawford (1967:65-66) con
cluded that "elimination of external 
sources of cohesiveness of gangs, in most 
cases, would be followed by dissolution 
of a relatively large propOlTIOn of gang 
membership." They reached this position 
by observing that the internal sources of 
gang cohesion are weak and that the gang 
is maintained by strong external pres
sures (Klein and Crawford:66). From this 
perspective, juvenile gangs are rather 
fragile entities. They lack the internal 
stability of internally generated group 
goals, have high turnover in membership, 
generate few unique group norms, and 
lack a lasting identity with a group name 
(Klein and Crawford:66). There is also 
considerable evidence that these inter
nally unstable gangs are kept together by 
external pressures, such as conflict with 
other groups (Klein and Crawford:65-66) 
or political activity (Jacobs, 1976; Short 
and Moland, 1976). 

Dismpting the internal structure of 
such gangs to diminish their members' 
delinquency is not likely to be successful. 
Klein and Crawford (1967) concluded 
that interventions by group workers in 
black delinquent gang~ in Los Angeles 
tended to increase the social cohesive
ness of the gangs, thereby resulting in 
increased individual rates of offending. 
SimilarlYI Short and Strodtbeck (1965) 
concluded that dismpting the gang lead
ership in the black gangs they studied 

failed to disrupt the gang and may actu
ally have contributed to increased rates of 
minor delinquent acts. 

Although the group workers' interven
tion sh'ategies that aimed at dismpting 
group sh'ucture and processes may not 
have achieved their intended result, 
other strategies of intervention aimed at 
dismpting networks may nonetheless be 
consequential for individtial careers. 
Klein and Crawford (1967) suggested that 
sh'ategies that weaken gwup cohesion 
may have that effect. 

Incapacitation of offenders similarly 
does not necessarily dismpt gang struc
ture. Jacobs (1976, 1977, 1983) described 
the U.S. prison of the 1960s and 1970s in 
our most urbanized states as organized 
around an inmate system that was an 
extension of the gang organization and 
the conflict relations from which the 
prison population was drawn. He sug
gested, moreover, that the prison society 
tended to increase the cohesion of those 
gangs and their impOltance to their mem
bers because they pelformed a wide va
riety of fUnctions for them. The gangs also 
recmited members within the prison, es
pecially as the inmate system became 
politicized (Jacobs, 1976, 1977: 145-149). 
On release a substantial minority of the 
recmits and many of the former members 
of the supergangs (which include juve
nile and adult divisions in the community 
and in juvenile and adult correctional 
institutions) retained ties with at least 
some fOlmer gang members. The prison 
of this period appeared to extend the 
network of adult co-offenders through in
mate recmitment into the gangs while 
incarcerated and sustained at least some 
of them on release. 

Group Recmihnent and Replacement 
Processes 

When more than one individual is in
volved in offending, incapacitation of one 
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of the offenders will not necessarily affect 
the crime rate. Much depends on what 
happens to the individual rate of offend
ing of his co-offenders. The cmrent prac
tice is to discount the "crimes saved" 
through incapacitation of an offender by 
weighting the individual's conhibution to 
the incident, using the mean size of of
fending groups for that offense. If the 
mean size of offenders is two, for exam
ple, an individual's crime saved is calcu
lated as one-hal£ Yet, there is no empiri
cal evidence to conclude that individuals 
reduce their crime rate, on the average, in 
this way. There is some reason to believe 
they might not. One would expect that 
the incapacitation of recmiters, for exam
ple, would have a far greater impact on 
the crime rate than would the incapacita
tion of followers or many of their co
offenders, even granted equal rates of 
offending. . 

What is needed is a comparison of over
lapping criminal careers to detelmine 
whether incapacitation in the career of 
any offender has any effect on the individ
ual rate of offending of his co-offenders 
subsequent to incapacitation. Given the 
fact that the more organized gangs of 
career criminals are more adept at recmit
ing replacements for incarcerated mem
bers, incarceration may save only those 
crimes that are solo offenses. If so, one 
should not only aim to incapacitate indi
viduals with high solo oflEmding rates but 
one should expect little impact from inca
pacitating individuals who have high co
offending rates as accomplices. If this 
were to be verified empirically, one 
would also expect to gain less fi'om inca
pacit:'lting juveniles than adults, since 
their solo offending rates are on the aver
age lower. 

One might also expect to gain more by 
dismpting processes of recmihnent and 
replacement of co-offenders in juvenile 
than in adult populations, since juvenile 

networks that facilitate offending are 
seemingly based more on solidaristic and 
personal relationships than on rational 
choice and impersonal contact. For most 
juveniles, the selection of co-offenders is 
far more reshicted than it is for adults, 
being limited to a territorial neighbor
hood and its environs. We need to know 
more about how adults recmit their co
offenders and the extent to which their 
co-offenders are dispersed rather than 
concentrated in space and time. We 
clearly need both ethnographic and net
work shldies of adult offending popula
tions to explore these issues of co-offend
ing and their effects. 

CONCLUDING NOTES 

It should be abundantly clear that re
search on group offending not only is 
disproportionally concentrated on juve
niles but tllat it has focused almost exclu
sively on documenting how pervasive it 
is and on speculating on its role in the 
etiology of delinquency. The etiological 
question tllerefore remains mmky and 
the consequences of groups for criminal 
career development remain unexplored. 
We need, therefore, to devote far more 
attention to detailed studies of offending 
careers and to pay special attention to the 
group composition of offending in those 
careers, treating each individual's career 
in terms of its intersections Witll others. 
Not only do such investigations provide 
sociometric information so that such tech
niques as block-modeling (White, Boor
man, and Breiger, 1976) can isolate par
ticular networks, but rIso they permit us 
to examine how criminal justice interven
tions have consequences for the offend
ing of all individuals in the same network. 
Examination of the consequences of solo 
and co-offending is but part of a larger 
need to order over time the life events of 
oflenders with their offending history so 
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that we may determine their conse
quences. Fmther study of group offend
ing requires far more information on how 
juvenile and adult careers are linked. 
That information must be obtained from 
prospective longitudinal cohort studies 
that approximate more closely the design 
of the Swedish community study under
taken by Sarnecki (1982). That design is 
based on a social-network approach and 
expands the study population to include 
all co-offenders who are not initially PaIt 
of the cohort. It is well to bear in mind 
that in a dynamic society there is consid
erable movement into and out of commu
nities and that individuals are drawn into 
different networks over time. The altifi
cial divorcement of the cohort from a 
changing environment and its reduction 
to a population of individuals unrelated 
in time and space restrict considerably 
what can be learned about individual 
careers. 
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5 
The Rand Inmate Survey: 

A Reanalysis 

Christy A. Visher 

In 1982 the Rand Corporation released 
its findings from a 1978 survey of jail and 
prison inmates and presented provoca
tive information about the individual of
fending patterns of criminals. Rand's 
"second inmate survey," as it is called, 
involved nearly 2,200· inmates in three 
states who completed detailed question
naires about the variety and intensity of 
their criminal activity. 

Analysis of these self-repOlt data re-
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vealed that the dishibution of the annual 
number of crimes an offender commits, 
often referred to as lambda (X.), is highly 
skewed. Most of the inmates in the Rand 
survey reported small values of x., about 
five crimes per year, for most crime types. 
Some individuals, however, committed 
crimes at velY high frequencies-more 
than 100 crimes per year. These results 
suggest that most criminals, including the 
majority of those who are incarcerated, 
actually commit few crimes. High-rate 
offenders make up only a small propor
tion of the inmate population, but they 
may account for most of the crime prob
lem. This finding makes it particularly 
desirable to identify them. 

In one of the Rand reports based on the 
survey data, Varieties of Criminal Behav
ior, Chaiken and Chaiken (1982a) classi
fied the surveyed inmates into 10 groups 
according to the combination of crimes in 
which they engaged. One important re
sult of their research was the identifica
tion of a single category of serious crimi
nals, whom they designated as "violent 
predators." These offenders engaged in 
assault, robbelY, and dmg dealing at very 
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high rates, but they also committed prop
erty Climes at high rates. In fact, these 
"violent predators" committed more bur
glaries and other thefts than the criminals 
who specialized in those crimes. Chaiken 
and Chaiken concluded that these partic
uhr offenders are especially u'oublesome 
and become entrenched in a deviant life
style in their juvenile years. 

The extreme skewness in offending fre
quencies and the identification of a small 
group of violent predators have intensi
fied interest in identifYing high-rate, seri
ous offenders. If the most serious offend
ers can be distinguished with infom1ation 
about their patterns of behavior and indi
vidual characteristics, the criminaljustice 
system could become more efficient in 
identifYing the most appropriate candi
dates for long periods of incarceration. 
The Rand study made an important con
tribution to this effort by using self
reported infOlmation from the inmate sur
vey to identifY serious offenders. Chaiken 
and Chaiken (1982a) showed that per
sonal factors and life-style characteristics, 
including persistent drug use, celtain 
types of juvenile criminal involvement, 
and unstable employment, were strongly 
related to a violent, predatOlY pattern of 
offending. Other types of offending 
groups were similarly distinguished by 
particular observable behavior patterns 
and demographic attributes. 

The researchers at Rand also went a 
step fulther and attempted to u'anslate 
findings about the characteristics of high
rate offenders into a policy instrument 
that could be used to guide decisions in 
the criminal justice system. One sug
gested approach for addressing simulta
neously the problems of prison crowding 
and high aggregate crime rates is to em
phasize incarceration for the particularly 
serious high-rate offenders and to 
deemphasize it for the others. Another 
Rand repOlt (Greenwood, 1982) exam
in~~d the possibilities and consequences 

of using this strategy-selective incapac
itation-as a specific policy in sentencing 
convicted offenders. Using a simple scale 
of seven variables that con-elated with 
high annual offending frequencies , Green
wood estimated that a palticular selective 
incapacitation policy could reduce rob
bery rates by 20 percent without increas
ing the prison population in California. 

As a crime control strategy, the idea of 
selective treahnent of some offenders is 
not new. The concept of "predictive sen
tencing" has a long history (for a review, 
see Mon-is and Miller, 1985), and it un
derlies the common use of risk-factor 
scales in decisions regarding pal'ole re
lease (see Gottfredson and Gottfredson, 
this volume). The Rand research has en
hanced the potential value of predictive 
sentencing because of the skewness of 
the reported distribution of A. It has also 
generated considerable controversy. 

The criticisms that have been directed 
at the Greenwood repOlt and at the Rand 
study in general have both methodologi
cal and ethical elements. Some critics 
argue that the analysis is methodologi
cally flawed and that Rand's sample of 
prisoners is not representative of the con
victed offenders judges have to sentence. 
Others are skeptical of the truthfulness of 
inmates' repOlts concerning the crimes 
they had committed. Observers are also 
concerned that most of the variables in 
the seven-point scale are based on self
report rather than official data and would 
be much less reliable if based on official 
records. Still others regard the variables 
involved as inappropriate as a basis for 
sentencing in any event. These and other 
criticisms are reviewed in a later section 
of this paper. 

Criticism of the Rand results has been 
stimulated by the extensive public atten
tion the seven-point scale has received. 
Some state legislators inu'oduced bills in 
1982 and 1983 to implement selective 
incapacitation as part of neW sentencing 



242 CRIMINAL CAREERS AND CAREER CRlMINALS 

Wilkins (1955) repOlt an adjusted contin
gency coefficient of .19 between age at 
first finding of guilt and failure; Simon 
(1971) reports a ¢ of .13; S. D. Gottfredson 
and D. M. Gottfi:edson (1979) report 
point-biserial correlations of .18 for age at 
first an-est, .17 for age at first conviction, 
and .18 for age at first commitment. Al
though not large, the effect is at least 
consistent (and is not remarkably smaller 
than zero-order effects cited above for 
criminal histOlY variables). When exam
ined in multivariate contexts, the relation 
usually remains significant, although the 
unique contribution is small (S. D. Gott
fredson and D. M. Gottfi'edson, 1979). 

Marital Status. Marital status occa
sionally has been found predictive of pa
role outcomes; single offenders do more 
poorly on follow-up (Burgess, 1.928; VoId, 
1931; Kirby, 1954; S. D. Gottfredson and 
D. M. Gottfi'edson, 1979). The zero-order 
relations are slight (the correlations are 
about .15, varying, of course, with the 
study), and usually, but not always, disap
pear in multivariate analyses (S. D. 
Gottfredson and D. M. Gottfi'edson, 1979; 
cf. Kirby, 1954; Palmer and Carlson, 
1976). Marital status is colinear with age 
variables (which are rather more power
ful) and with variables that assess release 
plans (e.g., planned living arrangement). 
Simon (1971) found no effect for mmital 
status, but her sample was very young. In 
general, the unique conh'ibution of mari
tal status appears modest in relation to the 
assessment of parole outcomes. 

Sex. Most studies repolted in the lit
erahlre have been restricted to samples of 
males. Those that included both men 2nd 
women (e.g., D. M. Gottfredson, Wm~ins, 
and Hofiinan, 1978; S. D. Gottfi'edson and 
D. M. Gottfredson, 1979; Schmidt and 
Witte, 1.979; Carroll et al., 1982.) either 
find or report no significant effect for sex. 
An exception is Brown (1978), who found 

that sex remsined statistically significant 
in fl multiple discriminant function anal
ysis. The variable's unique contribution, 
however, is vely slight (see p. 98). S. D. 
Gottfi'edson and D. M. Gottfredson (1979) 
systematically studied the effect of sex 
and found it to be negligible. In pmt, this 
likely is due to the small number of 
women available for study, even when 
overall sample shes are large. 

Race-Ethnicity. Although some of 
the earliest shldies paid deta.iled atten
tion to mce or ethnicity (e.g., Tibbets, 
1931, shldied the zero-order relations be
tween 20 racial and ethnic classifications 
and parole outcome), few later studies 
specifically report on or appear to have 
examined these variables. Either the vari
ables were not available for shldy (e.g., 
Brown, 1.978), or investigators appear to 
have ignored them. It also may be that 
investigators simply have not reported 
finding no effect. Some (e.g., S. D. 
Gottfi'edson and D. M. Gottfredson, 1979) 
had an expressed goal of developing op
erationally useful prediction tools and, 
hence, excluded the variable from con
sideration. (We consider the ill-advised 
wisdom of th;s in a later section.) In one 
multivariate shldy (Schmidt and Witte, 
1979), a zero-order race effect failed to 
reach significance when considered in 
combination with other factors; in others 
(Kassebaum, Ward, and Wilner, 1.971; 
Palmer and Carlson, 1976) the effect (sub
stantially diminished) remained signifi
cant. Perhaps the best that may be said at 
this point is that race and ethnicity effects 
appear to have been undel'studied in re
lation to parole outcomes.27 

271n a descriptive parol{~-prediction study, Elion 
and Megargee (1979) found little evidence for the 
efl'eci: of race on parole decisions made, but more 
evidence for racial differences in the severity of 
sentences imposed. 



ACCURACY OF PREDICTION MODELS 

Neithercutt (1972) studied a large na
tional sample of paroled burglars and ob
served MCRs relating prior record and 
parole outcome of from .08 to .14 (de
pending on the definition of prior record 
used). In a study of institutionalized nar
cotics addicts, lnciardi (1971) did not find 
prior criminal record to be among the 
salient predictors of parole outcome. In 
further support of the huism noted ear
lier, however, the variable "number of 
previous treatments for narcotics use" 
was found predictive. 

Prior record is similarly predictive of pro
bation outcomes (e.g., Monachesi, 1932; 
Caldwell, 1951; Simon, 1971). For both 
probation and parole, such variables are 
found predictive in American, British, and 
European (e.g., Shiedt, 1936; Trunck, 1937) 
samples and for youths (e.g., Mannheim 
and Wilkins, 1955) as well as for adults. 

Age. Information conceming offender 
age appears consistently to be related to 
parole outcomes, although there are con
h'my examples. Age alone, usually mea
sured at or shortly before release, has 
variously been found positively related to 
outcome (shldies finding that older 
releasees more often are successful in
clude, as examples, Burgess, 1928; Kirby, 
1954; Palmer and Carlson, 1976; Brown, 
1978; Schmidt and Witte, 1979); unre
lated to outcome (studies finding no, or 
velY little, relation include Borden, 1928; 
VoId, 1931; Babst, Inciardi, and laman, 
1971; Simon, 1971; Babst, Koval, and 
Neithercutt, 1972; S. D. Gottfredson and 
D. M. Gottfredson, 1979); and even neg
atively related to outcome (e.g., Tibbets, 
1931). When found to be positively re
lated with release outcome, the effect of 
age usually is small, although statistically 
significant in the shldies cited. The zero
order cOlTelalion reported by Kirby is 
0.08; the mean difference of about 25 
months reported by Brown is associated 
Witll an F -ratio of 70.5 on 1, 638 degrees 
of freedom (half that of the most powelful 
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zero-order predictor, which was offense 
type); in the multivariate model, how
ever, it emerged as the most salient pre
dictor. Age at release had by far the small
est coefficient in Schmidt and Witte's 
(1979) huncated log nOlmal analysis, and 
one of the smallest in Palmer and Carl
son's (1976) study, which used the same 
method. Shldies that we have classified 
as showing no relation actually do show 
small, nonsignificant, but positive coeffi
cients (.004 to about .06 to .08); tlle signif
icance of the single negative relation 
noted was not assessed, and inspection of 
the dish'ibution shows it to be slight and 
inconsistent (Tibbets, 1831:37). 

To summarize, the evidence 8.v~i1!'lble 
seems to suggest that age, usually mea
sured at time of release, is positively 
associated witll outcomes, but that tlle 
relation is slight, particularly when con
sidered in multivariate contexts. In tlle 
literature reviewed, its statistical signifi
cance often appears largely to be a func
tion of sample size. Babst, Koval, and 
Neithercutt (1972) found no zero-order 
effect for age, but did find that the inter
action of age with otller variables (drug or 
alcohol abuse and criminal record) was 
highly significant (although still only mar
ginally predictive). 

Many shldies have examined the age 
variable in relation to the onset of noticed 
(or official) criminal behavior, and here, 
the evidence is compelling: tlle earlier 
the onset of criminal activity, the poorer 
the prognosis.26 Kirby (1954) reports a 
correlation of .21 between age at first 
arrest and failure on parole; we calculate 
a contingency coefficient of .14 between 
age at first commihnent and failure from 
data presented by D. M. Gottfredson, 
Cosgrove, et al. (1978); Mannheim and 

26Unofficial delinquency proxies also have been 
used. For example, Glaser (195'!) reports an MeR of 
.22 for the relation between the age at which the 
offender Rrst left home for a period of at least 6 
months and failure on release. 
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1931) to the latest (e.g., Palmer and 
Carlson, 1976; D. M. Gottfredson, Cos
grove, et al., 1978; Schmidt and Witte, 
1979; CalToll et al., 1982; S. D. Gottfi:ed
son Rnd Taylor, 1986), indices of prior 
criminal conduct consistently are found 
to be among the most powelful predictors 
of parole violations, alTest for tile commit
ment of new offenses, and conviction and 
reincarceration for these. 

This generalization tends to hold re
gardless of the measure of prior criminal 
conduct used or of specific operational 
definitions of til at conduct. For example .. 
tile previous anest histOlY, the prior con
viction history, the record of commit
ments to jail or to prison, the length of 
"gaps" in the alTest or conviction history 
(e.g., time free withcut anests), the his
tOly of prior probation Oi parole viola
tions, the age at first arrest, the number of 
commitments to conectional institutions, 
the number of prior COUlt dispositions of 
any type, and the types of prior offenses 
all provide examples of variates often 
found predictive of future arrests or con
victions. The apparent strengtll of associ
ations with tile criteria of interest vmy 
among samples and criteria, but it is nev
ertheless commonly found that such 
items are among the best predictors iden
tified. Some are more reliable than others, 
some are more readily extracted from tile 
records, and some-depending on the in
tended application-present legal or eth
ical objections. All these factors would, of 
course, be impOltant to consider in the 
selection of predictor candidates. 

Altllough the means of assessing prior 
criminal involvement have varied 
widely, we know of no prediction study 
in which a measure of criminal histOlY, if 
available for assessment, did not emerge 
as significantly associated with the out
come criterion (which also has varied 
widely). In most studies, prior record ap
pears to be the most powelful of the 
variables examined-although this leaves 
much to be desired. Because few studies 

have used common criteria or definitions, 
it is difficult to provide an adequate sum
mary of the relation between past and 
future criminal behavior; this difficulty is 
exacerbated by the fact that samples also 
have varied. Finally, a wide variety of 
methods have been used to examine 
these relations, and they often are not 
readily comparable. As examples: Mann
heim and Wilkins (1955) used a contin
gency coefficient adjusted for restriction 
and observed values of from .31 to .24; 
VoId (1931) used unadjusted contingency 
coefficients and observed a value of .28 
for tile relation of prior record and parole 
outcome. This index may be readily cal
culated £i'om data given by D. M. 
Gottfredson, Wilkins, and Hoffman (1978) 
and results in coefficients of .23 to .21, 
depending on the item assessed. Tibbets 
(1931) and Borden (1928) reported values 
of Pearson's r of between .15 and .20, 
depending on the definition of prior crim
inal conduct used. Several authors repOlt 
values of MCR for items [e.g., Glaser, 
1955 (.21 to .20); Babst, Inciardi, and 
Jaman, 1971 (.22)]; others repOlt univari
ate F-ratios, discriminant weights, or as
ymptotic t-ratios (e.g., Kirby, 1954; 
Palmer and Carlson, 1976; Brown, 1978; 
Schmidt and Witte, 1979); some repOlt no 
indices at all (e.g., Hakeem, 1948). 

In general, considering adult samples, 
the relation between prior record and 
future criminal activity, both measured 
variously, appears to be on the order of .2, 
whether assessed by the conelation coef
ficient, by a related contingency coeffi
cient, or via the MCR. The relation 
changes little whether only men are stud
ied (e.g., Borden, 1928; Tibbets, 1931; 
Kirby, 1954; Glaser, 1955; Babst, Inciardi, 
and J arnan, 1971) or if women are in
cluded in the sample (e.g., Brown, 1978; 
D. M. Gottfredson, Wilkins, and Hoff
man, 1978; CalToll et al., 1982). Restrict
ing the sample to certain types of of:' 
fenders, however, appears to reduce the 
effect. For example, Babst, Koval, and 
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R2 of .43 (N = 530). The four items were 
drug sales offense with a maximum sen
tence of 20 years or more, nonviolent 
offense with maximum sentences of more 
than 10 but less than 20 years, and deci
sion-maker ratings of the seriousness of 
the offense and the prior criminal record 
(D. M. Gottfredson et al.:223-224). 

In New Jersey, multiple regression 
equations were calculated for the depen
dent variables "months served in prison 
by offenders paroled" and "parole 
grant/deny." In the case of the first, five 
items provided an R2 of .88 (N = 233) in 
the study sample. These were maximum 
sentence, rated offense seriousness pro
gram participation, prior criminal record, 
and parole plan. With the second crite
rion (parole or not) an RZ of .48 (N = 504) 
was found when these items were used: 
maximum sentence, rated offense seri
ousness, parole prognosis, program par
ticipation, and quality of the parole plan 
(D. M. Gottfredson et al.:248-249). 

Although the con-elates of parole board 
decisions vary among jurisdictions (as do 
legal structures and paroling authority 
goals), common correlates include deci
sion makers' judgments about the offend
ers' prior criminal records and institu
tional adjustment, whether the latter is 
assessed in ternlS of disciplinmy infrac
tions or participation in programs or both, 
and about the likelihood of new offenses 
if paroled (palticularly the estimated 
probability of violent crimes). Often, and 
differing by jursidiction, ratings of the 
seriousness of the offense of conviction 
are correlated with decision outcomes, as 
is the time that already has been served 
when the decision is made. 

Normative Studies 

Given the ready availability of sevel'al 
detailed reviews of this voluminous liter
ature (e.g., Mannheim and Wilkins, 1955; 
Rose, 1966; D. M. Gottfredson, 1967; 
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Simon, 1971; D. M. Gottfl.'edson, Wilkins, 
and Hoffinan, 1978), we will not repeat 
that effOlt. Rather, we focus in this section 
on two issues: the identification of spe
cific variables that have been found to 
have predictive utility across a range of 
samples and studies and a consideration 
of the general degree of accuracy ob
tained in such studies. We therefore do 
not give detailed attention to individual 
studies (as in previous sections). We were 
greatly assisted in this effort by the re
views cited, particularly those of Simon 
(1971) and D. M. Gottf'redson (1967), and 
by a comparative summary prepared by 
Glaser and O'Leary (1966). 

Our focus here is on behavioral and 
demographic correlates; thus, we largely 
ignore several extensive research h'adi
tions, which also largely have been ig
nored in previous reviews. In pmticular, 
we do not treat research relating to psy
chological or psychiah-ic prognostica
tions, tests, or other personality assess
ments. Nor do we treat research 
concerning the impacts of large-scale so
cial and economic forces (e.g., Ehrlich, 
1973, 1914; Forst, 1976; Vandaele, 1978). 
Finally, we do not review research con
cerning the areal or ecological correlates 
of crime and recidivism, despite growing 
evidence that inclusion of these factors 
may do much to improve the prediction of 
recidivism (S. D. Gottfredson and Taylor, 
1986). For reviews, see Baldwin (1979) 
and S. D. Gottf'redson and Taylor (1986); 
for suggestions of the likely impOltance of 
situational factors, see Monahan (1978, 
1981) and Monahan and Klassen (1982). 

Past Criminal Behavior. It is a psy
chological h'uism that the best predictor 
of future behavior is past: behavior. Not 
surpriSingly, one of the best predictors of 
future criminal conduct is past criminal 
conduct, and tlle parole-prediction litera
ture amply supports this fact. From the 
earliest st-udies (e.g., Burgess, 1928; VoId, 
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either jails or prisons); "persistent offend
ers" (women with prior incarceration but 
no history of heroin use); and "persistent 
offender-users" (women with prior incar
ceration anCi a history of heroin use). 
When prediction models were developed 
for the total group and for the three 
groups separately, the offender character
istics studied accounted for about one
third of the variation in temlS beyond the 
legal constraints on the board's decisions. 
The three groupings by themselves were 
good discriminators of both the parole 
board's decisions as to time required to 
be served and a recidivism criterion. 

Also studied were decisions as to the 
granting of parole. If parole was not 
granted, consideration was usually post
poned, although the person could, in 
most cases, be discharged. (Of 14,682 
men who appeared before the board in 
the fiscal year 1962-1963, parole was 
granted to 39 percent, consideration was 
postponed for 57 percent, and 4 percent 
were discharged.) Differences among the 
groups paroled and not paroled included, 
for example: the lype of commitment 
(original, parole violqtor), the legal of
fense, prior board appearances, assaultive 
histOlY, use of weapons, opiate use his
tory, custody classification, disciplinmy 
infractions, work assignments, participa
tion in various institutional programs, and 
aspects of the person's parole plans. 

Analyses aimed at modeling the parole 
board's decish.ns in North Carolina, Vir
ginia, Louisiana, Missouri, California 
(Youth Authority), Washington, and New 
Jersey had somewhat similar results, al
though these varied by jurisdiction (D. M. 
Gottfredson, Cosgrove, et a1., 1978). Case 
evaluation fOlms were completed by the 
decision mqkers at the time of the hear
ings, and a number of items reflected 
their subjective judgments (e.g., "parole 
prognosis," an estimate of the risk of pa
role violation if patoled). 

In NOlth Carolina the following C011'e-

lates (point biserial coefficients) of deci
sion-maker ratings with the decision to 
parole or not were observed: parole prog
nosis (.60, N = 2,968), institutional dis
cipline (.49, N = 2,968), program partici
pation (.53, N = 2,520), social stability 
(.39, N = 2,974), prior record (.32, N = 
2,980), assaultive potential (.27, N = 
2,963), and prior criminal record (.32, N 
= 2,980). The rated seriousness of the 
offense, the maximum sentence, the num
ber of prior hearings, and the time already 
served were not related to the decision to 
grant or deny parole (p. 42). 

Similar results were observed in Vir
ginia. Decision-maker ratings were corre
lated with the decision to grant or deny 
parole as follows: parole prognosis (.77, N 
= 1,685), institutional discipline (.39, N 
= 1,641), program participation (.38, N = 
1,532), social stability (.37, N = 1,663), 
prior criminal record (.33, N = 1,680), 
and assaultive potential (.28, N = 1,670). 
Ratings of the offense seriousness were 
c011'elated with the decision outcome 
also, but slightly (.08, N = 1,538). The 
time served, the ma'l:imum sentence, and 
the number of prior hearings were not 
c011'elated with tlle decision (D. M. 
Gottfredsoneta1.:75). Findings from Lou
isiana and Missouri were similm' to those 
just noted (Gottfredson et al.:107-108, 
135-136). 

In Washington state, for reasons associ
ated with the legal structure at tlle time of 
the study, which resulted in wide discre
tion for the parole board, the analyses 
focused on tlle setting of the minimum 
sentenced and the time required to be 
served in prison. A multiple regression 
equation to predict the minimum sen
tence set, including classifications of the 
offense and maximum sentences, to
gether with ratings of the seriousness of 
the offense, resulted in a study sample R2 
of .63 (N = 502). An equation to predict 
the time served by offenders paroled, 
which included four items, resulted in an 
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b; Carroll et aI., 1982) have studied parole 
decisions fi.'om the framework of attribu
tion theOlY. One study (Carroll and Payne, 
1977a) involved tape-recording parole de
cision makers as they "thought out loud" 
about the cases being reviewed. At
tributional statements represented the 
single largest categOlY of statements 
made (beyond the factual information 
read). Often, these were causal attribu
tions concerning the "instant" criminal 
event or the offenders' criminal histories 
(see Carroll, 1978a). These causal ath'ibu
tions were found to be significantly asso
ciated Witll decision-making outcomes: 
offenders whose crimes were attributed 
to stable, enduring causes (e.g., serious 
drug abuse) were considered worse pa
role risks tllan other offenders and re
ceived less favorable parole consider
ation (Carroll, 1978b). CatToIl et a1. (1982) 
found that for the Pennsylvania Parole 
Board, institutional behavior and "predic
tions" of future risk and rehabilitation, in 
addition to causal attributions, were im
portant to paroling decisions. On follow
up, however, these predictions were 
found to be virtually unrelated to actual 
post-release outcomes. 

A descriptive study of parole board de
cisions in California, a setting character
ized at the time of the study by wide 
indeterminacy in sentencing and broad 
authority of the board to set tenns and to 
grant or withhold parole, was completed 
by D. M. Gottfredson and Ballard 
(1964b). Various decision outcomes were 
mooeled for male and female ofli:mders 
(who had separate parole boards) in tenns 
of attributes of the offenders. The deci
sion outcomes used as criteria included: 
total terms set, months to be served in 
prison, months to be served on parole, 
and months to be served in prison after 
the minimum parole eligibility date. The 
minimum parole eligibility date was a 
legal constraint, varying among offenders 
and detelmined by the law, on the time 
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the offender would be required (by tlle 
parole board) to remain in prison. Thus, 
the last criterion listed above is of most 
interest in telms of the discretion of the 
board. 

For males, an R2 of .45 was found, in a 
validation sample, for prediction (by mul
tiple regression) of prison sentences be
yond the legal constraint. Items most 
closely associated with that criterion 
were classification of the legal offense of 
conviction, an offense seriousness rating, 
the number of prior prison confinements, 
and a histOlY of opiate drug use. Based on 
a clustering method that suggested a 
marked decrease in heterogeneity of the 
sample when offenders were classed as 
with and without prior prison telms, sep
arate equations were developed for those 
two groups. This improved prediction 
overall. 

For men who had been in prison be
fore, the legal offense class and the num
ber of prior prison confinements were 
most closely associated with the criterion 
(prison time beyond minimum). For men 
not in prison before, the best predictors 
were the offense seriousness rating and 
the history of opiate drug use (although 
the record of pdor incarcerations also was 
found to be a useful predictor). 

For offenders generally, when the 
length of time required on parole (for 
those who were paroled) was the crite
rion, the best predictors were the number 
of months required before the minimum 
eligible parole date (tlle legal constraint 
on time to be served in prison but not on 
parole) and the histOlY of opiate use. 

For female offenders, separate analyses 
were done Witll data for three groups of 
wornen. These groups were defined by a 
clusteri.ng method (intended to reduce 
the heterogeneity of the total sample) that 
resulted in three subgroups (D. M. 
Gottfi'edson and Ballard, 1965a). These 
were called: "conventional oftEmders" 
(women with no prior incarceration in 

r 
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status, marital status, and prior record 
were observed. The remaining zero-order 
eflects remained significant in the multi
ple regression equation (R2 = .79). By far, 
the measure of offense seriousness used 
had the greatest effect on time served 
(beta = .64), followed by age (.31), disci
plinary reports (.18), sex (- .17), socioeco
nomic status (- .10), marital status (.08), 
and prior record (~.06). The negative ef
fect observed for prior record repOltedly 
was due to a policy or paroling inmates 
against whom detainers had been filed; 
these inmates also typically had longer 
records. 

Evidence that parole decision makers 
are influenced by institutional variables 
(e.g., punishment received for inn'actions 
while incarcerated, escapes) also is avail
able. Using data from a series of studies 
conceming federal parolees (D. M. 
Gottfredson, Hoffman, et aI., 1975), M. R. 
Gottfredson (1979a) assessed the effects 
of these variables on the length of time 
served, after this had been residualized 
with respect to the original sentence 
length; both the number of "prison pun
ishments" received and escape histOlY 
explained Significant proportions of the 
variation in time served, once this had 
been residualized for the term set. Using 
both items, 28 percent of the remaining 
variance in time served was explained. 

Elion and Megargee (1979) studied pa
role decisions made relative to 958 black 
and white men incarcerated at the Fed
eral Conectional Institution in Tallahas
see over a 4-year period (1970-1974). Us
ing multiple discriminant function 
analysis, they found that the maximum 
telm imposed by the comt (Wilk's A. = 
.84), a scale reflecting adult maladjust
ment and deviance (.79), a rating of the 
violence of the instant offense (.75), the 
rate of disciplinary repOlts (.72), andjuve
nile conviction record (.71) significantly 
predicted the parole d'dcisions made. 
Complete data were available for only 

310 offenders, but the function conectly 
identified 79 percent of them. 

Adapting Wilkins' "information board" 
method (Wilkins and Chandler, 1965), 
D. M. Gottfredson, Cosgrove, etaI. (1978) 
sought to understand parole decision 
makers' use of case-file information. Only 
tl1ree items of infOlmation were always 
requested by decision makers: offense, 
age, and alcohol history; the first two 
typically were requested early in the de
cision process, the third typically was 
used later. In general, decision makers 
"paroling" and those "not paroling" 
sought different infOlmational items. Fur
ther, "the same decision often was made 
on entirely different bases; that is, dif
ferent information was used by different 
people to anive at the same conclusion" 
(p. 182). 

In a separate analysis, D. M. Gottfred
son, Cosgrove, et aI. (1978) used multiple 
regression methods to examine the influ
ence of decision makers' subjective judg
ments of the seriousness of the instant 
offense, institutional program pmticipa
tion, the offender's institutional discipli
nalY record, and risk of parole violation 
on two decision criteria: continuance (in 
montl1s, with "parole" treated as zero) 
and a recommendation of time to be 
served prior to the next review. Neither 
the judgments of disciplinalY record nor 
program participation (which were highly 
conelated) were significant predictors of 
each decision. The subjective assessment 
of the seriousness of the commitment 
offense and the risk prognosis together 
explained about half the variance in each 
decision shldied; but offense seriousness 
alone accounted for a vastly dispropor
tionate amount of that variation, Simi
larly, Daiger et aI. (1978) found a measure 
of offense seriousness and predictions of 
future behavior to be related to parole 
decisions. 

Canoll and colleagues (Canoll, 1977, 
1978a,b; Canoll and Payne, 1976, 1977a, 



ACCURACY OF PREDICTION MODELS 

studied were marginally more accurate 
than those made by the psychiatrists 
(MCRs w~re .19 and .14, respectively); 
and the decision makers' overall assess
ments were more accurate than was a 
classification based on ratings of a num
ber of personality factors. Still, a simple 
statistical combination of items was most 
accurate (MCR = .35). Similarly, D. M. 
Gottfredson (1961, D. M. Gottfredson and 
Beverly, 1962) demonstrated that, al
though both subjective prognostic parole 
judgments and a simple actuarial device 
con-elated significantly with actual out
comes, the device was the more powerful 
predictor (r = .48 versus .20). Further, 
when the subjective judgments and the 
statistical information were combined, 
"tlle subjective ratings added nothing to 
the predictive accuracy of the simple 
checklist" (1962:58). 

There is evidence to suggest that, when 
differences in cases judged are con
trolled, parole decision makers tend to 
make very similar decisions (D. M. 
Gottfredson and Ballard, 1966). Whether 
this results from the similar subjective 
treatment of similar items of information 
was not investigated. Parker (1972, cited 
in Kastenmeier and Eglit, 1973) surveyed 
parole board members for opinions of 
"the general worth" of a variety of pris
oner characteristics for "predicting the 
success of a man on parole," and com
pared tllose opinions with the ranges of 
actual success rates of parolees showing 
these characteristics (relative to the base 
rate). Characteristics thought to be prog
nostic of parole outcome included a his
tory of frequent intoxication, age (but 
only in one direction; the decision mak
ers con-ectly believed that older inmates 
tend to succeed, but failed to report that 
younger inmates tend to fail-as they do), 
juvenile record, whether the inmate left 
home at an early age, whetl1er the in
mate's family showed active interest in 
tlle inmate during his imprisonment, nar-
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cotic addiction, employment history, con
structive use of prison time, whether the 
inmate was a "leader" in the commi~ent 
of the crime for which he was impris
oned, probation violations, and offense 
type (they were wrong more often than 
right, with respect to the latter). How 
these judgments related to actual deci
sions made is not known. 

Scott (1974) studied parole decisions in 
a "midwestern state" during 1968, a pe
riod in which indefinite or indeterminate 
sentencing was in effect. Thus "not only 
[did] the parole board have the responsi
bility of determining the proper length of 
incarceration for each offender [given] an 
indefinite sentence, but ... they [had] the 
prerogative to ovenule legislatively en
acted minimum sentences, or judicially 
imposed minimum or definite sentences, 
and release inmates when they [felt] the 
inmates should be released" (p. 215). By 
studying the factors associated with time 
served, Scott was in effect studying parol
ing decisions, with the advantage that a 
continuous outcome criterion could be 
used. Six of the variables studied had 
significant zero-order correlations with 
time served: the seriousness of the crime 
(defined as tlle legal minimum sentence, 
in months, imposed by the court; .84), 
disciplinary reports (the number received 
while incarcerated; .24), age (.59), educa
tion (- .27), IQ (as measured by the re
vised beta; - .16), and sex (females served 
less time; -.16). Practice in this jurisdic
tion was such that only inmates' files 
were reviewed in making a paroling de
cision; inmates did not appear before the 
board until after tlle decision had been 
made. Of the factors available in the files 
and studied by Scott, only those listed 
were significantly related to the decisions 
made. When they (and others) were stud
ied in a multiple regression framework, 
the zero-order effects for education and 
I Q did not hold up, and effects (in order of 
relative magnitude) for socioeconomic 
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justice system are voluminous. This is 
especially true of normative studies con
cerning paroling decisions.25 Schuessler 
(1954) outlines the historical develop
ment of such studies from tlle early 1920s 
(beginning Witll the work of H. Hart, 
1923) tlll'ough the mid-1950s (e.g., Glaser, 
1954; Kirby, 1954). Mannheim and 
Wilkins (1955) review research efforts to 
about 1953, and Rose (1966) and D. M. 
Gottfredson (1967) summarize research 
in parole prediction through the mid-
1960s. Simon (1971) offers a very careful 
and detailed review of more than 40 of 
the more prominent studies (e.g., VoId, 
1931; Glueck and Glueck, 1950; Ohlin, 
1951; Mannheim and Wilkins, 1955; 
D. M. Gottfi'edson and Beverly, 1962; 
Glaser, 1964). Mannheim and Wilkins 
(1955) and D. M. Gottfi'edson, Wilkins, 
and Hoffinan (1978) provide brief histor
ical reviews that show the parallel devel
opment of such efforts in the English
speaking and European literatures (e.g., 
Shiedt, 1936; TlUnck, 1937; Kohnle, 
1938; Meywerk, 1938; Gerecke, 1939; 
Frey, 1951); the 1978 review includes 
some detail conceming developments 
during the 1970s. 

Descriptive Studies 

Descriptive stu.dies of parole decision 
makers are rare and have tended to be 
primarily etlmographic (e.g., Dawson, 
1969). The earliest such effOlt was that of 
Warner (1923), in which tables summa
rized the relations of 67 items of infOlma
tion (tllen available to decision makers at 
the Massachusetts Reformatory) to the 
parole decision and parole outcome. 
Warner did not test the signmcance of any 
of these relations, yet concluded tllat the 
decision makers attended well to salient 
infOlmation and that "poor as the criteria 

25Savitz (1965) compiled a bibliography of such 
studies that contains more than 600 enb:ies. 

now used by the Board are, tlle Board 
would not improve matters by consider
ing any of the sixty-odd pieces of informa
tion placed at its disposal, which it now 
ignores" (Warner: 196). In a quick rebut
tal, H. Halt (1923:405) suggested "that 
tlle percentage of violations of paroles 
among men paroled D:om the Massachu
setts ReformatOlY could be reduced one
half through scientific utilization of data 
... is the conclusion which should have 
been reached by the analysis of statistical 
data presented by Professor Warner." In 
fact, it is quite likely that neither Warner 
nor H. Halt was COITect: Warner had sys
tematically sampled equal numbers of 
successes and failures and examined 
"only 80 cases of prisoners not paroled 
... because a lal'ger number of cases witll 
complete records could not be found" (p. 
176, footnote 3). Although one might be 
able to reweight cases from other infor
mation presented by Warner, the rela
tively small sample sizes, palticularly of 
persons not paroled, probably would 
make tllis risky. In any event neither 
Warner, in his analyses by inspection, nor 
H. Hart, who made use of VelY recently 
developed statistical methods, attended 
to the base rate and other sampling con
cerns. Still, H. Hart is usually, and appro
priately, credited with first introducing 
the concept of the experience table for 
parole prediction (Schuessler, 1954). 
Warner was, we believe, the first to at
tempt to compare the practices of parole 
decision makers witll the potential power 
of "statistics." 

Although he did not specifically ad
dress the question of factors apparently 
used by decision makers, Glaser (1955, 
1962) demonsb'ated the relative superior
ity of an achlarially derived predictive 
device to decisions made by sociologists 
and psychiab·ists. The prognostic judg
ments were of likely parole outcome; ac
tual parole outcome was tlle criterion. 
Predictions made by the sociologists 
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seriousness of the offense is the most impor
tantfactor affecting case outcome. This is most 
evident for studies that analyze only convic
tions. Second, all the studies conclude that the 
prior record of the defendant is impOltant. 
Third, all the studies that include a variable 
denoting whether the defendant makes bail 
infer that it is an important factor in case 
outcome. Fourth, most of the studies that in
clude legal representation found that it affects 
case outcome, but the nature of this effect 
varies considerably among the studies. . . . 
Fifth, type of conviction generally seems to be 
important: Defendants who plead guilty fare 
worse on average than those who plead not 
guilty ... but fare better than defendants who 
are convicted at trlal. ... The inferences con
cerning the role of extralegal characteristics 
[e.g., race, socioeconomic status] differ consid
erably across studies. One point of agreement 
is that if extralegal characteristics affect out
come, their quantitative Significance is small 
compared with other factors discussed above. 

Despite the consistency of observed ef
fects, palTICuJarly for offense seriousness 
and prior record, the bulk of the variation 
in sentencing decisions remains unex
plained; studies in which R2 exceeds .30 
to .35 are uncommon. 

Normative Studies 

Given the lack of clarity of goals that 
was discussed above, it is difficult to con
ceive of the optimal normative sentenc
ing-decision study. With respect to the 
goal of rehabilitation, one could attempt 
to assess offenders with respect to amena
bility for treatment,24 and selection de
vices then could be developed and their 
accuracy and operational efficacy as
sessed. With respect to the goal of specific 
deterrence, which may be considered a 
subproblem within the rehabilitation ori
entation, the operational definition of an 
adequate criterion measure is exceed-

24This, of course, quickly could become complex 
given the wide variety of rehabilitative treatments 
that have been proposed. 
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ingly complex (Manski, 1978). In prac
tice, it likely would reduce to an unsatis
factory recidivism measure of some SOIt. 
How one would set about assessing of
fenders' differential amenability to a spe
cific-deterrence effect is not clear to us. 
But it should be noted that the general 
selection problem is the same whether 
persons are to be selected, on the basis of 
amenability, for the treatments of' con
finement, education, therapy, or some 
other procedure intended to modify the 
criminal behavior of the offender. 

It is with respect to the goal of incapac
itation that normative prediction studies 
may be of most value. (Or at least, most 
immediate value-we continue to cling to 
a concern for the goal of rehabilitation, for 
which such tools can be important.) 
Judges do appear to include a risk consid
eration in the setting of'sandions, and we 
do know something (unfortunately not 
enough) about the assessment of' risk. 
Indeed, recent proposals for "selective 
incapacitation" (Greenwood and Abra
hamse, 1982; Forst, 1983; cf'. also Green
berg, 1975; von Hirsch and Gottfredson, 
1984) rely heavily on statistical assess
ments of the risk of recidivism. Accord
ingly, these (and other) shldies may prop
erly be treated within our normative 
decision-study framework. Examination 
of the efficacy of the proposals, however, 
depends heavily on critical estimates of 
rates of' offending (Blumstein and Cohen, 
1979; Blumstein and Graddy, 1982; J. 
Cohen, 1983b). In other pOITIOnS of this 
paper, we summmize what is known 
about the accuracy and validity of norma
tive recidivism-prediction studies, and 
we also consider proposals for selective 
incapacitation in detail in a later section. 

Parole Prediction-Decision Studies 

As we have noted, prediction studies 
involving criminal populations or relat.ing 
in some way to concerns of the criminal 
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given by 18 judges in imposing criminal 
sanctions on almost 1,000 adult offenders. 
The judges usually did not assign any 
single goal as the purpose for the sen
tence imposed; rather, they generally dis
tributed the sanction among several pur
poses.21 Rehabilitation was the purpose 
given the principal weight in the largest 
proportion of cases (36 percent), followed 
closely by "other purpose, including gen
eral deterrence" (34 percent). Reh'ibution 
was assigned the principal weight in 17 
percent of the cases; special detelTence, 
in only 9 percent,22 Surprisingly, only 4 
percent of the cases reportedly had inca
pacitation as a primary intent (although 
imprisonment was not, of course, the only 
sanction applied). Based on multivariate 
an Jyses, however, the authors (D. M. 
Gottfredson and Stecher, 1979:179) re
port: 

The one item that appeared from the 
discriminant analysis to have the strongest 
association with the choice of primary aim (in 
the context of all the items included) was the 
judge's prediction of recidivism by an offense 
against persons. This suggests that the rela
tively infrequent selection of incapacitation as 
a principal goal may be misleading and that 
judges may employ this concept without nec
essarily labeling it as such. Altematively, it 
may suggest that, for those judges, utilitarian 
purposes may provide a partial justification for 
retributive aims. 

In any case, these data support the conten
tion that all the main purposes of sentencing 
play a role in the choice of altemative sanc
tions. The specific purposes related to judg
ments are rarely specified explicitly, however, 
and such identification is required if it is 
desired to leam how the rationality of such 
decisions can be improved. 

21The judges were asked to distribute 100 points 
among several commonly cited purposes-or to as
sign this value to any single purpose. The only 
constraint imposed was that the total points as
signed sum to 100. 

22The judges had decided on the purposes to be 
studied. 
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Regardless of the actual proportion of 
cases for which an incapacitative intent is 
primary, it is clear that judges can rather 
easily apportion a sanction in terms of its 
compound intents. Further, itis clear that 
at some level at least, judges make an 
intuitive or clinical judgment of the risk
particularly risk associated with recidivis
tic haml to persons-associated with the 
offender. 

S. D. Gottfredson and Taylor (1983) 
recently demonsh'ated that in a sample of 
86 criminal COUlt judges, half (51.4 per
cent) reported that rehabilitation should 
be the principal purpose for sanctions 
imposed; the remaining half, however, 
were as likely to avow anyone of the 
remaining goals studied (incapacitation, 
retributive punishment, or general deter
rence) as any other. Hale (1984) subse
quently demonstrated that these "goal 
preferences" are related to the lengtlls of 
terms imposed on offenders even after 
controlling for offense and offender char
acteristics.23 Not surprisingly, interac
tions of goal preferences and offender and 
offense characteristics also were identi
fied as detelminants of the term imposed. 

Descriptive Studies 

Given the recent and extensive re
views of the con'elates of judicial deci
sions (Blumstein et aI., 1983; Garber, 
Klepper, and Nagin, 1983; Hagan and 
Bumiller, 1983; Klepper, Nagin, and 
Tierney, 1983), we do not consider de
scriptive studies in detail here. Our own 
reading of the literature, however, leads 
to agreement with Garber, Klepper, and 
Nagin (1983:133-134): 

The conclusions of the various studies of final 
case outcome can be summarized as follows. 
First, virtually all the studies that include a 
variable measuring the charge found tllat the 

23Infolmation concerning sanctions other than 
imprisonment was not available. 
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publicly apparent, and it also is in this 
area that the relation of desired goals to 
decisions made can most readily be expli
cated (M. R. Gottfredson and D. M. 
Gottfredson, 1980b). There is a large and 
conh'oversial literature on the goals and 
proper purposes for the sentencing of 
criminal offenders (cf. H. L. A. Hart, 1968; 
Kleinig, 1973; Morris, 1974; Dershowitz, 
1976; von Hirsch, 1976; Mueller, 1977; 
Grossman, 1980). Four h'aditional goals 
have been central to this debate: rehabil
itation or treahnent, deselt or reh'ibutive 
punishment, deterrence (general or spe
cific), and incapacitation. Each has a long 
history in practice, in moral philosopy, 
and in legal discussion and debate. Philo
sophical and legal debate concerning 
sentencing purposes and practices, how
ever, is far more extensive than research 
on those purposes and practices. Al
though considerable research has been 
focused on the correlates of sentencing 
decisions (e.g., Galton, 1895; Gaudet, 
Harris, and St. John, 1933; J. Hogarth, 
1971; Pope, 1976, 1978; Sutton, 1978; see 
reviews in Hagan, 1974; L. Cohen and 
Kluegel, 1978; Garber, Klepper, and 
Nagin, 1983; Hagan and Bumiller, 1983; 
Klepper, Nagin, and Tierney, 1983), 
rather less has been focused on the pur
poses and consequences of those deci
sions. 

Of the goals cited, only one does not 
require prediction. The goal of deter
rence involves the prediction that punish
ment of known offenders will discourage 
others from crime, or, in the cai:e of spe
cific deterrence, that the offender pun
ished will be deterred from future crimi
nal involvement. The goal of h'eahnent or 
rehabilitation involves the prediction that 
offenders may be changed to reduce the 
likelihood of repeated offending; and that 
of incapacitation requires the Pl'ediction 
of new offenses if offenders are not re
sh'ained from committing them. Only the 
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goal of deselt (the application of punish
ment in propOltion to the gravity of the 
harm done and the culpability of the of
fender) seems to require no prediction 
(S. D. Gottfredson and D. M. Gottfr'edson, 
1985).20 

As noted earlier, this paper is con
cerned primarily with the prediction of 
offender's individual-level behavioral 
outcomes. It is possible, we believe, to 
treat sentencing decisions within a selec
tion framework, but this is not often done. 
For selection to be effective, the goal of 
the selection decision must be explicit. 
Ideally, decision makers would agree not 
only on the goal for the selection deci
sion, but also on the criteria on which the 
decision will be based. One has but to 
review the literature cited above to real
ize quickly that no such agreement exists. 
We do not find it surprising, therefore, 
that evidence concerning the effective
ness of rehabilitation or treahnent efforts 
has proven discouraging (Lipton, Mattin
son, and Wilks, 1975; Sechrest, White, 
and Brown, 1979; cf. M. R. Gottfredson, 
1979b) or that the efficacy of deterrence 
and incapacitation has proven difficult to 
estimate (Blumstein, Cohen, and Nagin, 
1978). 

Rarely are the intents of a sentencing 
decision unitary. Not only do judges ap
parently seek to deter some offenders, 
punish others, incapacitate some, and re
habilitate still others, but also these "sim
ple" intents may in fact be melded in a 
sanctioning decision even with respect to 
a single offender. These need not be
and probably are not-independent con
cerns on either t.~e aggregate or the indi
vidual level. D. M. Gottfi'edson and 
Stecher (1979) shldied tl1e purposes 

2°Other less commonly cited goals, such as rehi
bution or retaliation, also do not appear to us to 
require prediction (O'Leary, Gottfredson, and 
Gelman, 1975). 
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witness problems remained impOltant to 
the decision (about 13 percent), but evi
dentiary issues infrequently were cited as 
impOltant to the decision. Also using the 
PROMIS system, Adams (1983) studied 
the relation between evidentiaty factors 
and charge reductions. Significant, but 
very modest, effects were observed for 
the recovelY of property or physical evi
dence (</1 = .05),19 arrest made at the 
scene of the offense (</1 = .08), the relation 
bet\;yeen the victim and the offender (</1 = 
.10), and tlle number of witnesses (low or 
high; </1 = .06). When considered by of
fense category, relations differed both in 
terms of significance and magnitude. 

Jacoby (1977) also has observed that 
victim-offender relations, evidentiaty fac
tors, and offenders' prior records are im
portant to charging decisions. Williams 
(1978), using PROMIS data, has not only 
shown the importance of victim-offender 
relations to the charging decision but also 
that the effect varies with type of offense 
considered. 

Forst and Brosi (1977:190-191) exam
ined both evidentiary and recidivistic is
sues in relation to the charging decision 
and concluded that the study 

provides strong SUPpOlt for the hypothesis that 
the prosecutor attaches importance to the 
strength of evidence in a case. More prosecu
tive attention was also given to cases involving 
more serious offenses, although the prosecu
tor's decision to carry a case forward appears 
to have been about an order of magnitude 
more sensitive to strength of evidence than to 
crime seriousness. . . . The findings, on the 
other hand, provide no empirical SUppOlt to 
the hypothesis that the prosecutor attempts to 
give more attention to cases involving defen
dants with extensive arrest records. 

This conclusion may be questioned, how-

19'fhese are approximate values, calculated by us 
form summary tables reported in the article. 

ever, because prior record was included 
in the "strength of evidence" variable. 

Normative S tuciies 

Normative prediction studies of prose
cutorial decisions are very rat·e. Given the 
absence of offender behavioral outcomes 
to study, the first question to be ad
dressed is "what is it that should be pre
dicted?" If, in general, prosecutors wish 
to "win" cases, perhaps a criterion of 
"conviction obtained" is a reasonable 
one. This issue received attention in a 
study by Rhodes (1978), who used probit 
analysis to estimate the probability of 
conviction given that cases were ac
cepted for prosecution. Once cases were 
accepted for prosecution, Rhodes found it 
difficult to predict whetller tlley would 
lead to a conviction at trial. R2 for equa
tions developed for assault, robbery, lar
ceny, and burglaty cases ranged from .10 
(for larceny) to .37 (for robbelY). Altllough 
differences were observed across offense 
types (see Rhodes: 80), the following vari
ables were found to be significantly asso
ciated with the probability of conviction: 
age, whether the defendant was arrested 
the same day that the offense occurred, 
whether physical evidence was available, 
the number of charges, whether the de
fen-:lant was arrested at the scene of t.~e 
crime (although not necessat'ily at the 
time of the offense), tlle number of lay 
witnesses, whether the defendant was re
leased on recognizance prehial, whether 
tlle defendant was granted a third-party 
release, if there was corroboration that a 
crime was committed, and whether excul
patory evidence was present. 

Sentencing Decisions 

It is in the sentencing of convicted 
offenders that discretionaty decision mak
ing in the criminal justice system is most 
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the shldy. The original gang was still the 
largest of the three at the close of the 
shldy period, however, despite its losing 
members to form two others (Sarnecki: 
153). Although gangs can divide by 
schism, merge with other gangs, or join a 
network of gangs, their durability has 
consequences for individual careers. Ca
reer telmination may result simply from 
the short duration of groups and the loose 
links that bind members, especially for 
those who rely primarily on group affili
ation for accomplices and support in of
fending. 

Suttles's (1968) study of street-corner 
groups in Chicago allows us to explore 
the stability of affiliations with offending 
groups. He identified 32 lamed street
corner groups in the Addams area of Chi
cago (Suttles: 157). With one exception, 
they were made up exclusively of males 
and averaged hom 12 to 15 members in 
size. Some had as few as 8 members and 
one had 29. Each of the groups had some 
members who lived outside the Addams 
area-ranging £l'om 4 to 17 percent; 12 
percent of the members of all the groups 
lived outside the area (Suttles: 157-167). 
Outsiders were youths who either for
merly lived in the area or were related by 
kinship to one of the group members 
(Suttles: 165). 

Although Suttles (1968) does not pro
vide detailed information on the duration 
of the 32 groups, he repOlts that one 
lasted but 1 year and that some lasted 2 or 
3 years (pp. 161, 166). All were subject to 
considerable turnover in membership, 
partly because of residential mobility.4 Of 
those known to have quit membership in 

4Klein and Crawford (1967) similarly repOlted 
high tumover in the black Los Angeles gangs Uley 
studied. They reported lliat "many members af
filiate willi Ule group for brief periods offrom a few 
days to a few monU1S, while oUlers move out of the 
neighborhood or are incarcerated for periods some
times exceeding a year" (p. 66). 

groups, 41 percent moved to another area 
of Chicago (Suttles: 167). 

One additional fact is w01fu noting. A 
substantial prop01tion of all boys in an 
area never affiliate with these larger 
groups (Short and Strodtbeck, 1965:56-
57; Suttles: 173). Suttles reports that most 
of the unaffiliated are boys who regularly 
"band together" in small cliques (p. 169). 
Few boys, then, are isolates. The role of 
affiliation with ten-itorial delinquent 
groups in accounting for differences in 
individual rates of offending is unclear, 
however. Suttles (p. 220) rep01ts that ar
rest rates were about equal for the affil
iated and unaffiliated boys. Yet others, 
especially Sh01t and Strodtbeck, report 
much higher individual rates of offending 
for gang-affiliated boys. 

The stability of ten-itorially based 
groups is threatened by three major con
tingencies: transiency, incarceration of 
members, and shifts to conventional ca
reers. Slum neighborhoods especially are 
characterized by high residential tran
siency of families. That b'ansiency has 
three major consequences for ten-itorial 
youth organizations. For one, it makes the 
membership of any group volatile. From 
the perspective of the group, to survive 
substantial annual turnover in member
ship, it must obtain new members. From 
the perspective of the individual mem
ber, it means transit01Y affiliations with 
some group members and adapting to the 
exodus of fOlmer members and an influx 
of new members. Recruibnent and re
placement are age graded, and there is 
some preference for older rather than 
younger boys (Suttles: 163). Even associ
ations between gang boys appear age 
graned. Rlein and Crawford (1967:74) re
POlt that y,'lmger gang members are sel
dom seen in the company of older gang 
members. 

Another consequence of transiency is 
that it spreads the network and influence 
of the group beyond the confines of its 
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territOlY, always linking some fonner res
idents to it. Chicago appears similar to 
Sarnecki's (1982) Swedish community in 
that some youths who move into other 
areas affiliate with other territorial groups 
(Keiser, 1969; Sholt and Moland, 
1976:168). Transiency thus both expands 
the choice of accomplices and links terri
torially based groups. Just how widely 
such individual contacts spread across 
tenitorially based groups is unclear but 
some of the most active and serious of
fenders are b'ansient and use this larger 
network to search for accomplices. 

Transiency also has impoltant conse
quences for the temporal continuity of 
territorially based groups. To survive, the 
group must continually invest in replac
ing members. The more formally orga
nized a group and the more provision it 
makes for replacement of members, the 
more likely it is to survive, as studies of 
Chicago's black conflict gangs demon
strate. The Vice Lords, which incorpo
rated as a not-for-profit organization, 
gained as many as 8,000 members in 26 
divisions (Shelman, 1970), while the in
fOlmally organized Nobles barely sur
vived (ShOlt and Moland: 168). The 
higher the residential transiency of an 
area, the more likely its youths are to be 
organized into a loose confederation and 
the fewer and less stringent are the crite
ria for entry and continuing affiliation 
with its territorial groups. Moreover, the 
combination of b'ansiency and the aging 
of members, with replacement confined 
to a narrow range of age-mates, suggests 
that recmitment is limited to newly en
tering residents or, in a few cases, by 
mergers among gangs (Shelman, 1970; 
ShOlt and Moland: 168). The combination 
of these contingencies suggests that un
less youth groups are fOlmally structured 
to deal with turnover, they should have 
fairly high death rates. 

The second impOltant source of insta
bility in gang membership is the rate of 

incarceration of gang members. The more 
seriously delinquent the melilbers of a 
gang, the more likely they are to be incar
cerated for substantial periods of time. 
Sholt and Moland (p. 168) report that 
nearly all the Vice Lords had been in 
correctional institutions at one time or 
another, and ShOlt and Sb'odtbeck (1965) 
draw attention to the dismptions caused 
by incarcerating gang leaders. Unfom
nately, they do not provide estimates of 
the rate of incarceration for any time in
tervaL 

A third impoltant source of hlrnover in 
sb'eet-corner group membership is the 
shift to more conventional career affilia
tions by some members. At least one-half 
of Suttles's (p. 167) Addams-area group 
dropouts left because they married, went 
into the service, joined a job training 
program, or worked regularly in a job. 
Relatively few were lost to jail. 

The general impression is that delin
quents are organized into loose federa
tions rather than highly organized groups. 
The federation is characterized by loose 
ties among individuals and cliques or 
clusters. Members are linked by a variety 
of activities in addition to delinquent of
fending. Individuals are not tightly 
bound either to large groups or to pmtic
ular pairings within groups. Accomplices 
change quite frequently. According to 
Olofsson (1971), Swedish male juvenile 
delinquents are less selective of compan
ions and their choices are less stable than 
are tl10se of youths in the general popu
lation. It perhaps is reasonable to con
clude that, while there are some highly 
sb'uctured territorial gangs that persist for 
periods of time (Miller, 1958, 1975; 
Clinard and Ohlin, 1960; Spergel, 1964; 
Klein and Crawford, 1967), associates in 
most delinquency offenses are drawn 
from much less sbuctured networks in 
which nuclei of offenders are linked as 
nodes in tl1at network. Territorial gangs 
(Thrasher, 1927; Whyte, 1943) are per-
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haps more like nodes in networks than 
like independent groups in organized 
conflict relations with others (Bordua, 
1961, 1962; Yablonsky, 1962). Over time, 
networks are durable while particular 
groups and pairings are transitOlY and any 
individual's affiliation is of sholt duration. 

One expects to find a large number of 
accomplice pairings in any individual's 
offending histOlY of some duration, but 
ordinarily the same associates are in
volved for only a ShOlt period of time. 
Moreover, the higher an individual's rate 
of offending and the more serious the 
crimes committed, the more likely that 
person selects accomplice'> from a net
work. 

Accepting the impOltance, even domi
nance, of networks in delinquent behav
ior should draw attention to the role of 
networks in offending and to the role that 
pairings, as contrasted with individual 
offending, play in the commission of 
crime. 

PATTERNS IN GROUP OFFENDING 

There is considerable variation in the 
extent to which offenders commit crimes 
alone and with others when exarrlined in 
terms of the characteristics of the ofie:mse, 
the offender, and the victim. The bulk of 
research on the role of groups in offend
ing unfOltunately is done only with 
young offender populations. There are 
relatively few studies of the group Lehav
ior of youths in LTansition to adult stahlS or 
of adult offenders at different ages. This 
makes it necessary to rely on single shld
ies or case studies to infer patterns of 
group offending for adult offenders. 

Sex 

Somewhat over 1 in 10 lone offenders 
in crimes of personal violence in the 
United States are female offenders (Bu
reau ofJustice Statistics, 1984:Table 40). 

The propOltion of female lone offenders 
varies by type of violent crime, being 
negligible for the crime of rape and great
est for the crime of assault. Female of
fenders in violent crimes select females 
as their victims far more often than males 
select males. When females select male 
victims in violent crimes, they are most 
likely to assault men and least likely to 
rob them (Hindelang, 1976a: 178). 

Participation in most voluntmy activi
ties varies by age. Youths are more likely 
than adults to limit their choices to per
sons of the same sex. Opportunities for 
infcnmal contacts with the opposite sex 
are more limited among youths. Not sur
prisingly, the associates of young persons 
in delinquency are almost always of the 
same sex. Shapland (1978:262) reports 
that no boy in her sample of 11- and 
12-year-olds, when interviewed at age 13 
or 14, admitted committing any offense 
with girls. The pattem is somewhat dif-. 
ferent when older offenders are included. 
Among violent, multiple-offender victim
izations reported to the National Crime 
Survey (NCS) in 1982, 19 percent in
volved women as offenders, either with 
other women only (7 percent) or with 
men or men and women (12 percent) 
(BJS:49). 

Only limited data are available to esti
mate the incidence of lone offending for 
both personal and property crinH:lS by sex. 
The Federal Republic of Gelmany (1982) 
reports the size of arrested groups for a 
large number of offenses; the data show 
that the aggregate male rate of solo of
fending is somewhat below that of fe
males but that the rate varies by offense. 
The West Gelman police statistics for 
1982 disclose that 68 p8rcent of all males 
suspected of offenses, compared with 76 
percent of all females, were solo offend
ers. That difference is not large, but 
women are dispropOltionally found in of
fenses that have high propOltions of lone 
offenders, such as assault, shoplifting, 
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prostitution, and petty theft without con
tact. Moreover, given the low incidence 
of offending among women and the gen
eral absence of organized women's delin
quent groups or gangs, it seems reason
able to conclude that women more 
commonly than men engage in offenses 
that make them more likely to offend 
alone. Some confhmation of this is also 
found in the fact that multiple-offender 
incidents in which all offenders are fe
male are fewer in absolute numbers and 
proportionally (7 percent) than are those 
involving women as lone offenders (13 
percent) (compare Tables 40 and 45, BJS: 
1984). 

Women are less likely to be associated 
exclusively with other women than they 
are with men in committing violent 
crimes. Only 36 percent of the violent 
criminal victimizations involving one or 
more female offenders repOlted to the 
NCS in 1982 were made up entirely of 
female offenders; 64 percent involved 
association with men in the offense 
(BJS:Table 45). Correlatively, only 12 
percent of the violent, multiple-offender 
incidents involving male offenders also 
involved female associates. 

Women are least likely to offend only 
with women in the more serious violent 
crimes ofrobbelY and aggravated assault. 
Among crimes of violence towards per
sons, substantial involvement of women 
offenders with women victims is largely 
confined to simple assault. 

Race 

Blacks are somewhat less likely than 
whites to be solo offenders. Although data 
are lacking for a population of adult of
fenders, the NCS data for 1982 disclose 
that 72 percent of all violent criminal 
victimizations by whites, compared with 
60 percent of those by blacks, were sin
gle-offender incidents (BJS:calculated 
from Tables 44 and 49). 

Mixed-race offending is infrequent in 
multiple-offender victimizations. Less 
than 6 percent of all 1982 crimes of vio
lence repOlied to the NCS involved a mix 
of black, white, or other races of offenders 
(BJS:Table 49). There was little variation 
by type of violent crime. 

Comparing mixed-sex with mixed-race 
offending, multiple-offender groups ap
pear about twice as likely to include per
sons of the opposite sex (12 percent) as 
another race (6 percent) (BJS:Tables 44 
and 49). Thus, accomplices from a dif
ferent race and sex are uncommon and 
most accomplices are of the same race 
and sex. 

Age 

Group offenders are, in the aggregate, 
younger than solo offenders (BJS:Ta
bles 41 and 46). In the NCS, ofFenses in 
which the offender's age was perceived 
by victims to be under 21 years were 
found more often among multiple- than 
single-offender victimizations (Hinde
lang, 1976a: 172; Bureau of Justice Statis
tics:Tables 41 and 46). 

A study of apprehended burglars in the 
Thames Vall ey, England, found that some
what over three-fourths of the adult bur
glars, compared with one-half of the juve
nile burglars, acted alone in the offense 
for which they were arrested. Consider
ing only those offenses in which there 
were accomplices, adult burglars were 
more likely than juvenile burglars to act 
in pairs (Macguire and Bennett, 1982: 
184). 

InfOlmation is lacking on the size of 
offending groups by age for a population 
of U.S. ofiEmders. Hood and Sparks 
(1970:87-89), however, report data on 
size of offending group by age for appre
hended offenders in London boroughs 
and for offenders convicted of theft in 
Norway. They concluded that, as offend
ers grow older, they are more likely to be 
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apprehended or convicted for an offense 
committed alone. Not until the mid-20s, 
however, are a majority of those appre
hended or convicted, lone offenders. The 
age curve of solo offending is relatively 
flat until age 16, when the proportion of 
lone offenders begins to rise rather 
sharply. This shift is primarily accounted 
for by a rapid decline in apprehensions 
involving three or four or more partici
pants, especially the latter. The propor
tion of apprehensions or convictions in
volving two participants fluctuates far less 
over time than does that for lone offend
erS or for groups with three or more of
fenders. The proportion with two or more 
offenders perhaps peaks at ages 16-18, 
but there is no substantial decline with 
age. Lone offending exceeds pair offend
ing by the late teens. Older offenders thus 
ordinarily commit offenses alone or with 
a single co-offender. Still, at least 1 in 10 
offenders in their mid-20s is appre
hended or convicted for offending with 
three or more offenders. 

Type of Offense 

Certain offenses are identified as typi
cally individual or group offenses. With 
the exception of robberies and some as
saults, the modal size of offending groups 
reported by victims of major crimes 
against persons is a single offender; pair 
offenders are the next most common 
(Reiss, 1980:Table 1). But, with the ex
ception of homicides and rapes without 
theft, the majority of offenders in crimes 
against persons commit their offenses 
with accomplices (Reiss, 1980:Table 2). 
The mean number of offenders per major 
common crime is between two and three 
for robbelY and assaults and about one 
and one-half for all other offenses against 
the person and property (ReiSS, 1980:Ta
ble 2). 

Self-repOlt studies show considerable 
variation by types of crime in the prop 01'-

tion of young persons committing of
fenses alone or with others. Much de
pends on how the self-repOlt specifies the 
offense, especially as to the conditions of 
its occurrence. Shapland (1978:Table 2) 
found, not surprisingly, that all the 13-
and 14-year-olds she studied took money 
from home as a single offender. At the 
other extreme, more than 9 of 10 boys said 
they vandalized public propelty with oth
ers. 

Most boys, nonetheless, repOlt acting 
alone and with others for a variety of 
offenses. Shapland (1978:262) calculated 
that the mean percentage involvement in 
group offending was 59.68 percent (stan
dard deviation of 15.6) for all boys aged 
13-14, whereas that for solitmy offending 
was 30.02 percent (standard deviation of 
16.4). From thi.s we can conclude that 
although the typical offender history in
cludes both lone and group offending in 
the same and different kinds of offenses, 
the ratio of group to solitary offenses in a 
youthful oflEmder's career is, on the aver
age,2:1. 

Detailed information on the distribu
tion of solo anCl group offending for spe
cific offenses is unavailable for the aduI~ 
offender population of the United States. 
Although the rate of solo offending ap
pears to be higher for a population of 
offenders in the Federal Republic of Ger
many (Kaiser, 1982:103) and the German 
Democratic Republic (Kraeupl, 1969:63) 
than in the rest of Europe or. in North 
America, police statistics for adult oflend
ers in West Gennany disclose rather 
marked variation in solo offending by 
type of offense. Among the major offenses 
in which at least 8 of every 10 oflEmders 
committed the offense alone were mur
der; sexual oflenses, such as exhibition
ism and sexual murder; drug abuse in
volving heroin and cocaine; and the 
white-collar offenses of embezzlement, 
forgelY, and fraud. By contrast, most of 
the common crimes had much lower solo 
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offi:mding fractions. At least 8 in every 10 
suspects in common thefts, robberies, 
breakings and enterings, and breaches of 
the peace had at least one c. -offender 
(Federal Republic of Gelmany, 1982). 

'{'he significance of group affiliation for 
young offenders is reinforced when the 
variation in the group composition of of
fending is examined by age and type of 
offense. Even for homicide, which in the 
aggregate is a solo-offender crime and an 
infrequent offense among young offend
ers, Zimring (1984:91) found that the 
younger the homicide offender, the more 
likely he was to have killed as pmt of a 
group and to have done so when engag
ing in a collateral felony, such as robbery
murder. In brief, young homicide offend
ers are far less likely than older ones to 
commit murder and felonious homicide 
alone. 

Relationship Between Victims and 
Offenders 

It is commonly observed that a prior 
relationship between victims and offend
ers is more characteristic of some crimes 
than others. Domestic assaults, for in
stance, are chm'acterized by cohabitation 
of victim and offender, whereas assaults 
involving theft ordinarily occur among 
strangers. There is a modest relationship 
between the size of an offending group 
and the relationship of offenders to their 
victims (Bureau of Justice Statistics, 
1984:Tables 52 and 62). The modal of
fender in crimes of violence against 
strangers is a co-offender, whereas single 
offenders predominate when there is a 
prior relationship between victim and of
fender(s). Even the modal offender in 
robberies of nonsh'angers is a lone of
fender, whereas it is a co-offender in rob
beries of sh'angers. The lm'ger the of
fending group in robberies and assaults of 
strangers, the more likely victims are to 
be injured; however, a larger proportion 

of lone offenders inflict serious injury 
when the victim is a nonsh'anger rather 
than a stranger. 

Territorial Concentration 

Perhaps the single most notewOlthy 
aspect about common crime is the territo
rial concentration of offenses, offenders, 
and, to a substantial degree, victims. A 
substantial majority of both personal and 
household crimes occur close to the resi
dences of the offenders and their victims 
(Reiss, 1967; M. W. Smith, 1972; Pyle et 
aI., 1974). 

Juvenile offenders commonly belong to 
territorially based groups and typically 
select their co-offenders from those 
groups or the territolY where they reside 
(Shaw and McKay, 1931; Suttles, 1968; 
W. G. West, 1974, 1977, 1978; Sarnecki, 
1982). Shaw's (1938) tracing of the accom
plices in the criminal careers of five Mar
tin brothers illustrates this tenitorial con
cenh'ation of career offenders. In the 
course of their careers these five brothers 
were implicated in theft with at least 103 
other delinquents and criminals. The 
other offenders resided, for the most pad, 
within seven-tenths of a mile of the Mar
tin residence. Of the 103 co-offenders, 28 
were adjudicated in delinquent and crim
inal proceedings, and all but 3 of the 28 
served adult as well as juvenile institu
tional sentences (Shaw: 115-116). The 
geographic concentration of the Maltin 
brothers' accomplice network was charac
teristic of both their juvenile and young 
adult years, although some geographic 
diversification OCCUlTed through accom
plices met during periods of incar
ceration. 

Recent work on the neighborhood de
terminants of criminal victimization 
sheds additional light on the territorial 
concenh'ation of offenders and on pat
terns of group offending. D. Smith (1986) 
repOlts that the larger the propoltion of 
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single-parent households with children 
between the ages of 12 and 20 in a neigh
borhood, the higher the neighborhood's 
perceived risk and actual rate of victim
ization by crime. Sampson (1985:25) finds 
that the greater the proportion of female
headed households and the higher the 
density of settlement in a neighborhood, 
the greater the rate of victimization by 
crime. Sampson (1983:172) similarly 
finds that juvenile offenders in neighbor
hoods with both high-density settlement 
and a large proportion of female-headed 
households commit a larger proportion of 
their offenses with others than do juve
niles in areas with low density and a 
small proportion of female-headed house
holds. Sampson's findings hold indepen
dent of the racial composition of the 
neighborhoods. 

Additionally, Bottoms and Wyle (1986) 
repmt that delinquency rates in public 
housing projects in English industrial 
communities are cOn'elated with the de
gree of concenh'ation of single-parent 
households with youths of an age to of
fend. They conclude that high delin
quency rates in public housing projects 
are partly a function of managers' concen
trating single-parent households in se
lected public housing projects. 

These studies lend support to the hy
pothesis that it is the ten'itorial concenh'a
tion of young males who lack firm con
trols of parental authority that leads them 
into a. peer-control system that supports 
co-offending and that simplifies the 
search for accomplices. 

Siblings in Offending 

Brothers in Grime, the classic study by 
Clifford Shaw (1938), h'aces the criminal 
careers of five Mmtin brothers over a 
period of 15 years. At the close of that 
time the brothers ranged in age from 25 to 
35 years. Four of the five had by then 

terminated their criminal careers. Shaw 
(p. 4) describes the crime and criminal 
justice consequences of their careers in 
the following way: 

The extent of their partieipation in delinquent 
and climinal activities is clearly indicated by 
the fact that they have served a total of approx
imately fifty-five years in conectional and pe
nal institutions. They have been picked up 
and anested by the police at least 86 times, 
brought into COUlt seventy times, confined in 
institutions for fOlty-twO separate peliods and 
placed under supervision of probation and 
parole officers approximately fOlty-five times. 

These are but the official statistics of their 
five criminal careers. Autobiographical 
reports accounted for more than 300 bur
glaries, the theft of 45 automobiles, and a 
host of other crimes involving theft, re
ceiving stolen propelty, and armed rob
belY (Shaw:5). 

The autobiographical accounts of these 
five brothers offer evidence of older 
brothers' reclUiting their younger broth
ers into offending, thereby focusing on 
the role that siblings play in co-offending 
and how common sibs are as initial and 
continuing co-offenders. Whether one of
fends with siblings can be expected to 
depend on such characteristics as family 
size and sibling composition by sex and 
bhth order. There is no reliable research 
on how much the co-offending of siblings 
accounts for group offending. 

We can gain some notion of the role of 
siblings in criminal events from the 
Peoria study of residential burglmy 
(Pemia Crime Reduction Council, 1979). 
Of the 151 burglaries involving two or 
more offenders for which a juvenile was 
apprehended, roughly 24 percent in
volved two or more siblings (and some
times nonsibling offenders as well). Of 
these, about two-thirds involved nonsib
lings and one-third involved only sib
lings. 

What is apparent from these Peoria data 
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is that more than 1 in 10 adjudicated 
burglary events involved at least two 
members from the same family. Thus, 
among a population of lone and group 
offenders in residential burglary, a small 
proportion of families accounts for a dis
proportionate amount of the adjudication 
decisions. 

Little is known about the u'ansmission 
of antisocial and criminal behavior within 
families and across generations of kin. It 
has been recognized for some time that 
male delinquents come from larger fami
lies than do male nondelinquents of the 
same age and socioeconomic status (Fer
guson, 1952; D. J. West and Farrington, 
1973; Blakely, Stephenson, and Nichol, 
1974). Jones, Offord, and Abrams (1980) 
found that, in their comparisons of male 
probationers and controls, this difference 
in the size of sibling groups was entirely 
due to an excess of brothers. Probationers 
and controls did not differ in number of 
sisters (Jones, Offord, and Abrams: 140). 

Of special interest was the finding that 
the antisocial scores of the brothers of the 
delinquent male probationers were sig
nificantly higher than those of tlle broth
ers of tlleir matched controls (Jones, Of
ford, and Abrams: 141). By conu'ast, 
among female probationers, both broth
ers and sisters were more antisocial than 
the siblings of their conu'ol counterparts 
(Jones, Offord, and Abrams: 144). 

Even more striking was the discovery 
that the average antisocial score of the 
probationers' brothers increased with the 
number of brotllers in the family when 
the number of sisters was held constant; it 
decreased with the number of sisters, 
holding the number of brothers constant 
(Jones, Offord, and Abrams: 142). Jones 
and his colleagues interpret these results 
to mean that sisters suppress antisocial 
behavior in tllell' brothers, whereas broth
ers respond to one another in ways that 
stimulate their potential for antisocial be-

havior, i.e., it is due less to learning anti
social behavior from siblings tllan to their 
mutual participation. Evidence on this 
point appears lacking. 

ROLE OF GROUPS IN RECRUITMENT 
FOR CO-OFFENDING 

A substantial proportion of offending 
involves two or more offenders. There is 
no evidence that velY many offenders, if 
any, keep the same accomplices over long 
periods of time. Indeed, quite the oppo
site appears to characterize the criminal 
careers of high-rate offenders. Most of
fenders have a substantial number of dif
ferent accomplices. 

Most offenders appear to select dif
ferent accomplices, especially as adult 
offenders. Not too much is known about 
how and why accomplices are selected. 
In tllis section the structure of peer and 
adult networks that facilitate the search 
for co-offenders is examined, followed by 
an examination of what is known about 
the search for and active recruihnent of 
associates in offending. 

Structure of Delinquent Peer 
Networks 

There is some disagreement about how 
youth groups and thllr peer networks are 
suuctured. Most young males do not ap
pear to belong to tightly bounded groups 
that have a constant membership and 
£i'om which they select their accomplices, 
if indeed selection is the appropriate 
model for describing how persons come 
to offend together. This expnsition links 
youths in a web of affiliation or network 
of contacts and exchanges. Typically, 
sociometric techniques are used to define 
a large group that has a much smaller core 
membership that gathers together with 
some frequency (Yablonsky, 1962; ShOlt 
and SU'odtbeck, 1965; Gannon, 1966; 
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TABLE 3 Percentage Comparison of the Types of Group Contacts for Boys in 
Four Gang Clusters with Differ-ant Rates of Delinquency 

---------------------------------------
Higher Lower 
Delinquency Delinquency 
Clusters Clusters 

Type of Delinquency Contact A B C D 

Percent of all members in cliques 42 43 16 15 
Percent of all contacts that are mutual 

contacts among members of their 
cluster 81 72 20 32 

Percent of all contacts that occurred 
only once 54 35 73 77 

Percent of all clique member contacts 
made within their clique 82 73 47 40 

SOURCE: Adapted from Klein and Crawford (1967:Table 2); Hood and Sparks (1970:Table 3:1). 

Klein and Crawford, 1967; Sarnecki, 
1982). The core of active members within 
the larger youth group ordinarily is no 
more than one-fifth the total aggregate of 
affiliated youths and ranges in size from 
20 to 40 or so members (Hood and Sparks, 
1970:89-90). That core of firm or active 
members, in turn, often subdivides into 
clusters or cliques of 5-10 members 
(Klein and Crawford, 1967). These aggre
gations are best described as a loose web 
of affiliations because most persons have 
most of their contacts with others in their 
clique and little, if any, contact with oth
ers in the network. 

Klein and Crawford (1967) studied the 
extent to which 32 youths in one gang had 
contacts with one another during a 6-
month period. The observed number of 
interactions of any member with all oth
ers during the 6 months ranged from 1 to 
202. Of the 486 possible pair relation
ships among the 32 members, two-thirds 
involved no contact and for three-fomths 
contact was limited to no or only one 
contact. Most of the contacts occurred 
within two cliques-one of nine mem
bers and the other of five, with the nine
member clique having a much greater 
£i'equency of contact than the five
member one (Klein and Crawford:72). 

Klein and Crawford (pp. 74-75) di
vided the gang members into four clus
ters according to their individual rates of 
delinquency. Those labeled A and B in 
Table 3 had relatively higher rates than 
those labeled C and D. Those in A and B 
clusters also had continued gang relation
ships for longer than those in clusters C 
and D. Higher delinquency group mem
bers were more likely to be members of 
the two major cliques and to have more of 
their delinquency contacts within the 
clique, as Table 3 makes readily appar
ent. 

We may conclude £i'om these delin
quency and group-affiliation data that de
linquent contacts do not result from a 
stochastic process. Indeed, a substantial 
amount of delinquency occurs within rel
atively small clusters that form within a 
larger network of affiliations. A minority 
of the contacts, nevertheless, are within 
the larger network although they occur 
much less frequently. 

Structure of Adult Networks 

Surprisingly little is known about how 
adults make contacts and decide to offend 
together. Apart from the highly organized 
criminal activity that is conducted by syn-
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dicates, it seems clear that most adult 
co-offending does not arise from partici
pation in groups of which they are mem
bers. Although some adults may form co
offending relationships that are stable 
over time, the typical co-offending rela
tionship appears to be h'ansitory and 
there is a continual search for new co
offenders. Among the career thieves stud
ied for the President's Commission on 
Law Enforcement and the Adminish'ation 
of Justice, the search for opportunities 
and co-offenders was self-styled as "hus
tling." Hustling led to "connecting" with 
other individuals who were similarly 
searching, "scouting" for opportunities to 
commit offenses, and looking for buyers 
for their stolen goods (Gould et aI., 
1965:25-26). The particular set of accom
plices often varies from crime to crime 
and offenders must work with people ac
cording to tlle requirements of pmticular 
crimes. This is especially tlle case for 
what Sparks, Greer, and Manning (1982) 
describe as "crime as work" in "crimes 
for gain." Gould and his co-workers (pp. 
51-52) concluded that 

While a few professional criminals work for 
extended periods of time with the same ac
complices, most work from day to day, or week 
to week, with whomever they can put together 
for a particular job. Each job requires different 
personnel, different plans, different resources, 
and even a different working schedule. 

Searches for accomplices and for 
means to dispose of illegal gain are facil
itated by using networks as well as par
ticular organizations. There are gathering 
places, organizational settings, and kinds 
of encounters that facilitate locating ac
complices. Additionally, offenders are 
symbiotically linked to these settings by 
common residence in a community that is 
host to these organizations; the accom
plice-offenders themselves comprise a 
loose web of affiliations and a resource for 
refenals in searches. The local pool halls, 

bars, and all-night restaurants (Gould et 
al.:25; Polsky, 1969), the fences (Klockars, 
1974), the chop-shops (shops that dis
mantle motor vehicles), and the legiti
mate businesses that deal in some stolen 
goods, such as parts shops, auto dealers, 
second-hand stores, and pawn shops 
(Gould et al.:26-27; 37-39) all are points 
of contact to search for accomplices 
and to dispose of illegal goods for gain. 
For some, the syndicate facilitates the 
search. 

What seems to characterize the net
work among adult offenders is that adult 
offenders patronize the same places, 
make the same kinds of transactions, and 
often reside in tlle same area. The casual 
encounter can conclude the search as 
much as "putting out the word." "Hus
tling" is not a passive activity but an 
active search for connections (Gould et 
aI.:25). Indeed, excepting recruitment for 
the more sophisticated crimes, which re
quire a variety of highly specialized 
skills, the daily round suffices to select 
accomplices. 

Dual Processes of Recruitment in 
Groups 

Dual processes of recruitment go on in 
many delinquent and criminal cliques or 
groups. One process recruits members to 
a group, either to a loose affiliation with 
an infonnal group or, in the limiting case, 
to a structured position in an organized 
criminal syndicate. The recruit may be a 
"raw recruit"-one who is being initiated 
into delinquent or criminal activity-or 
more commonly, one who has a history of 
offending. 

A second kind of recruitment process 
involves group members recruiting ac
complices in crimes. Although a member 
is more likely to recruit an accomplice 
from among fellow group members than 
from outside, offenders cross group 
boundaries to select accomplices. 
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RecruUm,ent into Offending Groups 

Almost all groups that endure for any 
period of time experience turnover in 
membership, with some leaving and oth
ers joining. Even size of membership 
ordinarily does not remain constant over 
time (Suttles:161). Sarnecki (p. 148) con
cludes that juveniles come into and leave 
gangs quickly; the boundaries of gangs 
are quite permeable. Normally, member
ship is sholter than 6 months, especially 
for the less delinquent. Members also 
appear to leave easily, generally without 
resistance or resentment by the group 
(Suttles:167). This suggests that there is a 
kind of sifting and sOlting going on in 
peer groups of delinquents. Yet, it is not 
necessarily high-rate offenders who re
main. A number of studies, e.g., Sarnecki 
(p. 148), report that a substantial number 
of high-rate offenders may leave after 
committing only a few crimes with ac
complices drawn from the group. High
rate offenders often have contacts among 
a number of such groups, recruiting many 
of their accomplices from outside their 
own group. The stable core members of a 
group during the period it persists, thus, 
are generally neither the highest nor the 
lowest rate offenders. 

Recruitment of Accomplices 

Selection of accomplices is facilitated 
by the fact that some groups are linked 
with others. Groups with older members, 
for example, are linked to groups with 
yOlmger members, and groups of the 
same ethnic origin are linked with one 
another. This loose linkage facilitates se
lection of accomplices from different 
groups. The most active offenders, more
over, belong to several groups, and so 
themselves serve as links among their 
groups. They are the most likely to select 
accomplices from outside a group in 
which they may be regarded as a core 

member. What is not known from any of 
the studies, however, is whether the 
highly active members within these 
groups frequently are selected by otllers 
as accomplices. It would appear that they 
usually are not. 

It is no simple matter to disentangle the 
effect of recmitment on offending rates 
from the selective recruitment of accom
plices on the basis of prior record since 
longitudinal studies have not addressed 
recmitment of accomplices. There is no 
certain answer to tlle question: How do 
previously unacquainted offenders find 
one anotller and become accomplices? 
The answer is less obvious than it may 
seem. Empey (1970), in a postscript to the 
account of an ex-offender, notes tllat ex
offenders continue to face blandishments 
from old friends to return to the old ways 
since friendship networks are one vehicle 
for entering into complicity to commit an 
offense. But he also repOlts (personal 
communication) that, when he moved de
linquents from one school setting to an
other to provide them with the anonymity 
to change to a conventional life-style, 
witllin a few weeks they had formed as
sociations with all the "local hoods in the 
new school." This suggests that active 
delinquents are continually signaling 
their interest in locating otllers with 
whom they may engage in offending. 
Such signaling is readily picked up by 
others who are similarly searching. 

We need to understand how people 
search for accomplices in offending and 
how successful those searches are, espe
cially among strangers. W. G. West (1974) 
concluded that local networks that 
uniquely identify offenders and their 
skills facilitate recmitment of accom
plices in theft. Initial contacts are made 
when relevant information is passed 
about a named individual. But just how 
strangers search out one another to com
mit an offense is unclear. They may be
gin, as do detectives, by asking individu-
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als they know to help them find a 
particular kind of accomplice. However, 
much searching probably is done by fre
quenting places where cues direct one to 
potential accomplices. 

From his study of juvenile thieves who 
were selious oflEmders, W. G. West (1974, 
1977, 1978) reports that it would be an 
exaggeration to say that most thieves 
leamed how to practice thieving as a 
member of a group into which they were 
recruited. Rather, based on his interviews 
and observations of high-rate juvenile 
thieves, he reports that theft is both en
demic to and a highly visible occupation 
in many lower class or working-class 
communities. Theft is a readily available 
activity for almost everyone in the com
munity. Recruitment to high-rate offend
ing in theft takes place, however, in 
loosely structured peer settings. As de
scribed elsewhere in this paper, W. C. 
West (1978:177-178) reports that 

Groups coalesce and disperse, individuals 
dlift in and out of them, alone or in pairs. 
Almost all of the neighborhood youths have 
committed some petty vadeties of theft during 
childhood. They are usually caught and la
beled as secondmy deviants. A &'reat many 
teens know of the existence of theft through at 
least one peer who is thieving as an occupa
tion. The symbiotic relationship between 
some older and younger clusters facilitates 
contact between 1- ~er groups and the potential 
recruits are able to meet the already initi
ated •... most teens do not need to befriend 
somebody to nnd a "pmtner in crime"; they 
already have one. 

West goes on to describe how serious 
thieving involves training through re
peated contacts with experienced per
sons in loosely structured social settings 
or encounters. Some leam by observing 
older, experienced thieves; for some 
there is anticipatOlY apprenticeship by 
modeling after an older thief and leaming 
his skills. Some may even be self-t'lught 
as in the case of one who took a locksmith 

course by mail and was in demand as an 
accomplice because he could pick locks. 
Especially impOltant, W. C. West (1978: 
179) points out, is the cultivation of contacts 
and relationships that provide information: 

He needs colleagues, in most cases, who will 
"cut him in" on jobs, angles, or "hot tips," 
Wm'l1 him when "the heat is on," and lend him 
money when he gets down on his luck. He 
needs reliable fences and customers, who are 
aware of constrictions on his work and know 
how to "play his game" or interact with him to 
minimize risks and maximize gain. 

Many jobs are carried out in partnerships 
and some require an elementary division 
of labor (Shover, 1973). All of these rely 
OIl supporting contacts and networks. 

W. C. West's description can be re
stated in the following fonn. Minor 
delicts and theft are prut of class culture 
and its organization in American society. 
Hence many youths have engaged in 
such behavior while growing up. Theft is 
common among pre-adolescent peer 
groups as well as p.dolescent ones. Minor 
delinquencies, such as trua,ncy, theft, and 
vandalism, are committed at early ages. 
What is critical is how some few get 
channeled into becoming a high-rate or a 
specialized oflEmder, such as in occupa
tional theft. Loosely structured groups in 
networks are clitical perhaps in leading to 
high-rate offending careers. To develop 
an occupational special.zation in theft, 
one needs older offenders who serve as 
models and who inculcate necessruy 
skills, whether for shoplifting or breaking 
and entering. Once the skills are ac
quired, however, whether one commits 
the offense with accomplices depends on 
whether a division of labor is required to 
commit the crime or whether one seeks to 
reduce risks by taking accomplices. One 
can shoplift alone, for example, but one's 
risk may be reduced if an accomplice 
distracts clerks or is alert to security per
sonnel. On the other hand, accomplices 
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may lower skill levels and increase the 
risk of apprehension. 

From this perspective, the role of 
groups in recruiting members and induc
ing persons to offend with them in com
mitting delicts is overstated. For, as W. G. 
vVest, Suttles, and others contend, the 
culture, group organization, and networks 
that constitute daily life in mftny neigh
borhoods create the necessary ecological 
environment for the development of of
fending careers. 

All too little is known about how indi
vidual offending careers intersect one an
other and how such intersections are de
telwined by individual and collective 
pattems of group affiliation ~nd recruit
ment. Studies are needed that examine 
the intersection of careers for a cohOlt of 
offenders to detennine the extent to 
which the members of a group contribute 
to one another's offending. But, since de
mographic processes and individual 
choice lead to selection of accomplices 
from outside the cohort, to study their 
conhibution to offending, the study pop
ulation must include all co-offEmders of 
the cohort. Some indication of how sub
stantial that extemal set of accomplices 
can be is found in Samecki's (1982) 
Swedish cohort study. The original co
hort consisted of all persons bom be
tween 1957 and 1968 who were resident 
in the community and who the police 
concluded had committed at least one 
crime in the community between January 
1, 1975, and December 31, 1977. There 
were 575 such individuals in that cohort. 
But two additional study populations 
were added as the COhOlt'S offending his
tories were followed. The first comprised 
those individuals who were bom before 
1957 but who police concluded had com
mitted a crime duting the study period 
with someone in the 1957-1968 cohOlt or 
who had committed a crime with a juve
nile who, in tum, had committed a Clime 
with someone in the original COhOlt, The 

second group included persons who po
lice concluded had committed a crime 
with someone in the 1957-1968 COhOlt 
during the follow-up period from J anumy 
1, 1978, to December 31, 1980. These two 
additional populations included 259 indi
viduals, so that the total population stud
ied was 834 individuals (Samecki: 
50-51). 

It may be that high-rate offenders are 
youths who are highly susceptible to 
overtures from any offender to join in 
committing a delinquent act. Their high 
rate of offending with many different of
fenders could thus result from their being 
a "joiner" rather than a recruiter. While 
fmther research is needed to explicate 
the mechanisms of selection of co-offend
ers, both the Peoria (Peoria Crime Reduc
tion Council, 1979) and the Swedish stud
ies provide some evidence that it is 
primarily a recruiter effect. It is possible 
that high-A offenders who frequently 
change co-offenders may actually be com
posed of subpopulations of "joiners" and 
"recruiters." 

Tracing the web of these relationships, 
Samecki (1982) became awm'e that the 
high-rate offenders were linked to other 
offending groups and individuals outside 
the city as members of groups extended 
their ten-itorial range in the search for 
accomplices. He concluded that by age 
18-20 the cohort members still active in 
crime became pmt of new gangs that 
represented larger and larger areas and 
increasingly were composed of more 
high-rate offenders. The most active juve
niles with high rates of offending thus 
becmne affiliated with groups whose 
members encompassed an entire city 
and, eventually, several cities (Samecki: 
241). Samecki even suggests at one point 
that were one to trace the web of affilia
tions over the careers of tlle most active 
members of this small group of gangs in 
one city, one would find that they were 
linked to a network that encompassed all 



CO-OFFENDER INFLUENCES ON CRIMINAL CAREERS 143 

the major gangs in Sweden. These re
marks emphasize again the importance of 
looking at offending networks and the 
roles that individuals play in them. Some 
of the most effective intervention may lie 
in selecting individuals in terms of their 
place in offending networks. 

Each offender potentially recmits oth
ers to offend together in a criminal inci
dent, since each may search for an accom
plice. Yet some offenders may be more 
open to recmitment and others to be re
cruiters. Below, evidence is examined 
that strongly suggests that some offenders 
actively recmit co-offenders. Given their 
high individual rate of offending, recmit
ers seem more likely to recmit persons 
whose individual rate of offending is be
low theirs. These recmitments may well 
account for a considerable portion of the 
recmitee's offending. 

Evidence that there are recruiters 
comes from the Peoria juvenile residen
tial burglmy stuciy. Recall that there were 
306 residential burglaries, 151 of which 
involved at least two co-offenders (Peoria 
Crime Reduction Council, 1979). Of 
these, 74-or 49 percent-involved at 
least one offender who was previously 
apprehended and at least one never pre
viously apprehended. This result is con
sistent with the view that an experienced 
offender selects a less-experienced one. 
These juvenile "recmiters"-the recidi
vists apprehended with a first-time ar
restee-could logically be targets for spe
cial treatment. 

Substantial evidence that there are re
cmiters is also found in the study of a 
Swedish (!ommunity by Samecki (1982). 
The 35 delinquents with the highest in
dividual rates of offending hnd a total of 
224 accomplices in crime, or one-third of 
all juveniles in the study population 
(Samecki:209). These high-rate offenders 
generally did not oH~md with the same 
accomplices in very many offenses, 
which strongly suggests they actively re-

cmited other offenders. Moreover, 
Samecki found that, when high-rate of
fenders joined less criminally active 
groups, they recmited members to of
fending and appeared to inh'oduce new 
members to a criminal career (Samecki: 
236). Finally, the most criminally active 
committed offenses with co-offenders 
from a larger territorial area (Samecki: 
171), which suggests that they were re
cruiting from a larger network.5 

There is evidence, then, that individu
als with high rates of offending often 
commit offenses with accomplices, most 
of whom have lower offending rates. Most 
of these high-rate offenders keep the 
same accomplice for only a short period of 
time. Thus, high-rate offenders commit 
offenses with a substantial number of dif
ferent accomplices and so must continu
ally search for new accomplices. Still, 
they are not precluded from also commit
ting some sizable proportion of offenses 
alone, and that often seems to be the case, 
increasingly so, perhaps, as they get 
0lder.6 

Recruiter Effects on Offending 

The review of pattems of lone and 
group offending and their relationship to 
individual rates of offending leads to a 
number of conclusions that have policy 
implications. 

First, it is apparent that a relatively 
small number of very high rate youthful 
offenders can be identified reh'ospec
tively at a ffdrly young age. Their preva
lence in a population of offenders will 
vmy by age and place of residence. Were 

5Sarnecki was well aware that limiting the study 
to juveniles with police contacts and relying on 
official reports of delinquency limited the size of the 
network and its population and may have biased 
results in other ways (Sarnecki, 1982:235). 

6Research is needed on the group composition of 
offenses in offending histories by age of offenders 
and accomplices. 
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one able to select these high-rate offend
ers prospectively and isolate them, one 
could, in the short run, avert a substantial 
amount of juvenile crime, both those they 
commit alone and those attributable to 
recruiting others. Moreover, to the degree 
that their incarceration deters or 
reduces the offending rate of a sizable 
proportion of their accomplices, consider
able additional reductions in crime might 
be expected since it seems likely that 
these high-rate offenders seek accom
plices who might otherwise not be as 
active in offending. 

Second, although just under two-thirds 
of all crimes against persons and their 
property are estimated to have but a sin
gle offender (Reiss, 19S0:Table 1), an es
timated two-thirds of all offenders com
mit their crimes as members of groups 
(Reiss, 19S0:Table 2). Put another way, 
although the mean size of offending 
groups in major crimes against persons 
and their property is just over two of
fenders, roughly a third of all offenders 
offend in groups of four or more persons. 
Where group offending is involved, one 
would have to incapacitate a substantial 
proportion of the offending population 
since there is on the whole venJ little 
overlap in accomplices from one offense 
to the next, especially among older youth
ful and young adult high-rate offenders. 

Third, the most efficient gains in reduc
ing the crime rate might be made by 
inc?pacitating high-rate offenders who 
commit most of their offenses alone. But 
their number may be trivial even in the 
population of high-rate offenders. Indeed, 
since high-rate youthful offenders involve 
a substantial number of accomplices and 
since the size of the offending group de
creases with the age of offenders, it may 
be more efficient to incapacitate young 
high-rate offenders who are also recruit
ers. 

Fourth, the chaining of accomplices in 
offending provides a meanS to identify 
such high-rate individual offenders for 

intervention strategies. The use of net
work information may substantially in
crease the capacity to select high-rate 
offenders who account for the offending 
of others. Such identification requires 
that records be kept that uniquely iden
tify all persons engaging in offenses. The 
Swedish police information system pro
vides opportunities to trace such offend
ers as does that of the police in Japan. 
Typically, U.S. juvenile comts uniquely 
identify offenders by name, family and 
personal characteristics, and address. 
They commonly identjfy co-offenders by 
name only, making little systematic effort 
to link offender records to indicate group
offending careers. Similarly, the adult po
lice arrest record typically lists co-offend
ers alTested. Yet, no effort is made to 
select those individuals who may be sys
tematic recruiters of accomplices. Atten
tion needs to be devoted to identifying 
high-rate offenders who are also recruit
ers, akin to those in either the Peoria 
residential burglalY study or the Swedish 
community study. Such recruiters appear 
logical targets for selective incapacitation 
or other intervention strategies to reduce 
their recruitment as well as their offend
ing. 

These studies of juvenile offending and 
recruitment effects suggest that early in
tervention in the careers of high-rate of
fenders is possible by selecting those 
youths who fit the recruiter pattern char
acterized by a high individual rate of 
offending with groups involving a large 
number of different accomplices. 

CHANGES IN THE GROUP 
COMPOSITION OF OFFENDING 

One can postulate three kinds of crim
inal careers characterized by distinct 
types of offenders and patterns of offend
ing. The first type of offender always 
offends alone and can be designated as 
having a solo offending career. The sec
ond always offends with others. The 
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third, and by far the most common career, 
is characterized by both solo and group 
offending. 

The solo offender is relatively rare. For 
some, such as murderers, their career is 
very short, usually being limited to a 
single offense. Others begin their career 
as a solo offender around a particular 
offense and never commit any other. This 
is characteristic of many sex offenders and 
is especially so for certain kinds of sex 
offending, such as voyeurism and pedo
philia. Just how common a long career of 
solo offending is cannot be determined 
from existing investigations. Apmt from 
sex offending, confidence forms of fraud, 
family assaults, and certain white-collar 
offending (e.g., embezzlement), most solo 
offending careers are probably of ShOlt 
duration. 

Little also is known about careers char
acterized exclusively by group offending. 
Political criminals, such as terrorists, may 
be exclusively group ofi€mders. A sub
stantial propOltion of very young delin
quents who have shOlt careers offend 
only with others. Indeed, their desistance 
rates are probably greatest at the young 
ages following a first apprehension (Wolf
gang, Figlio, and Sellin, 1972:873-889). 

Generally, however, most criminal ca
reers that endure are characterized by a 
diverse mix of individual and group of
fending. It has long been known that 
most adult criminal careers in common 
crime begin with a juvenile delinquency 
career. And it is commonly assumed that 
most careers begin with at least a predom
inance of group offending and that the 
rate of solo ofiending increases with age. 
This conclusion is based on the following 
evidence previously cited in this paper: 

o Solo offending is relatively uncom
mon at young ages and does not become 
the modal form of ofiending until the late 
teens or early 20s. 

o The mean size of offending groups 
declines with age; groups of three of-

fenders become relatively uncommon af· 
tel' age 20; groups of four or more become 
infrequent at an earlier age, perhaps by 
age 17. 

" Solo offending begins to rise sharply 
at ages 15-16, ShOltly before the peak age 
of juvenile ofiending, and becomes the 
dominant form of offending at about age 
20. 

Yet, infOlmation from longitudinal 
studies of criminal careers is lacking to 
detenuine whether these aggregate statis
tics suppmt the contention that offenders 
move from predominantly group to pre
dominantly solo offending in tl1e course 
of a criminal career. Before alternative 
explm1ations for these aggregate changes 
are offered, several other facts merit at
tention because they are consistent with 
some alternative explanations: 

o The peak palticipation rate in offend
ing occurs around age 17 or 18; the abso
lute size of the offender population de
clines rapidly thereafter. 

ill There is a desistance from offending 
at every age but especially so in the early 
teens. 

o There are many careers of one or two 
offenses and these predominate at the 
very young ages. 

o The palticipation rate declines mark
ecUy in the early 20s, suggesting either 
substantial desistance or declining aver
age individual rates of offending, or both. 

o The proportionate increase in solo 
offending is largely at tlle expense of a 
decrease in offending for groups of three 
or more offenders; the propOltion of of
fenses committed by pairs remains fairly 
constant from late juvenile years through 
at least tl1e mid-20s. 

o Juvenile offending networks are rela
tively unstable and few are linked to 
adult networks. 

On the basis of these observations, anum
bel' of models of co-offending in criminal 
careers can be postulated that are cons is-
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tent with most, if not all, of the observa
tions. 

MODELS OF CO-OFFENDING IN 
CRIMINAL CAREERS 

A stochastic model might provide a 
reasonable fit. One would expect that as 
the size of the offending population de
creases, especially in local areas, there 
would be fewer offending groups of large 
size and more pair and solo offending. 
The rather steep rise in solo offending in 
the mid-teens, however, casts some doubt 
on how well such a model would fit if 
appropriate data were available to test it. 

A dynamic population model assumes 
offenders have considerable residential 
mobility, especially as they reach the 
point of establishing independence from 
their families. Residential and occupa
tional mobility weaken group ties. Group 
offending based on prior acquaintance 
with others in the group should decline as 
age increases. Those offenders who re
main active must either commit offenses 
alone or search for similar unaffiliated 
co-offenders. Since groups larger than 
two persons generally are unnecessary, 
the search can be truncated when one 
co-offender is found. 

A functional model assumes that co
offending is necessary to commit at least 
some crimes. One can advance several 
reasons why offending may need more 
than a single offender. Whenever a divi
sion of labor is required to commit a 
particular offense, co-offending is neces
smy. The necessity fot specialized skills, 
such as picking a lock, and for collabora
tion, such as driving an escape vehicle, 
are examples. Co-offending also may re
duce the risk of apprehension, as when an 
accomplice diverts attention from the 
crime scene. Not uncommonly, more
over, offenders seem to require social 
support to plan and commit an offense. 
Social support appears to be more charac-

tedstic of juvenile than adult offending 
since juvenile offending seems more 
closely linked to daily routines and activ
ities. Most juvenile groups provide social 
suppod for characteristically juvenile 
crimes, such as vandalism or shoplifting. 

This functional model is consistent 
with the selective attrition of low-offen
ding persons, the decrease in the size of 
offending groups with the age of offend
ers, and the increase in solo offending 
wherein adults seem to commit offenses 
that usually do not require a division of 
labor. Yet, it does not seem to account 
very well for the mix of solo and group 
offending characteristic of many criminal 
careers. 

A selective attrition of group offenders 
or a solo survivor model tries to account 
for the sharp decline in co-offending with 
age, especially of large groups, and, cor
relatively, the marked increase in solo 
offending. More specifically, the more 
general explanatory problem can be 
posed of whether the sharp rise in solo 
offending is due to a greater survival of 
solo offending and the selective atiTition 
of group offenders in a population of of
fenders or to a gradual shift of persisters 
from group tv solo offending. Several ex
planations seem worth exploring. 

First, cmtain kinds of high-rate career 
offenders may shift towards solo offend
ing because they require a substantial 
cash flow. This is characteristic, for exam
ple, of drug addicts who must commit a 
numbf'r of crimes each day to support 
their addiction, especially at the peak of 
dependence. The necessity to acquire 
cash and to obtain it quickly to make a 
buy to satisfy an indiVidual need can lead 
to solo offending. The addict may con
sume search time in locating a buy rather 
than in locating co-offenders 01' be unwill
ing to take the time to commit enough 
crimes to split the income with a co
offender before making a buy. One ex~ 
peets drug dependence to create a sub-
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stantial lise in solo offending for property 
crimes that provide cash, especially rob
bmy. Nonaddict offenders, moreover, 
may shun offending with addicts because 
they perceive an increased risk of their 
apprehension because of the higher risk 
of apprehension an addict in need of a fix 
may take. 

Second, the mix of offenses in an of
fending career usually changes substan
tially over time. The offending pattern of 
velY young offenders is to commit in 
groups such offenses as vandalism and 
gang fighting. Later careers are character
ized largely by offenses that can be com
mitted alone-burglaries, thefts, anned 
robberies, and assaults. 

Third, group offenders may be more 
likely to desist because their networks 
and group affiliations change substan
tially with age. There is considerable ev
idence that the groups to which juveniles 
belong are quite unstable and do not 
persist for long periods of time. There is 
also evidence (Suttles, 1968) that many 
youth groups do not persist across the 
transition from juvenile to young adult 
years. Indeed, it seems reasonable to as
sume that the nehvork sh1.wture of local 
communities is age graded so that as of
fenders age, they move into adult net
works, which are less likely to provide 
infonnal SUppOlt for offending.7 Ath'ition 
can be expected in any transitional proc
ess. We need to learn more about how 
such nehvork transitions are made and 
how they affect offending behavior. It is 
likely that adult networks on the whole 
facilitate individual rather than group 
seal'ch behavior. Moreover, it is likely 
that the adult networks that facilitate in-

7Exc1uding f011l1ally organized group behavior in 
which participation increases with age, it can be 
speculated that the propensity to do almost any 
activity alone or in pairs increases with age. But just 
what causes U1ese changes is not well understood; 
maturation is a desctiption, not an explanation, of 
what is tnking place willi age. 

dividual searches for co-offenders are less 
cohesive and clique oriented than are 
those of juveniles. They also are more 
covelt. 

Research on criminal careers is needed 
to determine which of these explanations 
accounts for the aggregate shift towards 
solo offending. If it turns out that juve
niles who shift early to high-rate, solo 
offending are most likely to have high
rate careers as adults, they are candidates 
for early intervention. What may be of 
special concern for timing incapacitative 
fonns of intervention is identifying such 
individuals and detecting when the shift 
to predominantly solo offending occurs. 

GROUP OFFENDING AND 
DESISTANCE FROM CRIMINAL 
CAREERS 

Earlier it was conjectured that the shift 
towards solo offending with age might be 
accounted for by the selective attrition of 
group offenders, i.e., group offenders de
sist at an early age. More generally, tlle 
question mises of whetller group proc
esses account for desistance from crimi
nal careers so that the nahll'e of one's 
affiliation with groups of offenders affects 
one's desistance probability. 

This section begins with a review of 
several empirical studies of desistance 
from offending that take into account 
group characteristics of offending in crim
inal careers. This is followed by specula
tion on how group pl'ocesses may enter 
into selective ath'ition from offending, 

Empirical Studies of Desistance from 
Group Offending 

There clearly is desistance fi'om of
fending at every age. The reasons for 
desisting may well vmy with career sur
vival time. Some criminal histories are of 
velY shOlt duration, especially so for 
those who enter at a velY young age; 
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others offend over a long period and de
sist or reduce their rate of offending sub
stantially only at an advanced age (Blum
stein, Farrington, and Moitra, 1985). How 
these points in an offender's histOlY de
tennine the rate and fonn of desistance is 
explored below. Since most offenders be
gin offending by age 16, and since desis
tance rates appear to be greatest soon 
after enuy, one expects greater aggregate 
desistance before age 20 than after. 

Knight and West (1975) repOlt on tem
porary and continuing delinquents in a 
lung-tenn survey of a cohOlt of 411 boys 
in a working-class London neighborhood 
(see also D. J. West, 1969). They selected 
83 boys who constihlted the most delill
quent fifth of their cohOlt on the basis of 
prior convictions or admissions of delin
quency (Knight and West:43). The 83 
delinquents were divided into two 
groups. One group of 33 was labeled 
temporalY delinquents because each had 
no official record of delinquency since 
turning age 17 and denied committing 
any offenses at age 18-19. The second 
group of 48 was labeled continuing delin
quents because each had one or more 
criminal convictions since huning 17 or 
admitted to committing one or more ma
jor offenses.8 Tempormy delinquents 
were conviction-fi'ee for a period of at 
least 3 years; continuing delinquents had 
a continuing record of convictions or ac
knowledged offenses. 

The largest single difference between 
the youths in these two groups was their 
inv;vement with adolescent peer groups 
in' ·nding (Knight and West:45). Both 
(,I'. records and self·reports disclose 

BTwo youths are not included in the analysis 
because they were not interviewed at ages 18-19. 
One was killed in an accident at age 17, and the 
other was a fugitive from justice and untraceable 
(Knight and West, 1975:43). 

that the continuing delinquents were 
more likely to commit their offenses 
alone. None of the official records for the 
tempormy delinquents stated a boy was 
convicted alone, compared with 14 per
cent of the convictions for the continuing 
delinquents, a difference that was signifi
cant even when the larger number of con
victions for continuing delinquents was 
taken into account. Although it is clear 
that the large majority of convictions for 
continuing offenders involved group of
fenses, temporalY delinquents had been 
involved only in group offending (Knight 
and West:45). 

Some explanation for this difference 
may be found in offenders' repOlted in
volvement in adolescent peer groups. 
Knight and West (1975:45), like Scott 
(1956), found that involvement with peer 
groups declines with age and can be 
short-lived. Tempormy delinquents re
ported greater abandonment of theil' ado
lescent male peer groups than did con
tinuillg delinquents. Although all but one 
of the tempormy delinquents had re
ported going about in an adolescent peer 
group of four or more boys between the 
ages of 15 and 17, somewhat less than half 
of them said they were doing so at age 
17;12. The involvement of roughly 80 per
cent of the continuing delinquents in 
groups of this size remained unchanged 
during these years (Knight and West: 
45-46). In disengaging from peer groups, 
the temporary delinquents did not be
come social isolates. Rather, they gener
ally began to go about with only one or 
two companions in conu'ast to their ear
lier participation with four or more. 

It is apparent once again that the more 
serious and higher rate offending youths 
who continue in delinquency include 
some who exhibit solo offending while 
continuing to associate with the members 
of rather large groups with which they are 
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affiliated. In some sense the large group 
perhaps serves as a reference group and 
perhaps also as a resource for recruiting 
accomplices for offending, since persist
ing offenders maintain a mix of individual 
and group offending. 

From Suttles's (1968) work, it seems 
that dropping out from the larger partici
patory group is a function of both mobility 
to other neighborhoods and a shift to 
more conventional roles, such as work, 
marriage, and militalY service, that bring 
new forms of association. In addition to 
the 41 percent of the Addams-area youth 
who quit their neighborhood group be
cause they moved to another area of Chi
cago, 26 percent left Chicago for jobs or 
military service. Another 30 percent ei
ther married or went to work in Chicago. 
Only one left to serve a prison term and 
only one left because he decided he did 
not want to belong to the group. Although 
dropouts were not looked down on for 
leaving their group "involuntarily," the 
one who left because he wanted to was 
reported to have been ostracized for it 
(Suttles: 167). The effect of leaving on 
offending behavior is unclear in Suttles's 
study, but the development of conven
tional bonds (e.g., marriage, regular em
ployment, and getting additional educa
tion) and the severing of old ties by 
moving out of the neighborhood or enter
ing military service could account for a 
sizable proportion of desistance in the 
late teens and early 20s. The impOltance 
of environmental as well as status transi
tions on desistance rates is buttressed by 
a major study of adults paroled directly to 
the u.S. AmlY in World War II. Mattick 
(1960:49-50) found tllat the I-year parole 
violation rate was 5.2 percent for parolees 
in the army, compared with 22.6 percent 
for civilian parolees. Moreover, only 10.5 
percent of the mmy parolees had commit
ted an offense within 8 years of discharge 

from prison, compared with an expected 
recidivism rate of 66.6 percent (Mattick, 
1960:54). 

W. G. West (1978) found that just over 
one-half of 40 high-rate juvenile thieves 
had retired froin active criminality by age 
20. Comparing tllese "reformed" crimi
nals with those who were still "active," 
West found that 86 percent of the re
fOlmed criminals, compared with only 11 
percent of tll0se still active, had formed 
conventional bonds with a woman, a job, 
and/or schooling (W. G. West, 1978:186). 
Of course, it is difficult from these behav
ioral data to determine whether tlle form
ing of the bond led to the desistance or 
whether the bond was fOlmed as a means 
of exb·icating oneself from a pattem of 
offending in a social network. Moreover, 
one does not know whether those who 
were still active and had not formed such 
bonds had b·ied and failed in doing so. 
The causal ordering of variables account
ing for desistance is not easily resolved 
either theoretically or empirically. 

The effect of leaving on offending be
havior also is illuminated by the work of 
Knight and West (1975). They concluded 
that the delinquency of tempormy delin
quents is dominated by group solidarity 
rather more than by individual motiva
tion to offend. As group offenders mature 
out of adolescence, many shift towards 
conventional work and family roles and 
going about with one or two of "the boys" 
in sports and bars or pubs. The "b,le" 
b·ansient group delinquent in this sense 
is more likely to be a tempormy delin
quent whose affiliation is broken by 
b·ansiency or by maturation into more 
conventional roles. The continuing delin
quentwho moves from juvenile into adult 
offending while maintaining network and 
large-group affiliations more and more 
offends alone or offends with one or two 
accomplices with whom affiliation is b·an-
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sitory. Some confirmation for this pattem 
of shifting to lone offending with aging 
was found in a major study by Sveri in 
Sweden (1965). 

Group Processes in Selective Attrition 
from Criminal Careers 

The concem in this section is to ac
count for the selective attrition of group 
offenders. In doing so, explanations of 
how group and network processes ac
count for desistance from criminal careers 
are posited. Three archetypes of desis
tance are presented. Desistance of group 
offenders can be attributed to specific 
detelTence, to status transactions, and to 
disruption of group affiliations. 

Specific Deterrence 

This archetype assumes that punishing 
an ofIe:mder not only leads the offender to 
desist but has consequences fot other 
group members as well. It assumes, 
moreover, that an individual is inducted 
into offending by others, as a member of a 
group, and continues to offend with one 
or more group members until appre
hended. The sanction of being caught 
(particularly if reinforced by parental or 
other sanctions) leads that individual to 
desist from offending. The experience of 
being sanctioned has a specific detelTent 
effect on the offender. Apprehending and 
punishing a member of a clique may 
increase the likelihood that other mem
bers, especially accomplices who are not 
punished, will also desist. The percep
tion of the risk of being caught is in
creased by apprehension followed by 
punishment. This is a special kind of 
specific deterrence whereby the punish
ment of some specific and significant 
othe1' leads to desistance. What is critical 
in this deterrence is that one knows the 
person who is being punished and conse
quently has a more direct basis for vicar-

iously experiencing the punishmf:lnt and 
calculating one's risk. 

This archetype probably accounts for 
much of tlle desistance at young ages and 
early in an offending career. The desis
tance rate is greatest following the first 
apprehension (Wolfgang, Figlio, and 
Sellin, 1972:87). 

Status Transitions 

Adolescence is characterized by the 
substitution of peer for parental relation
ships and conb'ol, especially for males, in 
American society. As boys grow up, peer 
groups lose some of their influence and 
control over those affiliated with them. 
This loss of influence is closely tied to 
status transitions, particularly tllose con
nected with tlle b'ansition to adult stahlS. 
But fi'om early adolescence on, individu
als make transitions to more confOlming 
affiliations. Such transitions decrease the 
influence of nonconfonning peers. 

This archetype can account for the de
sistance of individuals with low rates of 
offending. Such offenders usually offend 
Witll accomplices. They are recruited by 
others to participate in offenses others 
initiate, and they rarely, if ever, initiate 
offending. They are at most peripheral 
members in a group and offend as occa
sional recruits. With marginal affiliation 
to a group, they desist after one or a few 
such experiences because they find con
fOlming activities more rewarding and 
less risky or because they are not selected 
as accomplices. These low-rate offenders 
nOlmally desist in the early adolescent 
years. 

This second archetype is especially 
gelmane, however, for persons who par
ticipate in delinquency as part of diversi
fied peer activity. This is generally char
acteristic of groups of young males, such 
as athletic teammates and street-comer 
gangs. Here one gradually is drawn into 
the cultural life-style of one's class 
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wherein delinquency is pmt of that life
style. With aging, members tum to court
ship, maniage, and having children as 
well as securing regular employment to 
fulfill family responsibilities. They may 
withdraw from their peer group to as
sume these adult roles. Women and fam
ily may play a role in weaning the male 
delinquent from his gang. Desistance in 
this archetype is a function of movement 
to an adult status. This pattem probably 
explains the desistance of many lower
class ethnics in the United States in their 
young adult years. 

The desistance of group offenders may 
result not only directly from the declining 
influence of peers on a member's behav
ior but also from the indirect effect that 
has on group cohesiveness and the selec
tion of co-offenders. With declining cohe
siveness, groups become vulnerable to 
dissolution. There appem's to be some 
discontinuity between the individual's 
maturation and group adaptation to the 
changing requirements of its members. 
Since such b:ansitions do not occur at the 
same rate for all members, tlle group 
experiences selective attrition that gradu
ally weakens it. Most cannot recruit re
placements since the pool of those eligi
ble also declines with h'ansition to adult 
status. Failing to recruit enough members 
to maintain its status quo, the group dis
integrates. 

Much desistance of group offenders 
and offending may be tied to the fate of 
the pmticular groups to which they be
longed. Individuals who depend primar
ily on co-offending with accomplices af
filiated with a palticular group or network 
are pmticularly vulnerable to its demise. 
Inasmuch as the demise of delinquent 
peer groups is most commonly associated 
with the h'ansition of their members from 
juvenile to adult status, group demise 
should account for at least some of the 
desistance of group offenders in their late 
teens. Desistance in this second arche-

type does not depend on apprehension 
and punishment. The archetype is consis
tent with explanations of selective attri
tion of group offenders. 

Disruption of Group Affiliation 

Individuals are particularly vulnerable 
to the disruption or dissolution of group 
ties. Where such ties are primarily re
sponsible for or playa major role in rein
forcing one's delinquent or criminal be
havior, breaking them may lead to 
desistance. This is especially likely to 
occur when the individual is unable to 
replace those bonds with otllers that per
mit continuation of tile behavior. The 
three major ways that group bonds and 
affiliations tllat reinforce offending are 
dissolved are through residential mobil
ity of an offender, affiliation Witll a total 
institution, and tlle dissolution of the re
inforcing group itself. 

Residential mobility breaks group ties 
and makes problematic reincorporation 
into a new group in the area to which one 
moves. Those who are unlikely to offend 
without group SUppOlt drop out if they 
cannot affiliate with a new offending 
group or find accomplices. Residential 
mobility often is combined with other 
fOlms of social mobility, such as getting 
advanced schooling or a job or joining a 
militmy organization. 

Total instihltions also may affect desis- . 
tance from careers. Two types of total 
institutions can have important conse
quences for desistance from criminal ca
reers: prisons and the militmy. Incarcera
tion affects one's position in a group and, 
if it still exists on release, one may have 
difficulty reentering. By disrupting pat
tems of search for co-offenders, incarcer
ation may also shift offenders from pre
dominantly group to predominantly solo 
offending. Apalt from disrupting co
offending patterns, incarceration also may 
have specific detenent effects, especially 
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for young group offenders. If so, incapac
itation at young ages may be a viable 
strategy to bring about desistance from 
offending.9 

Another major source of desistance 
through enhy into a conventional total 
institution is the militatY. Some criminal 
careers obviously go on in the military 
but many appear to be broken. As noted 
previously, Mattick (1960) found that 87 
percent of the Illinois inmates paroled to 
the army were given honorable dis
charges and their recidivism rates were 
far below those of civilian parolees. Re
search is necessaty to examine the effect 
of military, merchant marine, and other 
forms of service on intenupting and ter
minating contemporaty criminal careers 
since Mattick's research was on parole to 
the World War II army (Mattick, 1958, 
1960). Service in conventional total insti
tutions is a potential alternative source of 
intervention in criminal careers. 

This third archetype suggests that 
breaking group bonds and relationships 
may be a critical factor in desistance from 
offending. The breaking of ties is facili
tated by forming new relationships or 
movement to new environments. Such 
ties are most likely to be broken in the 
late teens or early adult years. Offenders 
who continue to offend after these years 
may be those who usually commit of
fenses alone or who select different ac
complices, often strangers, for each of
fense. The adult career offender, then, is 
chat"acterized by h"ansient relationships 
with other offenders. Relationships with 
co-offenders are instrumentally contrived 

9Imprisonment also introduces one to new of
fenders and networks. Just how influential such ties 
are on one's offending after leaving prison is not 
known. Such ties may not be as important as com
monly assumed because inmates with close ties are 
usually not released at the same time and such ties 
and prison attitudes become less influential as re
lease nears (Wheeler, 1961). 

rather than by-products of group affili
ation. 

INTERVENTION ISSUES AND GROUP 
OFFENDING 

Group offending is most characteristic 
of what we think of as juvenile delin
quency and characterizes juvenile ca
reers. Characteristically, the juvenile 
court deals with a group of co-offenders 
rather than a solo offender when consid
ering a patticular offense for which the 
juvenile is apprehended. Moreover, the 
juvenile career is more likely to be char
acterized by a predominance of group 
offending when compared with adult ca
reers. Additionally, the juvenile court is 
better able than is a criminal court to 
consider co-offenders in dispositions be
cause it is less bound by many of the 
procedural safeguards attending criminal 
proceedings and by the obligation to try 
fact without knowledge of the prior 
record and CUlTent status of the offender 
and co-offenders. The juvenile court has 
greater latitude to investigate and dispose 
of matters involving joint offending and 
joint careers. When siblings are involved 
in juvenile offending, there is greater op
pOltunity for family intervention. Given 
this greater latitude in investigating, ex
amining, and disposing of juvenile cases 
and the fact that most adult criminal ca
reers are initiated in the juvenile years, 
serious consideration must be given to 
identification of and intervention in those 
juvenile careers most likely to lead to 
adult careers. A number of issues relating 
to such interventions are examined be
low. 

Probability of Being Caught in 
Co-Offending 

Earlier, attention was drawn to a possi
ble apprehension selection bias in con
junction with membership in a group 
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(Erikson, 1971). Specifically, the question 
is whether there is evidence that group 
offenders are more likely to be caught 
than are solo offenders and whether one's 
risk of apprehension increases with the 
size of an offending group. Also, the prob
ability of being apprehended as either a 
juvenile or an adult may well be a func
tion of the prior record of a current co
offender. 

It seems reasonable to conclude that 
one's risk of apprehension is a function 
both of one's individual rate of offending 
and that of one's co-offenders. And it is 
apparent that, at least for juveniles, high
rate offenders with accomplices are more 
likely to engage in crimes than are those 
who commit the same acts alone 
(Hindelang, 1976b:122). One may also 
expect interaction effects between one's 
rate of offending, the group mix of one's 
offenses, and the offending rate of one's 
co-offenders. 

Inasmuch as one of the major ways of 
estimating an individual's rate of offend
ing is fi'om official records of apprehen
sions, it is important to know whether the 
probability of apprehension is substan
tially greater for group than lone offend
ers who have the same individual rate of 
offending. One expects, however, that 
this could vary by age so that the risk of 
apprehension is a function of whether 
one offends alone or with others at older 
as well as younger ages. It is important 
also to know whether apprehension is 
more likely to occur for a co-offending 
than a solo offense, even for those careers 
characterized by a substantial proportion 
of solo offenses. If so, using official rec
ords of apprehension will underestimate 
substantially the individual rate of of
fending for those who engage predomi
nantly in solo offenses and overestimate 
the rate for group offenders if the two are 
not distinguished. 

Just how much the individual rate of 
offending, in comparison with the group 

status of an offense, increases one's risk of 
apprehension is most problematic for of
fenses against the person. A predomi
nantly solo pattern of offending may be 
disproportionally constituted of non
sU'anger crimes against the person, since 
that arrest rate is a function of victim 
identification at the time of the complaint. 
In brief, the rate of apprehension for solo 
offenses against persons who are strang
ers as well as against property may be 
substantially lower than that for others at 
risk. This suggests that it is impOliant to 
separate solo from group offending rates 
by type of offense in assessing apprehen
sion risks. 

Early Identification of Career 
Criminals 

One of the barriers to early identifica
tion of adult criminal careers has been the 
high apprehension rate of juveniles such 
that the population of offenders for dispo
sition is large. Moreover, it is commonly 
presumed that at young ages it is difficult 
to distinguish high-rate offenders from 
low-rate offenders. The Wolfgang, Figlio, 
and Sellin (1972) reu'ospective cohort 
study supports this conclusion by report
ing probabilities of committing a next 
offense by o:flElllse number and transition 
probabilities based on number and prior 
offense type. These probabilities were 
based on the entire juvenile career with
out respect to annualized individual rates 
of offending or of the time between of
fenses. This may be important informa
tion that may help to separate high-rate 
juvenile offenders from the population of 
all offenders at a fairly early age. 

There is, of course, the possibility that 
many early high-rate offenders. desist 
from a criminal career well before adult
hood. There is no strong evidence that 
this is the case, however, and there is 
evidence that high-rate adult offenders 
can be identified by their juvenile of-
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fending rates (Chaiken and Chaiken, 
1982). 

It has been suggested here that there is 
an important subset of juvenile offenders 
that should be identified for special adju
dication. These are the high-rate offend
ers who can have high rates of recruiting 
co-offenders. They would appear to be 
easily ,identified by both their high indi
vidual rates of offending and the number 
of offenses they commit with a large num
ber of different co-offenders. One should 
be able to distinguish between those 
high-rate co-oflenders whose rate is pri
marily dependent on affiliation with a 
small number of co-offenders and those 
who are continually involved with new 
associates. Moreover, there is some evi
dence that these recruiters affect the par
ticipation rate of their co-offenders as 
well as the co-offenders' rates of offend
ing. If that is the case, they are especially 
opportune targets for early intervention. 
In any event the evidence presented sug
gests that the recruiter population for ju
venile offenders is a small enough subset 
to warrant considering early intervention 
in their careers, perhaps even with strat
egies of incapacitation, since their inca
pacitation may have a marked effect not 
only on the aggregate crime rate but on 
participation and desistance rates of co
offenders as well. Investigation into these 
early intervention possibilities and their 
effects would add appreciably to our un
derstanding of early criminal careers and 
the possibilities for intervening in them. 

Sailctioning Group Offenders 

Our adult system of justice is to a sub
stantial degree based on preserving the 
individual integrity of co-offenders as 
they are processed in the criminal justice 
system. This means that not only must 
their individual histOlY of offending be 
disregarded when trying a current set of 
charges but also individuals involved in 

the same offense can be h"eated differ
ently based on their role in the charged 
offenses and that differences in their prior 
offending or personal histories can be 
taken into account at sentencing. The 
particular doctrine of sentencing will de
termine what will or may be taken into 
account, but there is a general presump
tion that the disposition for one offender 
need not be contingent on that of another 
so long as equals in all respects under law 
are treated equally. As noted above, the 
juvenile COUlt has not been bound as 
tightly by these considerations and hence 
may have considerably more latitude to 
consider alternative sh"ategies for sanc
tioning accomplices in an offense. Unfor
tunately, very little evidence about tlle 
eflects of differences in sanctioning co
offenders is available to guide such 
choices. 

One of the impOltant issues in juvenile 
sanctioning is the extent to which early 
sanctioning may be a specific and a gen
eral deterrent to oflending. It has been 
suggested here that punishment of one's 
co-offenders increases tlle sense of risk. 
Worth considering is whether early sanc
tioning of all co-offenders increases tlle 
desistance rate. Of special interest also is 
whether differential sanctioning for of
fenders in the same offense has different 
specific deterrent and desistance effects 
for co-offenders. 

Where offenders are linked in the same 
networks, one expects to find overlap in 
offending careers. Each of these careers 
can be h"eated independently to deter
mine the extent to which sanctioning in
terventions affect each career. Yet, each 
may also be regarded as affected by the 
interventions in the careers of co-of
fenders. Desistance may be influenced as 
much by tlle sanctioning of co-offenders 
as of the individual offendet himself. Sim
ilarly, one's pattern of offending with oth
ers may be influenced by interventions in 
their careers or by their desistance. Is one 
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more likely to desist if one's co-offenders 
have desisted? These seem questions 
worthy of investigatirm. 

Intervention Strategies and Group 
Offending 

Intervention strategies disrupt the lives 
of individuals and affect their criminal 
careers. Although many interventions are 
individual-change strategies, some aim to 
change the extemal conditions believed 
to cause the behavior of individuals. 
Klein and Crawford (1967:65-66) con
cluded that "elimination of extemal 
sources of cohesiveness of gangs, in most 
cases, would be followed by dissolution 
of a relatively large prOpOlTIOn of gang 
membership." They reached this position 
by observing that the intemal sources of 
gang cohesion are weak and that the gang 
is maintained by strong extemal pres
SUl'E:lS (Klein and Crawford:66). From this 
perspective, juvenile gangs are rather 
fragile entities. They lack the intemal 
stability of intemally generated group 
goals, have high tumover in membership, 
generate few unique group norms, and 
lack a lasting identity with a group name 
(Klein and Crawford:66). There is also 
considera.ble evidence that these inter
nally unstable gangs are kept together by 
extemal pressures, such as conflict with 
other groups (Klein and Crawford:65-66) 
or political activity (Jacobs, 1976; Sholt 
and Moland, 1976). 

Disrupting the intemal structure of 
such gangs to diminish their members' 
delinq uency is not likely to be successfi.ll. 
Klein and Crawford (1967) concluded 
that interventions by group workers in 
black delinquent gang~ in Los Angeles 
tended to incwase the social cohesive
ness of the gangs, thereby resulting in 
increased individual rates of ofl~mding. 
Similarly, Short and Sh'odtbeck (1965) 
concluded that disrupting the gang lead
ership in the black gangs they studied 

failed to disrupt the gang and may actu
ally have contributed to increased rates of 
minor delinquent acts. 

Although the group workers' interven
tion strategies that aimed at disrupting 
group sh'ucture and processes may not 
have achieved their intended result, 
other strategies of intervention aimed at 
disrupting networks may nonetheless be 
consequential for individual careers. 
Klein and Crawford (1967) suggested that 
strategies that weaken group cohesion 
may have that effect. 

Incapacitation of offenders similarly_ 
does not necessarily disrupt gang shuc
ture. Jacobs (1976, 1977, 1983) described 
the U.S. prison of the 1960s and 1970s in 
our most urbanized states as organized 
around an inmate system that was an 
extension of the gang organization and 
the conflict relations from which the 
prison population was drawn. He sug
gested, moreover, that the prison society 
tended to increase the cohesion of those 
gangs and their importance to their mem
bers because they pelformed a wide va
riety of functions for them. The gangs also 
recruited members within the prison, es
pecially as the inmate system became 
politicized (Jacobs, 1976, 1977:145-149). 
On release a substantial minority of the 
recruits and many of the former members 
of the supergangs (which include juve
nile and adult divisions in the community 
and in juvenile and adult cOlTectional 
institutions) ret1.ined ties with at least 
some fOlmer gang members. The prison 
of this f,-'riod appeared to extend the 
network 0f adult co-offenders through in
mate recruihnent into the gangs while 
incarcerated and sustained at least some 
of them on release. 

Group Recruitment and Replacement 
Pl'ocesses 

When more than one individual is in
volved in offending, incapacitation of one 
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of the offenders will not necessarily affect 
the crime rate. Much depends on what 
happens to the individual rate of offend
ing of his co-offenders. The CUlTent prac
tice is to discount the "crimes saved" 
through incapacitation of an offender by 
weighting the individual's contribution to 
the incident, using the mean size of of
fending groups for that offense. If the 
mean size of offenders is two, for exam
ple, an individual's crime saved is calcu
lated as one-half. Yet, there is no empiri
cal evidence to conclude that individuals 
reduce their crime rate, on the average, in 
this way. There is some reason to believe 
they might not. One would expect that 
the incapacitation of recmiters, for exam
ple, would have a far greater impact on 
the crime rate than would the incapacita
tion of followers or many of their co
offenders, even granted equal rates of 
offending. . 

What is needed is a comparison of over
lapping criminal careers to determine 
whether incapacitation in the career of 
any offender has any effect on the individ
ual rate of offending of his co-offenders 
subsequent to incapacitation. Given the 
fact that the more organized gangs of 
career criminals are more adept at recruit
ing replacements for incarcerated mem
bers, incarceration may save only those 
crimes that are solo offenses. If so, one 
should not only aim to incapacitate indi
viduals with high solo offending rates but 
one should expect little impact from inca
pacitating individuals who have high co
offending rates as accomplices. If this 
were to be verified empirically, one 
would also expect to gain less from inca
pacitating juveniles than adults, since 
their solo offending rates are on the aver
age lower. 

One might also expect to gain more by 
disrupting processes of recmitment and 
replacement of co-offenders in juvenile 
than in adult populations, since juvenile 

networks that facilitate offending are 
seemingly based more on solidaristic and 
personal relationships than on rational 
choice and impersonal contact. For most 
juveniles, the selection of co-offenders is 
far more restricted than it is for adults, 
being limited to a telTitorial neighbor
hood and its environs. We need to know 
more about how adults recruit their 00-

offenders and the extent to which their 
co-offenders are dispersed rather than 
concentrated in space and time. We 
clearly need both ethnographic and net
work studies of adult offending popula
tions to explore these issues of co-offend
ing and their effects. 

CONCLUDING NOTES 

It should be abundantly clear that re
search on group offending not only is 
disproportionally concentrated on juve
niles but that it has focused almost exclu
sively on documenting how pervasive it 
is and on speculating on its role in the 
etiology of delinquency. The etiological 
question therefore remains murky and 
the consequences of groups for criminal 
career development remain unexplored. 
We need, therefore, to devote far more 
attention to detailed studies of offending 
careers and to pay special attention to the 
group composition of offending in tllOse 
careers, treating each individual's career 
in telms of its intersections with others. 
Not only do such investigations provide 
sociometric infOlmation so that such tech
niques as block-modeling (White, Boor
man, and Breiger, 1976) can isolate par
ticular networks, but also they pelmit us 
to examine how criminal justice interven
tions have consequences for the offend
ing of all individuals in the same network. 
Examination of the consequences of solo 
and co-offending is but part of a larger 
need to order over time the life events of 
offenders Witll their offending histOlY so 
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that we may detelTIline their conse
quences. Further study of group offend
ing requires far more infom1ation on how 
juvenile and adult careers are linked. 
That information must be obtained from 
prospective longitudinal cohort studies 
that approximate more closely the design 
of the Swedish community study under
taken by Samecki (1982). That clesign is 
based on a social-network approach and 
expands the study population to include 
all co-offenders who are not initially pmt 
of the cohort. It is well to bear in mind 
that in a dynamic society there is consid
el'able movement into and out of commu
nities and that individuals are drawn into 
different networks over time. The altifi
cial divorcement of the cohort from a 
changing environment and its reduction 
to a population of individuals unrelated 
in time and space restrict considerably 
what can be learned about individual 
careers. 
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The Rand Inmate Survey: 

A Reanalysis 

Christy A. Vis her 

In 1982 the Rand Corporation released 
its findings from a 1978 survey of jail and 
prison inmates and presented provoca
tive information about the individual of
fending patterns of criminals. Rand's 
"second inmate survey," as it is called, 
involved nearly 2,200 inmates in three 
states who completed detailed question
naires about the variety and intensity of 
their criminal activity. 

Analysis of these self-repOlt data re-
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vealed that the distribution of the annual 
number of crimes an offender commits, 
often refened to as lambda (A), is highly 
skewed. Most of the inmates in the Rand 
survey repolted small values of A, about 
five crimes per year, for most crime types. 
Some individuals, however, committed 
crimes at very high frequencies-more 
than 100 crimes per year. These results 
suggest that most criminals, including the 
majolity of those who are incarcerated, 
aChlally commit few crimes. High-rate 
offenders make up only a small propor
tion of the inmate population, but they 
may account for most of the crime prob
lem. This finding makes it palticularly 
desirable to identifY them. 

In one of the Rand repOlts based on the 
survey data, Varieties of Criminal Bella'!)
ior, Chaiken and Chaiken (1982a) classi
fied the surveyed inmates into 10 groups 
according to the combination of crimes in 
which they engaged. One important re
sult of their research was the identifica
tion of a single categOly of serious crimi
nals, whom they designated as "violent 
predators." These offenders engaged in 
assault, robbelY, and drug dealing at velY 
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high rates, but they also committed prop
erty crimes at high rates. In fact, these 
"violent predators" committed more bur
glaries and other thefts than the criminals 
who specialized in those climes. Chaiken 
and Chaiken concluded that these partic
ular offenders are especially troublesome 
and become entrenched in a deviant life
style in their juvenile years. 

The exh'eme skewness in offending fre
quencies and the identification of a small 
group of violent predators have intensi
fied interest in identifYing high-rate, seri
ous offenders. If the most serious offend
ers can be distinguished with information 
about their patterns of behavior and indi
vidual characteristics, the criminal justice 
system could become more efficient in 
identifYing the most appropriate candi
dates for long periods of incarceration. 
The Rand study made an important con
hibution to this effort by using self
repOlted infOlmation from the inmate sur
vey to identify selious off~mders. Chaiken 
and Chaiken (1982a) showed that per
sonal factors and life-style characteristics, 
including persistent drug use, celtain 
types of juvenile criminal involvement, 
and unstable employment, were sh'ongly 
related to a vi.olent, predatOlY pattern of 
offending. Other types of offending 
groups were similarly distinguished by 
palticular observable behavior patterns 
and demographic attributes. 

The researchers at Rand also went a 
step fUlther and attempted to h'anslate 
findings about the characteristics of high
rate offenders into a policy insh'ument 
that could be used to guide decisions in 
the criminal justice system. One sug
gested approach for addressing simulta
neously the problems of prison crowding 
and high aggregate crime rates is to em
phasize incarceration for the pmticularly 
serious high-rate offenders and to 
deemphasize it for the others. Another 
Rand report (Greenwood, 1982) exam
ined the possibilities and consequences 

of using this sh'ategy-selective incapac
itation-as a specific policy in sentencing 
convicted offenders. Using a simple scale 
of seven variables that cOTI'elated with 
high annual offending frequencies, Green
wood estimated that a pmticular selective 
incapacitation policy could reduce rob
bel} rates by 20 percent without increas
ing the prison population in California. 

As a crime conh'ol sh'ategy, the idea of 
selective treatment of some offenders is 
not new. The concept of "predictive sen
tencing" has a long history (for a review, 
see MOTI'is and Miller, 1985), and it un
derlies the common use of risk-factor 
scales in decisions regarding parole re
lease (see Gottfi'edson and Gottfredson, 
this volume). The Rand research has en
hanced the potential value of predictive 
sentencing because of the skewness of 
the reported distribution of A.. It has also 
generated considerable controversy. 

The CriticiSlll!l that have been directed 
at the Greenwood report and at the Rand 
study in general have both methodologi
cal and ethical elements. Some critics 
argue that the analysis is methodologi
cally flawed and that Rand's sample of 
prisoners is not representative of the con
victed offenders judges have to sentence. 
Others are skeptical of the truthfulness of 
inmates' reports concerning the crimes 
they had committed. Observers are also 
concerned that most of the variables in 
the seven-point scale are based on self
report rather than official data and would 
be much less reliable if based on official 
records. Still others regard the variables 
involved as inappropriate as a basis for 
sentencing in any event. These and other 
criticisms are reviewed in a later section 
of this paper. 

Criticism of the Rand results has been 
stimulated by the extensive public atten
tion the seven-point scale has received. 
Some state legislators inh'oduced bills in 
1982 and 1983 to implement selective 
incapacitation as pmt of new sentencing 
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Wilkins (1955) repOlt an adjusted contin
gency coefficient of .19 between age at 
first finding of guilt and failure; Simon 
(1971) reports a cp of .13; S. D. Gottfi:edson 
and D. M. Gottfi'edson (1979) repOlt 
point-biserial cOlTelations of .18 for age at 
first arrest, .17 for age at first conviction, 
and .18 for age at first commitment. Al
though not large, the effect is at least 
consistent (and is not remarkably smaller 
than zero-order effects cited above for 
criminal histOlY variables). When exam
ined in multivariate contexts, the relation 
usually remains significant, although the 
unique conh'ibution is small (S. D. Gott
fi'edson and D. M. Gottfi'edson, 1979). 

Marital Status. Marital st:'1tus occa
sionally has been found predictive of pa
role outcomes; single oHi:mders do more 
poorly on follow-up (Burgess, 1928; VoId, 
1931; Kirby, 1954; S. D. Gottfi'edson and 
D. M. Gottfredson, 1979). The zero-order 
relations are slight (the correlations are 
about .15, valying, of course, with the 
study), and usually, but not always, disap
pear in multivariate analyses (S. D. 
Gottfredson and D. M. Gottfredson, 1979; 
cf. Kirby, 1954; Palmer and Carlson, 
1976). Marital status is colinear with age 
variables (which are rather more power
ful) and with variables that assess release 
plans (e.g., planned living arrangement). 
Simon (1971) found no effect for marital 
status, but her sample was very young. In 
general, the unique contribution of mari
tal stahlS appears modest in relation to the 
assessment of parole outcomes. 

Sex. Most studies repOlted in the lit
erature have been restricted to samples of 
males. Those that included both men and 
women (e.g., D. M. Gottfredson, Wilkins, 
and Hoffman, 1978; S. D. Gottfi'edson and 
D. M. Gottfredson, 1979; Schmidt and 
Witte, 1979; CalToll et aI., 1982) either 
find or repOlt no significant eHect for sex. 
An exception is Brown (1978), who found 

that sex remained statistically significant 
in a multiple discriminant function anal
ysis. The variable's unique conhibution, 
however, is velY slight (see p. 98). S. D. 
Gottfi'edson and D. M. Gottfi'edson (1979) 
systematically studied the effect of sex 
and found it to be negligible. In part, this 
likely is due to the small number of 
women available for shldy, even when 
overall sample sizes are large. 

Race-Ethnicity. Although some of 
the earliest studies paid detailed atten
tion to race or ethnicity (e.g., Tibbets, 
1931, shldied the zero-order relations be
tween 20 racial and ethnic classifications 
and parole outcome), few later studies 
specifically repOlt on or appear to have 
examined these variables. Either the vari
ables were not available for study (e.g., 
Brown, 1978), or investigators appear to 
have ignored them. It also may be that 
investigators simply have not repOlted 
finding no effect. Some (e.g., S. D. 
Gottfi'edson and D. M. GOttfredson, 1979) 
had an expressed goal of developing op
erationally useful prediction tools and, 
hence, excluded the variable from con
sideration. (We consider the ill-advised 
wisdom of th~s in a later section.) In one 
multivariate shldy (Schmidt and Witte, 
1979), a zero-order race effect failed to 
reach Significance when considered in 
combination with other factors; in others 
(Kassebaum, Ward, and Wilner, 1971; 
Palmer and Carlson, 1976) the effect (sub
stantially diminished) remained signifi
cant. Perhaps the best that may be said at 
this point is that race and ethnicity effects 
appear to have been understudied in re
lation to parole outcomes,2.7 

271n a desc\'iptive parole-prediction study, Elion 
and Megargee (1979) found little evidence for the 
effect of race on parole decisions made, but more 
evidence for racial clifl(~rences in the severity of 
sentences imposed. 
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Neithercutt (1972) studied a large na
tional sample of paroled burglars and ob
served MCRs relating prior record and 
parole outcome of from .08 to .14 (de
pending on the definition of prior record 
uspd). In a shldy of institutionalized nar
{;('lics addicts, Inciardi (1971) did not find 
prior criminal record to be among the 
salient predictors of parole outcome. In 
further support of the truism noted ear
lier, however, the variable "munber of 
previous treatments for narcotics use" 
was found predictive. 

Plior record is similarly predictive of pro
bation outcomes (e.g., Monachesi, 1932; 
Caldwell, 1951; Simon, 1971). For both 
probation and parole, such valiables al'e 
found predictive in American, British, and 
European (e.g., Shiedt, 1936; Tmnck, 1937) 
samples and for youths (e.g., Mannheim 
and Wilkins, 1955) as well as for adults. 

Age. Infoffilation concemingoffender 
age appears consistently to be related to 
parole outcomes, altllough there are con
traly examples. Age alone, usually mea
sured at or shortly before release, has 
variously been found positively related to 
outcome (shldies finding that older 
releasees more often are successful in
clude, as examples, Burgess, 1928; Kirby, 
1954; Palmer and Carlson, 1976; Brown, 
1978; Schmidt and Witte, 1979); unre
lated to outcome (studies finding no, or 
velY little, relation include Borden, 1928; 
VoId, 1931; Babst, Inciardi, and Jaman, 
1971; Simon, 1971; Babst, Koval, and 
Neithercutt, 1972; S. D. Gottfi'edson and 
D. M. Gottfi'edson, 1979); and even neg
lltively related to outcome (e.g., Tibbets, 
1931). When found to be positively re
lated with release outcome, tlle effect of 
age usually is small, although statistically 
significant in the studies cited. The zero
order correlation repOlted by Kirby is 
0.08; the mean difference of about 25 
months reported by Brown is associated 
with an F-ratio of 70.5 on 1, 638 degrees 
of freedom (half that of the most powelful 
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zero-order predictor, which was offense 
type); in tlle multivariate model, how
ever, it emerged as the most salient pre
dictor. Age at release had by far the small
est coefficient in Schmidt and Witte's 
(1979) truncated log nonnal analysis, and 
one of the smallest in Palmer and Carl
son's (1976) shldy, which used the same 
metllod. Studies that we have classified 
as showing no relation actually do show 
small, nonsignificant, but positive coeffi
cients (.004 to about .06 to .08); tlle signif
icance of the single negative relation 
noted was not assessed, and inspection of 
tlle disbibution shows it to be slight and 
inconsistent (Tibbets, 1931:37). 

To summarize, tl1e evidence available 
seems to suggest that age, usually mea
sured at time of release, is positively 
associated with outcomes, but that tlle 
relation is slight, particularly when con
sidered in multivariate contexts. In tlle 
literahue reviewed, its statistical signifi
cance often appears largely to be a func
tion of sample size. Babst, Koval, and 
Neithercutt (1972) found no zero-order 
effect for age, but did find that the inter
action of age with otller variables (drug or 
alcohol abuse and criminal record) was 
highly significant (although still only mar
ginally predictive). 

Many studies have examined the age 
variable in relation to the onset of noticed 
(or official) criminal behavior, and here, 
the evidence is compelling: the earlier 
the onset of criminal activity, the poorer 
tlle prognosis.26 Kirby (1954) repOlts a 
correlation of .21 between age at first 
arrest and failure on parole; we calculate 
a contingency coefficient of .14 between 
age at first commibnent and failure from 
data presented by D. M. Gottfi'edson, 
Cosgrove, et al. (1978); Mannheim and 

26Unofficial delinquency proxies also have been 
used. For example, Glaser (1954) reports an MeR of 
.22 for the relation between the age at which the 
offender first left home for a period of at least 6 
months and failure on release. 
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1931) to the latest (e.g., Palmer and 
Carlson, 1976; D. M. Gottfredson, Cos
grove, et al., 1978; Schmidt and Witte, 
1979; Carroll et al., 1982; S. D. Gottfred
son and Taylor, 1986), indices of prior 
criminal conduct consistently are found 
to be among the most powelful predictors 
of parole violations, arrest for the commit
ment of new offenses, and conviction and 
reincarceration for these. 

This generalization tends to hold re
gardless of the measure of prior criminal 
conduct used or of specific operational 
definitions of that conduct. For example, 
the previous arrest history, the prior con
viction histOlY, the record of commit
ments to jail or to prison, the length of 
"gaps" in the alTest or conviction histOlY 
(e.g., time free without alTests), the his
tOlY of prior probation or parole viola
tions, the age at first arrest, the number of 
commitments to cOlTectional institutions, 
the number of prior court dispositions of 
any type, and the types of prior offenses 
all provide examples of variates often 
found predictive of future alTests or con
victions. The apparent strengtll of associ
ations witll the criteria of interest vmy 
among samples and criteria, but it is nev
ertheless commonly found that such 
items are among the best predictors iden
tified. Some are more reliable than others, 
some are more readily extracted from the 
records, and some-depending on the in
tended application-present legal or eth
ical objections. All these factors would, of 
course, be impOltant to consider in the 
selection of predictor candidates. 

Altllough the means of assessing prior 
criminal involvement have varied 
widely, we know of no prediction shldy 
in which a measure of criminal histOlY, if 
available for assessment, did not emerge 
as significantly associated with tlle out
come criterion (which also has varied 
widely). In most shldies, prior record ap
pears to be the most powerful of the 
variables examined-although this leaves 
much to be desired. Because few studies 

have used common criteria or definitions, 
it is difficult to provide an adequate sum
mmy of the relation between past and 
future criminal behavior; tllis difficulty is 
exacerbated by the fact that samples also 
have varied. Finally, a wide variety of 
methods have been used to examine 
these relations, and they often are not 
readily comparable. As examples: Mann
heim and Wilkins (1955) used a contin
gency coefficient adjusted for restriction 
and observed values of £i'om .31 to .24; 
VoId (1931) used unadjusted contingency 
coefficients and observed a value of .28 
for the relation of prior record and parole 
outcome. This index may be readily cal
culated £i'om data given by D. M. 
Gottfredson, Wilkins, and Hoffman (1978) 
and results in coefficients of .23 to .21, 
depending on the item assessed. Tibbets 
(1931) and Borden (1928) repOlted values 
of Pearson's r of between .15 and .20, 
depending on the definition of prior crim
inal conduct used. Several autllors report 
values of MCR for items [e.g., Glaser, 
1955 (.21 to .20); Babst, Inciardi, and 
Iaman, 1971 (.22)]; others repOlt univari
ate F -ratios, discriminant weights, or as
ymptotic t-ratios (e.g., Kirby, 1954; 
Palmer and Carlson, 1976; Brown, 1978; 
Schmidt and Witte, 1979); some repOlt no 
indices at all (e.g., Hakeem, 1948). 

In general, considering adult samples, 
the relation between prior record and 
future criminal activity, botll measured 
variously, appears to be on the order of .2, 
whetller assessed by the cOlTelation coef
ficient, by a related contingency coeffi
cient, or via the MCR. The relation 
changes little whetller only men are stud
ied (e.g., Borden, 1928; Tibbets, 1931; 
Kirby, 1954; Glaser, 1955; Babst, Inciardi, 
and Iaman, 1971) or if women are in
cluded in the sample (e.g., Brown, 1978; 
D. M. Gottfi'edson, Wilkins, and Hoff
man, 1978; Carroll et al., 1982). Restrict
ing the sample to certain types of of
fenders, however, appears to reduce tlle 
effect. For example, Babst, Koval, and 
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R2 of .43 (N = 530). The four items were 
dmg sales offense with a maximum sen
tence of 20 years or more, nonviolent 
offense with maximum sentences of more 
than 10 but less than 20 years, and deci
sion-maker ratings of the seriousness of 
the offense and the prior criminal record 
(D. M. Gottfredson et al.:223-224). 

In New Jersey, multiple regression 
equations were calculated for the depen
dent variables "months served in prison 
by offenders paroled" and "parole 
grant/deny." In the case of the first, five 
items provided an R2 of .88 (N = 233) in 
the study sample. These were maximum 
sentence, rated offense seriousness pro
gram participation, prior criminal record, 
and parole plan. With the second crite
rion (parole or not) an R2 of.48 (N = 504) 
was found when these items were used: 
maximum sentence, rated offense seri
ousness, parole prognosis, program par
ticipation, and quality of the parole plan 
(D. M. GottfreJ.son et al.:248-249). 

Although the conelates of parole board 
decisions vary among jurisdictions (as do 
legal structures and paroling authority 
goals), common correlates include deci
sion makers' judgments about the offend
ers' prior criminal records and institu
tional adjustment, whether the latter is 
assessed in terms of disciplinaty infrac
tions or participation in programs or both, 
and about the likelihood of new offenses 
if paroled (palticularly the estimated 
probability of violent crimes). Often, and 
differing by jursidiction, ratings of the 
seriousness of the offense of conviction 
are correlated with decision outcomes, as 
is the time that already has been served 
when the decision is made. 

Normative Studies 

Given the ready availability of several 
detailed reviews of this voluminous liter
ature (e.g., Mannheim and Willdns, 1955; 
Rose, 1966; D. M. Gottfredson, 1967; 
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Simon, 1971; D. M. Gottfi:edson, Wilkins, 
and Hoffman, 1978), we will not repeat 
that effOlt. Rather, we focus in this section 
on two issues: the identification of spe
cific variables that have been found to 
have predictive utility across a range of 
samples and studies and a consideration 
of the general degree of accuracy ob
tained in such shldies. We therefore do 
not give detailed attention to individual 
shldies (as in previous sections). We were 
greatly assisted in this effOlt by the re
views cited, patticularly those of Simon 
(1971) and D. M. Gotttl'edson (1967), and 
by a comparative summaty prepared by 
Glaser and O'Leary (1966). 

Our focus here is on behavioral and 
demographic correlates; thus, we largely 
ignore several extensive research b'adi
tions, which also largely have been ig
nored in previous reviews. In patticular, 
we do not b'eat research relating to psy
chologi.cal or psychiab'ic prognostica
tions, tests, or other personality assess
ments. Nor do we b'eat research 
concerning the impacts of large-scale so
cial and economic forces (e.g., Ehrlich, 
1973,1974; Forst, 1976; Vandaele, 1978). 
Finally, we do not review research con
cerning tlle areal or ecological correlates 
of crime and recidivism, despite growing 
evidence that inclusion of these factors 
may do much to improve tlle prediction of 
recidivism (S. D. Gotttl'edson and Taylor, 
1986). For reviews, see Baldwin (1979) 
and S. D. Gottfredson and Taylor (1986); 
for suggestions of the likely impOltance of 
situational factors, see Monahan (1978, 
1981) and Monahan and Klassen (19~2). 

Past Criminal Behavior. It is a psy
chological b1.1ism that the best predictor 
of future behavior is past behavior. Not 
surprisingly, one of the best predictors of 
fuhlre criminal conduct is past criminal 
conduct, and the parole-prediction litera
ture amply supports this fact. From the 
earliest studies (e.g., Burgess, 1928; VoId, 
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either jails or prisons); "persistent offend
ers" (women with prior incarceration but 
no histOlY of heroin use); and "persistent 
offender-users" (women with prior incar
ceration anci a history of heroin use). 
When prediction models were developed 
for the total group and for the three 
groups separately, the offender character
istics studied accounted for about one
third of the variation in telms beyond the 
legal constraints on the board's decisions. 
The three gro-qpings by themselves were 
good discrimina.tors of both the parole 
board's decisions as to time required to 
be served and a recidivism criterion. 

Also studied were decisions as to the 
granting of parole. If parole was not 
granted, consideration was usually post
poned, although the person could, in 
most cases, be discharged. (Of 14,682 
men who appeared before the board in 
the fiscal year 1962-1963, parole was 
granted to 39 percent, consideration was 
postponed for 57 percent, and 4 percent 
were discharged.) Differences among the 
groups paroled and not paroled included, 
for example: the type of commitment 
(Oliginal, parole violator), the legal of
fense, prior board appearances, assaultive 
history, use of weapons, opiate use his
tory, custody classification, disciplinaty 
infractions, work assignments, participa
tion in various institutional programs, and 
aspects of the person's parole plans. 

Analyses aimed at modeling the parole 
board's decisions in North Carolina, Vir
ginia, Louisiana, Missomi, California 
(Youth Authority), Washington, and New 
Jersey had somewhat similar results, al
though these varied by jurisdiction (D. M. 
Gottfredson, Cosgrove, et al., 1978). Case 
evaluation fOlms were completed by the 
decision makers at the time of the hear
ings, and a number of items reflected 
their subjective judgments (e.g., "parole 
prognosis," an estimate of the risk of pa
role violation if pai'oled). 

In N Olth Carolina the following COlTe-

lates (point biserial coefficients) of deci
sion-maker ratings with the decision to 
parole or not were observed: parole prog
nosis (.60, N = 2,968), institutional dis
cipline (.49, N = 2,968), program partici
pation (.53, N = 2,520), social stability 
(.39, N = 2,974), prior record (.32, N = 
2,980), assaultive potential (.27, N = 
2,963), and prior criminal record (.32, N 
= 2,980). The rated seriousness of the 
offense, the maximum sentence, the num
ber of prior hearings, and the time already 
served were not related to the decision to 
grant or deny parole (p. 42). 

Similar results were observed in Vir
ginia. Decision-maker ratings were corre
lated with the decision to grant or deny 
parole as follows: parole prognosis (.77, N 
= 1,685), institutional discipline (.39, N 
= 1,641), progralll participation (.38, N = 
1,532), social stability (.37, N = 1,663), 
prior criminal record (.33, N = 1,680), 
and assaultive potential (.28, N = 1,670). 
Ratings of the offense seriousness were 
cOlTelated with the decision outcome 
also, but slightly (.08, N = 1,688). The 
time served, the ma.ximum sentence, and 
the number of prior heat'ings were not 
cOlTelated with the decision (D. M. 
Gottfredson etal.:75). Findings from Lou
isiana and Missouri were similar to those 
just noted (Gottfredson et al.:107-108, 
135-136). 

In Washington stc'lte, for reasons associ
ated with the legal structure at the time of 
tlle shldy, which resulted in wide discre
tion for the pat'ole board, the analyses 
focused on the setting of the minimum 
sentenced and the time required to be 
served in prison. A multiple regression 
equation to predict tlle minimum sen
tence set, including classifications of the 
offense and maximum sentences, to
gether with ratings of the seriousness of 
tlle offense, resulted in a shT.dy sample R2 
of .63 (N = 502). An equation to predict 
the time served by offend.ers paroled, 
which included four items, resulted in an 
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b; Carroll et aI., 1982) have studied parole 
decisions fi'om the framework of attribu
tion theory. One study (Carroll and Payne, 
1977a) involved tape-recording parole de
cision makers as they "thought out loud" 
about the cases being reviewed. At
tributional statements represented the 
single largest categOlY of statements 
made (beyond the factual information 
read). Often, these were causal attribu
tions concerning the "instant" criminal 
event or the offenders' criminal histories 
(see Cal Toll, 1978a). These causal attribu
tions were found to be significantly asso
ciated with decision-making outcomes: 
offenders whose crimes were attributed 
to stable, enduring causes (e.g., serious 
drug abuse) were considered worse pa
role risks than other offenders and re
ceived less favorable parole consider
ation (Carroll, 1978b). Can'oll et al. (1982) 
found that for the Pennsylvania Parole 
BOal'd, institutional behavior and "predic
tions" of future risk and rehabilitation, in 
addition to causal attributions, were im
portant to paroling decisions. On follow
up, however, these predictions were 
found to be virtually unrelated to actual 
post-release outcomes. 

A descriptive study of parole boaJ.'d de
cisions in California, a setting character
ized at the time of the study by wide 
indeterminacy in sentencing and broad 
authority of the board to set terms and to 
grant or withhold parole, was completed 
by D. M. Gottfredson and Ballard 
(1964b). Various decision outcomes were 
modeled for male and female offenders 
(who had separate parole boards) in tenns 
of attributes of the offenders. The deci
sion outcomes used as criteria included: 
total terms set, months to be served in 
prison, months to be served on parole, 
and months to be served in prison after 
the minimum parole eligibility date. The 
minimum parole eligibility date was a 
legal constraint, varying among offenders 
and determined by the law, on the time 
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the offender would be required (by the 
parole board) to remain in prison. Thus, 
the last criterion listed above is of most 
interest in tenns of the discretion of the 
board. 

For males, an R2 of .45 was found, in a 
validation sample, for prediction (by mul
tiple regression) of prison sentences be
yond the legal constraint. Items most 
closely associated with that criterion 
were cla.ssification of the legal offense of 
conviction, an offense seriousness rating, 
the number of prior prison confinements, 
and a histOlY of opiate drug use. Based on 
a clustering method that suggested a 
marked decrease in heterogeneity of the 
sample when offenders were classed as 
with and without prior prison telms, sep
arate equations were developed for those 
two groups. This improved prediction 
overall. 

For men who had been in prison be
fore, the legal offense class and the num
ber of prior prison confinements were 
most closely associated with the criterion 
(prison time beyond minimum). For men 
not in prison before, the best predictors 
were the offense seriousness rating and 
the history of opiate drug use (although 
the record of prior incarcerations also was 
found to be a useful predictor). 

For offenders generally, when the 
length of time required on parole (for 
those who were paroled) was the crite
rion, the best predictors were the number 
of months required before the minimum 
eligible parole date (the legal constraint 
on time to be served in plison but not on 
parole) and the histOlY of opiate use. 

For female offenders, separate analyses 
were done with data for three groups of 
women. These groups were defined by a 
clusteling method (intended to reduce 
the heterogeneity of the total sample) that 
resulted in three subgroups (D. M. 
Gottfredson and Ballard, 1965a). These 
were called: "conventional offenders" 
(women with no prior incarceration in 
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status, marital status, and prior record 
were observed. The remaining zero-order 
effects remained significant in the multi
ple regression equation (R2 = .79). By far, 
the measure of offense seriousness used 
had the greatest effect on time served 
(beta = .64), followed by age (.31), disci
plinary reports (.18), sex ( - .17), socioeco
nomic status (-.10), marital status (.08), 
and prior record (-.06). The negative ef
fect observed for prior record repOltedly 
was due to a policy of paroling inmates 
against whom detainers had been filed; 
these inmates also typically had longer 
records. 

Evidence that parole decision makers 
are influenced by institutional variables 
(e.g., punishment received for infractions 
while incarcerated, escapes) also is avail
able. Using data from a series of shldies 
concerning federal parolees (D. M. 
Gottfredson, Hoffinan, et aI., 1975), M. R. 
Gottfredson (1979a) assessed the effects 
of these variables on the length of time 
served, after this had been residualized 
with respect to the original sentence 
length; both the number of "plison pun
ishments" received and escape history 
explained significant proportions of the 
variation in time served, once this had 
been residualized for the term set. Using 
both items, 28 percent of the remaining 
variance in time served was explained. 

Elion and Megargee (1979) studied pa
role decisions made relative to 958 black 
and white men incarcerated at the Fed
eral Conectional Institution in Tallahas
see over a 4-year period (1970-1974). Us
ing multiple discriminant function 
analysis, they found that the maximum 
term imposed by the court (Wilk"s 'A ~.:. 
.84), a scale reflecting adult malaclju!it
ment and deviance (.79), n rating of the 
violence of the instant offense (.75), the 
rate of disciplinary reports (.72), andjuve
nile conviction record (.71) significantly 
predicted the parole decisions made. 
Complete data were available for only 

310 offenders, but the function conectly 
identifled 79 percent of them. 

Adapting Wilkins' "information board" 
metllod (Wilkins and Chandler, 1965), 
D. M. Gottfredson, Cosgrove, et aI. (1978) 
sought to understand parole decision 
makers' use of case-file infonnation. Only 
three items of information were always 
requested by decision makers: offense, 
age, and alcohol histOlY; the first two 
typically were requested early in tlle de
cision process, tlle third typically was 
used later. In general, decision makers 
"paroling" and those "not paroling" 
sought different infOlmational items. Fur
tller, "the same decision often was made 
on entirely different bases; that is, dif
ferent infonnation was used by different 
people to al1'ive at tlle same conclusion" 
(p. 182). 

In a separate analysis, D. M. Gottfi'ed
son, Cosgrove, et aI. (1978) used multiple 
regression methods to examine the influ
ence of dedsion makers' subjective judg
ments of the seriousness of the instant 
offense, instihltional program pmticipa
tion, the offender's institutional discipli
nary record, and risk of parole violation 
on two decision criteria: continuance (in 
months, Witll "parole" h'eated as zero) 
and a recommendation of time to be 
served prior to the next review. Neither 
tlle judgments of disciplinmy record nor 
program pmticipation (which were highly 
conelated) were significant predictors of 
each decision. The subjective assessment 
of tlle seriousness of the commitment 
offense and tlle risk prognosis together 
explained about half the variance in each 
decision studied; but offense seriousness 
alone accounted for a vastly dispropor
tionate amount of that variation. Simi
larly, Daiger et aI. (1978) found a measure 
of offense seriousness and predictions of 
future behavior to be related to parole 
decisions. 

Canoll and colleagues (Canoll, 1977, 
1978a,b; Canoll and Payne, 1976, 1977a, 



ACCURACY OF PREDICTION MODELS 

studied were marginally more accurate 
than those made by the psychiatrists 
(MCRs were .19 and .14, respectively); 
and the decision makers' overall assess
ments were more accurate than was a 
classification based on ratings of a num
ber of personality factors. Still, a simple 
statistical combination of items was most 
accurate (MCR = .35). Similarly, D. M. 
Gottfredson (1961, D. M. Gottfredson and 
Beverly, 1962) demonstrated that, al
though both subjective prognostic parole 
judgments and a simple actuarial device 
correlated significantly with actual out
comes, tlle device was the more powerful 
predictor (1' = ,48 versus .20). FUlther, 
when the subjective judgments and the 
statistical information were combined, 
"the subjective ratings added nothing to 
the predictive accuracy of the simple 
checklist" (1962:58). 

There is evidence to suggesttllat, when 
differences in cases judged are con
trolled, parole decision makers tend to 
make very similar decisions (D. M. 
Gottfi'edson and Ballard, 1966). Whether 
this results from the similar subjective 
treatment of similar items of infornlation 
was not investigated. Parker (1972, cited 
in Kastenmeier and Eglit, 1973) sUlveyed 
parole board members for opinions of 
"the general worth" of a variety of pris
oner characteristics for "predicting the 
success of a man on parole," and com
pared those opinions with the ranges of 
actual success rates of parolees showing 
these characteristics (relative to the base 
rate). Characteristics thought to be prog
nostic of parole outcome included a his
l."q of frequent intoxication, age (but 
only in one direction; the decision mak
ers correctly believed that older inmates 
tend to succeed, but failed to repOlt that 
younger inmates tend to fail-as they do), 
juvenile record, whetller the inmate left 
home at an early age, whetller the in
mate's family showed active interest in 
the inmate during his imprisonment, nar-
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cotic addiction, employment history, con
structive use of prison time, whether the 
inmate was a "leader" in the commi~ent 
of the crime for which he was impris
oned, probation violations, and offense 
type (they were wrong more often than 
right, with respect to the latter). How 
these judgments related to actual deci
sions made is not known. 

Scott (1974) studied parole decisions in 
a "midwestern state" during 1968, a pe
riod in which indefinite or indeterminate 
sentencing was in effect. Thus "not only 
[did] the parole board have the responsi
bility of detelmining the proper length of 
incarceration for each offender [given] an 
indefinite sentence, but ... they (had] the 
prerogative to overrule legislatively en
acted minimum sentences, or judicially 
imposed minimum or definite sentences, 
and release inmates when they [felt] the 
inmates should be released" (p. 215). By 
studying tlle factors associated with time 
served, Scott was in effect studying parol
ing decisions, Witll the advantage that a 
continuous outcome criterion could be 
used. Six of the variables studied had 
significant zero-order correlations with 
time selved: the seriousness of the crime 
(defined as the legal minimum sentence, 
in months, imposed by the court; .84), 
disciplinmy reports (the number received 
while incm'cerated; .24), age (.59), educa
tion (-.27), IQ (as measured by the re
vised beta; - .16), and sex (females selved 
less time; -.16). Practice in this jurisdic
tion was such that only inmates' files 
were reviewed in making a paroling de
cision; inmates did not appear before the 
board until after the decision had been 
made. Of the factors available in the files 
and shldied by Scott, only those listed 
were significantly related to the decisions 
made. When they (and others) were Shld
ied in a multiple regression framework, 
the zero-order effects for education and 
IQ did not hold up, and effects (in order of 
relative magnihlde) for socioeconomic 
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justice system are voluminous. This is 
especially true of nOlmative studies con
cerning paroling decisions.25 Schuessler 
(1954) outlines the historical develop
ment of such studies from the early 1920s 
(beginning with the work of H. Hart, 
1923) through the mid-1950s (e.g., Glaser, 
1954; Kirby, 1954). Mannheim and 
Wilkins (1955) review research efforts to 
about 1953, and Rose (1966) arld D. M. 
Gottfredson (1967) summarize research 
in parole prediction through the mid-
1960s. Simon (1971) offers a very careful 
and detailed review of more than 40 of 
the more prominent studies (e.g., VoId, 
1931; Glueck and Glueck, 1950; Ohlin, 
1951; Mannheim and Wilkins, 1955; 
D. M. Gottfredson and Beverly, 1962; 
Glaser, 1964). Mannheim and Wilkins 
(1955) and D. M. Gottfredson, Wilkins, 
and Hoffman (1978) provide brief histor
ical reviews that show the parallel devel
opment of such effOlts in tlle English
speaking and European literatures (e.g., 
Shiedt, 1936; Tmnck, 1937; Kohnle, 
1938; Meywerk, 1938; Gerecke, 1939; 
Frey, 1951); the 1978 review includes 
some detail concerning developments 
during tlle 1970s. 

Descriptive Studies 

Descriptive studies of parole decision 
makers are rare and have tended to be 
primarily ethnographic (e.g., Dawson, 
1969). The earliest such effort was that of 
Warner (1923), in which tables summa
rized the relations of 67 items of infomla
tion (tllen available to decision makers at 
the Massachusetts ReformatOlY) to the 
parole decision and parole outcome. 
Warner did not test the significance of any 
of these relations, yet concluded that the 
decision makers attended well to salient 
infomlation and that "poor as tlle criteria 

25Savitz (1965) compiled a bibliography of such 
studies that contains more than 600 entries. 

now used by the Board are, the Board 
would not improve matters by consider
ing any of the sixty-odd pieces ofinforma
tion placed at its disposal, which it now 
ignores" (Warner: 196). In a quick rebut
tal, H. Hmt (1923:405) suggested "that 
tlle percentage of violations of paroles 
among men paroled from the Massachu
setts RefOlmatory could be reduced one
half through scientific utilization of data 
... is the conclusion which should have 
been reached by tlle analysis of statistical 
data presented by Professor Warner." In 
fact, it is quite likely that neither Warner 
nor H. Hmt was correct: Warner had sys
tematically sampled equal numbers of 
successes 'lnd failures and examined 
"only 80 cases of prisoners not paroled 
... because a larger number of cases with 
complete records could not be found" (p. 
176, footnote 3). Although one might be 
able to reweight cases from other infor
mation presented by Wamer, the rela
tively small sample sizes, pmticularly of 
persons not paroled, probably would 
make this risky. In any event neither 
Wamer, in his analyses by inspection, nor 
H. Hart, who made use of very recently 
developed statistical methods, attended 
to the base rate and other sampling con
cerns. Still, H. Hmt is usually, and appro
priately, credited Witll first introducing 
the concept of the experience table for 
parole prediction (Schuessler, 1954). 
Wamer was, we believe, the first to at
tempt to compare tlle practices of parole 
decision makers with tlle potential power 
of "statistics." 

Although he did not specifically ad
dress the question of factors apparently 
used by decision makers, Glaser (1955, 
1962) demonstrated the relative superior
ity of an actuarially derived predictive 
device to decisions made by sociologists 
and psychiab-ists. The prognostic judg
ments were of likely parole outcome; ac
tual parole outcome was the criterion. 
Predictions made by the sociologists 



ACCURACY OF PREDICTION MODELS 

seriousness of the offense is the most impor
tant factor affecting case outcome. This is most 
evident for studies that analyze only convic
tions. Second, all the studies conclude that the 
prior record of the defendant is impOltant. 
Third, all the studies that include a variable 
denoting whether the defendant makes bail 
infer that it is an important factor in case 
outcome. Fourth, most of the studies that in
clude legal representation found that it affects 
case outcome, but the nature of this effect 
varies conSiderably among the studies. . . . 
Fifth, type of conviction generally seems to be 
impOltant: Defendants who plead guilty fare 
worse on average than those who plead not 
guilty ... but fare better than defendants who 
are convicted at trial. ... The inferences con
cerning the role of extralegal characteristics 
[e.g., race, socioeconomic status] differ consid
erably across studies. One point of agreement 
is that if extralegal characteristics affect out
come, their quantitative significance is small 
compared with other factors discussed above. 

Despite the consistency of observed ef
fects, particularly for offense seriousness 
and prior record, the bulk of the variation 
in sentencing decisions remains unex
plained; studies in which R2 exceeds .30 
to .35 are uncommon. 

Normative Studies 

Given the lack of clarity of goals that 
was discussed above, it is difficult to con
ceive of the optimal normative sentenc
ing-decision study. With respect to the 
goal of rehabilitation, one could attempt 
to assess offenders with respect to amena
bility for treatment,24 and selection de
vices then could be developed and their 
accuracy and operational efficacy as
sessed. With respect to the goal of specific 
deterrence, which may be considered a 
subproblem within the rehabilitation ori
entation, the operational definition of an 
adequate criterion measure is exceed-

2olThis, of course, quickly could become complex 
given the wide variety of rehabilitative treabnents 
that have been proposed. 
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ingly complex (Manski, 1978). In prac
tice, it likely would reduce to an unsatis
factory recidivism measure of some sort. 
How one would set about assessing of
fenders' differential amenability to a spe
cific-deterrence effect is not clear to us. 
But it should be noted that the general 
selection problem is the same whether 
persons are to be selected, on the basis of 
amenability, for the treatments of con
finement, education, therapy, or some 
other procedure intended to modify the 
criminal behavior of the offender. 

It is with respect to the goal of incapac
itation that normative prediction studies 
may be of most value. (Or at least, most 
immediate value-we continue to cling to 
a concern for the goal of rehabilitation, for 
which such tools can be important.) 
Judges do appear to include a risk consid
eration in the setting of sanctions, and we 
do know something (unfortunately not 
enough) about the assessment of risk. 
Indeed, recent proposals for "selective 
incapacitation" (Greenwood and Abra
hamse, 1982; Forst, 1983; cf. also Green
berg, 1975; von Hirsch and Gottfredson, 
1984) rely heavily on statistical assess
ments of the risk of recidivism. Accord
ingly, these (and other) studies may prop
erly be h'eated within our normative 
decision-study framework. Examination 
of the efficacy of the proposals, however, 
depends heavily on critical estimates of 
rates of offending (Blumstein and Cohen, 
1979; Blumstein and Graddy, 1982; J. 
Cohen, 1983b). In other pOltions of this 
paper, we summatize what is known 
about the accuracy and validity of norma
tive recidivism-prediction studies, and 
we also consider proposals for selective 
incapacitation in detail in a later section. 

Parole Prediction-Decision Studies 

As we have noted, prediction shldies 
involving criminal populations or relating 
in some way to concems of the criminal 
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given by 18 judges in imposing criminal 
sanctions on almost 1,000 adult offenders. 
The judges usually did not assign any 
single goal as the purpose for the sen
tence imposed; rather, they generally dis
tributed the sanction among several pur
poses.21 Rehabilitation was the purpose 
given the principal weight in the largest 
proportion of cases (36 percent), followed 
closely by "other purpose, including gen
eral deterrence" (34 percent). Reh'ibution 
was assigned the principal weight in 17 
percent of the cases; special detelTence, 
in only 9 percent.22 Surprisingly, only 4 
percent of the cases repOltedly had inca
pacitH.tion as a primalY intent (although 
imprisonment was not, of course, the only 
sanction applied). Based on multivariate 
analyses, however, the authors (D. M. 
Gottfredson and Stecher, 1979: 179) re
POlt: 

The one item that appeared from the 
discliminant analysis to have the strongest 
association with the choice of primary aim (in 
the context of all the items included) was the 
judge's prediction of recidivism by an offense 
against persons. This suggests that the rela
tively infrequent selection ofincapacitation as 
a plincipal goal may be misleading and that 
judges may employ this concept without nec
essalily labeling it as such. Alternatively, it 
may suggest that, for those judges, utilitarian 
purposes may provide a PUltialjustification for 
retributive aims. 

In any case, these data SUppOlt the conten
tion that all the main purposes of sentencing 
play a role in the choice of alternative sanc
tions. The specific purposes related to judg
ments are rarely specified explicitly, however, 
and such identification is required if it is 
desired to learn how the rationality of such 
decisions can be improved. 

21Thejudges were asked to distribute 100 points 
among several commonly cited purposes-or to as
sign this value to any Single purpose. The only 
constraint imposed was that the total points as
signed sum to 100. 

22The judges had decided on the purposes to be 
studied. 

Regardless of the actual propOltion of 
cases for which an incapacitative intent is 
primmy, it is clear that judges can rather 
easily apPOltion a sanction in tenns of its 
compound intents. Further, itis clear that 
at some level at least, judges make an 
intuitive or clinical judgment of the risk
pmticularly risk associated with recidivis
tic hmm to persons-associated with the 
offender. 

S. D. Gottfredson and Taylor (1983) 
recently demonsh'ated that in a sample of 
86 criminal court judges, half (51.4 per
cent) repOlted that rehabilitation should 
be the principal purpose for sanctions 
imposed; the remaining half, however, 
were as likely to avow anyone of tlle 
remaining goals studied (incapacitation, 
retributive punishment, or general deter
rence) as any other. Hale (1984) subse
quently demonsh'ated that these "goal 
preferences" are related to the lengths of 
telms imposed on offenders even after 
controlling for offense and offender char
acteristics.23 Not surprisingly, interac
tions of goal preferences and offender and 
offense characteristics also were identi
fied as determinants of the telm imposed. 

Descriptive Studies 

Given the recent and extensive re
views of the cOlTelates of judicial deci
sions (Blumstein et al., 1983; Garber, 
Klepper, and Nagin, 1983; Hagan and 
Bumiller, 1983; Klepper, Nagin, and 
Tierney, 1983), we do not consider de
scriptive studies in detail here. Our own 
reading of the literature, however, leads 
to agreement Witll Garber, Klepper, and 
Nagin (1983:133-134): 

The conclusions of the various studies of final 
case outcome can be summalized as follows. 
First, virtually all the studies that include a 
variable measuring tlle charge found tllat the 

23InfOlmation concerning sanctions other than 
imprisonment was not available. 
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publicly apparent, and it also is in this 
area that the relation of desired goals to 
decisions made can most readily be expli
cated (M. R. Gottfredson and D. M. 
Gottfi.'edson, 1980b). There is a large and 
controversial literature on the goals and 
proper purposes for the sentencing of 
criminal offenders (c£ H. L. A. Hart, 1968; 
Kleinig, 1973; Morris, 1974; Dershowitz, 
1976; von Hirsch, 1976; Mueller, 1977; 
Grossman, 1980). Four traditional goals 
have been central to this debate: rehabil
itation or treatment, deselt 01' retributive 
punishment, deten-ence (general or spe
cific), and incapacitation. Each has a long 
history in practice, in moral philosopy, 
and in legal discussion and debate. Philo
sophical and legal debate concerning 
sentencing purposes and practices, how
ever, is far more extensive than research 
on those purposes and practices. Al
though considerable research has been 
focused on the correlates of sentencing 
decisions (e.g., Galton, 1895; Gaudet, 
Harris, and St. John, 1933; J. Hogarth, 
1971; Pope, 1976,1978; Sutton, 1978; see 
reviews in Hagan, 1974; L. Cohen and 
Kluegel, 1978; Garber, Klepper, and 
Nagin, 1983; Hagan and Bumiller, 1983; 
Klepper, Nagin, and Tierney, 1983), 
rather less has been focused on the pur
poses and consequences of those deci
sions. 

Of the goals cited, only one does not 
require prediction. The goal of deter
rence involves the prediction that punish
ment of known offenders will discourage 
others from crime, or, in the case of spe
cific deterrence, that the offender pun
ished will be deten-ed from future crimi
nal involvement. The goal of treatment or 
rehabilitation involves the prediction that 
offenders may be changed to reduce the 
likelihood of repeated offending; and that 
of incapacitation requires the prediction 
of new offenses if offenders are not re
strained from committing them. Only the 
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goal of deselt (the application of punish
ment in proportion to the gravity of the 
harnl done and the culpability of the of
fender) seems to require no prediction 
(S. D. Gottfi'edson and D. M. Gottfredson, 
1985).20 

As noted earlier, this paper is con
cerned primarily with the prediction of 
offender's individual-level behavioral 
outcomes. It is possible, we believe, to 
treat sentencing decisions within a selec
tion fi'amework, but this is not often done. 
For selection to be effective, the goal of 
the selection decision must be explicit. 
Ideally, decision makers would agree not 
only on the goal for the selection deci
sion, but also on the criteria on which the 
decision will be based. One has but to 
review the literature cited above to real
ize quickly that no such agreement exists. 
We do not find it surprising, therefore, 
that evidence concerning the effective
ness of rehr bilitation or treatment effOlts 
has proven discouraging (Lipton, Martin
son, and Wilks, 1975; Sechrest, White, 
and Brown, 1979; cf. M. R. Gottfredson, 
1979b) or that the efficacy of deten-ence 
and incapacitation has proven difficult to 
estimate (Blumstein, Cohen, and Nagin, 
1978). 

Rarely are the intents of a sentencing 
decision unitary. Not only do judges ap
parently seek to deter some offenders, 
punish others, incapacitate some, and re
habilitate still others, but also tllese "shn
pIe" intents may in fact be melded in a 
sanctioning decision even Witll respect to 
a single offender. These need not be
and probably are not-independent con
cerns on eitller the aggregate or the indi
vidual level. D. M. Gottfi'edson and 
Stecher (1979) sludied the purposes 

200ther less commonly cited goals, such as retri
bution or retaliation, also do not appear to us to 
require prediction (O'Leary, Gottfredson, and 
Gelman, 1975). 
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the manner in which prosecutors appear 
to use information in their decision mak
ing. As noted by M. R. Gottfredson and 
D. M. Gottfredson (19S0b:153), however, 
"if systems are to be designed to enhance 
rationality ... it is important also to know 
what factors are the primary influences in 
most cases. This requires systematic em
pirical study based upon representative 
samples and quantifiable data." 

Descriptive Studies 

In a study of more than 1,200 males 
arraigned for felonies during a 5-month 
period in New York City, Bernstein, 
Kelly, and Doyle (1977) attempted to 
identify factors that influenced decisions 
to prosecute or to temlinate cases by dis
missal. Forty percent of the cases were 
dismissed (cf. Forst, Lucianovic, and Cox, 
1977). Most impOltant to the dismissal 
decision was a charge-reduction variable: 
the likelihood of dismissal increased sub
stantially if a defendant's felony charge 
was reduced to a misdemeanor at the 
latest possible opporhmity (at or after the 
preliminmy hearing). Unfortunately, 
charge reductions themselves were not 
the subject of shIdy in this investigation. 
Also significantly related to the dismissal 
decision was the nahIre of the offense 
charged (the likelihood of dismissal in
creased if the most serious arrest charges 
were burglmy or assault), the total num
ber of arrest charges (those with fewer 
were more likely to be dismissed), and 
pretrial detention status (those detained 
prior to final disposition were more likely 
to be dismissed). None of the demo
graphic variables shIdied was related sig
nificantly to the decision (these included 
age, race-ethnicity, time employed, edu
cation, and marital StahIS), nor were a 
variety of criminal histOlY variables (e.g., 
a weighted index of prior convictions, the 
time elapsed since the most recent prior 
arrest). Bernstein and colleagues inter-
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preted these findings as suggestive that 
evidentiary issues primarily were consid
ered (i.e., witnesses are rare in burglmy 
cases, and a large number of charges may 
indicate that a strong case can be made). 

In a separate study involving both male 
and female defendants, Bernstein and 
colleagues (Bernstein, Kicks, et aI., 1977) 
did study the issue of charge reductions. 
More than 1,400 cases involving burglary, 
assault, larceny, and robbery charges 
were shIdied. The dependent variable, 
charge reduction, was defined relative to 
the absolute reduction possible. Separate 
analyses are reported for cases disposed 
at first presentation and those not so dis
posed. In neither case was prediction 
powelful (R2 = .19 for the former and .13 
for the latter). Considering only cases 
disposed at first presentation, seriousness 
of the first charge, offense type (burglary, 
assault), weapon charge, age, and crimi
nal record were significant predictors; no 
demographic variable other than age ap
peared related to the criterion. For cases 
not disposed at the first presentation, the 
seriousness of the first presentation 
charge, resisting arrest, race, and criminal 
record were significant predictors. In 
both equations the greater the criminal 
record, the greater the reduction in 
charges. 

These shIdies raise two inb'iguing is
sues. These concern the influence of evi
dentimy issues on the charging decision 
and prosecutorial b'eatment of recidivistic 
offenders. Using data available through 
the PROM IS system,18 Forst, Lucianovic, 
and Cox (1977) found that 21 percent of 
the more than 17,000 arrests shIdied were 
rejected by prosecutors at initial screen
ing and that wibless and evidentiary rea
sons were given by the prosecutors for 
about 59 percent of those rejections (c£ 
Brosi, 1979). For cases dismissed later, 

IBSee Hamilton and Work (1973) for a general 
desCliption ofthis management infonnation system. 
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witness problems remained impOltant to 
the decision (about 13 percent), but evi
dentiary issues infi'equently were cited as 
impOltant to the decision, Also using the 
PROMIS system, Adams (1983) studied 
the relation between evidentimy factors 
and charge reductions. Significant, but 
very modest, effects were observed for 
the recovery of propelty or physical evi
dence (cjJ = .05),19 arrest made at the 
scene ofthe offense (cjJ = .08), the relution 
between tlle victim and the offender (cjJ = 
.10), and the number of witnesses (low or 
high; cjJ = .06). When considered by of
fense category, relations differed bOtll in 
telms of significance and magnihlde. 

Jacoby (1977) also has observed that 
victim-offender relations, evidentimy fac
tors, and offenders' prior records are im
pOltant to charging decisions. Williams 
(1978), using PROMIS data, has not only 
shown the importance of victim-offender 
relations to the chm'ging decision but also 
that the effect varies with type of offense 
considered. 

Forst and Brosi (1977:190-191) exam
ined bOtll evidentiary and recidivistic is
sues in relation to the charging decision 
and concluded that the study 

provides strong support for the hypothesis that 
the prosecutor attaches importance to the 
sb:ength of evidenc.e in a case. More prosecu
tive attention was also given to cases involving 
more serious offenses, although the prosecu
tor's decision to carry a case fOlward appears 
to have been about an order of magnitude 
more sensitive to sh'ength of evidence than to 
crime seriousness .... The findings, on the 
other hand, provide no empirical SUppOlt to 
the hypothesis that the prosecutor attempts to 
give more attention to cases involving defen
dants with extensive alTest records. 

This conclusion may be questioned, how-

19These are approximate values, calculated by us 
fonn summary tables reported in the article. 

ever, because prior record was included 
in the "sh'ength of evidence" variable. 

Normative Studies 

Normative prediction studies of prose
cutorial decisions are velyrare. Given the 
absence of offender behavioral outcomes 
to study, the first question to be ad
dressed is "what is it that should be pre
dicted?" If, in general, prosecutors wish 
to "win" cases, perhaps a criterion of 
"conviction obtained" is a reasonable 
one. This issue received attention in a 
study by Rhodes (1978), who used probit 
analysis to estimate tlle probability of 
conviction given that cases were ac
cepted for prosecution. Once cases were 
accepted for prosecution, Rhodes found it 
difficult to predict whether they would 
lead to a conviction at h'ial. R2 for equa
tions developed for assault, robbelY, lar
ceny, and burglmy cases ranged from .10 
(for larceny) to .37 (for robbelY). Although 
differences were observed across offense 
types (see Rhodes: 80), the followingvari
abIes were found to be significantly asso
ciated with the probability of conviction: 
age, whether the defendant was arrested 
the same day that the offense occurred, 
whether physical evidence was available, 
tlle number of charges, whetller tlle de
fendant was arrested at the scene of the 
crime (although not necessarily at the 
time of the offense), the number of lay 
witnesses, whether the defendmlt was re
leased on recognizance prehial, whether 
the defendant was granted a third-pmty 
release, if there was corroboration that a 
crime was committed, and whether excul
patolY evidence was present. 

Sentencing Decisions 

It is in the sentencing of convicted 
offenders that discretionmy decision mak
ing in the climinal justice system is most 
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ries being predictive), along with infor
mation about the use of weapons and 
offense history, were also associated with 
arrest wh~le on release. 

In the Philadelphia study described 
earlier, Goldkamp and Gottfredson 
(1981a,b) also sought to predict failure to 
appear and rearrests on preh'ial release. 
Again, logit analyses were used, since the 
dependent variables considered were di
chotomous. Examination of bivariate rela
tions showed that, generally, those vari
ables associated with rearrest also were 
related to failure to appear, but that the 
relations usually were not as sh'ong for 
the latter. Variables related to criminal 
hiStOlY were markedly better than those 
of other types in relation to the rearrest 
criterion; this did not appear to be as h'ue 
for the FTA criterion. Community-ties 
variables also were related to both crite
lion measures, and the relations appeared 
somewhat stronger for the FT A criterion 
than for rearrests. Of the personal charac
teristics considered, only dlUg use and 
age appeared likely to prove useful. 

As already noted, other investigators 
(e.g., Roth and Wice, 1978) have observed 
that the type of instant offense, rather 
than its seriousness, seems to be related 
to bail outcomes. This also was found in 
the Goldkamp and Gottfredson studies; 
the relations of offense seriousness to the 
criteria examined were inconsistent and 
weak, while those for type were more 
consistent and powerful. Multivariate 
analyses were carried out on four criteria: 
FTA, rearrest, rearrest for "serious of
fenses" (homicide, rape, arson, robbelY, 
burglmy, aggravated assault, and the 
manufacture-delivelY and sale of dlUgs), 
and a combined rearrest and FTA index. 
As would be expected from examination 
of the bivariate relations (and from range 
attenuation in the case of the "serious 
offense" criterion), the finallogit models 
developed were to some extent similar, 
and to some extent different. Type of 

offense, age, prior FTAs, pending 
charges, recent arrests, and the interac
tions of some of these (e.g., over age 44 x 
prior FTAs) were important in terms of 
impact on expected log odds of the com
bined index. Summarizing differences 
between the models descriptive of the 
1\3arrest and FTA criteria, Goldkamp and 
Gottfredson (1981b:311-312) reported 
that 

the two criteria of flight and rearrest did share 
common correlates; most of the defendant 
atb'ibutes and the prior criminal histOlY vari
ables that were associated with failure to ap
pear at trial were also associated with rearrest. 
There were, however, some significant excep
tions ... charge seemed to playa different role 
in the two phenomena. Gambling chm'ges 
were indicative of a low FT A probability, but 
a high rearrest probability. And prostitution 
chm'ges appeared to be associated with rear
rest probabilities, but failed to reach signifi
cance in the FTA model. Employment corre
lated with rearrest but not with FTA. 
However, age, pending charges, prior FTAs, 
recent mTests, and the charge of serious per
sonal offense were all associated both with the 
probability ofFTA and rearrest. 

When the serious arrest criterion was con
sidered, only four items (age, employ
ment, pending charges, and recent ar
rests) were significant. 

Prosecution Decision Studies 

Despite the enormity and importance 
of prosecutorial decision making, empiri
cal studies of the chm·ging decision are 
not common (M. R. Gottfredson and 
D. M. Gottfredson, 1980b; Adams, 1983). 
Observational shldies (e.g., Miller, 1970), 
self-repOlt or introspective studies (e.g., 
Kaplan, 1965), reports based on struc
hued and unstructured interviews (e.g., 
Cole, 1970; Jacoby, Ratledge, and 
Tumer, 1979), and simulation studies 
(e.g., Lagoy, Senna, and Siegel, 1976) 
have given a number of solid clues about 
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392), and more than half (54 percent) 
correlated at .lO or less. Variables that 
correlated greater than this with bail re
cidivism included age at first incarcera
tion (.23), number of prior defaults (.22), 
number of charges (.13), "dangerous" 
crimes in past 10 years16 (.22), years of 
education (.12), number of misdemeanor 
convictions (.15), release status at time of 
initial arrest (.16), amount of prior incar
ceration (.21), number of arrests for 
drunkenness (.11), age at first court ap
pearance (.16), juvenile record (.15), and 
"violent" crimes in the past lO years (.14). 
None of the community-ties variables 
considered correlated better than .10 with 
the criterion (indeed, most of these were 
approximately zero). Multivariate analy
ses suggested that all 26 variables consid
ered together accounted for only 13 per
cent of the outcome variance.l7 Although 
the equation results in prediction that is 
modestly above the base rate (indeed, as 
Cureton, 1957, has demonsh'ated, any 
valid continuous predictor, properly 
used, must provide advantage over the 
base rate), it is far from desirable: under 
assumptions of the equation, one would 
have to detain about 10 persons for every 
pretrial release crime to be prevented. 

In the Los Angeles study mentioned 
above, M. R. Gottfi'edson (1974) was able 
to explain 16 percent of tlle variation in 
FTA rates and 21 percent of the variance 
in anests on release. The shldy used a 
relatively short "release period" (90 
days), however, because time on release 
and failure were substantially correlated 
(.53) (see also Clarke, Freeman, and 

16These are defined with reference to the District 
of Columbia act and are somewhat odd. Definition 
of "crimes of violence" is even more peculiar; for 
example, burglary is included, while assault and 
battery is not. 

17It is not clear whether the approach used was a 
discriminant function or multiple regression. Prob
ably, it was the latter; in any event the two are 
functionally equivalent in this case. 
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Koch, 1976). The bulk of the power of the 
FTA equations derived from variables 
concerning the present offense or offense 
histolY; little weight was given other fac
tors, although some "community ties" 
variables were predictive (e.g., employ
ment, living arrangements, and relatives 
in the area). The same is h'ue for the 
equation developed to predict alTest on 
release. When examined on a validation 
sample, however, the most powerful 
model explained only about 3 percent of 
the variance in outcome considered. 

Clarke, Freeman, and Koch (1976) 
studied 756 defendants released on bail 
in Charlotte, N,C., in 1973, and found that 

court disposition time, defined .,. as the 
amount of time elapsing from the defendant's 
release until the disposition of his case by the 
court (or until he fails to appear or is rear
rested, if either of these occurs before dispo
sition) must be considered the variable of 
greatest importance. Among the defendants 
studied, the likelihood of "survival"-avoid
ance of nonappearance or rearrest-dropped 
an average of five percentage points for each 
two weeks their cases remained open (p. 34). 

Criminal histolY (measured in terms of 
prior arrests) and the form of release (e.g., 
cash bail, bondsman) also were signifi
cantly associated with risk on bail (con
sidered as either failure to appear or rear
rest). Offense type, seriousness (felony or 
misdemeanor), sex, age, race, and income 
were not observed to be related to the 
outcome. In light of the finding that form 
of release is associated Witll outcome, it 
would be of interest to know what deter
mined that, but the issue was not studied 
by Clarke and colleagues. 

Roth and Wice (1978) included a study 
of the predictors of failure to appear and 
arrests while on pretrial release in tlleir 
report concerning Washington, D.C., and 
found infonnation concerning offense 
type, employment, and drug use to be 
associated Witll the former. Those same 
variables (Witll different offense catego-
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tory did appear to be related to the deci
sion, and typically, this was the case 
regardless of the charge categOly consid
ered (Goldkamp and Gottfredson, 
1981b:194-195). The charge categOlY it
self, which largely reflects a seriousness 
weighting, strongly influenced the ROR 
decision. Based on examination of these 
bivariate relations, eight dichotomous 
variables and the charge classification 
were selected for further examination us
ing the logit procedure. 14 These reflected 
race, sex, attachment, employment, ar
rests, pending charges, prior failures to 
appear, felony convictions, and charge 
(six categories). The final reduced model 
decided on considered only males15 and 
heavily weighted the charge. Variables 
reflective of prior record were also repre
sented in the model. Attachment and em
ployment, although represented, were 
given little weight (see Goldkamp and 
Gottfredson:206). Apparently, the ROR 
decision is "based primarily on charge, 
secondarily on prior record, and tertiarily 
on community ties" (p. 205). 

The model developed was found to be 
a significant predictor of the amount of 
bail set: a regression equation including 
(essentially) only the model of the ROR 
decision and a judge dummy vector ac
counted for about 32 percent of the vari
ance in bail amount set. The regression 
equation decided on as "best" included 
the charge seriousness, the number of 
charges, the sedousness of injmy, 
whether there was a personal victim of 
the crime, two criminal histOlY variables, 
age, and a dummy vector for judge; it 
accounted for 48 percent of tlle criterion 
variance. 

HOne practical difficulty is that the dimensional
ity ofthe multidimensional cross-classification table 
quickly can become unmanageable and the proce
dure unstable as the number of empty cells in
creases. 

150ther things equal, females were more likely to 
be granted nOR. 

Normat'ive Studies 

Nonnative prediction studies concern
ing bail have been constrained by a sub
stantial base-rate problem. As examples, 
failure to appear (FTA) based on officially 
repOlted rates ranged only from 4 to 24 
percent in the 72 cities surveyed by Wice 
(1973), and almost 90 percent of the juris
dictions sampled repOlted FTA rates of 
less than 10 percent. In a survey of 20 
cities that covered a several-year period, 
Thomas (1976) reported FTA rates of 
from 1 to 15 percent in 1962 (median = 6) 
and 3 to 17 percent for 1971 (median = 
11). With respect to a recidivism criterion, 
Locke et al. (1970) found that 17 percent 
of those released preh'ial in Washington, 
D.C., were reanested later, and M. R. 
Gottfredson (1974) found that only 5 per
cent of those released in Los Angeles 
were reanested for crimes against the 
person. 

Besting a chance rate under these con
ditions has proven difficult indeed. For 
example, Locke et al. (1970) could not 
discriminate, among felony and misde
meanor offenders, those likely to fail on 
release based on a variety of background 
characteristics. Similar results were ob
served by Feeley and McNaughton 
(1974) with respect to failure to appear for 
h'ial and for reanest while on release. 
Angel et al. (1971) also had little success 
in studying the predictive validity of the 
District of Columbia's preventive deten
tion codes (in Boston). Not only was this 
study constrained by a low base rate, but 
many of the potential predictors also 
showed remarkably low variance (see An
gel et al.:306-309). The act under study 
specified a number of criteria that should 
be taken into account in detention deci
sions, and Angel and colleagues opera
tionalized them with 26 variables thought 
reflective of the criteria. No variable con
sidered correlated higher than .23 with 
crime committed while on bail (see p. 
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tion of these, the interaction of the de
fense attorney's recommendation and the 
seriousness of the charge, and the seri
ousness of the charge itself By far, the 
district attorney's recommendation had 
the greatest effect. Local ties (measured 
on two levels) were not significantly asso
ciated Witll the amount of bail set. In a 
clever post-hoc analysis, these investiga
tors demonsh"ated that the seriousness of 
the crime and local ties were important to 
the judges' decisions, but that these also 
were important to the district attorneys' 
recommendations. They posit that the 
judges are aware of this, and that these 
factors therefore indirectly (through the 
district attorneys' recommendations) do 
influence the decisions made. 

In a sample limited to persons eligible 
for release to one of three "release pro
grams," Bynum (1976) found that only 
prior record consistently related signifi
cantly to the probability that the defEm
dants would actually be released to the 
programs; demographic variables and 
community ties were found to have little 
impact. Similarly, Roth and Wice's (1978) 
large study of some 11,000 pretrial 
releasees in Washington, D.C., demon
sh"ated that charge seriOHsness and prior 
record were significantly related to 
judges' preh"ial release decisions, but that 
race, sex, age, employment status, and 
residence were not. In multivariate anal
yses (Witll a criterion of release without 
financial conditions versus financial con
ditions), tlle charge and prior record re
mained consistently related to the deci
sions made, as did the judge and the 
capacity of the District of Columbia jail. 

Goldkamp and Gottfredson (1981a,b, 
1985) used a large sample (approximately 
4,800 defendants appearing before the 
Philadelphia courts between 1977 and 
1979) stratified by decision maker (20 
judges) and the seriousness of the charge 
(six levels, ranging from misdemeanors to 
felonies). Following Goldkamp (1979), 
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they developed a sequential model of tlle 
decision-making process. In essence tlle 
model h"eats the bail decision as a contin
gent, two-part process, in which "the 
judge first weighs whether a defendant 
merits ouh"ight release pending trial 
(ROR); if a defendant does not meet tlle 
judge's criteria for ROR, the second deci
sion task becomes the selection of a par
ticular amount of cash-bail" (1981b:192). 
Thus, the ROR decision may be treated as 
binruy, and the cash-bail decision may be 
treated as a continuous variable. Logit 
analysis was used to study the fOlmer; 
multiple regression (on a logarithmic 
transfcnmation of bail amount) was used 
to investigate the latter. 

Forty-three variables that either had 
been shown to be related to the ROR 
decision in prior work or had been pur
pOlted to play a role in those d::Jcisions 
were examined at the bivariate level and 
in combination (via the logit procedure). 
Variables considered included victim and 
offense characteristics, community ties, 
prior criminal histOlY, and offender de
mographic characteristics. On the bivari
ate level, inforIl1ation concerning victim 
characteristics appeared largely unre
lated to the ROR decision, regardless of 
the charge categOlY considered (the 
clmrge categOlY, in this case, largely re
flects seriousness level). Witllin charge 
categories, other offense characteristics 
also appeared largely unrelated to the 
decision. Evidence (again, at tlle bivari
ate level) concerning community ties was 
mixed; some variables examined (e.g., 
employment, on welfare or not) appeared 
promising, otllers did not (e.g., marital 
status, length of present residence). Of
fender demographic characteristics were 
significantly related to the decision for 
some charge categories but not for otllers. 
Only sex appeared rather consistently to 
be related to the ROR decision regardless 
of the charge category considered. Fi
nally, variables reflective of criminal his-
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decision made;12 only one of these-the 
seriousness of the charge-approached a 
magnitude suggesting that it may be of 
practical significance (Tc = .37; Tc for the 
remainder ranged from .12 to .21). The 
multivruiate procedures used were not 
described in the repOlt, and no overall 
assessment of the utility of these items of 
information was given. Neither race, sex, 
age, adult criminal record, the total num
ber of charges, whether the defendant 
cUlTently was on parole, any of seven 
indices of the defendant's financial and 
employment status or condition, nor any 
of four indices of the nature and quality of 
the defendant's ties to tlle local commu
nity were related statistically to the bond 
decision outcome. Assessments of defen
dants' demeanor and appearance, how
ever, were related statistically to the dis
position (Tc = .18 and .12, respectively). 

Goldkamp (1979) examined release 
and bail-setting practices in Philadelphia 
using a sequential model. More than 50 
variables were available for analysis, and 
many of tllese had statistically significant 
zero-order relations with a release-on-re
cognizance criterion (see Goldkamp's Ta
ble 7-2, pp. 146-147, for exrunples). Only 
five variables, however, added at least 1 
percent to the overall R2 observed when 
multiple regression techniques were 
used. (The best equation developed, us
ing 51 variables, resulted in an R2 of .43; 
only 2 added more tllan 1 percent: the 
seliousness of the chru'ge and the serious
ness value of the most serious prior ar
rest.) Goldkamp demonstrated that a 
probable best estimate of the unique con
tribution of the seriousness of the charge 
is about 14 percent of the variance in the 
decision made-and that this single vari
able is about seven times as powerful as 

12The last two measures were based on observa
tions made by passive observers. Information con
ceming the reliability of the assessments is not 
given. 

its nearest competitor (which has to do 
with the seriousness of the defendant's 
prior record). 

The srune 51 variables were used to 
"predict" the amount of cash bail set for 
those defendants for whom such a deter
mination was made. Here, only two vari
ables added at least one percentage point 
to the explanation of the amount of varia
tion in bail required beyond that ex
plained by the "best" predictor-whether 
tllere were weapons chru'ges (accounting 
alone for 23 percent of tlle variance in bail 
amount).l3 Goldkrunp was able to demon
strate that, altllough first-order effects 
were not powerful (for example, using all 
51 variables only about 26 percent of the 
variance could be explained), the inclu
sion of interaction tenns, palticularly 
those involving offense characteristics, 
improved prediction substantially. 

In a small ('but carefully designed and 
analyzed questionnaire/simulation study, 
Ebbesen and Konecni (1975) did observe 
a sizable effect for community ties on the 
setting of bail (respondents were 18 
members of tlle judiciruy; stimuli were 
contrived "robbelY" cases with a vruiety 
of independent variables that were ma
nipulated systematically), and lesser, but 
statistically significant, effects for prior 
record and for the bail recommendation 
made by the district attorney. No effect 
was observed for the defense attorney's 
recommendation, nor were any of the 
interaction tenns significant. Ebbesen 
and Konecni followed tllis simulati01i 
study with a passive observational study 
of 106 cases achrally judged by five of the 
subjects of tlle simulation study; they ob
served significant effects (on bail amount) 
for (in order of magnitude) the district 
attorney's recommendation, the defense 
attorney's recommendation, tlle interac-

13These were number of transcripts (indicating 
extent of criminal processing) and number of prior 
anest~. 

, 
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inal justice settings, the social, ethical, or 
programmatic consequences of one type 
of error may be dramatically different 
from the other. Although one typically 
evaluates devices without respect to this 
"weighting" of errors in a statistical fash
ion, political, ethical, and policy argu
ments tend not to ignore the differential 
consequences of the types of errors made 
(von Hirsch and Gottfredson, 1984). 
Loeber and Dishion (1983) have demon
strated that the relative evaluation of pre
dictions made can change dramatically 
depending on the consequences assigned 
to one or the other type of error. Often 
recommended in personnel selection sit
uations (Cronbach and GIeser, 1957; 
Rorer, Hoffinan, and Hsieh, 1965; Wig
gins, 1973), detelmining the expected 
utilit:Y of predictive devices based on a 
differential weighting of errors is com
mon, although not in justice system set
tings. 

RESEARCH EVIDENCE: THE POWER 
OF PREDICTION 

Bail and Pretrial Release 
Decision/Prediction Studies 

A number of prediction shldies con
cerning bail and preh'ial release/deten
tion have been conducted. Given the 
enomlOUS consequences of decisions 
made at this stage of the criminal justice 
process, however (see President's Com
mission, 1967; Goldkamp, 1979; M. R. 
Gottfi:edson and D. M. Gottfi'edson, 
1980a,b, for discussion of these), it is 
somewhat surpdsing that more attention 
has not been focused on the area. 
Goldkamp (1979), M. R. Gottfredson and 
D. M. Gottfredson (1980a,b:Chapter 4), 
and GoJdkamp and Gottfredson (1980, 
1981a,b) have provided detailed reviews 
of most of this literature, and we draw 
heavily on these reviews in the discus
sion that follows. 
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Descriptive Studies 

The early "bail reform" movement and 
subsequent legislation (e.g., as outlined 
by Freed and Wald, 1964; American Bar 
Association, 1968; Angel et aI., 1971; Na
tional Advisory Commission, 1973; see 
also Goldkamp, 1979; M. R. Gottfredson 
and D. M. Gottfi'edson, 1980b; Goldkamp 
and Gottfredson, 1981a,b) focused atten
tion on factors deemed legitimate or ap
propriate for consideration in bail and 
prehial detention decisions. The identifi
cation and specification of tllese factors 
prompted several investigators to attempt 
a determination of the extent to which 
they actually were considered by judges 
making these decisions. 

Bock and Frazier (1977) studied tl1e 
setting of bondll in a six-court district in 
Florida. Five types of infOlmational vari
ables related to tl1e defendant, recom
mended for consideration by the Ameri
can Bar Association (ABA) and the 
National AdvisOlY Commission on Crim
inal Justice Standards and Goals, were 
studied; these included the length and 
character of residence in the community; 
employment status and history and finan
cial condition; family ties; reputation, 
character, and mental condition; and 
prior criminal record. Bock and Frazier 
operationally defined these rather non
specific recommendations in several 
ways. In all, 18 variables reflective of the 
five recommendations were studied, and 
each recommendation was represented 
by at least 2 variables. Five of the vari
ables examined (currently on probation, 
presence of ajuvenile record, the serious
ness of the first charge, defendant's ap
pearance, and defendant's demeanor) 
were related significantly to the bond 

llOperationaIly defined as release on personal 
recJgnizance, with bond set at less than $500, 
$500-$4,999, and $5,000 or more. 
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have required some selection: thus, true 
base rates ofteh cannot be known, nor 
"accura~y" assessed relative to them. 
One cannot, for example, know the b:ue 
base rate for parole violation for all of
fenders considered for parole. Since not 
all are in fact paroled, one can at best 
identify the base rate for known viola
tions by paroled inmates. 

Problems exist also in the area of as
sessing the relative contributions of spe
cific predictor variables to the overall ac
curacy of a predictive or selection device. 
Items that may be highly predictive un
der some base-rate conditions may be 
much less so under other base-rate condi
tions (this is most likely to be the case 
when the distribution of the predictor 
variable itself is skewed). Items that may 
prove predictive for some defined popu
lations may be less (or more) predictive 
when the composition of the population 
is different (e.g., the item "race" may be 
predictive of criminal convictions in 
some large urban populations and not at 
all predictive in suburban or rural popu
lations). Items that are predictive during 
some age ranges may not be predictive if 
other age ranges are considered. As we 
have pointed out elsewhere (S. D. 
Gottfi'edson and D. M. Gottfi'edson, 
1979), such issues are meliorated if one 
remembers that the greatest limitation of 
prediction methods [is] that the devices 

... are developed and validated with respect 
to specific criteria, using available data, in a 
specific jurisdiction, during a specific time 
period. Thus, any generalizations to other out
comes of interest, or after modifications of the 
item definitions used, or to other jurisdictions 
or populations, or to other time periods, are to 
be questioned. 

Still, the question of the "best" preclic
tors is an impOltant one, both for pro
viding guidance for those who wish to 
consh'Uct predictive devices and for the
Ol'etical development. Several criteria of 

"best" could be considered: (1) most 
powelful (in unique contribution to pre
diction), (2) most stable (e.g., from popu
lation to population), (3) most readily 
available (e.g., age, sex), or (4) most ethi
cally or legally defensible. In the discus
sion that follows, each of these will be 
considered. The "most powerful" crite
rion, however, is difficult to apply for 
several reasons. First, few authors have 
provided sufficient infolmation to allow a 
comparison of the predictive efficiency of 
items across an adequate variety of situa
tions. Ideally, one would like to cakdate 
RIOCs or MCRs to assist in this evalua
tion; the data provided usually are insuf
ficient for this. Second, devices con
sh1.lCted following a simple unweighted 
linear model (and there are many of 
these) provide no assessment of the rela
tive value of individual items of informa
tion. Third, although devices constructed 
using multiple regression methods do 
provide infOlmation for such an assess
ment, studies on which these are based 
almost always have used a dichotomous 
criterion. Under such circumstances, beta 
weights are quite unstable (Palmer and 
Carlson, 1976) and cannot be relied on to 
provide unbiased estimates of the unique 
contributions of the variables considered. 
Other regression methods that would be 
meliorative (e.g., the logistic model) are 
not used often. 

Two kinds of errors will be made in any 
predictive decision-making situation: 
some persons predicted to belong to cri
terion classification A in fact will not 
(false positives), and some persons pre
dicted to belong to criterion classification 
B in fact will not (false negatives) (Figure 
1). Each of the various indices discussed 
above considers that the 1:\'10 types of 
errors are equivalent. In practice, of 
course, they may not be, whether mea
sured in monetalY, social, or ethical 
telms. In-most practical decision-making 
situations, and pmticularly those in crim-
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rate than is cp or the point-biserial coeffi
cients. The index was introduced to crim
inologists by Duncan et a1. (1952), and it 
has seen widespread use since as a mea
sure of the predictive efficiency of a se
lection device. It recently was shown that 
the MCR is related to Kendall's tau, pro
viding a method of testing the statistical 
significance of the index (Lancucki and 
Tarling, 1978); and Fergusson, Fifield, 
and Slater (1977) have shown the relation 
between the MCR and the familiar pro
pOltion of area under a receiver operating 
characteristic (ROC) curve, which pro
vides a grounding for the index in the 
framework of signal detection theOlY 
(Green and Swets, 1966). 

For the two-by-two decision case (which 
represents the "fairest" test of a predictive 
device as used in selection decisions), 
Loeber and Dishion (1983) developed an 
index called the RlOC (relative improve
ment over chance), which considers chance 
occunence within the table as well as the 
maximum conect value that prediction 
could achieve given applicable selection
ratio and base-rate conditions. Since this 
statistic is more recent than others de
scribed and less common in the criminal 
justice literature, we desclibe it fUlther. 

The RIOC is defined as 

%lOC 
RlOC = '100, 

%MC - %RC 

where the numerator represents the per
centage improvement over chance (lOC) 
and the denominator is the difference 
between the maximum percentage cor
rect (MC) that could be achieved and the 
percentage required by chance (RC), 
both given the joint marginals observed. 
Although not independent of either the 
base rate or the selection ratio, the RIOC 
conelates much less highly with either 
than does the simple index of predictive 
efficiency (Loeber and Dishion, 1983). 

None of the indices yet developed, 
however, can answer completely the 
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question of how accurate a predictive 
device is. Conelational indices and indi
ces such as the RIOC and the index of 
predictive efficiency suffer because they 
are affected by variations in the base rate. 
Thus, they do not readily allow a compar
ison of devices (or items) across base-rate 
conditions. The MCR does allow this, but 
it is not often that one wishes to evaluate 
a specific predictive device regardless of 
base-rate conditions, although this is the 
most common application of this index 
(S. D. Gottfredson and D. M. Gottfi'edson, 
1979; Hoffman, 1983). 

Measures that are sensitive to base 
rates and those that are not can lead to 
dramatically different conclusions con
cerning the value of predictive devices 
(Fergusson, Fifield, and Slater, 1977). 
The former (e.g., correlation measures) 
describe the pelformance of the insh'u
ment in application with given popula
tions and decision rules; the latter (such 
as the MCR) essentially give an indica
tion of the general power of the device 
without respect to consh'aints of base 
rates and selection ratios. 

Which to use depends on the question 
at hand. If one seeks to evaluate the 
relative power of different devices devel
oped on diHerent populations (for whicll 
the base rates may well be different), 
indices that are less sensitive to base rates 
would seem preferable. If, however, one 
wishes to estimate the power of a pmtic
ular device, administered with pmticular 
decision rules on a pmticular population, 
base-rate-dependent indices will be more 
infOlmative. 

Other Problems Concerning 
"Accuracy" 

The practical application of predictive 
tools in criminal justice raises other prob
lems related to the "accuracy" question. 
One almost always is attempting to con
sh'uct, validate, and assess the accuracy of 
devices under circumstances that already 
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discovered, but it does not depict the 
degree of relation associated with that 
effect. A variety of statistics are available 
to help in this assessment (e.g., the con
tingency coefficient or Cramer's V; see 
Hays, 1963:604-606), but none com
pletely overcomes the dimensionality 
problem. 

The use of cP (phi coefficient) (Hays, 
1963:604) is meliorative when used for 
tables with one degree of freedom. Since 
the practical application of predictive 
tools for selection purposes often reduces 
to such a table, cP (which is simply VX2/N) 
would appear to be an attractive choice 
for an index of predictive efficiency. The 
marginal distributions of a table with only 
one degree of freedom, however, ('on
sb:ain cP by imposing an upper limit on the 
possible relation observed in the table 
(Guilford, 1965).10 Moreover, cP is subject 
to a limitation common to correlational 
measures: it is sensitive to the base rate. 

As noted by Richardson (1950), the 
standard error of prediction provides an 
immediate, but incomplete and poten
tially misleading, answer to the question 
of the predictive value of a selection de
vice. This statistic is given by: 

U y VI - ~, 

where U y is the standard deviation of the 
criterion measure. As we have noted, 
most selection applications of predictive 
devices use some cutting score, essen
tially reducing the predictor scale to a 
dichotomy. As commonly used, however, 
the standard error of prediction assesses 
the predictive device and the criterion 
measured continuously and may, in fact, 
result in an underestimation of the power 
of the selection device, since the device 
as used simply is predictive of success or 
failure. The standard error of prediction, 
however, is a function also of degrees of 

lOThis does not appear to be true for the point
biserial, as commonly applied to 2 x k tables (B. F. 
Green, Jr., personal comml1niclltion, 1979). 

success or failure; that is, it requires an 
assessment of just how good a success, or 
how bad a failure, an individual is 
(Richardson, 1950). Further, the standard 
error of prediction also is sensitive to 
variations in the base rate and, hence, 
may be of little value in assessing the 
relative merits of devices used on dif
ferent populations. 

A number of indices are intended to 
provide an estimate of the "propOltionate 
reduction in error" resulting from use of 
some selection or predictive device. In 
general, these indices are designed to 
offer an evaluation of predictive power 
above that afforded by shnple use of the 
chance rate. Ohlin and Duncan (1949), 

. among the first to give practical attention 
to the problem in the criminal justice 
field, suggested an "index of predictive 
efficiency" (see also Horst, 1941; Reiss, 
1951a; Goodman, 1953a, b; McCord, 
1980; Loeber and Dishion, 1983), which 
is defined simply as the percentage re
duction in error gained by use of a pre
dictive device over that achieved by 
knowledge of the base rate alone. 

The index of predictive efficiency also 
has the limitation of sensitivity to the base 
rate. Thus, it has little utility for the ex
amination of accuracy aeros's different 
sihmtions. 

Considering specifically cases such as 
that diagrammed in Figure 1 (in which 
one essentially wishes to predict mem
bership in one or the other of two mutu
ally exclusive categories), Berkson (1947) 
noted that there are utilities, defined as 
h'ue positives and negatives, as well as 
costs, defined as false positives and neg
atives, associated with the decision made. 
Arguing that predictive devices should 
be evaluated with respect to a compari
son of costs and utilities, he developed an 
index of effectiveness (which may be 
used at any utility) called "mean cost" 
and defined the "mean cost rating" 
(MCR) to allow the index to vmy from 0 to 
1. The MCR is less sensitive to the base 
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Some argue for a "longitudinal" valida
tion approach (e.g., Horst, 1963, 1966) in 
which one develops a device on the larg
est sample available and applies the de
vice in operational use. Validity is as
sessed over time, and research is 
integrated into the administrative proc
ess. It seems to us that the cenb·al issue 
has to do with (1) the types of decisions to 
be made on the basis of a predictive 
device and (2) the eJo,:pected validities M 
the devices used. For cettain relatively 
benign applications, when expected va
lidities may be relatively high, we would 
not object to such a procedure. When the 
decisions to be made involve conse
quences of liberty, however, and when 
expected validities are low (as commonly 
is the case in criminal justice applica
tions), we would object. Wright, Clear, 
and Dickson (1984) recently illustrated 
that the consequences (in tenns of re
duced validities) of tile wholesale adop
tion in several jurisdictions of devices 
developed in one locale can be dramatic. 

Measures of Predictive Accuracy 

The issues considered so far can affect 
the accuracy of a predictive device, but 
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we have not yet considered how best to 
assess that accuracy. This section focuses 
on such a consideration. 

In selection applications, predictive 
devices reduce to a dichotomy resulting 
in a decision situation, with achwl out
comes considered, that can be repre
sented by a 2 x 2 contingency table 
(Figure 1). The cutting score decided on 
detemlines the selection ratio and the 
marginal disb'ibution of tile columns in 
Figure 1. The base rate detenttines the 
marginal disb'ibution of the rows. To
gether, these detennine the disb'ibution 
of cases within the table, subject to one 
degree of freedom. They also determine 
the dislTibution of cases within the table 
to be expected by chance. Although 
statistics such as K are useful in assessing 
independence in tables such as this, the 
value of K is a function of the dimension
ality of the table and the number of cases 
considered, as well as of the relation be
yond tllat expected by chance. Fmther, XZ 
is used to assess statistical significance; 
directly, it tells the investigator nothing 
about tile magnitude of the effect discov
ered. It gives an assessment of "accuracy" 
to the extent that the investigator may be 
confident of the reliability of the effect 

Positive 
Hits 

,,-

False 
Positives 

Fail 

PREDICTED BEHAVIOR 

FIGURE 1 The selection decision problem. 
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which all statistical predictions ultimately 
rely. If in one group of subjects the young 
do better in relation to some outcome, it 
can be assumed that in a similar group of 
subjects the young again will do better. 
Prediction methods are intended to esti
mate, on the basis of some group of peo
ple available for shldy, how members of 
other similar groups will behave. There is 
a danger, however, of overestimating the 
extent to which relations found in one 
sample can be used to explain relations in 
a similar sample. V.,rithin the original sam
ple alone, there is no adequate way to 
distinguish how much of the observed 
relation is due to characteristics and un
derlying associations that will be shared 
by new samples and how much is due to 
unique characteristics of the first sample. 
This is because the apparent power of a 
prediction device developed on a sample 
of observations derives from two sources: 
the detection and estimation of underly
ing relations likely to be observed in any 
similar sample of subjects and the pecu
liar or individual properties ofthe specific 
sample on which the device has been cre
ated. Cross-validation is impOltant in esti
mating the relative impOltance of these two 
sources of predictive power. This is partic
ularly advisable when the prediction study 
is intended for practical application in new 
samples. If not done, the utility of the in
stmment as a predictor in new samples is 
likely to be overestimated. 

Gross-Validation 

Cross-validation is simply an empirical 
approach to the problem of obtaining an 
unbiased estimate of the accuracy of pre
diction (whether based on a single item of 
infonnation or on some combination of 
items). Typically, this is accomplished by 
dividing the sample at hand in two, con
Sh'llcting the device on one, and using the 
other to estimate predictive accuracy. 
Horst (1966) refers to this general proce
dure as the "sample fmctionation" ap
proach and argues, quite correctly, that 

there are serious disadvantages to it. 
First, the stability of estimates is depen
dent on the number of cases on which 
they are made. Thus, dividing the sample 
reduces the reliability of the device con
shucted, which, as already noted, may 
reduce validity. Second, the approach 
gives only one estimate (from a poten
tially large universe of estimates). In ef
fect, one regards coefficients that result 
from cross-validation as an estimate of tlle 
average expected validity in independent 
samples and expects those validities to be 
normally dishibuted. Accordingly, one is 
as likely to underestimate as overestimate 
h'lle validity, but a single sample offers 
weak empirical evidence of shrinkage 
(Horst, 1966). 

There appears to be no "best" answer 
to the cross-validation problem; rather, a 
h'ade-off of concems is raised. Sample 
fi'actionation procedures do consh'ain va
lidity (unless the sample obtained is very 
large, which is unusual in criminal justice 
research). A single estimate of shrinkage 
is not optimal, is unlikely to represent the 
actual mean validity, and is as likely to 
underestimate as overestimate that value. 
As noted by Horst, one can obtain two 
estimates by examining expected validi
ties fi-om each sample on the otller (in the 
h'aditional fractionation approach), but 
One is then left with deciding which of 
tlle devices actually to use. Similarly, one 
could fmther fractionate the sample and 
develop several empirical estimates. 
Again, however, one encounters prob
lems of reliability as the sample size de
creases. To meliorate this, one could re
combine the subsamples and create a 
device on tlle full sample, relying on the 
subsample estimators to provide an index 
of shrinkage (see Horst, 1966:380). It 
seems likely, however, that the validity of 
tlle device developed in tllis fashion will 
be underestimated (perhaps seriously) 
given that the samples from which valid
ity is estimated are much smaller tllan is 
the sample on which the final device is 
consi1'Ucted. 
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reet predictions 80 percent of the time if 
one simply predicted that no one will fail 
on parole. One would also, of course, be 
wrong 20 percent of the time. (Note that 
given only the base rate as a guide, there 
is no way of estimating which 20 percent 
will fail.) 

Now assume that a predictive device 
has been developed that allows one to 
predict parole outcomes with 78 percent 
accuracy. Even given this apparently 
powmful device, one would still be better 
off in expecting tllat no one will fail on 
parole-tllat is, in "predicting" perfOlm
ance on the basis of tlle base rate alone. 
Although the predictive device does beat 
a naive chance rate (50 percent), the hue 
chance rate is considerably higher, and in 
fact is greater than the power of the pre
dictive device. 

Those concerned with the develop
ment of predictive tools for use in crimi
nal justice applications (and in other ar
eas) often have failed to consider base 
rates in the development process and, 
consequently, have made classifications 
or predictions based on criteria tlmt pro
duce larger errors than would the simple 
use of the base rate. In 1955 Meehl and 
Rosen summarized the consequences of 
failure to consider base rates and con
cluded that then-contemporary research 
repOlting neglected the base rate, making 
evaluation of utility difficult, if not impos
sible. Although Reiss (1951c) clearly and 
dramatically illustrated this point more 
tllan 30 years ago in a classic review of 
Glueck and Glueck's UnmvelingJuvenile 
Delinquency (1950; see also Hirschi and 
Selvin, 1967), failure to consider base 
rates remains an unforhll1ately common 
practice (but such shldies are now found 
rarely in the publishedliterahlre). 

Selection Ratios 

The selection ratio is simply the pro
portion of individuals or events shldied 
and identified by the prediction method 
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as belonging to the criterion classification 
of interest. In delinquency shldies, for 
example, the selection ratio is the propor
tion of persons studied and selected as 
expected delinquents by means of some 
prediction instrument (see Loeber and 
Dishion, 1983, for a discussion). Thus, the 
base rate provides one marginal distribu
tion for an expectancy table, and the se
lection ratio (essentially) provides the 
other; together, the marginal distribu
tions detelmine the chance expectancies 
for the table. Selection ratios may be 
altered tl1rough manipulation of the cut
ting score, which has obvious but some
times unrecognized consequences for 
prediction (Cronbach, 1960). These may 
be particularly dramatic if the bivaliate 
distributi.on is heteroskedastic (J. Fisher, 
1959). 

Representativeness of Samples 

If accuracy of prediction is desired, 
samples used in consh'ucting selection 
devices must be representative of the 
population on which the device is in
tended to be used.8 This ensures that tlle 
appropriate base rate is considered and 
mmlmlzes subsequent shrinkage of 
power fi'om tlle consu'uction to the oper
ational samples. 

The adage that no two people are ex
actly alike properly is extended to groups: 
no two groups of people are identical.° If, 
however, the groups have been selected 
by some appropriate mechanism (such as 
random sampling), they can be expected 
to have a great deal in common in telms of 
both their overall characteristics and tlle 
interrelations of various individual char
acteristics. It is this similarity of relations 
witllin different groups of people on 

8Note that this is not the same as saying that the 
sample must be representative of the population as 
a whole. 

IJPortions of this discussion are adapted from 
S. D. Gottfredson and D. M. Gottfredson (1979). 
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1978),5 multidimensional contingency
table analysis (e.g., Solomon, 1976; van 
Alstyne and Gottfredson, 1978), tobit 
analysis (e.g., Palmer and Carlson, 1976), 
and a variety of clustering approaches 
(e.g., Ballard and Gottfredson, 1963; 
D. M. Gottfredson, Ballard, and Lane, 
1963; Fildes and Gottfredson, 1968).6 For 
a variety of statistical and practical rea
sons, one or another approach may be 
prefen-ed, and the technique used theo
retically could have dramatic conse
quences for the accuracy of resultant pre
diction devices. In criminal justice 
applications this potential unfortunately 
remains largely theoretical. Several re
searchers have attempted to demonsh'ate 
the relative utility of different statistical 
approaches to criminal justice prediction 
problems (e.g., D. M. Gottfredson and 
Ballard, 1964a; Babst, Gottfredson, and 
Ballard, 1968; Simon, 1971, 1972; 
Wilbanks and Hindelang, 1972; Far
rington, 1978), and the potential advan
tages of different approaches have been 
discussed by Wilkins and Mac
Naughton-Smith (1964; see also Simon, 
1971; S. D. Gottfredson and D. M. Gott
fredson, 1979, 1980). S. D. Gottfredson 
and D. M. Gottfi:edson (1979, 1980) com
pared the relative utility of six of the more 
commonly used or promising methods, 
concluding (as did the other shldies cited) 
that "no clear-cut empirical advantage in 
prediction is provided by one or another 
method" (1979:63). Reasons for this dis
appointing observation have been sug
gested by Farrington (1978), S. D. 
Gottfredson and D. M. Gottfredson 
(1979), and Loeber and Dishion (1983). 
In addition to serious problems of crite-

SIt should be noted, however, that when the 
criterion measure is dichotomous, as in the example 
cited, Fisher's discriminant function is equivalent 
(within a transfOlmation) to the multiple re!,Tression 
approach; See Porebski (1966). 

BFor discussions of clinical methods of combin
ing items of information, see Gough (1962) or 
Monahan (1981). 

rion measurement, problems of the reli
ability of predictor information and the 
consequences of this for celtain of the 
methods (particularly least-squares meth
ods; see Wainer, 1976) especially are de
serving of mention. 

Meehl (1954) and Gough (1962) pro
vide good reviews of specific actuarial 
methods that have been used widely in 
the behavioral sciences generally, often 
with reference to problems and applica
tion in criminal justice system settings. 
Mannheim and Wilkins (1955), Simon 
(1971, 1972), and S. D. Gottfredson and 
D. M. Gottfredson (1979) have provided 
reviews of methods typically used in 
criminology. 

The Base Rate 

The base rate for any given event is 
defined as the relative frequency of oc
currence of that event in the population of 
interest.7 Typically, base rates are ex
pressed as proportions or percentages. In 
many criminal justice applications, which 
h'aditionally have treated criterion mea
sures as dichotomous, the base rate is 
found simply through inspection of the 
appropriate marginal dishibution of the 
expectancy table. 

The difficulty of predicting events of 
interest increases as the base rate differs 
from .50 (Meehl and Rosen, 1955). Thus, 
the more frequent or infrequent an event, 
the greater the likelihood of inaccurate 
prediction. (While this seems inhlitively 
h'ue for rare events, it must be remem
berea that the occurrence of velY fre
quent events requires the simultaneous 
occunence of very rare events-unless 
the probability of an event is precisely 0 
or 1.) As an example of the difficulty of 
such prediction, suppose that the base 
rate for failure on parole is .20. Given this 
information alone, one would make cor-

7This discussion is adapted from S. D. Gottfred
son and D. M. Gottfi'eclson (1979). 
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believe that studies of both sorts may be 
of considerable value and, accordingly, 
we report on both in the sections that 
follow. 

The second point to be raised is that 
very often human decision makers do not 
appear to behave optimally, regardless of 
the particular sh'ategies under shldy. We 
elaborate on this point later; here, we 
simply suggest that for this reason we 
believe the provision of decision-making 
tools for criminal justice applications is 
necessmy and desirable.3 

Francis Bacon observed: "We do ill to 
exalt the powers of the human mind, 
when we should seek out its proper 
helps" (quoted in R. M. Hogarth, 1980). 
Indeed, in most deciSion-making sihm
tions, it has been found that actuarially 
developed predictions outperfOlm hu
man judgments. This is hue with respect 
to psychiah'ic judgments (e.g., Meehl, 
1954; Gough, 1962; Ennis and Litwack, 
1974); graduate school admissions (e.g., 
Dawes and COlTigan, 1974; Dawes, 
1979); and in other areas (Goldberg, 
1970). Later, we review results of these 
and other shIciies and suggest how human 
judgments and actuarial predictions can 
profitably be used together; here, suffice 
it to say that nOlmative decision studies 
appear to have the potential to improve 
decisions made in criminal justice set
tings significantly. Although we do "exalt 
the powers of the human mind," we also 
believe in attempts to provide it with 
"proper helps." 

Problems of Measuring "Accuracy" 

An obvious question to be asked when 
considering predictive infOlmation is 
"how good is it?" The answer is "it de-

3There are other reasons lllso, such as the desir
ability of making the decision process explicit. See 
M. R. Gottfi'edson and D. M. Gottfredson (1980b) for 
discussion of these. 
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pends." The predictive accuracy of infor
mation is a function of many things: 
among the more salient are the reli
abilities of the items of infOlmation used, 
the method(s) used to combine items of 
information, the reliability of the criterion 
variable chosen, the kinds of measure
ments used, the base rate, the selection 
ratio used, and the representativeness 
of samples employed. Two questions 
should be addressed: one considers the 
accuracy of individual items of infOlma
tion; the other refers to the accuracy of 
items in combination with one another. 
Our discussion requires that we first out
line the nahlre of the issues already 
raised. 

Reliability 

Reliability refers essentially to the sta
bility with which measurements may be 
made, and statistical validity-here im
precisely considered as "accuracy"-is 
consh'ained by the reliability with which 
both criterion and predictor measure
ments are made. No prediction device 
can be better than the data from which it 
is consh·ucted. Often, attention is given to 
the reliabilities of the predictor items but 
the reliability of the criterion is ne
glected.4 

Methods of Combining Infor1nation 

Many statistical methods have been 
used in criminological prediction studies, 
including the simple inspection of' cross
classification tables (e.g., Wamer, 1923), 
multiple regression (e.g., D. M. Gottfi'ed
son and Bonds, 1961; D. M. Gottfredson, 
Wilkins, and Hoffman, 1978), multiple dis
criminant-function analysis (e.g., Brown, 

.IOne would be wise to view measurements of a 
table with skepticism if the yardstick used is made 
of rubber elastic. The careful investigator would 
want to ensure as well that the table is not elastic. 
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It is in the relation of infonnation used 
to the goal desired that prediction studies 
are of most value to the criminal justice 
decision maker. If decision makers desire 
to minimize enol'S in the decision proc
ess, prediction studies also are to be de
sired, for it is this that they are designed 
to accomplish. In brief, prediction simply 
refers to the utilization of infonnational 
items, singly or in combination, to esti
mate the probable future occunence of 
some event or behavior (known as the 
criterion). Methods of using the infOlma
tional items (known as independent or 
predictor variables) may be intuitive, 
clinical, or subjective, or they may be 
statistical or "actuarial." If of the latter 
type, any of a wide variety of approaches 
may be used. The specification of these is 
beyond the scope of this paper, but we 
assume the reader has some familiarity 
with the more common methods.2 

The Nature of Decisions 

Decisions involve choice, because of 
the requirement that alternatives be 
available. Much of psychology, econom
ics, and philosophy concems the study of 
choices that people make. What deter
mines the amount of money one will pay 
this fall for a house? What is responsible 
for the selection of a Labrador retriever 
over a Chihuahua as a family pet? Why 
does one (generally) obey the law? What 
is the role of unconscious motivation, of 
alh'uism, of superstition, of morality, or of 
value in the choices made? Clearly, de
tailed discussion of the nature of human 
choice behavior is beyond the scope of 
this paper. We do, however, brieRy con
sider decision-making study that has as a 
premise the notion that human decision 
makers value rationality (for a delightful 

2For general discussions of the logic of predic
tion, see Sarbin (1943), Gough (1962), and D. M. 
Gottfredson (1967). 

discussion of rationality in decision mak
ing, see Lee, 1971). Following Lee, deci
sion theory considers the rational person 
to be one who, when confronted with 
choice, makes the decision that is "best"; 
this decision is the optimal or rational 
one. This decision (1) must be one of 
those available, (2) will depend on the 
decision principles under study (thus, dif
ferent studies, proceeding from different 
bases, may identify different optimal 
choices), (3) may differ among persons 
(e.g., due to differing utilities assigned to 
altematives, differing subjective proba
bility estimates), but (4) must depend on 
the infOlmation available to the decision 
maker. 

Behavioral decision theory (Edwards, 
1954, 1961; Becker and McClintock, 
1967; RapopOlt and Wallsten, 1972; 
Slovic, Fischoff, and Lichtenstein, 1977; 
R. M. Hogarth, 1980; Einhom and 
Hogarth, 1981; Pitz and Sachs, 1984), 
"cognitive algebra" (Anderson, 1968, 
1974, 1979), utility theories (Lee, 
1971:Chapter 5), and "game theories" 
and their assessments of strategies (e.g., 
minimax and maximin principles) (von 
Neumann and Morgenstem, 1947; Luce 
and Raiffa, 1957; Lee, 1971) are examples 
of general considerations of ways in 
which one may model the choice or deci
sion behavior of the rational person (Lee, 
1971, and R. M. Hogarth, 1980, review 
much of this vast literature). 

We note this literahlre to make two 
points. First, there is a distinction to be 
drawn between normative and descrip
tive decision shldies (Lee, 1971). Norma
tive studies concern the decisions that 
people should make in a choice situation, 
regardless of the decisions that they actu
ally make. Descriptive studies conCern 
the decisions actually made, regardless of 
those that should be made. This distinc
tion, although clear, may become blurred 
in practice, particularly when the goal is 
to improve rational decision making. We 
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umn, however, some attention to the be
havior of functionaries is necessaly. 

Detailed critical reviews concerning 
several distinct and important issues have 
been published recently. Given the ready 
availability of this infonnation, we do not 
give detailed attention to the prediction 
of violence (reviewed by Monahan, 1978, 
1981; Monahan and Klassen, 1982), to 
longitudinal studies bearing on predic
tion issues (reviewed by Farrington, 
1979, 1982), or to the prediction of sen
tencing decisions (reviews are available 
in Hagan, 1974; L. Cohen and Kluegel, 
1978; Garber, Klepper, and Nagin, 1983; 
Hagan and Bumiller, 1983; Klepper, 
Nagin, and Tierney, 1983). 

Because insufficient information is 
available to allow reliable generaliza
tions, we ignore the areas of policing and 
cOlTections, altll0ugh the nature of deci
sions made in these settings often clearly 
is predictive. Our focus is on bail and 
pretrial release decision studies and on 
decisions involving prosecution, sentenc
ing (although as noted above, we do not 
provide a detailed review of these), and 
parole. We give attention to eflolts de
signed to provide advice, based on scien
tific principles of assessment and predic
tion, to tllose confi'onted daily with the 
variety of decision-making tasks consid
ered. 

In the first section of tllis paper we 
discuss the nature of decisions generally, 
and in criminal justice settings in partic
ular. Because the accuracy of predictive 
decision making is of concern, we discuss 
some of tlle issues involved in such as
sessments. In the next section we discuss 
both descriptive and (where appropriate) 
normative prediction studies for each of 
the decision arenas under consideration. 
Special attention is given to items of in
fonnation commonly observed to be pre
dictive, the general level of accuracy of 
tllese (bOtll in the bivariate case and 
when considered in conjunclion with 
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other predictors), and the general level of 
predictive accuracy achieved in equa
tions or models of tlle decisions under 
consideration. Then, we summarize tlle 
preceding discussion by focusing on pre
dictors commonly observed across the de
cision arenas studied. We provide a sum
mmy of tllose variables found to predict 
the decisions of functionaries and tllose 
found to predict the behavior of offenders 
and show how they differ. Next, for each 
of the decision arenas considered, we 
examine the efficacy of statistically devel
oped decision-making tools that are in 
use, or have been proposed for use, in a 
number of jurisdictions. Finally, we dis
cuss ways to improve tlle accuracy-and 
hence tlle utility-of prediction tools de
signed for application in criminal justice 
settings. 

PREDICTIVE DECISION MAKING 

The Logic of Prediction 

Any decision has tlu'ee components: a 
goal, the existence of alternatives, and 
information upon which tlle decision may 
be based (M. R. Gottfredson and D. M. 
Gottfredson, 1980b). Decisions cannot ra
tionally be made (or studied) if decision
making goals are unstated or unclear. Un
fortunately, goals for criminal justice 
decisions rarely are explicitly stated, and 
often they are complex. Rarely is a single 
goal for a decision given,! Without alter
natives, there can be no decision prob
lem; and witllout infOlmation on which to 
base the decision, the "problem" reduces 
to reliance on chance. As we shall see, 
decision makers often are not sufficiently 
attentive to the relation of infOlmation 
used to the goal desired, which results in 
decisions being made that would have 
been better left to chance. 

lSee D. M. Gottfredson and Stecher (1979) for an 
example within the context of sentencing. 
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Accuracy of Predirltion Models 
~ L 

Stephen D. Gottfredson and Don M. Gottfredson 

Any decision made under uncertainty 
with respect to future events, behaviors, 
activities, resources, b'ends, demands, or 
outcomes is ,a predictive one. If the goal 
of the decision being made is utilitarian, 
prediction certainly is critical to the deci
sion-making process. Accordingly, the 
concept of prediction is central to tradi
tional crime-reduction or crime-preven
tive concerns of the criminal justice sys
tem, such as detelTence, incapacitation, 
and rehabilitation (S. D. Cottfredson and 
D. M. Cottfredson, 1985). Prediction is 
implicit in the decisions made but rarely 
is that explicitly recognized. It is quite 
possible, however, to characterize tlle 
American criminal justice system as a 
network of interrelated decision points 
(M. R. Cottfredson and D. M. Cottfred
son, 1980b); when this is done, the ubiq
uity of prediction to most of tlle decisions 
encountered is made clear. 

This paper concerns the accuracy of 

Stephen D. Gottfredson is executive director, 
Maryland Criminal Justice Coordinating Council, 
Baltimore, Md., and Don M. Gottfredson is profes
sor, School of Criminal Justice, Rutgers University. 

prediction in criminaljustice settings and 
the utility of statistically developed deci
sion-making tools intended for practical 
implementation. We have been forced to 
limit our review in several ways. First, 
our principal focus is the prediction of 
criminal or delinquent behavior. Thus, 
we do not address a variety of important 
criminal justice prediction problems in
volving resource allocation, criminal pop
ulation projections, estimation of rates of 
offending and tlle length of criminal ca
reers, and many otllers, except as they are 
relevant to assessing tlle impacts of some 
proposed decision-making devices (e.g., 
those proposed for selective incapacita
tion strategies). 

Second, we omit detailed discussion of 
work concerning tlle psychological or 
psychiatric assessment of offenders, even 
though much of this clearly is of a predic
tive nahlre. We also give less attention to 
predicting the behavior of criminal jus
tice system functionaries (e.g., judges; 
prosecutors, parole board members) than 
to predicting the behavior of offenders. 
Since the accuracy of prediction models 
cannot responsibly be assessed in a vac-
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coded 1 if inmates responded that they 
used heroin or barbiturates at all. 

6. Juvenile Drug Use 
The survey asked about drug use of the 

following types before age 18: mmijua
na, LSD/psychedelics/cocaine, uppers I ' 
downers, heroin; frequency levels were: 
often, sometimes, just once or twice, 
never. According to Greenwood's defini
tion only the uppers/downers and heroin 
responses are relevant, but Rand's com
puter code indicates that the LSD/ 
psychedelics/cocaine categOlY was also 
included. In the reanalysis this variable 
was coded as "yes" if inmates used her
oin 01' uppers/downers either sometimes 
or often as juveniles, and "no" othelwise. 

7. Unemployed Before Arrest 
The survey asked, "During how many 

of the street months on the calendar did 
you work?" The percentage of sh'eet 
months spent working was calculated, 
and inmates who worked less than 50 
percent of the time were coded 1. 

APPF.\\ ",me C: CALCULATION OF 
POT; .. nALINCAPACITATIVE 
EFJ! ;:,,: ',;:r USING DATA REPORTED 
BY ("i:~. ;~;MOOD 

Greenwood (1982:74) found the maxi
mum incapacitative effects using the fol
lowing hypothetical policy: "low- and 
medium-rate offenders are sentenced to 
jail and high-rate offenders are sentenced 
to prison for tenns of increasing length." 
He also states that "none of ... the sen
tence lengths for high-rate offenders [is] 
increased by more than a factor of 2" (p. 
79). This means that the end point in his 
graph (Figure 5.1) represents an expected 
sentence length of 8.43 years (twice the 
50.6 months reported in Table 5.1, p. 77). 

Using this infolTIlation and the data in 
Table 5.1, the maximum incapacitative 
effect for a sentencing policy that assumes 
I-year jail temlS for low- and medium-rate 
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offenders and 8.43 years in prison for 
high-rate robbers can be calculated as 
follows: 

Low Medium High Total 

Number of 
Qffendersa 

"Time Free"b 
49,714 11,895 9,028 

( 7]) 
Incarcerated 

Populationc 

.95 .79 .13 

(R) 2,486 2,498 

94,457 94,910 

7,854 12,838 
Total Crimed 

(C) 36,148 225,515 

°These estimates are reported in Greenwood (p. 
77) with the exception of the low-rate offender 
estimate, which was con'ected by Cohen and con
fim1ed by Abrahamse (1984, personal communica
tion). 

bUsing equation for 1'] repOited in Greenwood (p. 
75): 

'TJL = 1/[1 + (2.0)(0.03)(0.86)(1)] = 0.95 
'TJM = 1/[1 + (10.1)(0.03)(0.86)(1)] = 0.79 
'1111 = 1/[1 + (30.8)(0.03)(0.86)(8.43)] = 0.13 
eUsing equation for Ri rcpolted in Greenwood (p. 

75): 
RL = 49,714(1 - 0.95) 
RM = 11,895(1 - 0.79) 
RII = 9,028(1 - 0.13) 

clUsing equation for Ci repOltec1 in Greenwood 
(p.75): 

CL = 49,714(0.95)(2.0) 
CM = 11,895(0.79)(10.1) 
CH = 9,028(0.13)(30.8) 

Under the current sentencing policy, the 
estimated incarcerated population is 13,930 
(Table 5.1, p. 77) and the estimated number 
of robberies is 259,917 (corrected figure; 
Abrahamse, 1984, personal communica
tion), 

Percent decrease in incarceration: 
1 - (12,838/13,930) = 8 percent 

Percent decrease in robbery: 
1 - (225,515/259,917) = 13 percent 
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TABLE AA Parameters for the Incapacitation Model According to Estimates from 
the Reanalysis 

Parameter Symbol 

Number of offenders N 
Average annual offense rate A 
Probability of alTest and convic-

tion q 
Probability of incarceration given 

conviction ] 
Probability of' prison given incar-

ceration p 
Average jail term in years 8 

Average prison term in years S 
Average time served in years S 
Incarcerated population R 
Fraction of time free 7J 
Total crime C 

APPENDIX B: DESCRIPTION OF 
QUESTIONS USED TO CONSTRUCT 
THE SEVEN VARIABLES 

The following information provides an 
overview of how the seven variables se
lected for the scale used in the Green
wood repOlt were conshucted. All vari
ables are coded either 1 (yes) or 0 (no or 
missing). ShOlt variable labels are used in 
the following descriptions. 

1. Prior Convict'ion 
Official records for most prison inmates 

contained information on the number of 
past convictions for several crime types. 
This variable was coded 0 if a convicted 
robber (or burglar) had no prior convic
tions in his record for robbery (or bur
glary) and 1 if one or more of the defining 
convictions were in his record. 

2. Incarcerated Before Arrest 
A question on the survey asked inmates 

to indicate the months that they were in 
jail or in prison on their calendars. The 
percentage of possible "sh'eet time" 
spent imprisoned was calculated, and in
mates with more than 50 percent were 
coded 1. (Greenwood used Rand's mini-

Predicted Offense Rate 

Low Medium High Total 

95,500 16,473 10,611 
.9 8.1 20.8 

.03 .03 .03 

.86 .86 .86 

.12 .27 .46 
1.0 1.0 1.0 

3.892 4.692 4.075 
1.347 1.997 2.415 
2,865 4,942 5,942 13,749 

.97 .70 .44 
83,372 93,402 97,112 273,886 

mum estimate of street months for his 
calculations; thus, more inmates were 
coded 1 for this variable in his analysis 
than in the reanalysis.) , 

3. Convicted Before Age 16 
The survey asked, "How old were you 

when you were first convicted of a crim
inal offense (an adult or juvenile convic
tion, other than a traffic violation)'?" In
mates who reported a first conviction at 
age 15 or younger were coded 1. 

4. Juvenile Incarceration 
The survey asked, "Were you ever sent 

to a statewide or federal juvenile institu
tion?" Inmates who responded "yes" 
were coded 1. 

5. Recent Drug Use 
The survey asked, "During the months 

when you were using dmgs, how often 
would you say you usually used each of 
the dLUgs listed below?" The dLUg types 
were: heroin/methadone, barbiturates/ 
downers/"reds," and amphetamines/up
persl"whites"; the response categories 
were: did not use at all, few times a 
month, few times a week, evelY day, or' 
more than once a day, This variable was 
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TABLE A.3 Frequency Distribution of Offenders by Predicted and Self-Reported 
Offense Rates for Specific Subgroups 

Self-Reported Offense Rate 

Predicted Offense Rate Low Medium High 

Reanalysis with All Cases (N = 886) 
Low 193 41 22 
Medium 193 109 88 
High 65 67 108 

California Robbers (N = 166) 
Low 26 2 0 
Medium 35 13 9 
High 23 26 32 

Michigan Robbers (N = 142) 
Low 38 6 5 
Medium 25 24 22 
High 8 5 9 

Texas Robbers (N = 114) 
Low 32 11 3 
Medium 22 11 14 
High 3 7 11 

California Burglars (N = 151) 
Low 31 4 2 
Medium 35 16 11 
High 10 17 25 

Michigan Burglars (N = 113) 
Low 20 3 4 
Medium 29 17 11 
High 12 7 10 

Texas Burglars (N = 200) 
Low 46 15 7 
Medium 47 28 21 
High 9 5 22 

Only Cases with Unambiguous 
Responses (N = 568) 

Low 149 34 14 
Medium 126 72 59 
High 29 36 49 

Six-Variable Scale (N = 886) 
Low 231 60 30 
Medium 178 103 102 
High 43 54 87 
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cretion or other adaptive responses in 
ways that reduce the disparity that arises 
from a sentence of 8 years for predicted 
high-rate offenders compared with 1 year 
for other convicted persons. 

Thus, future research is needed to 
identify characteristics of high-rate of
fenders and how those characteristics 
vary across offender populations. Re
search is also needed to develop and test 
locally appropriate, prediction-based se
lection rules to distinguish high-rate of
fenders from other offenders using oper
ationally available data. On the basis of 
this reanalysis, much more realistic esti
mates of the true operational effective
ness of a prediction instrument are 
needed before the CUlTent enthusiasm 
about the estimated reduction in crime 
through selective incapacitation is war
ranted. 

APPENDIX A: SUPPLEMENTAL 
TABLES 

TABLE A.I Comparison of the 
Cumulative Percentage Distribution 
of Rand Estimates of A with Esti-
mates Produced from a Reanalysis 
of the Rand Data 

Robbery Burglary 

A Rand Reanalysis Rand Reanalysis 

A<1 13.1 16.8 9.4 12.1 
<2 24.9 33.0 20.8 26.5 
<3 35.3 41.8 32.7 35.8 
<4 43.8 52.9 40.1 46.0 
<5 49.4 56.1 48.2 52.2 
<10 65.8 71.9 62.1 65.7 
< 20 77.5 81.2 70.3 73.1 
<30 82.7 85.4 75.0 77.0 
< 40 85.1 87.4 77.3 79.1 
< 50 86.6 87.7 78.8 80.4 
< 100 90.9 92.1 82.4 83.9 
2: 100 99.9 99.9 100.0 99.9 

SOURCE: Chaiken and Chaiken (1982a:206, 
robbery; 203, burglary). 

TABLE A.2 Regressions of Estimates 
of A on the Seven Variables in 
Greenwood's Scale: Inmates 
Convicted of Robbery or Burglary 

Variable 

1. Three States (N = 848) 
Past conviction 
Recent incarceration 
Early conviction 
Juvenile incarceration 
Recent drug use 
Juvenile drug use 
Recent unemployment 

Constant 
Adjusted R2 

II. California (N = 311) 
Past conviction 
Recent incarceration 
Early conviction 
Juvenile incarceration 
Recent drug use 
Juvenile drug use 
Recent unemployment 

Constant 
Adjusted R2 

III. Michigan (N = 245) 
Past conviction 
Recent incarceration 
Early conviction 
Juvenile incarceration 
Recent drug use 
Juvenile drug use 
Recent unemployment 

Constant 
Adjusted R2 

IV. Texas (N = 292) 
Past conviction 
Recent incarceration 
Early conviction 
Juvenile incarceration 
Recent drug use 
Juvenile drug use 
Recent unemployment 

Constant 
Adjusted R2 

U nstandardized 
Coefficients 

Robbery Burglary 

-.01 .46a 

.43a .28 

.11 .44a 

.40a .18 

.46a .99a 

.48a .na 

.33a .47a 

-.39 -.37 
.12 .12 

-.01 .58a 

l.18a .16 
.12 .32 
.50a .35 
.31 l.50a 

.62a .68a 

.22 .27 
-AI -.54 

.20 .22 

.15 .44 _.na .41 
-.01 .64" 

.46 .16 

.57a .78tl 

.39 .80a 

.61a .40 
-.30 -.34 

.08 .12 

-.14 .40a 

.14 .19 

.19 .39 
-.11 -.005 

.39tl .65a 

.29 .70a 

.10 .62 
-.27 -.22 

.05 .15 

NOTE: Missing data for the independent varia
bles were coded as O. In the regression including 
all three states, 36 cases were excluded because of 
missing data for the dependent variable. For simi
lar reasons, 6 cases were excluded in California, 
10 cases were excluded in Michigan, and 20 cases 
were excluded in Texas. 

ap < .05. 
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mine whether this variation is due to 
differences in the states' offender popula
tions or is a consequence of different 
selectivity arising from the criminal jus
tice processes in these states. 

The Rand finding that has received the 
greatest public attention is also the one 
about which the most questions are 
raised in this reanalysis: the Greenwood 
formulation of a particular scale for iden
tifying high-rate offenders. A fundamen
tal problem relates to how well this iden
tification can be accomplished in an 
operational setting and how well the 
Rand repOlt demonstrates the feasibility 
of doing so. 

Although the scale certainly does bet
ter than chance in all the jurisdictions 
examined, one would expect improve
ment from any scale that invoked the 
predictors it did and that was fitted to the 
sample data. There is no indication that 
Greenwood's scale would perform any 
better, even in California, than any other 
scale that has been used operationally. 
The relative improvement over chance 
varied considerably across the three 
states; the best pelformance was ob
served for California (57 percent for rob
bery and 48 percent for burglary) and the 
worst for Michigan (21 percent for rob
bery and 19 percent for burglmy). The 
prediction scale also seems to work some
what better in identifying low-rate of
fenders than the high-rate offenders at 
whom it was targeted, even adjusting for 
the higher prevalence of low-rate offend
ers in the population. These results em
phasize the importance of each jurisdic
tion's developing and validating its own 
scale rather than simply applying the sev
en-point prediction instrument devel
oped by Greenwood or any other instru
ment. 

If one could identify the high-rate of
fenders prospectively, the extreme skew
ness in the distribution of A should cer-
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tainly make it possible to reduce crime by 
selectively incarcerating those high-rate 
offenders. This reanalysis of the Rand 
data found that Greenwood overesti
mated the anticipated reduction in the 
California robbelY rate. Using a seven
item scale and a sentencing policy that 
would double sentence lengths for high
rate offenders, the most favorable effect 
achieved in the reanalysis was a reduc
tion of about 13 percent. However, the 
scale used to identify high-rate offenders 
is more sensitive to the athibutes of those 
offenders in Califomia than to the at
tributes of high-rate offenders elsewhere. 
If the same sentencing policy and predic
tion scale were applied in Michigan and 
Texas, the crime rate would probably 
increase because of differences in cunent 
criminal justice practices and offender 
populations in the three states. 

More importantly, even in Califomia, 
the assumptions necessary to make the 
calculation inflate the estimate of inca
pacitation effects. The estimate of a 13 
percent reduction in crime with a selec
tive sentencing policy, which has been 
demonsh'ated or.1y with California data, 
will decline fmiher if any of the following 
obtain: 

1. Predictive power decreases as the 
model is applied to any new population 
("shrinkage") and especially to a popula
tion of all convicted offenders rather than 
prisoners; 

2. The comprehensive self-repOlt data 
used in the Rand analyses are replaced by 
less complete official records of the pre
dictor variables; 

3. The reports of A gathered reh'ospec
tively in tlle Rand survey fail to persist 
into the future, especially after the longer 
periods of incarceration implied by the 
selective incapacitation policy; 

4. The criminal justice system limits 
the proposed policy through judicial dis-
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the nahlre of the offender population. 
The appropriate cut points on the predic
tion scale may depend on the definition 
of "high-rate" offender, which could dif
fer across states. The most active 10 per- . 
cent of the robbers in the Texas sample 
each reported committing at least 15 
crimes per year, but the top lO percent of 
the Califomia robbers repOlted 100 or 
more crimes a year (see Table lO). 
Chaiken and Chaiken (1984:223) suggest 
that the low rates of robbery repOlted by 
inmates in Texas compared with inmates 
in Michigan and California could reflect 
unmeasured aspects of the environment 
on patterns of criminality. Califomia offi
cials may be more willing to tolerate 
some fOlTIlS of criminal behavior than 
their counterpmts in Texas. 

The probable interstate differences in 
offender populations, criminal justice sys
tem practices, and projections of incapac
itative effects highlight the need for cus
tomizing the development of prediction 
mles, the selection of cut points, and the 
implementation of selective sentencing 
policies within each jurisdiction. Factors 
specific to the local situation should be 
considered before any prediction instru
ment is adopted, even one having some 
degree of accuracy. Moreover, cut points 
for decision mles may also be influenced 
by local values as to the relative costs of 
the criminal behavior and the sanctions 
being imposed according to the rule 
(Blumstein, Farrington, and Moib'a, 1985; 
Morris and Miller, 1985). In any choice of 
cut points, the lower the cutoff defining 
the high .. rate offenders, the greater the 
risk of incorrectly clas~ifYing some of
fenders in this group. 

SUMMARY AND CONCLUSIONS 

The single most important contribution 
of Rand's second inmate survey is the 
highlighting of the extreme skewness of 

the dish'ibution of A. for a sample of 
known serious criminals. Although the 
technique used to elicit this information 
and the Rand sample of incarcerated of
fenders may have inh'oduced errors into 
these estimates, the Rand shldy has sig
nificantly advanced our understanding of 
individual pattems of criminal behavior. 
Although some minor differences exist in 
the precise numbers in the distribution, 
this reanalysis of tlle Rand data confirms 
that the disb'ibution of A is highly 
skewed-at least for the offenders sam
pled from the prisons and jails of Califor
nia, Michigan, and Texas. Half the of
fenders repOlt committing no more than 
five climes a year, while a small but very 
impOltant group may commit several 
hundred crimes a year. 

The estimates of A. for robbery and 
burglalY, however, are sensitive to 
choices in computation, such as the inter
pretation of ambiguous survey responses, 
the treahnent of missing data, and the 
computation of the length of respondents' 
"street time." Moreover, tlle veracity of 
some respondents, particularly the large 
group of convicted robbers and burglars 
who denied committing any robberies or 
burglaries and the few respondents 
whose repOlts implied annual rates of 
1,000 or more robberies or burglaries, 
may be affecting the observed dish'ibu
tion of A.. Another problem is obtaining 
accurate annualized rates for those re
spondents who are incarcerated for long 
portions of the observation period and 
who have intensive, but ShOlt, street time, 
or for those who commit crime sporadi
cally. Changes in the design of the Rand 
questionnaire or some analytic adjust
ments to the estimates of annual offend
ing rates may be necessmy to provide 
more valid estimates of crime rates for 
such respondents. Finally, A varies con
Siderably across the three state samples 
and further research is needed to deter-
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ratio (43 percent) over base rate (25 per
cent) guarantees a false-positive rate of at 
least 18 percent. To maximize predictive 
efficiency, the selection ratio (the per
centage of respondents predicted to be 
high-rate offenders) should be equivalent 
to the 25 percent base rate (the percent
age of respondents defined as high-rate 
according to their reported crime rates). 
Therefore, in the reanalysis the model 
was reestimated to assess the sensitivity 
of the results to alternative scale cut 
points for California robbers. 

Adjusting the cut points to equalize 
approximately the selection ratio and 
base rate and substituting the lower aver
age estimates of A for the three groups 
dramatically altered the potential crime 
reductions associated with Greenwood's 
hypothetical selective sentencing policy. 
The cut points of the prediction scale 
were changed to 0-2 (low), 3-4 (me
dium), and 5-7 (high).26 The values of A 

26Th ere are actually two closely related issues: 
one is substantive and the other is technical. The cut 
point decision is also a policy issue-how much 
elTor in prediction is acceptable and how are pre
dicted high-rate offenders to be defined (e.g., having 
fOUf or five of seven attributes), given the character
istics of a speCific offender population. The techni
cal issue relates to the estimated distdbution of 
offenders across the three offense-rate groups. In 
Greenwood's model (and this reanalysis), this esti
mate is dependent on the cut points because the 
distdbution of the three groups defined by the cut 
points in the sample is used, in conjunction with 
other parameters, to estimate the distribution of the 
three groups in the general offender population. 
These estimates were necessarily based on the 
small number of convicted robbers in the California 
inmate sample (N = 178). 

Changing the cut points of the prediction scale 
reduces the high-rate group to 22 percent of the 
estimated total incarcerated population, which is 
closer to the 25 percent figure that Greenwood 
initially thought would be appropriate. Once dif
ferent proportions of "street time" among the three 
offender groups (most for the low-rate group and 
least for the high-rate group) are taken into account, 
Greenwood's model estimated that about 13 percent 
of the total population oj robbers in California are 
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for the newly defined groups indicate less 
differentiation between the medium- and 
high-rate groups-2.2 (low), 16.9 (me
dium), and 20.8 (high), compared with 
0.9,8.1, and 20.8 using the other scale cut 
points. Surprisingly, changing the cut 
points did not alter the average high rate 
A, which highlights the difficulty of dis
tinguishing between medium-rate and 
high-rate offenders with the prediction 
scale. 

With the alternative scale cut points 
and resulting changes in the model's pa
rameter values, the California robbery 
rate would actually increase about 6 per
cent under Greenwood's selective sen
tencing policy, although the imprisoned 
population would decrease about 20 per
cent. As with the Michigan and Texas 
estimates discussed earlier, the hypothet
ical increase in the crime rate and the 
reduction in prison population would oc
cur because the large majority of robbers 
would spend a smaller pOltion of their 
careers incarcerated, under the assump
tions of this revised model, and so would 
be free to commit crime. 

Thus, it appears clear from these anal
yses that the potential incapacitative ef
fects derived from a model that assumes a 
selective sentencing SQUChlre are sensi
tive to the choice of scale cut points and 

high-rate offenders (see Greenwood:77); the 
reestimation here of the model with the revised 
scale cut points makes the explicit assumption that 
fewer California robbers (i.e., only 6 percent) are 
high-rate offenders. 

Of course, since it is impossible to know how 
many "active" robbers actually exist in any state or 
how they are distdbuted across low-, medium-, and 
high-rate groups, these numbers must be estimated. 
B~lt using Greenwood's method could distort the 
estimated number of offenders in each group if, for 
example, the incarcerated population contained an 
unusually large group of predicted high-rate of
fenders, as was the case in California. An alternate 
method would be to estimate the total offender 
population using seven groups (one for each score 
value on the scale) rather than the three groups 
arbitradly defined by the cut points. 
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nearly 50 percent. The hypothetical pol
icy is clearly not satisfactory in Michigan 
because incarcerated high-rate offenders, 
as defined by a minimum score of four on 
the seven-point scale, are apparently a 
velY small group in Michigan prisons and 
jails, compared with Califomia. More
over, all convicted robbers in Michigan 
are already serving long prison terms (an 
average of 5 years) and few robbers are 
sentenced to jail. Thus, in Michigan a 
policy that reserves long prison sentences 
for only the small group of predicted 
high-rate offenders actually would in
crease the crime rate and reduce the 
prison population. This would occur be
cause most robbers (those defined as low
and medium-rate) would spend a smaller 
portion of their offending careers in 
prison or jail under this policy than under 
Michigan's current policy and would 
have more "free time" in which to com
mit more crimes. 

The crime rate was also increased 
when Greenwood applied his incapacita
tion model and selective sentencing pol
icy to the Texas robbers and burglars 
(Greenwood:79-81). In Texas predicted 
high-rate offenders, using the seven-point 
scale, were also a small group; conse
quently, Greenwood's selective sentenc
ing policy would reduce the prison pop
ulation but would not reduce the robbery 
or burglary rate. 

Finally, one important parameter of the 
original incapacitation model was omit
ted from the Greenwood version-of
fender's career length. Other analyses of 
the Rand data reveal that when career 
length is included in the model for Cali
fomia, estimates of crime reduction that 
could be achieved by a selective sentenc
ing policy drop to about 5 to 10 percent 
(Cohen, 1984a; Spelman, 1984). In a re
cent report on the duration of criminal 
careers, Blumstein, Cohen, and Hsieh 
(1982:55) estimated that the maximum 
mean residual career length for robbelY 

(the number of years left in a criminal 
career at any given age) is only 7 years. 
Therefore, many of tlle targeted high-rate 
offenders would likely have ended their 
careers before the end of their 8-year 
prison term anyway, in which case the 
projected reductions in crime would be 
overstated. Thus, tllese and other analy
ses suggest that, under the best assump
tions, significant reductions in crime can
not be easily achieved by identifying the 
high-rate offenders and targeting them for 
long prison telIDS. 

Selecting Scale Cut Points 

One of the fundamental parameters of 
Greenwood's calculations is the choice of 
cut points on the seven-point scale tllat 
defines the distribution of incarcerated 
offenders across the three predicted of
fense-rate groups. The cut points are used 
to estimate the total offender population 
in Califomia and the probability of prison 
(versus jail) for convicted offenders in 
each group. In Greenwood's incapacita
tion analysis, the low-, medium-, and 
high-rate groups are defined by the scores 
0-1,2-3, and 4-7 on the seven-point scale 
derived from the survey data. The dish-i
bution of these scores within the inmate 
sample is used, along with infomlation 
about Califomia's cun-ent sentencing pol
icy for robbers, to estimate the total an
nual jail and prison population in Califor
nia. Using these methods, predicted 
high-rate offenders tumed out to be 43 
percent of the incarcerated robber popu
lation (Greenwood:77). 

Greenwood introduced his scale, how
ever, as a device for identifying a rela
tively small group of high-rate offend
ers-specifically, the most active 25 
percent of the convicted robbers, accord
ing to their self-repOlis. (Chaiken and 
Chaiken, 1982a, chose the top 20 per
cent.) As Loeber and Dishion (1983) 
noted generally, this excess of selection 
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the robbery rate repOlted by Greenwood 
is relatively unaffected by using lower 
estimates of A. This reanalysis and 
Cohen's (1983) replication of Green
wood's data both indicate the possibility 
of about a 13 percent reduction in rob
bery. But the prison population would 
remain essentially unchanged using esti
mates of the input variables obtained 
from the reanalysis.24 

Further reductions in the robbery rate 
beyond 13 percent can only be achieved 
by increasing the expected sentence 
length. The end points of the dashed and 
solid lines in Figure 3 and those in 
Greenwood's report are based on the hy
pothetical sentencing policy of I-year jail 
terms for low- and medium-rate offenders 
and about 8-year expected tenns for high
rate oHe:mders. Thus, any extension to a 
lower crime level aChlally involves a 
change in the sentencing policy. To see if 
Greenwood's finding of a possible 20 per
cent reduction in robbery could be 
achieved, Greenwood's hypothetical pol
icy was revised and the average time 
served for high-rate offenders was in
creased by a factor of 3, to slightly over 12 
years. This modification is represented 
by dotted lines in Figure 3. 

These data reveal that with extremely 
stiff expected sentences for high-rate rob
bers (actual prison sentences would prob
ably be 16 to 24 years), the robbery rate 

24The model that is used to estimate these inca
pacitative effects is based on a seIies of calculations 
involving a wide range of magniludes; therefore 
rounding and truncation elTor (for example, using 2 
decimal places instead of 4 or 5) may slightly alter 
the estimates of changes in crime rates and prison 
populations. Details of the model and the intenne
diate calculations can be found in Cohen (1984a) 
and Volume I (Chapter 5) of the panel's report. The 
projections reported here for in capacitative effects 
are conditional on assumptions stated in those 
sources, and actual effects are likely to differ from 
these projections because the assumptions may be 
violated in ways that are discussed later in the 
paper. 
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could be reduced by only 18 percent. 
Moreover, the prison population might 
have to be increased (according to the 
reanalysis estimates) to accommodate the 
longer sentence lengths. But more impor
tant, a sentencing policy that gives I-year 
jail terms to most convicted robbers and 
sentences a small group of predicted 
high-rate offenders (which includes an 
error rate of at least 50 percent, according 
to tlle prediction tables presented earlier) 
to about 20 years would represent ex
treme disparity in sentencing. 

Incapacitative effects for Michigan 
were not estimated in the Greenwood 
report because the necessmy data on cur
rent sentencing policies were not avail
able. The data for Michigan robbers were 
obtained for the reanalysis, and the 
incapacitative effects tllat would be ex
pected under Greenwood's model were 
computed.25 The results were quite dif
ferent from those for Califomia. With 8-
year sentence lengths for predicted high
rate robbers and I-year jail telms for all 
other robbers, the robbery rate in Michi
gan would increase by 33 percent, but the 
prison population would decrease by 

25The data on CUlTent sentencing policies in 
Michigan are taken from the official records of a 
large sample of Michigan arrestees (Blumstein and 
Cohen, 1984, personal communication) and state
level summary data supplied by the Michigan State 
Police. These sources gave nearly identical esti
mates of the parameters needed for the incapacita
tion analysis based on Michigan robbers and they 
were averaged to arIive at the following estimates: 
conviction rate-.44; number of robbery al1'ests in 
1977--3,281; probability ofincarceration given con
viction-.86; pIison commitmentrate-.86;jail com
mitment rattl--.05. These parameters were substi
tuted into Table B.4 (Greenwood, 1982:112) to 
estimate current numbers of l'obbers in Michigan 
prisons and jails. Then, those estimates and data on 
the 150 convicted robbers in the Michigan subsam
pie were used to generate a table similar to Table 
B.6 (p. 115) for Michigan. Further details about 
estimating the potential incapacitative effects of a 
selective sentencing policy for robbers in Michigan 
are available from this author. 
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FIGURE 3 Compmison of reanalysis estimates of incapacitative effects for highly selective sentencing 
policy with effects reported in Greenwood (1982). 

wood (in parentheses), which also altered some of 
the other parameter values: 

Estimated 
Pre- Estimated Average 
dicted Total Sentence 
Group Jail Prison Incarcerated Length 
Rate Sample Sample Population (months) 
r:ow- 20 (24) 14 (17) 2,865 (3,480) 46.7 (49.5) 
Medium 19 (14) 45 (43) 4,942 (4,401) 56.3 (53.3) 
High 14 (14) 66 (66) 5,942 (6,099) 48.9 (50.6) 

The reconstruction of the scale changed the classi
fication of some offenders in the three groups, which 
probably accounts fbI' the diflerent' average ex
pected sentence lengths. The full set of revised 
parameters fOI'Greenwood's incapacitation model is 
available in Appendix Table AA. 

tive estimates of these and other pm'ame
ters for the model were used in the 
reanalysis of the incapacitative effects of 
selective sentencing policies in Califor
nia. The nIlI set of revised parameters for 
the incapacitation model is given in Ap
pendix Table A.4. 

Figure 3 shows two estimates of the 
potential incapacitative effects of a highly 
selective sentencing policy for convicted 
robbers in California; the dashed line 
represents a corrected interpretation of 
Greenwood's data and the solid line rep
resents the reanalysis. The reduction in 
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pacitation model used by Greenwood 
also focuses on the effect of selective 
sentencing policies on robbery rates and 
on the prison population in California. In 
addition, an attempt was made to repli
cate Greenwood's results for California 
robbers using his published values for all 
variables in the model (Greenwood:77, 
108-118). 

Greenwood tested the model with a 
highly selective sentencing policy that 
would double the "expected sentence 
length" from approximately 4 years to 8 
years for predicted high-rate robbers22 

and would send all other robbers to jail 
for I-year tenns (Greenwood:79). He re
ports that a large incapacitative effect 
could be achieved in California: a 20 per
centreduction in the robbery rate without 
any increase in the prison population. But 
this conclusion is not suppOlted by other 
data Greenwood presents. The graph that 
is supposed to depict this relationship is 

tive effects of a selective sentencing policy in Texas. 
As shown earlier, California and Texas inmates are 
very different in their individual offending frequen
cies and in their values on the predictor variables 
(especially juvenile criminal history and use of ille
gal drugs), which suggests that in these two states 
the sentencing policies or the offender populations 
are not at all alike. Thus, Greenwood's estimates of 
incapacitative effects in Texas using the California 
sentencing parameters are likely to be significantly 
in error. 

22The prison term assigned by the judge after 
conviction is different from the "expected sentence 
length," which is used in calculating incapacitative 
effects. Although state poliCies differ, a convicted 
offender usually serves only one-half '0 two-tl1irds 
of his sentence because of reductions for "good 
behavior." Thus, California robbel'~ who are pre
dicted to be high-rate offenders reported an ex
pected sentence length of about 4 years but were 
probably given prison sentences of 6 to 8 years. 
(OffiCial information on expected date of release was 
not available for all California inmates; therefore, 
the self-report measlIl'e was used as a substitute.) 
Increasing the expected sentence length to 8 years 
actually means that the prison sentence for robbery 
for tl1is high-rate group would have to be 12 to 16 
years. 
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slightly at odds with tlle text (Green
wood:78, plot 6). More imp Oltallt, there 
are otller difficulties with tlle data that 
underlie it. In an earlier attempt to recal
culate Greenwood's results, Cohen 
(1983) was unable to replicate the results 
precisely using the data Greenwood re
POltS. According to Cohen's calculations, 
the maximum incapacitative effect (with 
8-year expected tenns for high-rate of
fenders) is a 13 percent reduction in 
crime Witll an 8 percent decrease in the 
prison population. The recalculation of 
Greenwood's findings concerning tlle po
tential incapacitative effects of his selec
tive sentencing policy by this author, also 
using Greenwood's published numbers, 
produced the same results found by 
Cohen (see Appendix C). 

Thus, this replication and that of Cohen 
confilm that some reduction in the Cali
fornia robbery rate might be possible by 
selectively imprisoning the predicted 
high-rate offenders but that tlle maximum 
potential using the hypotlletical sentenc
ing policy is about 13 percent, not 20 
percent as Greenwood repOlts. Any devi
ation from the assumptions of the model 
will probably lower this estimate still 
fUlther. In fact, Cohen shows tllat the 13 
percent effect is sensitive to some of the 
input values used in the model, particu
larly the stability 0fA. (1983:Figure 3) and 
the distribution of offenders across crime
rate categories (1983:Figure 4). In previ
ous sections of this paper, lower average 
estimates of A were reported for Califor
nia robbers: 0.9 (low rate), 8.1 (medium 
rate), and 20.8 (high rate), compared with 
tlle 2.0,10.1, and 30.8 reported by Green
wood. Slightly different values were also 
computed for several otller parameters in 
the incapacitation mode1.23 The alterna-

231n this reanalysis, tl1e distribution by offense
rate group for prison and jail inmates in California 
was slightly different from that repOlted by Green-



198 CRIMINAL CAREERS AND CAREER CRIMINALS 

approximation, these relationships can be 
mathematically expressed as 

1 
I=---

1 + AqJS 

This model was developed by Avi-Itzhak 
and Shinnar (1973) and expanded in other 
papers (Shinnar and Shinnar, 1975). 
Cohen (1978, 1983) provides an excellent 
discussion of the incapacitation literature, 
including a comprehensive review of pre
vious research that has estimated the 
incapacitative effect of incarceration. 

Greenwood suggested that the exh'eme 
variation in A that had been observed in 
the Rand data walTanted disaggregating 
this model to develop estimates for of
fenders with low, medium, and high val
ues of A.20 Greenwood (1982:xiii) re
pOlted that with this revised model, 

the amount of crime prevented by any given 
incarceration level can be increased if we 
lengthen the tenllS of those in the high-rate 
group and shorten the telms of those in the 
low-rate groups .... this type of sentencing 
policy [is called] "selective incapacitation." 

Thus, disaggregation might produce 
much greater in capacitative effects than 
those estimated fi'om a model based on an 
average A with all offenders h'eated ho
mogeneously. 

Specifically, Greenwood proposed 
claSSifying offenders into three groups 
based on their predicted offending rate, 
which is detelmined by their sCOl:es on 
the seven-point scale. To analyze the ef
fects of selective incapacitation, three pa
rameters of the basic model are allowed 
to vary across the offender groups: indi
vidual offending frequencies (A), proba
bility of incarceration given conviction 

2°Marsh and Singer (cited in Cohen, 1983) origi
nally demonstrated, with hypothetical data, that 
larger reductions in crime might be possible if}.. was 
assumed to vary in the criminal population. Cohen 
(1978) also discllssed the statistical underpinnings 
of sllch a revised model. 

(J), and the average time served for those 
incarcerated (S). Then, one can calculate 
the expected amount of crime conh'ib
uted (and prison space used) by the low-, 
medium-, and high-rate groups under the 
CUlTent sentencing policy and contrast 
that with the expected amount of crime 
(and prison space) under a selective sen
tencing policy-for example, one that 
sends high-rate offenders to prison for 
long terms and all other offenders to jail 
for shotter temlS. 

Several critical assumptions underlie 
this model and Greenwood's application 
of it to the Rand inmate data (see Cohen, 
1983; Blackmore and Welsh, 1983). Of 
patucular concem here are the accuracy 
of average estimates of A, the distribution 
of inmates and the offender population 
across the three offense-rate groups, and 
the st:'lbility and continuity of A over time. 
This reanalysis explicitly tests the sensi
tivity of Greenwood's results to variations 
in estimates of A and to assumptions about 
tlle total offende; population. The impli
cations of interstate differences in esti
mating incapacitative effects are also ad
dressed. 

A Selective Tncapacitation Model 

To estimate the proposed model of 
incapacitative effects, Greenwood need
ed infOlmation about how ofFenders in 
the three states are cUlTently sentenced. 
He had this information for Califomia 
only and tlms most of his analyses are 
focused on Califomia robbers and bur
glars.21 This reestimation of the inca-

21Greenwood also presents some estimates for 
Texas robbers and burglars using the California 
values for the probability of arrest, conviction, and 
incarceration. Since no jail inmates were included 
in the Texas sample, it is unclear how Greenwood 
aITived at estimates of the prison and jail popula
tions in Texas. But more importantly, it is inappro
priate to use California's sentencing policy as a 
benchmark for estimating the potential incapacita-



THE RAND INMATE SURVEY: A REANALYSIS 

with other subgroups, repOlted the high
est AS (see Table 10), the most extensive 
juvenile records (see Table 13), and the 
greatest involvement in multiple drug 
use both as juveniles and adults (see Ta
ble 13). Moreover, in regression analyses 
the seven-point scale explained more 
vmiance in self-repOlted robbery and bur
glalY frequencies for California inmates 
than for respondents in other states. Thus, 
the scale is more sensitive to the at
tributes of high-rate offenders in Califor
nia than to the attributes of offenders 
elsewhere. 

Finally, the scale appears to be able to 
predict low-rate offenders more consis
tently, and those predictions are more 
accurate than predictions of high-rate of
fending. It is possible that Greenwood's 
scale and other similar prediction inshu
ments could be used to identify the least 
active criminals since the absence of tlle 
seven scale attributes seems to coincide 
with low rates of criminal activity-under 
six crimes per year. The data presented 
here on the predictive accuracy of one 
proposed prediction instrument suggest 
that prediction tools in the criminal jus
tice system could playa role in deciding 
who should be sent to prison and for how 
long and also who should not be sent to 
prison. However, tllese results may be a 
consequence of particular characteristics 
of the inmates surveyed from the prisons 
and jails in California, Michigan, and 
Texas. 

The results of this reanalysis do suggest 
that any prediction inshument may re
quire some changes for the particular 
characteristics of the population. The 
considerable differences in the predictive 
capability of one prediction instrument 
repOlted here indicate that prediction 
scales developed with one population 
should be tested extensively before they 
are applied to different populations. Fur
ther, the scale proposed by Greenwood 
can only diminish in its predictive power 
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when applied prospectively to popula
tions of all convicted offenders, whether 
incarcerated or not. In view of the poten
tial value of prediction instruments and 
the sizable enol' rates presently associ
ated with them, more research in devel
oping prediction inshuments appears 
wananted. 

Incapacitative Effects Using a 
Prediction Scale 

The primalY objective of the Green
wood report was to identify high-rate of
fenders in the Rand sample and to deter
mine whether targeted or "selective" 
incarceration could lead to decreases in 
crime, decreases in the prison population, 
or both. In this last phase of the reanaly
sis, Greenwood's procedures are used to 
estimate these incapacitation effects for 
robbers in California, and the sensitivity 
of his results to alternate estimates of A 
and to the reconshuction of his prediction 
scale are assessed. 

The Incapacitative Effect of 
Incarceration 

Incarcerating convicted offenders not 
only punishes offenders for their criminal 
behavior but also prevents them from 
committing crimes in the community. 
The reduction in crime directly attribut
able to incarceration is refened to as 
"incapacitative effect." Calculating this 
effect requires information about criminal 
justice system operations and criminal 
behaVIOr. In pmticular, one needs to 
know the expected time spent in prison 
for a crime and the value of A [or active 
offenders. The longer the expected incar
ceration time per crime-which is a func
tion of the probabilities of anest (q), con
viction and incarceration U), and average 
sentence length (S)-and the larger the 
average crime rate (A), the greater the 
estimated incapacitative effect. As a first 
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prediction scale across different sub
groups and models is repOlied in the third 
and fourth columns in Table 19 in terms 
of how well the scale predicts low
and high-rate offenders. 

The RIOC measures show extreme 
variability in the predictive power of the 
scale across states and offense types, even 
after adjusting for the different dish'ibu
tions of predicted offense groups. In gen
eral, the predictions of robbery rates are 
better than the predictions of burglmy 
rates, and low-rate offenders appear to be 
predicted better than high-rate offenders. 
(The one exception is Texas, where the 
accuracy rate is higher for high-rate bur
glm·s.) The scale appears especially 
strong in California. On the other hand, 
high-rate robbers and burglars in Michi
gan are poorly identified; the scale adds 
only a 20 percent improvement over 
chance. In part, this variation may reflect 
differences in the inmate populations. 
However, the fixed scale cut point of 4 
leads to different selection ratios in the 
different states. The variations in the se
lection ratios in tum aliifactually affect 
the measures of predictive accuracy. 
These issues are not explored here but 
are developed in Volume I (Chapter 6) of 
the panel's report. 

Two modifications to the original scale 
and sample produced only moderate ef-

studies or different samples, but it must be inter
preted in light of the respective selection ratios and 
base rates (see Volume I, Chapter 6). For Table 19, 
the medium- and high-rate offenders are combined 
to compute RlOC fol' low-rate predictions, and the 
low- and medium-rate offenders are combined to 
compute RIOC for high-rate predictions. The fol
lowing example illustrates how RIOC was calcu
lated for predicted low-rate California robbers-the 
uppermost left cell-using the marginals from the 
collapsed 3 x 3 table (data are presented in Appen
dix Table A.3): 

26 - [(84 X 28)/166] 
---=-'-----'--....::.. = 86 percent 
28 - [(84 X 28)/166] 

fects on predictive power using the stan
dard measures of accuracy. (See Appen
dix Table A.3 for the complete prediction 
table.) First, a six-variable scale (Green
wood's scale with prior conviction for the 
same offense removed as a predictor vari
able) was constructed. This reduced po
tential biases relatf'd to missing data on 
the seventh variable, but it also removed 
potentially useful information. This scale 
appears less accurate in predicting low
rate offenders than the full scale and 
slightly more accurate in predicting high
rate offenders. However, when the differ
ences in base rate and selection ratio are 
conh'olled in the RIOC measure, the 
scale's predictive capability for high-rate 
offenders is appreciably lower than the 
full scale, as would be expected. 

The second modification, excluding 
cases with serious response ambiguity 
(see Table 11 and related text), did not 
significantly affect tlle accuracy of eitller 
low- or high-rate predictions. Surpris
ingly, once the base rate/selection ratio 
problem is taken into account, removing 
ambiguous survey responses reduces the 
ability of the scale to identify low-rate 
offenders, but it does not affect tlle accu
racy of the high-rate predictions. 

Thus, the accuracy of Greenwood's 
seven-point scale cannot be adequately 
assessed from data in a "pooled" predic
tion table. The substantial differences in 
the measures of predictive accuracy 
across states and offense type indicate 
that the scale does not uniformly identify 
high-rate robbers and burglars. Predictive 
accuracy for high-rate offenders, accord
ing to the RIOC measure, is best for 
California robbers and worst for Michi
gan robbers and burglars. Convicted rob
bers (and burglars, but to a lesser extent) 
in California plisons and jails appear to 
be quite different from otller respondents 
in tlle Rand inmate sample. This reanaly
sis thus far has shown tllat robbers and 
burglars in California, when compared 
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TABLE 19 Measures of Predictive Accuracy and Percent Relative Improvement 
Over Chance (RIOC) for Different Respondent Subgroups and Types of 
Prediction Models (percentage) 

Subgroup or Accuracy RIOCc 

Model Low-ratea High-rateb Low High 

Greenwoodd 76 45 48 35 
Reanalysise 76 45 50 31 

Robbers 
California 93 40 86 57 
Michigan 78 41 55 21 
Texas 69 52 39 38 

Burglars 
California 84 48 67 48 
Michigan 74 34 44 19 
Texas 68 61 33 48 

Six-variable Scale! 72 47 48 27 
Unambiguous Casesg 76 43 43 30 

aThe percentage of respondents predicted to be low-rate offenders (scoring 0 or 1 on scale) who 
actually reported low rates of robbery or burglary (below the median for their state and offense type). 

bThe percentage of respondents predicted to be high-rate offenders (scoring 4 or more on scale) who 
actually reported high rates of robbery or burglmy (above the 75th percentile for their state and offense 
type). 

cThese measures adjust for the difference in base rate and are calculated according to the formula 
provided by Loeber and Dishion (1983). See text and note 20 for details. 

dThe figures in the first two columns are based on Cohen's (1983) correction of Greenwood's data (N = 
781). 

eThe sample is all convicted robbers and burglars (N = 886). 
!Prediction scale without one variable-past conviction for robbery or burglary-and using same cut 

points. 
gIncludes only respondents for whom A could be unambiguously calculated, and respondents with 

only 5light ambiguity in responses to questions about number of crimes committed (N = 568). 

California and 66 percent of the burglars 
in Michigan are incorrectly classified, 
compared with 39 percent of the burglars 
in Texas. Some of this interstate variqtion 
is the result of different dish'ibutions of 
predicted offense groups in the three 
states (see Table 17). The difference be
tween this selection ratio and the base 
rate (repOlted offense rates) affects the 
accuracy rate in a patticular table. How
ever, it is difficult to determine how much 
of the interstate differences in Table 19 is 
mtifactual. 

Another measure of predictive accu
racy, the percent relative improvement 
over chance (RIOC), also indicates siz
able interstate differences. Loeber and 
Dishion (1983) recommend this measure 

because it relates improvement over 
chance to maximum possible accuracy, 
which is an attifact of the difference be
tween actual offending patterns ("base 
rate") and predicted patterns ("selection 
ratio"). If) Using RIOC, the accuracy of the 

lflThe fOl1nula to compute the relative improve
ment over chance is: 

RIOC = 

Percent Total Correct - Percent Random Correct 

Percent Maximum Correct - Percent Random Correct' 

The advantage of this measure is that "percent 
maximum conect," which is the maximum ceiling 
or accuracy for a given table, adjusts for differences 
between the base rate and the selection ratio. This 
measure can be helpful when comparing the effi
ciency of prediction instruments across different 
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TABLE 18 Distributions of Offenderr by Predicted and Actual Offense Categories 
(percentages; N = 886) 

Predicted Offense Self-Reported Offense Rate 

Rate (Score Values) Low Medium High Total 

Low (0-1) 22 5 2 29 
Medium (2-3) 22 12 10 44 
High (4-7) 7 8 12 27 

Total 51 25 24 100 

NOTE: The cell percentages, based on N = 781, reported by Greenwood and corrected by Cohen 
(1983) are low: 20, 5, 2; medium: 22, 12, 9; high: 8, 9, 13. 

The individual cell percentages for the 
two tables are very similar and differ by 
only one or two percentage points. 

Based on this reanalysis, the percent
age of respondents cOlTectly classified by 
the seven-point scale is 46 percent (the 
sum of the diagonal enhies), which is 
slightly higher than Cohen's corrected 
figure of 45 percent for Greenwood's pre
diction table (see Cohen, 1983). On the 
other hand, 54 to 55 percent of the con
victed robbers and burglars are misclassi
fied. However, these overall rates mask 
differences across states and offense 
types, which were not discussed in the 

the basis of their reported offending rates resulted in 
a distribution of 30 percent (low rate), 42 percent 
(medium rate), and 28 percent (high rate). But ear
lier in the report Greenwood partitioned tl.e sample 
into 50 percent (low), 25 percent (medium), and 25 
percent (high) to identify variables that were related 
to high rates of oftending. Cl)hen recalculated 
Greenwood's prediction table based on the original 
categories; see Table 18 for a comparison of the 
replicated prediction table and Cohen's con'ected 
figures. 

In his report Greenwood does not explain why 
the cut points for actual offending categories were 
changed, but it was learned subsequently that it was 
done to equalize the marginals for predicted rates 
and reported rates in the table (Abrahamse, 1983, 
personal communicalbn), i.e., to equate the base 
rate to tlle selection ru'~O. This redefillition tends to 
reduce the rate of false-positive errors in classifying 
high-rate offenders. Therefore, the accuracy of the 
improvement-over-chance classification implied by 
Greenwood's Table 4.8 combines the ellect of scale 
accuracy willi the artifactual effect of llie redefini.
tion. 

Rand repOlt. Moreover, earlier results of 
this reanalysis suggest that the scale may 
be differentially predictive for high- and 
low-rate offenders. 

In Table 19 data are presented that 
address these questions. The first two 
columns give accuracy rates for Green
wood's scale among predicted low- and 
high-rate offenders. For Greenwood's 
data, Cohen (1983) calculated that 76 per
cent of the respondents predicted to be 
lovl-rate offEmders repOlted low rates of 
robbery (or burglary), but only 45 percent 
of the respondents predicted to be high
rate offenders actually reported high of
fending frequencies. As seen in Table 19, 
this reanalysis of the Rand data also 
shows greater accuracy rates among pre
dicted low-rate offenders than high-rate 
offenders. However, these differences are 
due in part to the different base rates of 
the two groups-50 percent of the in
mates were defined as low-rate offenders 
and 25 percent were defined as high-rate 
offenders. 

Accuracy rates also differ substantially 
within crime types and across states. (The 
data on which the figures are based are 
presented in Appendix Table A.3.) Pre
dictions oflow offense rates for both rob
belY and burglmy are more accurate in 
California than in the other states, but 
predictive accuracy for high-rate offend
ers is consistently higher in Texas. More
over, of those classified as high-rate of
fenders, 60 percent of the robbers in 
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lower means may alter the estimated in
capacitation effects that Greenwood re
polis. 

Despite the apparent differentiation of 
predicted groups based on average valiIes 
of A, a closer look at the distribution of A 
in each group reveals considerable over
lap. The '11.20-'11.75 statistic that appears in 
Table 17 is the range of AS from the 25th 
to the 75th percentile for inmates pre
dicted to be in a particular group. For 
example, of the 80 California inmates 
convicted of robbelY who were predicted 
to be high-rate offenders, 25 percent re
polied fewer than 2.5 crimes per year, the 
middle 50 percent repolied a crime rate 
between 2.5 and 36 per year, and the 
other 25 percent committed more than 36 
robberies in the period before their ar
rest. 

The amount of overlap between the 
25th and 75th percentiles across the three 
predicted groups is quite surprising. The 
values of A for all the medium- and high
rate groups overlap to some extent with 
the low- and medium-rate groups, respec
tively. Moreover, in some instances pre
dicted low-rate and high-rate robbers 
have similar rates of offending. In Michi
gan at least 25 percent of both robbers 
and burglars predicted to be high-rate 
offenders actually repOlted not commit
ting any robberies or burglaries at all. 
Thus, the seven-point scale does not ad
equately identifY which respondents are 
low-, medium-, or high-rate offenders at 
the state level when the distributions on 
are compared across the three groups. 

ImpOltant interstate differences are 
also evident in Table 17. The scale iden
tifies high-rate robbers much better in 
California than in Michigan and Texas, 
perhaps because in California the distri
bution of A for robbery is especially 
skewed. The distinction between pre
dicted high-rate and medium-rate rob
bers in Michigan and Texas is especially 
poor. But California's high-rate robbers 
committed more crimes than similar rob-
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bel'S in Michigan or Texas: the estimates 
of A at the 90th percentile for convicted 
robbers in the three states were 66, 29, 
and 13, respectively. The three average 
rates for predicted high-rate robbers-
20.8, 9.5, and 5.9-follow this pattern. 
These :;tate differences raise doubts 
about the generalizability of the scale as a 
prediction instrument for convicted rob
bers outside the state of California. 

Finally, in both the robbery and the 
burglalY analyses the predicted low-rate 
offenders are identified surprisingly well. 
(The exception is low-rate burglars in 
Michigan, but seE) footnote d to Table 17). 
Other data (not presented in tabular form) 
show that ( .. j )ercent of the predicted 
low-rate robbers and burglars (N = 255) 
repOlted committing fewer than six rob
beries or burglaries per year. These find
ings may be particularly relevant to the 
use of the scale in sentencing decisions, 
and they will be explored more fully 
below. 

A more common method of evaluating 
a prediction instrument and its cut points 
is to detennine what fraction of respon
dents are correctly classified. In this case 
the predicted offense rates are tabulated 
against actual offense rates, A, using three 
predicted groups (based on scale cut 
points) and three groups based on self:· 
repolis of crimes committed. [Recall that 
actual offense rates are paltitioned into 
low-, medium-, and high-rate categories 
using the 50th (median) and the 75th 
percentile values as cuI" points.] In the 
Rand repOlt Greenwood presented data 
of this type that compared respondents' 
predicted offense rates with self-repOlted 
offense rates structured according to 
these cut points. A replication of this 
prediction table from the reanalysis is 
presented in Table 18, and Greenwood's 
figures appear in a footnote to the table. I8 

IRIn her critical review of Greenwood's analysis, 
Cohen (1983) pointed out that in Table 4.8 of the 
Rand report the cut points partitioning offenders on 
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TABLE 17 Mean Reported Offense Rate and Other Statistics for Predicted 
Low-, Medium-, and High-Rate Offenders in the Three Sample States: 
Rand and a Reanalysis 

Predicted 
Reanalysis" Randb 

State Offense Rate Percent A2,A75 A A 

Robbery 
California Low ~7 0-1.3 0.9 2.2 

(N = 166JC Medium 35 0-4.9 8.1 11.0 
High 48 2.5-36.0 20.8 30.9 

Michigan Low 35 0-0.9 2.2 6.1 
(N = 142) Medium 50 0.6-7.4 7.4 11.7 

High 15 0-22.7 9.5 20.6 
Texas Low 40 0-0.9 1.3 1.4 

(N = 114) Medium 41 0-3.9 3.2 5.4 
High 18 1.6-11.8 5.9 7.7 

Burglary 
California Low 25 0-2.2 7.2 12.6 

(N = 151) Medium 41 0--18.2 33.1 87.6 
High 34 5.5-174.6 83.2 156.3 

Michigan Low 24 0-2.8 1.5Jl 71.6 
(N = 113) Medium 50 0-10.6 21.8 34.0 

High 26 0-7.0 42.2 101.4 
Texas Low 34 0-1.6 3.8 6.0 

(N = 199) Medium 48' 0-5.0 8.0 20.5 
High 18 1.2-74.1 22.4 51.1 

°These columns give some information about the three predicted offense-rate groups: the percentage 
of cases in each group, the range of reported offense rates from the 25th to the 75th percentile, and the 
"truncated means"-all offenders who reported offense rates greater than the 90th percentile have their 
rate set at the 90th percentile (calculated separately for each state and offense type). See Greenwood 
(1982:56) for other details. 

bTruncated means. Source: Greenwood (1982:Table ES.l). 
cThe N's in this table are from the reanalysis and differ from those reported by Greenwood (1982) in 

Table ES.l (p. xvii) primarily because his N's include cases for which A could not be calculated. Thus, the 
N's in this table are not the ones from which his truncated mean offense rates were calculated. 

dTwo respondents in this category reported an annual crime rate of over 150 burglaries, which inflates 
the estimate of A for predicted low-rate burglars. 

erated fi.'om this reanalysis are presented. 
A comparison of the last two columns 
shows that the overall pattern of increas
ing average AS for the low-rate to the 
high-rate offender groups, which was re
pOlted by Rand, is confirmed in this 
reanalysis. However, the means in this 
reanalysis are much lower than the Rand 
estimates. The large differences in the 
two estimates of mean offense rates re
flect the lower, recomputed estimates of A 
and the redefinition of active burglars.17 

17In addition, it was learned that the estimates of 
A for all the analyses concerning the seven-point 

These results confirm that estimates of A, 
especially the mean, are velY sensitive to 
alternate methods of computation. The 

scale were actually Rand's maximum estimates of A, 
not the average of the minimum and maximum 
estimates, which was used by Chaiken and 
Chaiken. (Greenwood provided the computer 
source codes that described his estimates orA.) The 
estimate of).. computed for this reanalysis is much 
closer to Rand's minimum estimate (see Table 9). 
Using the maximum estimate of individual offend
ing frequencies may be a conservative choice for 
partitioning inmates into low-, medium-, and high
rate offending groups, but it seriously inflates the 
three average, within-group estimates of).. that are 
used later in Greenwood's analysis. 
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TABLE 16 Distribution of the Number 
of Missing Variables in the Seven
Point Scale 

Number All Jail 
Missing Cases Inmates 

0 464 
1 316 133 
2 82 51 
3 17 9 
4 4 2 
5 1 1 

NOTE: None of the respondents had missing 
values on more than five variables. 

Of course, any attempt to reconsb.uct 
the scale faces the same problem. The 
distribution of the number of missing 
variables in the seven-point scale for con
victed robbers and burglars is shown in 
Table 16; the disb.·ibution for jail inmates 
is also shown separately. For slightly 
more than one-half the sample (N = 464), 
none of the seven variables has missing 
values; 36 percent of the sample has one 
variable missing, and another 12 percent 
is missing two or more variables in the 
scale. Jail inmates are only 22 percent of 
the sample but account for 46 percent of 
cases that have missing values for one or 
two variables, largely because of the 
problem with the past-convictions vari
able. 

The seven-point scale is particularly 
sensitive to missing infonnation because 
it affects an inmate's maximum scale 
score. For example, all respondents sur
veyed in jail (where low-rate offenders 
are presumably overrepresented) have a 
possible total score of only six, but are 
being compared with other respondents 
whose maximum score can be seven. In 
tllis case the missing data would spuri
ously improve the apparent predictive 
accuracy of the scale. Otller, less preva
lent cases of missing data could have 
other effects. 

The problems of missing data that are 
associated with the seven-point scale are 
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not easily resolved. One "solution" is to 
omit the major source of error fi'om the 
scale-the past-convictions variable
and to redefine the prediction scale as 
one with six predictors. Unfortunately, 
this variable is also the only official record 
measure in the scale, but it is not strongly 
related to high offending frequencies. In 
some of the following analyses, especially 
the tests of predictive accuracy, a six
point scale, which excludes the past
convictions variable, is b.·ied and the sen
sitivity of the results to this change is 
assessed. I5 

Accuracy of Scale 

To simplify his analysis, Greenwood 
collapsed the seven-point scale into three 
predicted offense-rate cRtegories: low
rate offenders (scores of 0 or 1), medium
rate offenders (scores of2 or 3), and high
rate offenders (scores of 4 or greater),16 
One way to measure the effectiveness" of 
this prediction scale is to compare aver
age offense rates among the three pre
dicted groups. In Table 17 botll tlle 
means repOlted by Rand and those gen-

15Another alternative that would correct for all 
types of biases introduced by missing data (not just 
those related to the past-convictions variable) would 
be to multiply each respondent's score on the seven
point scale by the fraction: 7/(7 - number of missing 
variables). However, this solution produces 
noninteger values for respondeltts' scale scores 
(e.g., 3.5), which would make comparisons between 
scales difficult. 

161n an eHart to maintain comparability between 
this reanalysis of the Rand inmate survey and the 
Rand results, Greenwood's scale cut points (0-1, 
2-3, 4 or more) were used for most of the analyses 
involving the seven-point scale. But the cut points 
probably should be based on state-specific distribu
tions of scale scores for each Clime type. Later in this 
reanalysis additional findings for California robbers 
are presented using cut points that equalize the 
marginal percentage disbibutions for the predicted 
groups with the collapsed categories of reported 
offense rates (50 percent-low, 25 percent-me
dium, 25 percent-high). 
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the 2 years preceding the current arrest is 
associated only with offending frequen
cies for robbery. This suggests that sepa
rate scales would be appropriate for rob
bery and burglary. 

Finally, at most, only three or four of 
the seven variables are significant in each 
state-specific equation; In the combined 
equations, however, five variables are sig
nificant, which is probably due to the 
larger sample size. Also, these overall 
equations obscure the different effects of 
the seven variables. For example, recent 
incarceration and recent unemployment 
ar.e significant in only two of the six state
specific regressions. The two juvenile 
criminal histOlY variables (conviction be
fore age 16 and incarceration in ajuvenile 
facility) do not appear to be strong predic~ 
tors in these equations, perhaps because 
of their high intercorrelation. However, at 
least one of the drug use variables, which 
are also correlated, is significant in all six 
state equations. 

To summarize, in a multivariate frame
work the proposed seven-point scale ap
pears weak. The crime-type and state
specific regressions show that, with the 
exception of drug use, the effects of these 
variables on individual offending fre
quencies are not at all robust across states 
or offense types. The seven variables fit 
the data best in California, but even there 
they explain only 20 percent of the re
spective variances in individual robbery 
and burglalY rates. In contrast, in Texas 
only one variable is significantly related 
to A. for robbery, and the R2 is just 5 
percent. Further, several variables in 
Greenwood's scale appear to be related to 
A. in only one state, once other factors 
(such as drug use) are taken into account. 

Missing Data 

Incomplete data are common in sUlvey 
research, and the Rand inmate sUlvey 
was no exception. The questionnaire was 

long, the skip patterns were complicated, 
and a few questions probably were con
fusing to some inmates; hence, respon
dents left some questions blank. As dis
cussed above, Rand analysts used a 
variety of ways to deal with missing data 
for questions about number of crimes 
committed. Then, in their multivariate 
analysis, Chaiken and Chaiken (1982a:81) 
replaced other missing values with the 
state-specific means. 

Missing infomlation is also a problem 
for some of the seven variables in Green
wood's scale (pp. 51-57). The proportion 
of cases (convicted robbers and burglars) 
in which information is missing for any 
particular variable because of skipped 
questions or other reasons is generally 
about 5 percent. However, one variable
past conviction for current offense-is 
missing fot 31 percent of Greenwood's 
sample. As pointed out by Cohen (1983), 
this variable was coded from official rec
ords, which were only available for in
mates surveyed in prisons. Thus, jail in
mates account for most of the missing 
values for the past-convictions variable. 

Since missing information for at least 
one of the seven variables was common 
among the sample, those cases could not 
simply be excluded. Instead, Greenwood 
set missing values for each of the vari
ables in the scale to 0, thus combining the 
"no's" and the "miSSing's." He explained 
that this conservative procedure would 
"bias [scale] scores downward" (Green
wood:50). However, this solution is not 
appropriate for the past-convictions vari
able because all the jail inmates were 
coded 0 for Greenwood's analysis. The 
unintended effect is that the variable is 
h'anslormed into a measure that distin
guishes jail and prison inmates in the 
sample. Such a measure is a priori a 
predictor of high-rate offending if the 
prison versus jail decision tends to result 
in high-rate offenders being sent to prison 
and others being sent to jail. 
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TABLE 15 Summary Information from Eight Regressions with Estimates of A for 
Robbery or Burglary as the Dependent Variables and the Seven Items in 
Greenwood's Scale as the Independent Variables 

All States California Michigan Texas 
------

Independent Variable AR As AR As AR As AR As 

Past conviction X X (X) X 
Recent incarceration X X -X 
Early conviction X X 
Juvenile incarceration X X (X) 
Recent adult drug use X X (X) X X X X X 
Juvenile drug use X X X X X X 
Recent unemployment X X X X 
Adjusted R2 .12 .19 .20 .22 .08 .12 .05 .15 
N (848) (311) (245) (292) 

NOTE: The sample is all convicted robbers or burglars; 36 cases were omitted because of missing data 
on A. The dependent variable is loge (Ai + .5), calculated separately for robbery and burglary. An "X" 
indicates that the variable was Significant at the .05 level in that equation; a "-X" indicates that the 
variable was negatively associated with individual crime rates; and (X) indicates that, while the variable 
was not significant in that particula.r equation, a differences-between-slopes test revealed that the 
coefficient was not statistically different from other states' coefficients on that variable. 

The variables were all coded 0 or 1, with missing data coded as O. The variable descriptions are 
abbreviated; the reader should refer to the text {including Appendix B) for more infOlmation. 

the .05 level), but how do these factors 
relate to offending rates when they are 
combined? To assess both the indepen
dent effects of these variables and their 
collective impact, regression equations 
were estimated separately for each crime 
type and within each state, as well as for 
all data combined (a total of eight regres
sions). The seven items in the scale are 
the only independent variables, and the 
dependent variable is loge (Ai + .05), 
following Chaiken and Chaiken's proce
dure. (The regression coefficients· for 
these equations are reported in Appendix 
Table A.2.) The results are summarized 
in Table 15; an "X" indicates e1at the 
variable was significant at the .05 level in 
that equati,on. 

The pattern of significant variables that 
is evident from this summary table sug
gests strong state differences, some ef
fects for offense type, and very different 
saliency of the seven variables in their 
associations with A. The equations based 
on data from all states mask some impor
tant findings. The interstate differences in 

the percentage of variance explained are 
especially striking. The equation explains 
20, 8, and 5 percent of the variance in 
self-repOlted annual robbery rates in Cal
ifornia, Michigan, and Texas, respec
tively. The regression for burglary also 
fits the data better in California than in 
the other states. In his repOlt Greenwood 
focuses primarily on California robbers, 
but the data in Table 15 suggest the 
relationships in California are probably 
much different from the relationships in 
Michigan and Texas. 

The seven variables explain more vari
ance in A for burglmy than for robbelY in 
aU three states, but part of this result may 
be due to the higher variance in the 
repolted burglalY frequencies in compar
i~on with the robbery frequencies. Some 
variables are only significant for a specific 
offense type (in the state-specific equa
tions). Based on the entire sample, a past 
conviction for current offense and convic
tion before age 16 affect only offending 
frequencies for burglary. In contrast, a 
juvenile incarceration or incarceration in 
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TABLE 14 Inter-Item Correlations of Seven Variables in Greenwood Scale for All 
Convicted Robbers and Burglars 

Variable (1) (2) (3) (4) (5) (6) 

(1) Past convictions 
(2) Recent incarceration .12 
(3) Early conviction .02 .18 
(4) Juvenile incarceration .05 .22 .43 
(5) Recent adult drug use .04 .10 .08 .00 
(6) Juvenile drug use -.04 .13 .14 .07 .47 
(7) Recent unemployment -.02 .09 .09 .02 .14 .12 

NOTE: Variable descriptions have been abbreviated. See Appendix B for full explanation of each 
variaJ.ie. 

two pairs of variables seem conceptually 
dependent: juvenile incarceration and 
conviction before age 16 and juvenile 
dmg use and recent adult dlUg use. Also, 
according to Table 4.4 in the Greenwood 
repOlt (pp. 51-52), the frequency distri
butions for these variable pairs are very 
similar. Thus, one variable in each pair 
may provide redundant information. To 
assess the empirical relationships among 
all seven variables, an inter-item correla
tion mah'ix was calculated. 

The inter-item correlations, shown in 
Table 14, are very low, averaging .10, 
except for the two pairs of variables that 
overlap conceptually, and their con-ela
tions are significantly higher (1' = .43 and 
.47, respectively). These two pairs ofvari
abIes (items 3 and 4 and items 5 and 6) 
may be the most dominant items in the 
scale, since dlUg use and juvenile crimi
nal history are, effectively, being in
cluded twice. 

A second issue is the bivariate associa
tion between each of the seven variables 
and high-rate offending. Greenwood 
chose a chi-square test to detelmine the 
strength of the relationships between 
each vmiable and the three oHfmse 
groups. In the reanalysis, for which a 
slightly larger sample was ut':.ld, the re
sults were similar for the chi-square tests 
of the seven variables. However, when 
the chi.-square test is adjusted for missing 
data on the past-conviction variable, it is 

not significant at the .051evel,l4 Thus, the 
only official record information in Green
wood's scale is a poor predictor of high 
rates of robbery and burglary. 

Individually the seven variables show 
moderate to fairly strong associations 
with A (statistically significant at least at 

14Greenwood tested the hypothesis that the per
centage of inmates with the attribute in the three 
groups would be different from the marginal distri
bution of cases (50 percent-low rate, 25 percent
medium rate, 25 percenl,-high rate). The appropri
ate chi-square test is one that assumes a fixed total 
(the number ofinmates responding "yes"), which is 
a one-tailed test with two degrees of freedom; X~'(p 
= .01) = 9.2, X2(p = ,05) = 5.9. (Greenwood also 
tested the distribution of the "no" responses, but it 
is not clear why this is important.) There are some 
indications that Greenwood did not use the appro
pliate test, since under these rules and the data in 
the Rand repOlt, juvenile drug use is definitely 
significant at the 0.01 level (1982:52). None of the 
significant variables would change, but some vari
ables reported as nonsignifica..'1t may actually be 
significant. 

The problem with the chi-square tesl is that the 
null hypothesis of 50, 25, and 25 percent is not the 
correct comparison for the past-convictions variable 
(or the juvenile drug-use variable) because of sub
stantial missing data (see Greenwood, 1982:51-57), 
which affects the marginal distributions. The per
centage of cases falling into the three groups, dis
counting the missing cases, is actually 47.3, 24.3, 
and 28.4 percent for low-, medium-, and high-rate 
groups, respectively. This distribution is not signif
icantly different (at tlle .05 level) from 45, 28, and 30 
percent, which is the reported distribution of prior 
convictions for robbery or burglary across the three 
groups (p. 51). 
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TABLE 13 Means of the Seven Variables for California, Michigan, Texas, and 
Combined Samples 
Variable All States California Michigan Texas 

Prior conviction for current offensea .32 .34 .16 .44 
Incarcerated 50% or more of 

preceding 2 years .17 .23 .16 .12 
Convicted before age 16 .32 .43 .28 .26 
Juvenile incarceration .26 .35 .24 .20 
Recent adnlt drug use .45 .59 .43 .40 
Juvenile drug use .48 .58 .44 .33 
Unemployed 50% or more of 

preceding 2 years .54 .60 .62 .42 
Sum of t.he seven variables 2.63 3.12 2.33 2.17 
N (884) (317) (255) (312) 

NOTE: All variables are coded 0 or 1; thus, the means represent the proportion of inmates wHh the 
atlTibute. Missing data are also coded 0, following the Rand proc(ldure (Greenwood, 1982:50). The 
sample is all inmates who were convicted of either robbery or burglary. 

aThese means are slightly distorted because all jail inmates received a zero for this variable, but the 
Texas sample did not include jail inmates. 

victed robbers and burglars from all three 
states (Greenwood:51-52). This use of 
the entire sample obscures the possibility 
that mean values of the predictor vari
ables (i.e., the proportion possessing each 
atbibute) differ across the states, perhaps 
as a result of criminal behavior, criminal 
justice system operations, or record
keeping practices. Such state-specific dif
ferences will affect the disb.'ibution of 
scale scores, hence the optimal cut points 
for classification across the states. 

State-specific means for the seven vari
ables, shown in Table 13, indicate the 
magnir.:de of these interstate differ
ences.13 The California sample has a 

13Greenwood provides little infolmation in his 
report about how the seven vruiables Were con
structed (i.e., speciRc survey questions used), ex
cept to say that one was coded from official record 
data (past conviction for same charge). The variables 
were independently constructed for this reanalysis 
and tile two procedures compared after Greenwood 
provided a copy of the computer code he used to 
create his vadables. Very few differences exist be
tween the two procedures. Greenwood's overall 
means for the seven vadables (1982:51-52) are 
(listed in tile order given in Table 13): 0.33, 0.20, 
0.33,0.27,0.47,0.50, anel 0.56, which are within 0.03 

higher proportion of inmates who had an 
early conviction or a juvenile incarcera
tion history in comparison with inmates 
in the Michigan and Texas samples. Cal
ifomia inmates also appear more likely to 
have a histOlY of serious drug abuse. Fi. 
nally, inmates seem to have better work 
records in Tex:as than in California or 
Michigan. Thus, the mean of all seven 
variables is 2.63, based on the entire sam
ple. Because of interstate differences in 
the individual items, however, the mean 
ranges fl.·om 3.12 in the Califomia sample 
to only 2.17 in Texas. 

Relationships Among Variables 

The conceptual and empirical relation
ships among the seven variables are not 
discussed in the Rand report. However, 

of tile means in Table 13. These slight differences 
are largely due to the change in sample size (781 to 
884) because of the redeRnition of active burglars. 
(Two typographical errors exist in Greenwood's 
table: valiable 6 should have frequencies of 509, 
255, and 16, and vru'iable 10 shopld have frequen
cies of 299, 436, and 45.) 
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However, when inmates were divided 
into predicted low- and high-rate groups 
(based on the regression model), 67 per
cent of the predicted high-rate group re
ported committing fewer than 10 robber
ies per year, including 30 percent who 
committed no robberies (Chaiken and 
Chaiken:88-92). Also, the Rand model 
that used only official record information 
(adult prior convictions, recent arrests, 
juvenile convictions, and recorded drug 
histOlY) produced a high percentage of 
false predictions. Chaiken and Chaiken 
(1982b) concluded that high-rate con
victed robbers cannot be adequately dis
tinguished from other convicted robbers 
because much information that is espe
cially predictive is not in existing official 
records. In particular, official records are 
weak predictors because high-rate of
fenders often have short official records 
(because they tend to be young), juvenile 
records are fi'equently incomplete, and 
detailed infOlmation about drug histOlY is 
usually unavailable. 

In a separate analysis of the inmate 
data, Greenwood (1982) used an alternate 
approach in creating a prediction insb:u
ment. As discussed, Greenwood selected 
seven characteristics whose presence or 
absence was associated with high annual 
robbeIY and burglmy rates and created a 
simple, seven-point additive scale. Rob
bers and burglars were classified into pre
dicted low-, medium-, and high-rate 
groups based on arbih-ary cut points on 
the seven-point scale. This scale has been 
the subject of much discussion since the 
release of Greenwood's report Selective 
Incapacitation, but the report left many 
questions unanswered. The next several 
sections of this paper examine the empir
ical and conceptual relationships of the 
seven variables to A and to each other, 
issues in the development of the seven
point scale, the predictive accuracy of the 
scale (especially interstate differences), 
and the scale's utility as an aid in sentenc-

ing, crime reduction, and controlling 
prison populations. 

IdentifYing the Seven Variables 

Greenwood initially identified 13 can
didate predictors of high-rate offenders 
on the basis of prior research and possible 
relevance,l2 Then, focusing only on con
victed robbers and burglars, he divided 
the inmates into low-, medium-, and 
high-rate groups, depending on their an
nual offending frequencies (A) forrobbelY 
or burglary. The partitions, used for all 
offense types and states, were: below the 
50th percentile (low), between the 50th 
and the 75th percentiles (medium), and 
above the 75th percentile (high). The val
ues for these percentiles differ widely 
among the states. For example, the 75th 
percentile cutoff values are 12.0, 6.2, and 
3.3 (computed for the reanalysis) for Cal
ifornia, Michigan, and Texas, respec
tively. Thus, "high-rate" offenders have 
velY different estimates of A in the three 
states. 

Greenwood cross-tabulated each of the 
13 candidate predictors against the three 
frequency groups and chose seven vari
ables based on the sh'ength of their asso
ciation with the groups (Greenwood: 
49-52,95-107). However, the tabulations 
were based on the entire sample of con-

12The 13 yes-no variables are (1) prior conviction 
for CUlTent offense (robbelY or burglary), (2) incar
cerated more than 50 percent of 2 years preceding 
CUlTent arrest, (3) convicted before age 16, (4) juve
nile commihnent to state facility, (5) heroin or bar
biturate use in 2 years preceding alTest, (6) heroin or 
barbiturate use as ajuvenile, (7) employed less than 
50 percent of preceding 2 years, (8) convicted on 
multiple counts, (9) prior felony convictions, (10) 
prior prison tenn, (ll) more than three jobs in the 
preceding 2 years, (12) less than 23 years old at time 
of alTest, and (13) prior alTest for CUlTent offense 
type. Greenwood eventually selected the first seven 
variables for his scale. (The phrase "preceding 2 
years" refers to an inmate's measurement period, 
which could actually range from 13 to 24 months.) 
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TABLE 12 Cross-Tabulation of Street Months By A for Inmates Who Reported 
Committing Robbery and Burglary (percentages) 

Street Months 

A 1-6 7-12 13-18 12-24 N Percent 

Robbery 
<2 3.6 21.7 36.4 49.4 190 32.8 
2-5 14.6 27.4 25.1 22.2 135 23.2 
6-30 50.0 '33.9 26.4 17.3 166 28.6 
31-99 18.3 5.7 4.3 5.5 40 6.9 
100+ 13.4 11.3 7.4 5.6 49 8.4 
N (82) (106) (231) (162) 580 99.9 

Burglary 
<2 3.2 21.3 28.8 36.4 220 26.4 
2-5 18.1 20.0 26.5 32.2 215 25.9 
6-30 41.4 36.2 20.4 16.4 205 24.7 
31-99 10.6 5.6 6.4 7.4 57 6.9 
100+ 27.6 16.9 17.8 8.2 133 16.0 
N (94) (160) (343) (233) 830 99.9 

committed burglary. All inmates with 
street time of less than 12 months spent 
some time in jailor prison in the year 
before their arrest; therefore, those of
fenders are probably a very active group, 
although specific estimates of their AS 
may be inflated. Conversely, low esti
mates of A (fewer than two crimes per 
year) were repOlted by 49.4 percent of 
robbers with at least 19 street months, 
whereas only 3.6 percent of those with 
less than 7 street months reported such a 
low rate of criminal activity. 

These findings confirm a suspicion that 
for respondents with very short street 
times, valid estimates of A probably can
not be attained using Rand's question
naire design. Estimates of A for respon
dents who commit crimes in "spwts" 
may also be misleading. As Cohen (1983) 
predicted, the overall impact of this prob
lem appears to be overestimates of A for 
some respondents. 

In summary, the dish'ibution of A for 
robbery and burglary remains highly 
skewed even after taking into account 
unreliable respondents, respondents with 
few street months (or substantial time "not 
on the street"), and other problems in the 
estimation of individual offending fre-

quencies. The precise individual esti
mates of A, however, are highly sensitive 
to analytic choices in computation. Data of 
this type are probably best grouped into 
several categories, such as low-, medium-, 
and high-rate offenders, or transformed 
with a logarithmic fimction before analy
sis. Such procedures preserve the order
ing of inmates according to the frequency 
o~' their criminal activity but eliminate the 
need to rely on specific estimates of 
individual offending frequencies. 

Development of a Prediction Scale 

The profound skewness in A for Rand's 
inmate sample and the existence of a 
small group of extremely active criminals 
led the Rand analysts to develop several 
types of models to identify the high-rate 
offenders. Of course, a predictive model 
that prospectively identified likely high
rate offenders would be invaluable to 
criminal justice decision makers. 

Chaiken and Chaiken (1982a:Chapter 
3) attempted to develop such a profile 
using a multivariate approach. As dis
cussed earlier in the review of the Rand 
results, a variety of self-repOlt measures 
were predictive of high robbery rates. 
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TABLE 11 Disb'ibution of A for Robbery and Burglary, Adjusting for Types of 
Response Ambiguity 

Cases with Cases with Cases with All Inmates Percent 
Unambiguous + Ambiguous +Ambiguous + Street Months Committing Change from 
Cases Numerator Denominator Less than 7 Crimea Column 1 to 5 

(1) (2) (3) (4) (5) (6) 

Robbery 
25th pet. 1.1 1.1 1.3 1.5 1.5 27 
50th pet. 2.8 3.0 3.0 3.7 3.8 26 
75th pet. 6.9 8.1 8.9 12.5 12.4 44 
90th pet. 43.2 36.2 54.8 68.9 71.6 40 
Mean 36.5 43.7 39.7 43.2 43.4 16 
N (294) (362) (475) (548) (594) 

Burglary 
25th pet. 1.8 1.7 1.7 1.9 2.0 10 
50th pet. 4.3 4.2 4.3 4.8 4.7 8 
75th pet. 17.5 16.7 20.8 23.5 23.4 25 
90th pet. 158.4 156.2 180.6 191.7 195.9 19 
Mean 55.7 54.7 69.0 77.7 79.0 29 
N (451) (520) (682) (768) (824) 

aThe change from Column 4 to Column 5 represents a small group of eases for whieh both numerators 
and denominators were defined as ambiguous. 

calendar; (3) cases with low sU'eet months 
(because of a concern for the validity of A 
estimates for this group); and (4) cases 
with both ambiguous numerators and de
nominators. Unambiguous cases make up 
the fifth group. 

As seen in Table 11, the estimates are 
affected by response ambiguity. The per
centiles (values) and especially the mean 
change significantly from the group of 
unambiguous cases, to cases with varying 
levels of ambiguity, to all cases (column 
5). Moreover, respondents for whom the 
numerators or denominators are ambigu
ous and those with sholt sb'eet times do 
have higher A estimates than respondents 
with unambiguous responses. The values 
of the summmy statistics for the unambig
uous cases are much lower than the val
ues for all cases, as indicated by the per
centage change in column 6. This pattern 
suggests that A for higher frequency of
fenders is pmticularly susceptible to mea
surement error and problems of unreli
abilit.y. Of course, estimates at the high 
end of any distribution will have a greater 

variance than those at the low end, but, 
because A is a ratio variable, substantial 
measurement error at the high end may 
artificially stretch the tail of the distribu
tion. Finally, even with the unambiguous 
cases, the highly skewed disb'ibution of A 
persists, albeit at lower levels. 

The High-Frequency Offenders 

The extremely high-frequency offend
ers in the disu'ibution of A raise a number 
of serious problems. First, are these few 
respondents telling the b'uth about the 
number of crimes they committed? For 5 
percent of the active robbers or burglars 
in the Rand sample, estimates of A ex
ceeded 300 (robberies or burglaries). M
tel' a thorough review of the data, Chaiken 
and Chaiken (1982a:245-251) did not find 
any systematic evidence that overall as
sessments of validity for respondents 
were related to their self-repOlts of crime. 
However, respondents who exaggerated 
their criminal activity are probably com
pensated for by respondents who under-
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stated their activity-at least for the me
dian. Indeed, this pattern of response 
enors (both exaggeration and conceal
ment) emerged in one study of enol'S in 
self-reports of anests (Wyner, 1980). 
Wyner shows that grouping the data (e.g., 
into low, medium, and high groups) re
duces the impact of these eHors, but the 
group variances may be quite large due to 
the combination of underreports and 
oveneports. Thus, response errors may 
inhibit one's ability to predict the actual 
level of criminal activity of convicted of
fenders accurately. The issue of predic
tion is addressed in great detail in the 
next section. 

Second, the small group of high-fre
quency offenders has a tremendous im
pact on the overall distribution of A. 
Chaiken and Chaiken used a logarithmic 
transformation of A in their analysis be
cause of the extreme variation in the data. 
Othelwise, there is very little association 
between A and characteristics of offend
ers. It is also difficult to describe the 
distribution of A using standard measures 
of central tendency. The arithmetic mean 
is very sensitive to extreme values; per
centile values are presented in the tables 
in this paper, as in the Chaiken and 
Chaiken repOlt, for this reason. However, 
the 90th-percentile value is almost as vol
atile as the mean bE;cause of the wide 
spread between individual estimates at 
the high end of the disb·ibution. Thus, the 
skewness of the distribution poses special 
problems for data analysis, and the results 
may be sensitive to the choice of an ana
lytic strategy. 

Third, high-frequency offenders may 
not commit crimes at a stable rate 
throughout the year, and, therefore, they 
pose special problems for measuring an
nual offending fi·equencies. In a separate 
Rand repOlt, Rolph, Chaiken, and 
Houchens (1981:37) analyzed the in
mates' self-repOlt crime data and found 
that some respondents committed crimes 

in "spurts." However, the questionnaire 
design and the technique used to esti
mate A (especially for high-n'equency of
fenders) in the Rand study assume stable 
monthly rates of criminal activity. Re
spondents are supposed to estimate the 
number of crimes committed during their 
"street months" by focusing on a typical 
month. But some offenders appear to al
ternate between periods of high criminal 
activity and no activity. Or offenders may 
be especially active just prior to the arrest 
month, in which case their reports of 
offending would reflect this anomalous 
period. Are these respondents likely to 
compute an average monthly rate that 
takes into account these high and low 
periods? Or might they focus on their 
most active period and report the number 
of crimes committed during that month? 
A similar measurement problem exists for 
inmates who spent several months in 
prison or jail just prior to the cunent 
arrest, and thus had fewer sh'eet months, 
but were velY active during their time on 
the sh·eet. For these types of inmates, 
self-reports of their crimes in a month 
probably do not reflect one-twelfth their 
yearly rate, and, consequently, estimates 
of their annual offending frequencies may 
be mtificially inflated. Whether active of
fenders in the Rand sample committed 
crimes in spurts during the months before 
their arrest is difficult to detelmine. How
ever, the estimates of A for inmates with 
differing periods of sh'eet time can be 
compared, as is done in Table 12 for the 
respondents who reported committing 
robbelY or burglary. 

The data in Table 12 clearly show a 
negative relationship between A and 
street months. Respondents with short 
sh'eet times (less than 12 montlls), and 
especially less than 7 months, have 
higher estimates of A (100 or more) than 
respondents with longer sh'eet times. 
This pattern is sh'onger for inmates who 
committed robbelY than for those who 
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TABLE 10 Differences in 
Distributions of A for Inmates Who 
Reported Committing Robbery or 
Burglary, by State 

Statistic. California Michigan Texas 

Robbery 
25th pet. 2.1 1.4 0.9 
50th pet. 5.1 3.6 2.5 
75th pet. 19.8 13.1 6.2 
90th pet. 107.1 86.1 15.2 
Mean 42.4 45.4 13.1 

Burglary 
25th pet. 2.3 1.9 1.2 
50th pet. 6.2 4.8 3.1 
75th pet. 49.1 24.0 9.9 
90th pet. 199.9 258.0 76.1 
Mean 98.8 82.7 34.1 

SOURCE: Data were computed as part of the 
reanalysis. 

similar. In contrast, inmates in Texas pris
ons who admitted committing robbery 
reported an average of about 13 robberies 
per year, about one-third the rate of the 
robbers in the other two states. The esti
mates of A for burglary also show a large 
difference beh-veen Texas burglars and 
those in California and Michigan. Largely 
the same patterns were observed by 
Chaiken and Chaiken (1982a:Appendix 
Tables A.3 and A.6), although the esti
mates of A are lower in the reanalysis. 

These interstate differenc!;ls in the dis
tribution of A for robbery and burglary 
may reflect actual variation in criminals' 
offending patterns in the three states. Al
ternatively, they may be a consequence 
of different criminal justice processes, In 
general, the distribution of A derived from 
self-reports of incarcerated offenders will 
not be representative of the disb:ibution 
for the larger convicted population or for 
the general criminal population. Biases 
are introduced because convicted per
sons are incarcerated selectively rather 
than randomly, that is, more serious, 
high-frequency offenders are incarcer
ated in greater numbers and for longer 

periods than other offenders. California 
appears to be especially selective, limit
ing its available prison space to serious 
repeat offenders, and Texas appears to 
operate much less selectively. Once 
these differences in criminal justice sys
tem practices are taken into account, the A 
distributions for "street offenders" in Cal
ifornia, Michigan, and Texas may be 
much more similar (see Spelman, 1984). 

In any event, the state-specific esti
mates of A are consistent with Rand's 
finding of highly skewed disbibutions of 
annual offending. This pattern is weaker 
for Texas inmates, especially for those 
convicted of robbery, but the fonn of the 
disb'ibution remains unchanged. Despite 
ha."ing replicated the shape of Rand's A 
disb'ibution, however, the extent to 
which ambiguous or missing data used in 
calculating A (such as the estimates used 
in calculating street months or crimes,
did) might affect the overall distribution 
is still a matter of concern. In particular, A 
estimates for high-frequency offenders 
might be less reliable than the estimates 
for tho~e who commit crimes at a lower 
level because the questions asked of velY 
active offenders were more complex. 
Data to address this question are pre
sented in Table II. 

Inmates who reported committing rob
belY or burglary were divided into five 
groups for the reanalysis, depending on 
the types of ambiguity in the responses 
that were used to calculate A. The four 
types of ambiguity were (1) cases with 
ambiguous numerators (crimes-did), 
which included low-frequency offenders 
who did not specify a number between 1 
and 10 for crimes committed and high
frequency offenders who gave a range for 
a number or rate, gave multiple answers 
for a single question, or gave partial an
swers; (2) cases with ambiguous denomi
nators, which meant that the respondent 
had problems answering the questions 
about street months or completing the 



182 CRIMINAL CAREERS AND CAREER CRIMINALS 

TABLE 10 Differences in 
Distributions of A for Inmates Who 
Reported Committing RobbelY or 
Burglary, by State 

Statistic California Michigan Texas 

Robbery 
25th pet. 2.1 1.4 0.9 
50th pet. 5.1 3.6 2.5 
75th pet. 19.8 13.1 6.2 
90th pet. 107.1 86.1 15.2 
Mean 42.4 45.4 13.1 

Burglary 
25th pet. 2.3 1.9 1.2 
50th pet. 6.2 4.8 3.1 
75th pet. 49.1 24.0 9.9 
90th pet. 199.9 258.0 76.1 
Mean 98.8 82.7 34.1 

SOURCE: Data WE're computed as part of the 
reanalysis. 

similar. In contrast, inmates in Texas pris
ons who admitted committing robbery 
reported an average of about 13 robberies 
per year, about one-third the rate of the 
robbers in the other two states. The esti
mates of A for burglary also show a large 
difference between Texas burglars and 
those in California and Michigan. Largely 
the same patterns were observed by 
Chaiken and Chaiken (1982a:Appendix 
Tables A.3 and A.6), although the esti
mates of A are lower in the reanalysis. 

These interstate differences in the dis
h'ibution of A for robbery and burglalY 
may reflect actual variation in criminals' 
offending patterns in the three states. Al
ternatively, they may be a consequence 
of different criminal justice processes. In 
general, the distribution orA derived from 
self-reports of incarcerated offenders will 
not be representative of the distribution 
for the larger convicted population or for 
the general criminal population. Biases 
are introduced because convicted per
sons are incarcerated selectively rather 
than randomly, that is, more serious, 
high-frequency offenders are incarcer
ated in greater numbers and for longer 

periods than other offenders. California 
appears to be especially selective, limit
ing its available prison space to serious 
repeat offenders, and Texas appears to 
operate much less selectively. Once 
these differences in criminal justice sys
tem practices are taken into account, the A 
distributions for "street offenders" in Cal
ifornia, Michigan, and Texas may be 
much more similar (see Spelman, 1984). 

In any event, the state-specific esti
mates of A are consistent with Rand's 
finding of highly skewed dish'ibutions of 
annual offending. This pattern is weaker 
for Texas inmates, especially for those 
convicted of robbelY, but the fOlm of the 
distribution remains unchanged. Despite 
having replk·ted the shape of Rand's A 
distribution, however, the extent to 
which ambiguous or missing data used in 
calculating A (such as the estimates used 
in calculating street months or crimes
did) might affect the overall dish'ibution 
is still a matter of concern. In particular, A 
estimates for high-frequency offenders 
might be less reliable than the estimates 
for those who commit crimes at a lower 
level because the questions asked of velY 
active offenders were more complex. 
Data to address this question are pre
sented in Table 11. 

Inmates who reported committing rob
bery or burglmy were divided into five 
groups for the reanalysis, depending on 
the types of ambiguity in the responses 
that were used to calculate A. The four 
types of ambiguity were (1) cases with 
ambiguous numerators (crimes-did), 
which included low-frequency oflEmders 
who did not specify a number between 1 
and 10 for crimes committed and high
frequency offenders who gave a range for 
a numbt f or rate, gave multiple answers 
for a single question, or gave partial an
swers; (2) cases with ambiguous denomi
nators, which meant that the respondent 
had problems answering the questions 
about sh'eet months or completing the 
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day, several times a week, evelY week or 
almost evelY week, or less than evelY 
week. A follow-ul! question elicited a 
specific number of crimes committed 
(crimes per day, per week, or per month). 
Depending on which category was indi
cated, the total number of crimes commit
ted during an inmate's sh'eet months was 
computed in one of the following ways 
(see Chaiken and Chaiken, 1982a:191-
192): 

Climes climes/day· days/week. months 
did. 4.3 weeks/month, or 

climes/week· months did· 4.3 
weeks/month, or 

Climes/month· months did. 

Incomplete or ambiguous responses in 
this set of questions were fairly common. 
Typical problems included checking 
more than one frequency categOlY, re
porting ranges (e.g., 2 to 4 crimes/week), 
indicating a frequency level (day, week, 
or month) but not the number of crimes 
committed, and reporting no information 
about rate of criminal activity. Chaiken 
and Chaiken did not provide specific de
tails about their treatment of missing data, 
but they did repOlt that "reasonable 
ranges [were] used in the calculations" 
and that both maximum and minimum 
estimates were calculated (1982a:191). 
Examining the detailed materials pro
vided by Rand for the reanalysis clarified 
how missing data were handled in most 
cases. ll 

11 In response to a request for additional infonna
tion about how crimes-did was estimated, especially 
in ambiguous cases, Jan Chaiken at Rand provided 
relevant portions of the computer code that was 
used to transfOllU the raw data into variables. The 
overall strategy of the Rand analysts was to calculate 
minimum and maximum estimates if inmates gave 
incomplete, ambiguous, or conflicting responses. 
According to Rand's major repOlt (Chaiken and 
Chaiken, 1982a:184), "minimum and maximum es
timates are not intended to be 'worst possible' cases, 
but rather reasonable conclusions from the data." 
Infonnation in the computer code indicated that (1) 
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The procedures adopted in the re
analysis for dealing with missing data and 
other ambiguous responses were con
servative. If inmates reported ranges for 
their answers, the midpoint was taken as 
the estimate. Multiple responses from 
high-fi.·equency offenders (answers to 
more than one of the frequency catego
ries) were averaged. Reasonable esti
mates were used in place of missing data 
only if the respondent provided at least a 
paltial answer (i.e., checked "several 
times a week" but did not specify how 
many crimes per week). These substi
tuted values were based on responses by 
similar inmates; the specific value was 
chosen to match the distribution of others 
who did provide an answer. However, if 
questions concerning "months-did" were 
left blank, the inmate was excluded from 
any fmther calculations. Finally, follow
ing Rand's procedure, inmates who re
pOlted that they committed "11 or more" 
crimes but left other questions in the 
sequence blank were also excluded. 

Thus, the procedures used in the 
reanalysis for calculating street months, 
months-did, and the number of crimes 
committed (of a specific crime type) dif
fered in impoltant ways from the methods 
used by the Rand analysts. Most notably, 
instead of using Rand's strategy of esti
mating minimum and maximum esti
mates for the numerator and denominator 
of A, an alternative, conservative estimate 
was developed based on the available 
data. The next section suggests some im-

a range of values (e.g., three to Rve) was substituted 
for missing answers on questions about rate or 
number of crimes committed, but those ranges ap
peared to be arbitrarily chosen by the analysts; (2) if 
months-did was missing, estimates of minimum and 
maximum street months were substituted; (3) mul
tiple responses to a single question were treated as 
minimum and maximum estimates of crimes-did; 
and (4) if ranges were specified for any response, 
both the minimum and maximum values were used 
in the cabtlations. 
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TABLE 8 Average Number of Crimes Reported by Low-Frequency Offenders and 
Two Estimates for Inmates with Missing Information 

Business Personal 

Low-Frequency Robbery Robbery Burglary 

Offenders Mean N Mean N Mean N 

Answered follow-up questiona 3.3 233 3.5 290 4.0 497 
Did not answer follow-up questionb 55 48 74 

Rand estimate 5.5 5.5 5.5 
Alternative estimate 3.2 3.4 4.0 

NOTE: Data are presented only for inmates who were "active" in (i.e., reported committing) the 
specific crime type. 

aThe follow-up question was posed to all offenders who said they committed "1 to 10" crimes (see 
Figure 2). 

The exact number of low-frequency offenders fol' whom Rand assigned minimum and maximum 
values of 1 and 10 could not be determined. The two groups with missing information, however, are 
essentially identical since missing data were already coded on the public-use tape of the inmates' 
responses. 

simulated the disb.'ibution of the re
sponses to the follow-up question for the 
larger sample,lO 

In Table 8 the mean for inmates who 
answered the follow-up question is com
pared with two means for inmates who 
failed to answer the follow-up question
one obtained using the Rand strategy and 
the other using the alternative procedure 
just d(;scribed. The alternative strategy 

lOThe distribution-matching procedure was 
adopted only after other alternatives were consid
ered and rejected. ASSigning the mean value (from 
the group who did answer the follow-up question) 
for each inmate who left the follow-up question 
blank would have distorted the true distributions of 
"crimes-did" and ~ by lumping 17 percent of the 
low-frequency offenders at a particular value. The 
median was rejected for similar reasons and becau:le 
it conceals variation in the distribution. (The distri
bution of crimes committed by low-frequency :>E
fenders looked a lot like >.-skewed to the right with 
few inmates reporting 9 or 10 crimes.) 

For burglary, t11e distribution-matching proce
dure was used along with anothel' question, CK14D, 
which was originally intended as a reliability check 
on the number of burglaries an inmate repOlted. 
(This question had ordinal response categOlies: 0, 
1-2,3-5,6--10, 10+.) Ifthe inmate failed to an:)wer 
question CK14D, the estimate of burglaries commit
ted was detelmined in the same manner as robbery, 

for handling mIssmg data provides an 
estimate of crimes committed that more 
closely approximates the responses of 
those who did answer the follow-up ques
tion than does the Rand procedure. This 
alternative approach should lower A esti
mates, but the overall impact on the dis
h'ibution may Hot be significant, since the 
number of cases involved is small and the 
offenders are already at the low end of the 
dishibution. 

Computing the number of crimes com
mitted by the high-frequency oflEmders 
(those who reported "11 or more" crimes) 
is more complicated. Chaiken and 
Chaiken (19S2a: 191-192) give a ShOlt d. ,
scription of their general computational 
sh'ategy, which was also used in the 
reanalysis. The first task is to detelmine 
the number of months during which high
frequency offenders committed crimes. 
Referring again to Figure 2, in question 3 
respondents were asked during how 
many months (of' their total sh'eet months) 
they committed at least one robbery. 
Then, the respondent was supposed to 
check one of four categories indicating 
the frequency with which crimes were 
committed-every day or almost evelY-
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11.1. During the STREET MONTHS ON THE CALENDAR did you rob any businesses? 
That is did you hold up a store, gas station, bank, taxi or other business? 

YES 0 
1 

NO 0 ---..... 11> go on to page 20 
2 

2. In all, how many businesses did you rob? 

o 11 OR MORE 0 1 TO 10 
How many? 

t 
3. Look at the total street 

months on the calendar. 
During how many of those 
months did you rob one or 
more businesses? l L t 7 """,'" Robb,e;" 

go on to next page ,--
___ Months 

4. In the months when you did business 
robberies, how often did you usually 
do them? 

(CHECK ONE BOX) 

EVERYDAY OR 
~ 
0 

How many 
ALMOST EVERYDAY per day? 

SEVERAL TIMES How many 
AWEEK 0 per week? 

EVERY WEEK OR How many 
ALMOST EVERY WEEK 0 per month? 

LESS THAN How many 
EVERY WEEK 0 per month? 

I 7 How many days / 7 a week usually? 

/ 7 

/ 7 

L 7 
FIGURE ~ Sample page from inmate questionnaire. Source: Greenwood (1982). 

mate and 10 as the maximum estimate, 
which results in an estImate of 5.5 when 
the minimum and maximum values are 
averaged.9 

UFor these inmates, Rand calculated two esti
mates of A. using the two numerators (and possibly 
two denominators if street months had a minimum 
and a maximum value). For most of the analyses, 
however, the analysts Simply averaged the two A. 
estimates. The possible distortions introduced by 
Rand's procedure of using minimum and maximum 
estimates rather than a single estimate are discussed 
in a later section. 

The "average" or "typical" low-fre
quency offender, however, did not repOlt 
committing five or six climes during his 
measurement period but more often ad
mitted to only two or three crimes. Thus, 
the minimum-maximum strategy used by 
Rand was likely to produce a high esti
mate of crimes committed for inmates 
who gave pmtial answers. To avoid this 
potential bias in the reanalysis, an alter
native approach was taken. For inmates 
who gave incomplete answers, estimates 
from 1 to 10 were assigned in a way that 



THE RAND INMATE SURVEY: A REANALYSIS 

the calculation of street months, the dis
tribution of the recomputed estimates is 
virtually identical to that generated by 
the Rand analysts. The average number 
of street months for inmates who reported 
committing robbery or burglmy accord
ing to both estimates was 14 months. 
About 30 percent of the sample were "on 
the street" for less than a year, which 
means that those respondents spent some 
time in plison or jail during the measure
ment period. 

The ability to replicate Rand's esti
mates of average street months, however, 
should not overshadow the conceptual 
and methodological problems associated 
with this measure as the denominator of 
A. First, the section of the survey involv
ing the calendar was complicated, and 
respondents had trouble with the ques
tions and the calendar and gave inconsis
tent answers. Second, it was important to 
the Rand study design that inmates accu
rately recall their street months, but the 
effect of differential recall abilities is un
known. Finally, respondents with few 
street months may have disproportion
ately higher estimates of A, and pmi: of 
that relationship may be an artifact of the 
way in which A is estimated for those 
inmates. 

Determining Grimes Committed 

The numerator of A is the number of 
climes of a specific type that the inmate 
reported committing during the months 
he was on the street, according to the 
calendar he filled in. Questions were 
asked about 10 crime types. Chaiken and 
Chaiken (1982a:42) desclibe the general 
format of these questions: 

After answering "yes" that he had committed 
a given type of crime, say, burglary, during the 
measurement period, the respondent was 
asked to tell how many burglaries he had 
committed by specifying a range, either "1 to 
10" or "11 or more." If the range was "1 to 10," 
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he was asked, "How many?" If the range was 
"11 or more," he was led through a sequence 
of questions about the number of months in 
which he committed burglruy and his daily, 
weekly, or monthly rate of commission. 

Figure 2 is a copy of the questions used 
in the Rand inmate survey to determine 
the number of business robbelies in
mates committed during their sh'eet 
months. This series of questions first dis
tinguishes between the inmates who 
committed 1 to 10 crimes (referred to here 
as low-frequency offenders) and the 
group who committed 11 or more climes 
(the high-frequency offenders).8 As the 
fOlmat of Figure 2 shows, the high-fre
quency offenders had a much more dif
ficult cognitive task. Since the low- and 
high-frequency offenders answered sepa
rate questions, different problems arise in 
computing their estimates. In the re
analysis Rand's procedures for estimating 
"crimes did" (Chaiken and Chaiken 
1982a:191-192) were carefully examined: 
and this infOlmation was used as a stmi:
ing point for recomputing the estimates. 
Estimates of crimes committed for the 
1-to-1O group and the 11-or-more group 
are discussed separately below. 

As shown in Figure 2, offenders who 
repOli:ed committing 1 to 10 business rob
beries were asked to give a specific num
ber, and most of them did so. However, 
17 percent of the inmates who reported 
committing either robbelY or burglmy at a 
low frequency did not answer the :'-01-
low-up question. For these inmates, Rand 
analysts assigned 1 as the minimum esti-

BFor inmates who reported committing business 
robbery, 72 percent were low-frequency offenders, 
24 percent were high-frequency offenders, and 4 
percent did not check either box. For personal 
r?bbeIY! the percentages were 76 and 19, respec
tively, for low- and high-frequency offenders (data 
were missing for 5 percent). For burglmy, 66 per
cent were low-frequency offenders, 31 percent were 
high-frequency, and data were missing for 3 per
cent. 



176 CRIMINAL CAREERS AND CAREER CRIMINALS 

TABLE 7 Distributions of Final 
Estimates of Street Months for Inmates 
Who Reported Committing Robbery or 
Burglary: Rand and Reanalysis 
(percentages) 

Street Months Randa Reanalysis 

Less than 6 months 11.2 11.8 
7-12 months 20.0 17.7 

13-18 months 41.2 41.7 
19-24 months 25.5 28.2 
Missing/unknown 2.1 0.6 

Total 100.0 100.0 
Mean 14.4 14.6 

"Rand's estimates were calculated from data 
provided by J. Chaiken, which gave Rand's esti
mates of maximum and minimum street months 
for each inmate. 

minimum estimates are more common 
when Rand's average estimate for street 
months (the mean of the two extremes) is 
12 months or less. Such a value could 
occur only if the respondent had been off' 
the street (most likely imprisoned) for 
some time in the year before the current 
incmceration began. That these larger 
discrepancies appear more often at the 
lower end of the overall street-month dis
tribution is particularly disturbing be
cause A. may be overestimated if the in
mate was actually on the street for less 
than 12 months. These differences be
tween Rand's minimum and maximum 
street months suggest that one source of 
unreliable data for some inmates may be 
in figuring months "not on the street," 
which the inmate was supposed to ex
clude from street months. The Hand edi
tors and some respondents apparently of· 
ten disagreed on this point. 

Review of Rand's procedures raised 
concerns that the strategy of using mini
mum and maximum estimates for street 
months could result in misleading esti
mates on., especially when the minimum 
was exceptionally low. For the reanalysis, 
the following set of rules was established 
for choosing a single estimate of an in-

mate's street months from the four avail
able sources of information:6 

• 1. If the inmate gave consistent an
swers on the two questions, use the in
mate's response. 

2. If the inmate gave conflicting an
swers on the two questions, but the Rand 
editor provided no corrected estimate, 
use the response from the second ques
tion.7 

3. If the inmate gave conflicting an
swers, but the response to the second 
question was the same as both the editor's 
estimate and the estimate obtained from 
the calendar, use the inmate response to 
the second question. 

4. If the inmate's answers, the editor, 
and the information on the calendar were 
all in disagreement, use the editor's esti
mate. 

5. If some disagreement existed be
tween the inmate's second response, his 
calendar, and the editor's estimate, but 
two of the estimates were in agreement, 
use the value on which there was some 
agreement. 

In Table 7 the estimates of sb.'eet 
months calculated in the reanalysis are 
compared with the Rand estimates, 
which are simply the averages of Rand's 
minimum and maximum estimates. De
spite the alternate analytic approach to 

6 A small residual category, which was not encom
passed by these lules, included cases in which the 
Rand editor found the inmate'~ calendar indeci
pherable (coded "unknown"), cases in which all 
four sources were missing (coded "missing"), and 
four cases that were treated as exception! to the 
rules for various reasons. 

70f the responses to the two questions, Rand 
considered the second response (ClO) less prone to 
error than the first response (C9). DUling routine 
checks for errors in all questionnaires, the Rand 
editors were more concerned about correcting er
rors in CIa than C9 (J. Chaiken, 1984, personal 
communication). This infonnatioll was considered 
in establishing the coding ruies for the reanalysis, 
which focused mainly on CI0. 
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events during the measurement period. 
This memory-recall technique was cho
sen because the amount of time inmates 
had spent in prison (or jail) since their 
measurement period varied within the 
sample. The distribution of inmates' (rob
bers and burglars) self-repOlted time 
served on their current sentence to the 
time of the survey provides an indication 
of recall time (see Table 5). Three-quar
ters of the inmates had served less than 2 
years at the time of the survey. Recall may 
have been more difficult for respondents 
who served longer, which could result in 
underestimates of A for this group. But 
they were presumably more serious crim
inals and may have committed more 
crimes than the others. Thus, the actual 
effect of recall time on estimates of A 
is confounded by the characteristics of 
the sample, but no attempt is made in 
this reanalysis to adjust A for any recall 
bias. 

Despite Rand's procedures for s~im{t
lating recall, many inmates had trouble 
filling out their calendars (see notes about 
coding decisions, Ebener, 1983:41-43). 
The estimate of street months could be 
obtained from four sources-two places 

TABLE 5 Distribution of Self
RepOlted Time Served on Current 
Sentence for Inmates Who Reported 
Committing Robbery or Burglary 

Cumulative 
Time Serveda Percent Percent 

1-6 months 22.3 22.3 
7-12 months 23.3 45.6 

13-18 months 15.5 6Ll 
19-24 months 13.2 74.3 
25-36 months 12.5 86.8 
37-47 months 5.3 92.1 
4 or more years 7.9 lOO.O 

aMean = 20.6 months; median = 14.5 months. 

SOURCE: Data were calculated by the author 
from the original survey responses. The N is 
1,052, which excludes 48 cases (4.4 percent) be
cause of missing data. 
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TABLE 6 Cro.ss-Tabulation of Rand's 
Average Estimate of Street Months 
for Robbers and Burglars by the 
Difference Between Rand's Maximum 
and Minimum Estimates (percentages; 
N = 1,235) 

Average Estimate of Street 

Maximum- Months 

Minimum 1-6 7-12 13-18 19-24 

0 83.1 63.9 77.9 90.0 
1 11.3 11.9 9.0 7.8 
2-5 4.2 7.9 5.2 1.9 
6-9 0.7 5.1 2.3 0.3 

lO or more 0.7 ILl 5.6 0.0 
N 142 :!52 520 321 

sounCE: Data were calculated from data pro
vided by J. Chaiken, Rand Corporation. 

in the questionnaire, the calendar, and an 
estimate by survey editors (left blank if 
the respondent's answers were consistent 
and matched his calendar). Although the 
majority of inmates had no apparent prob
lems with this section of the survey, re
calling their activities still appears to 
have been a complicated cognitive task 
for many respondents. 

Estimating sh'eet months was a 
sh'aightfOlward task when inmates were 
consistent in their answers. But, for the 
inmates who gave incomplete or ambigu
ous responses, street mOliths had to be 
estimated differently. Rand analysts re
lied on editors to examine problematic 
questionnaires and to generate their own 
estimates of street months. Then, all pos
sible interpretations of the responses 
were used to obtain a maximum possible 
value and a minimum possible value for 
street months for each inmate (Chaiken 
and Chaiken, 1982a:185-18H). An aver
age estimate was the mean of tl1e two 
exh·emes. 

As seen in Table 6, for most respon
dents (78.8 percent) tl1e street months 
estimate was unambiguous, and so the 
difference is zero. However, larger dis
crepancies between the ma.ximum and 
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INSTRUCTIONS FOR USING THIS CALENDAR ARE INCLUDED IN THE SURVEY 

YEAR BEFORE 
ARRESTED 

YEAR 
ARRESTED 

STREET MONTHS 
ON THE CALENDAR 

FIGURE 1 Calendar llsed by all respondents in calculating street months. Source: Ebener (1983). 

victed robbers (N = 42 of the 124 inac
tives) may have confused robbelY with 
burglary since they did report committing 
burglary. Of the inactive convicted bur
glars (N = 149), 11 reported committing 
robbery. It is also possible that all the 
"inactives" did not commit those crimes 
or agreed to plead guilty to that charge. 
Another interpretation is that these in
mates committed only one robbelY (or 
burglary) during the measurement pe
riod, were promptly alTested, and did not 
count tllat offense in their repOlt.5 The 
most plausible explanation, however, is 
that many of them simply lied, even 
though tlley knew that their official rec
ords were available to tlle researchers. 
Without any additional infolTnation, it is 
difficult to detelmine the truth in this 
situation; thus, in this reanalysis the esti
mate of A for the "inactive" inmates is 
zero, as in tlle Rand analysis. 

5Respondents may have been confused about 
whether to include the crimes they committed dur
ing their a11'est month in their report, especially if 
they were incarcerated for most of that month (ei
ther prior to their arrest or after it). This sequence of 
questions caused many problems for some respon
dents. Chaiken and Chaiken (1982a) include a copy 
of the questionnaire in their report. 

Determining Street Months 

To estimate A for the inmate sample, 
the Rand researchers had to establish a 
defined measurement period to facilit'l.te 
the inmates' recall of their criminal activ
ity and other events before their incarcer
ation. It was also impOltant to determine 
each inmate's" sh'eet time," refened to by 
Rand as "sh'eet months," which is the 
time when they were free to commit 
crime and tlle denominator used in calcu
lating A. 

Figure 1 is a copy of the calendar, 
completed by all respondents, that was 
used to facilitate recall and detennine 
"street months" for each inmate. Inmates 
were inshucted to mark their atTest 
month in the year of their arrest with an X 
and draw a line through the remaining 
months in that year. (The months prior to 
and including fue anest montll are called 
tlle "measurement period" and could range 
from 13 to 24 months.) Other monfus in 
which tlle respondent had been incal"cer
ated were also marked with an X. An in
mate's "street monfus" is tlle number of 
months he was on fue sh"eet (not in plison 
or jail) and able to commit climes, which 
could be 1 to 24 months. 

Questions were fuen asked about 
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TABLE 4 Percentage of "Active" Offenders: Inmates Convicted of Robbery or 
Burglary 

Type of Involvement California Michigan Texas 

Convicted Robbers" 
Active 75.2 62.7 71.8 
Inactive 21.9 34.7 28.2 
Unknownb 2.8 2.7 

Total N (178) (150) (117) 
Convicted Burglarsa 

Active 73.1 68.5 66.0 
Inactive 25.6 31.5 34.0 
Unknownb 1 n 

"-u 

Total N (160) (124) (203) 

NOTE: Active convicted robbers are those who admitted committing robbery during the measurement 
period, whereas "inactives" denied committing any robberies; the same distinction applies for convicted 
burglars. 

aThere were 56 inmates in the sample who were convicted of both robbery and burglary. To maintain 
consistency with Greenwood's (1982) procedure, they are treated in this table and subsequent analyses 
only as convicted robbers. 

bInmates' responses did not permit an unambiguous detelmination of whether they were active. 

SOURCE: Data were calculated by the author from the original survey responses. The total sample size 
is 932. The number of cases in subsequent tables, when the sample is all convicted robbers and bUl'glars, 
varies from this number because of the omission of inactive respondents, missing data, and a small 
weighting factor used for Texas respondents. 

"committing" group because some con
victed robbers (about one-qumter) denied 
committing any robberies during the 
measurement period; the same distinc
tion applies to burglars. The latter group 
of convicted robbers and burglars are re
felTed to as "inactive" offenders. The dis
h'ibution of active and inactive offenders 
among convicted robbers and burglars is 
shown in Table 4. 

The percentage of convicted robbers 
and burglars who reportedly were inac
tive in their respective conviction offense 
types is astonishingly high. About 28 per
cent of the convicted robbers and 30 per
cent of the convicted burglars reported 
Lhat they had not committed any robber
ies (or burgl~Iies) in the past 1 to 2 years. 
These figures are similar to those re
ported by Rand.4 A group of inactive con-

40ne of the Rand reports presents comparable 
data indicating that the percentage of convicted 
robbers who are defined as active in California, 
Michigan, and Texas is 76, 64, and 72, respectively 
(Greenwood, 1982:42). These percentages are very 
close to those obtained independently in the reanaly-

sis. For convicted burglars, however, Rand reports 
that 94, 91, and 88 percent, respectively, were active 
in the three states, rates tllat differ considerably from 
those reported in Table 4 by this author. 

The discrepancy is due to differences between 
Rand's and this author's definition of "active" and 
"inactive" burglars. In their Appendix A, Chaiken and 
Chaiken (1982a:186-189) layout explicit rules for 
detennining whether a respondent is to be considered 
active in a particular crime type. But the rules are 
different for robbery and burglary because "non-bu
rglmy robbery" (the definition of robbery used in mos~ 
of the Rand analyses and adopted by this author) is a 
summary crime that combines business and personal 
robbelY (see Chaiken and Chaiken:196). Two vari
ables that m'e used in detennining activity for bur
glary, CK7 and CK14 (see p. 197), have no equivalent 
for "non-burglmy robbery." The robbery categOlY for 
question CK7 was not considered specific enough to 
be used as an indicator of activity (J. Chaiken, 1984, 
personal communication). 

Since robbery and burglary offenses are the focus 
of this reanalysis, the definitions of activity and 
inactivity for the two crime types were made con
sistent. As a result of this decision, about 125 bur
glars (all with annual burglary rates of zero) who 
were defined as "active" by Rand's definition were 
defined as inactive in this reanalysis. This accounts 
for the reduced percentages of reportedly active 
burglars in Table 4, compared WitIl Rand's figures. 
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terpretation of the survey responses, to 
valiable conshuction, and to variations in 
the estimates of the parameters used in 
the calculation of incapacitation effects. 
The reanalysis presented in the next sec
tion addresses some of these questions. 

REANALYSIS 

This reanalysis of the Rand inmate data 
involves many interconnected analyses 
that must be completed in a particular 
sequence. As the reader will quickly dis
cover, the complexity of the survey in
strument and Rand's novel use of the 
self-repOlt data also complicated the rep
lication. Moreover, Rand's procedures 
were not always straightforward. As a re
sult, in some situations the Rand method 
was known but an alternative approach 
was chosen, for reasons that are explained 
as the reanalysis is presented. In other 
instances Rand's analytic procedures 
were followed as closely as possible. 

The initial task is to replicate Rand's 
calculations of individual offending fre
quencies, ~, which are the most important 
result in the Rand research, and which 
provide the underpinnnings for all the 
other major findings. Once ~ is recom
puted for robbery and burglary, the pre
diction scale is reconstructed and mea
sures of predictive accuracy for various 
inmate subgroups (e.g., states, jail in
mates) are calculated. Finally, using the 
recomputed estimates of ~ and the pre
diction scale, the projected incapacitation 
effects on crime rates and prison popula
tions of selectively incarcerating robbers 
in California are reestimated. An impor
tant part of this reanalysis is to assess the 
sensitivity of the findings to changes in 
the model's input variables and to alter
native cut points for defining the predicted 
low-, medimn-, and high-rate groups. 

Estimating A from the Rand Data 

Ideally, estimates of ~ for a group of 
offenders could be obtained by having a 

representative sample of "active" crimi
nals keep daily logs of their criminal ac
tivities for an entire year. In the expected 
absence of that level of cooperation, a 
number of alternative methods for mea
suring unobservable behaviors have been 
developed. The Rand researchers chose 
the "self-repOlt" approach, i.e., they 
asked inmates to answer a series of de
tailed questions about the number of 
crimes they had committed in a defined 
"measurement period," a period of 1 to 2 
years prior to the an-est that led to their 
cun-ent sentence. 

Individual offending frequencies can 
be expressed as a fraction: the number of 
crimes committed (the numerator) di
vided by the number of years of "street 
time" (the denominator), which takes into 
account any time spent incarcerated dur
ing the measurement period. Chaiken 
and Chaiken (1982a:42) provide an exam
ple of how to calculate A for burglmy for a 
respondent whose measurement period 
was 14 months, 5 months of which were 
spent in jail, and who reported commit
ting six burglaries during the 14-month 
period: 

~ (6 burglalies) . [(12 months per 
year) -;- (14 - 5) months] 

6 . (12 -;- 9 months per year) 
8.0 burglaries per year 

"Active" and "Inactive" Offenders 

Before turning to the computation of~, 
the inmate group that is the focus of the 
reanalysis must be defined. The relevant 
group consists of the inmates who re
pOlted committing robbelY or burglary 
during the measurement period (see Ta
ble 1). In the analyses involving the sev
en-point scale, the relevant group is 
somewhat different: all inmates who re
ported that their cun-ent incarceration 
was the result of a robbery (burglalY) 
conviction, whether or not they reported 
committing robbery (burglmy). Thus, the 
"convicted" group is not a subset of the 
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ysis was prison and jail inmates in the 
three states who were cmrently serving a 
sentence for a robbery or bmglary convic
tion. Among inmates predicted to be 
high-rate offenders, only 45 percent 
(Cohen, 1983) actually were, according to 
estimates of their annual offending fre
quencies. Stated another way, 55 percent 
of the predicted high-rate group was in
correctly identified. This level of "false 
positives" is close to the average false
positive rate (60 percent) reported in a 
review of other prediction shldies 
(Monahan, 1981). The scale does much 
better among predicted low-rate offend
ers: the accuracy rate is 76 percent 
(Cohen, 1983). These differences are due 
in part to the different base rates of the 
two groups-arbitrarily specified as the 
lowest 50 percent for the low-rate group 
and the highest 25 percent for the high
rate group. However, the data reported 
by Greenwood and reanalyzed by Cohen 
focus on overall accmacy rates for the 
entire analysis sample, and tl1ere has 
been no examination to date of whether 
the scale's predictive accmacy is consis
tent across states, Clime types, and other 
important subgroups. 

Finally, anotl1er area of :najor concern 
about the results of the Rand study relates 
to the validity of the incapacitation effects 
repOlted by Greenwood (Blackmore and 
Welsh, 1983; Cohen, 1983; von Hirsch 
and Gottfredson, 1984). In her review of 
research on incapacitation, Cohen (1983) 
noted that Greenwood's development of 
a prediction scale is based on reh'ospec
tive data. The repOlted incapacitation ef
fects, therefore, do not take into account 
the possibility tl1at future rates of offend
ing might change (e.g., regress toward a 
mean) or that there might be a differential 
likelihood of tenninating criminal activ
ity. Thus, the prospective accuracy of the 
seven-point scale in identifying high-rate 
offenders can only be judged with an 
appropriate longitudinal panel design. In 
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fact, the use of retrospective data may 
lead to an overestimate of the crime-reduc
tion effects. 

Another serious validation problem is 
the lack of any test of tl1e scale on an 
independent sample. This is particularly 
important because a selective sentencing 
policy would be applied to convicted of
fenders, and prediotive infonnation in 
that population may be different from that 
in a sample of inmates (Cohen, 1983). 
Other research has shown that predictive 
accmacy for the initial sample for which a 
prediction scale is constructed tends to be 
greater than for a separate validation sam
ple (Gottfi'edson and Gottfredson, 1980; 
Farrington and Tarling, 1985). Thus, re
ported reductions in aggregate robbery 
rates that are tied to any particular scale 
will diminish for new samples. However, 
Greenwood argues (1982:91) that, since 
his 0-1 prediction scale was not closely 
fitted to the inmate sample (as is the case 
with regression models), the expected 
shrinkage would be less than witl1 regres
sion weights. This characteristic of Bur
gess (0-1) scales, compared with closely 
weighted scales, is discussed by Gottfi'ed
son and Gottfredson in Chapter 6, 

The state-specific results obtained in 
the Clime conh'ol analysis for California 
and Texas also illustrate the sensitivity of 
the Rand findings to the population being 
studied. For California, it is repOlted that 
aggregate robbelY rates could be reduced 
by 20 percent and burglalY by 12 percent 
WitllOut any increase in prison population 
by using a selective sentencing sh'ategy 
(Greenwood, 1982:79). In Texas, how
ever, a similar sentencing policy would 
achlally increase the robbelY rate be
cause there are so few high-rate offenders 
(Greenwood, 1982:Figure 5.3). 

In summary, several critical reviews of 
tl1e Rand inmate study have raised impor
tant questions about tl1e sensitivity of the 
results reported in Chaiken and Chaiken 
(1982a) and Greenwood (1982) to the in-
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ation (Blackmore and Welsh, 1983; von 
Hirsch and Gottfredson, 1984). The many 
sources of error in self-repOlt methods 
have been widely discussed (e.g., Gold, 
1966; Fanington, 1973; Reiss, 1973). The 
Rand study presented fmther problems 
because of its sample-convicted offend
ers. Some inmates could have concealed 
crimes they committed, and others might 
have exaggerated their criminal activities, 
and these practices could contribute to 
the observed skewness in the repOlting of 
offending frequencies. The Rand finding 
that a small group of inmates reported 
committing hundreds, or even thousands, 
of robberies amI burglaries a year has led 
critics to speculate that some respondents 
inflated their illegal behavior to appear 
"tough" or important ~ von Hirsch and 
Gottfredson, 1984). The opposite type of 
response error, concealment, is also plau
sible, especially since between 24 and 36 
percent of all convicted robbers in the 
sample denied committing any robberies 
in the measurement period (Greenwood, 
1982:Table 4.1). 

The accuracy of estimates of A also 
depends on an assumption of stable of
fending patterns over time (Cohen, 1983). 
But criminals may operate enatically, 
committing many crimes in a short period 
and then ceasing their illegal activities for 
a while. If the "crime spmting" phenon'
en on describes even a minority of Rand's 
inmate sample, the estimates of annual 
offending frequencies might well be in
flated (Cohen, 1983). 

Second, the criticism directed against 
the Greenwood scale was even more vig
orous. The variables in the seven-point 
scale were mostly self-report measures, 
and the only scale variable that was con
structed from official record infonnation 
was whether the imnate had a prior con
viction for the same offense. Some critics 
were concerned about the availability of 
necessary information if predictions re
garding future criminal behavior were to 

be made (Blumstein, 1983; Cohen, 1983). 
Of course, Greenwood's scale, based on 
self-reported information, was only sug
gesti.ve of thP, kinds of factors that may be 
predictive of high-rate offending. If the 
scale was to be used operationally, the 
needed information would have to come 
from independent sources, such as official 
records or other inquiries, like those re
flected in presentencing investigations. 
But the use of official records invariably 
involves some decay in reliability be
cause of missing records, recording er
rors, and otller mistakes. Data from inde
pendent sources are also likely to be 
incomplete and less helpful because 
some information, such as drug use, is not 
gathered consistently. 

Third, tlle treatment of missing data in 
the scale is another source of concern. 
Each of the variables in this scale was 
coded 1 or 0 to indicate the presence or 
absence of tlle atb·ibute, and missing in
fonnation on any scale item was also 
coded O. However, for at least one of the 
scale variables-prior conviction for the 
same offense-the missing-data problem 
was systematic: official records were only 
available for the prison sample, and so all 
jail inmates were assigned a zero for this 
variable. In the analysis the past
convictions variable thus becomes a 
measure that distinguishes jail and prison 
inmates (Cohen, 1983). Since high-rate 
offenders are probably already more likely 
to be sentenced to prison than to jail, this 
variable is more a "predictor" of who was 
sent to prison than of any otller inmate 
characteristics. Missing data was a prob
lem for another variable, juvenile drug 
use; 14 percent of the respondents failed 
to answer tlle questions on this topic 
(Greenwood, 1982:52). 

Fomth, the predictive accuracy of the 
seven-point scale turns out to be no better 
tllan that for otller prediction instruments 
developed over the past 10 years. The 
final sample used in the predicHon anal-



THE RAND INMATE SURVEY: A REANALYSIS 

lective incapacitation as a sentencing phi
losophy and, especially, the use of ex
plicit predictions in sentencing. These 
debates have become quite vigorous. The 
issues are discussed only briefly here, 
however.3 

One of the most frequent objections to 
the Greenwood repOlt concerns the se
lection of variables for the seven-point 
scale. In pmticuIar, critics argue that 
some of the variables in the scale are past 
behaviors or social characteristics that 
cannot be changed. Employment status, 
drug use, and juvenile criminal histOlY 
account for five of the seven variables. 
Retributivists and others have pointed 
out that using these criteria as a basis 
for sentencing is contrary to the widely 
accepted "just deserts" philosophy, 
whereby differences in sentences are 
based on the seriousness of the convic
tion offense. Greenwood (1982:Table 
4.11) anticipated these criticisms and 
tested his scale without three of the most 
"objectionable" predictors (juvenile drug 
use, recent drug use, and recent employ
ment history). The limited scale, how
ever, was less effective in distinguishing 
high-rate offenders from medium-rate of
fenders compared with the full seven
variable scale. 

A more fundamenta.l ethical objection 
has been raised to the concept of sentenc
ing offenders according to a prediction of 
their future behavior. Because of its ex
plicit relationship to sentencing policy, 
Greenwood's analysis was the recent tar
get of these critics. Some critics argue that 
this type of sentencing policy would vio
late principles of fairness and "just 
deselts" (von Hirsch, 1976, 1981) and 
others question whether future high-rate 

3For other dis'.)l1ssions of these topics, see 
Dershowitz (1973, 1974), Cohen (1983), von Hirsch 
(1976,1981,1984), Floud and Young (1981), Hinton 
(1982), Moore et a!. (1984), and MOlTis and Miller 
(1985). 
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offenders can be accurately identified 
(Blackmore and Welsh, 1983; von Hirsch 
and Gottfredson, 1984). Any classification 
system is likely to misidentifY offend
ers-classifYing some low-rate offenders 
as high-rate ("false positives") and some 
high-rate offenders as low-rate ("false 
negatives"). The expected level of elTor is 
totally unacceptable to some (von Hirsch 
and Gottfredson, 1984) but considered 
reasonable within some definitions by 
others (JvIorris and Miller, 1985). Green
wood also raised some of these same 
issues in his repOlt, but he differs from his 
critics in believing that these ethical (and 
some empirical) problems are only limi
tations on the usefulndss of selective in
capacitation and not balTiers to its poten
tial use. 

In summary, the Rand reports have 
intensified the ethical debate about selec
tive incapacitation and predictive sen
tencing. Any resolution will involve hard 
choices about acceptable elTor rates and 
appropriate prediction instruments. Em
pilical information about the predictive 
capability of different scales may help to 
inform those choices for some. 

Empirical Concerns 

Empirical concerns regarding the Rand 
study cover a wide range of issues, in
cluding reliability of the inmates' re
sponses, construction of the seven-point 
scale, and the robustness of the incapaci
ta.tion effects to variations in the model. 
The following discussion reviews pub
lished critiques and raises some addi
tional concel'lls. The examination of po
tential limitations to Rand's results 
provides direction for the reanalysis that 
follows. 

First, some observers have questioned 
the reliability of the inmates' self-repOlt
ed responses, especially the data used to 
estimate the annual number of crimes, A, 
an inmate committed prior to his incarcer-



168 CRIMINAL CAREERS AND CAREER CRIMINALS 

the impact of these serious offenders on 
the crime problem, the Rand researchers 
used several techniques to identify them. 

Using a multivariate approach Chaiken 
and Chaiken found that some self-report
ed infOlmation could distinguish violent 
predators from other inmates. These of
fenders were often young people with a 
history of serious juvenile criminal activ
ity, including initiation of delinquent be
havior before age 16, involvement in both 
violent and property crimes, frequent use 
of illegal drugs, and multiple commit
ments to state juvenile institutions. They 
were generally unmarried, unemployed, 
and extremely heavy drug users, often at 
costs exceeding $50 per day for heroin. A 
regression model using these variables 
explained 35 percent of the variance in 
annual offending fi·equencies. However, 
many inmates predicted to be high-rate 
robbers with this model actually repOlted 
committing no robberies at all. 

Greenwood (1982) independently at
tempted to identify the high-rate offend
ers with a simple, seven-point scale. He 
selected seven variables (six self-report 
and one official record variable available 
only for prison inmates-see below) that 
correlated fairly well with high annual 
robbelY and burglary offending fi'equen
cies and whose use might be appropriate 
for sentencing purposes. The resulting 
additive scale (variables were scored as 1 
or 0 depending on the presence or ab
sence of the attribute) could be used to 
identify high-rate offenders. Inmates 
were classified as low-rate (scoring 0 or 
1), medium-rate (scoring 2 or 3), or high
rate (scoring 4 or more) offenders. The 
mean annual offending £i'equencies were 
repOlted to differ sharply across these 
groups. For inmates in Califol11ia, the 
respective mean AS for robbety were 2.0, 
10.1, and 30.S. This pattel11 is consistent 
for robbery in the other states and for 
burglary, but the group differentials are 
widest in Califol11ia. 

Variables Used in Scale to Distinguish 
Inmates by Individual Crime Rates 

Convicted previously for same charge 
(official criminal record; prison inmates only) 

Incarcerated more than 50% of preceding 2 years 
(self-report) 

Convicted before age 16 (self-report) 
Served time in state juvenile facility (self-report) 
Used drugs in preceding 2 years (self-report) 
Used drugs as a juvenile (self-report) 
Employed less than 50% of preceding 2 years 

(self-report) 

U sing the model of incapacitation de
veloped by Avi-Itzhak and Shinnar 
(1973), Greenwood estimated the poten
tial crime conh'ol effects of increased sen
tences for the identified high-rate offend
ers. For Califol11ia, he reported that a 
policy of sentencing predicted high-rate 
robbers to 8-year terms and all otller rob
bers to I-year jail terms could reduce the 
robbery rate by a maximum of20 percent, 
without increasing the prison population. 
Such a strategy does not work as well for 
burglary. (A detailed analysis of the sev
en-point scale and its use in identifying 
high-rate offenders is presented in a later 
section in conjunction Witll the reanalysis 
of the Rand data.) 

Criticisms of the Rand Study 

Because of the provocative policy im
plications of the Rand results, the inmate 
study has received a considerable amount 
of attention, and not all of it has been 
positive. Some researchers have raised 
moral objections to the mechanical use of 
any such scale for determining sentences. 
Others argue that the findings are flawed 
and therefore policy proposals should not 
be based on Rand's results. 

Ethical Concerns 

Ethical concel11S emerged largely in 
response to the analyses presented in 
the Greenwood report. The Rand study 
has also mobilized arguments about se-
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TABLE 2 Estimates of A. for Respon
dents Who Reported Committing 
the Crime 

Value at the 
90th 

Crime Type Median Percentilea 

Burglary 5.45 232 
Robbery 5.00 87 
Assault 2.40 13 
Theft 8.59 425 
Forgery and credit 

cards 4.50 206 
Fraud 5.05 258 
All except drug 

dealing 14.77 605 

aTen percent of the respondents who commit 
the crime commit it at or above the rate indicated. 

SOURCE: Chaiken and Chaiken (1982a:44). 

inmates who committed robbery or bur
glary in the measurement period did so at 
rather low rates-about five crimes per 
year. On the other hand, the worst 10 
percent committed robbery and burglmy 
at the rate of two to four crimes per week, 
or 20 to 40 times as frequently as the 
median offender. In this highly skewed 
situation, the mean does not accurately 
represent the central tendency of such a 
distribution. Further, the mean is ex
tremely sensitive to the values of the few 
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offenders in the right tail of the distribu
tion and, therefore, the median rate is 
preferable for estimates of a "typical" 
offender's crime rate. 

The survey also provided the data for 
Chaiken and Chaiken's development of 
an offender typology. They found that 
inmates could be categorized according 
to the combination of crimes they com
mit, such as robbelY and assault or bur
glmy and dmg dealing. In Table 3 the 
medians and 90th percentile values of A. 
are compared for offender types that in
clude robbery or burglary as one of the 
defining crimes. These six types consti
tute 62 percent of the inmate sample 
(Chaiken and Chaiken, 1982a:27). As 
seen from Table 3, violent predators com
mitted robbelY and burglary at very high 
frequencies; however, the median A. was 
9. The most active 10 percent in this 
group repOltedly committed at least 516 
burglaries per year, whereas the 90th per
centile of the "burglar-dealers" (who 
commit burglmy and other property 
crimes and sell dmgs) committed 113 
burglaries per year. The violent preda
tors, especially the worst 10 percent, thus 
appear responsible for the majority of 
robberies and burglaries committed by 
the inmates in the Rand survey. Realizing 

TABLE 3 Estimate of A. for Robbery and Burglary for Six Offender Types 

Percent 
Robberya A 

Offender Type of Sample Median Mean 90th Pet. 

Violent predatorsb 15 9 10 154 
Robber-assaulters 8 5 50 141 
Robber-dealers 9 4 32" 87 
Low-level robbers 12 2 10 13 
Burglar-dealers 10 
Low-level burglars 8 
Otherd 38 

Ulnc1udes both business robbery and personal robbery. 
bThose who commit robbery, assault, and drug dealing concunently. 
COne outlier has been removed. 

Burglary A 

Median Mean 90th Pet. 

9 172 516 
5 69 315 

14 122 377 
4 48 206 
4 42 113 
2 36 105 

dlncludes "mere assaulters," property and drug offenders, low-level property offenders, drug dealers, 
and about 13 percent who did not report committing any of the crimes studied. 

SOURCE: Chaiken and Chaiken (1982a:27, 219). 
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or unreliable respondents (42 percent of 
sample), and no "meaningful differences" 
were found between the two analyses 
(Chaiken and Chaiken, 1982a:9), although 
the actual results were not repOlted. 

Purposes of the Rand Study 

The Rand survey was designed to 
achieve a number of purposes (see Peter
son et aI., 1982). One major purpose was 
to gather infonnation on individual pat
tems of criminal behavior-types of 
crimes committed, degree of specializa
tion in crime types, and changes in crim
inal pattems over time. Questions were 
asked about juvenile criminal activity and 
criminal behavior during the 6 years prior 
to incarceration to explore hypotheses 
about whether offenders progress 
through stages of increasing crime seri
ousness. 

A large section of the survey was de
voted to obtaining offenders' estimates of 
the number of times they committed each 
of 10 crime types2 during the measure
ment period. Estimates of annual offend
ing frequencies, A, have been calculated 
by other researchers using a variety of 
techniques based primarily on inferences 
from an'est records (e.g., Greenberg, 
1975; Blumstein and Cohen, 1979), but 
no broad consensus has yet been reached 
in these estimates (for a review, see 
Cohen, 1983). The Rand survey was the 
first to use a self-repOlt technique to ob
tain annual estimates of A for a group of 
known adult offenders. 

The use of a self-administered ques
tionnaire also pennitted researchers to 
collect richer data on offenders' personal 

2The 10 crimes that were included in the ques
tionnaire were burglary, business robbelY, personal 
robbery, assault during robbery, other assaults, 
theft, auto theft, forgery/credit card swindleslbad 
checks, fraud, and drug dealing. The specific word
ing of the questions is available in Chaiken and 
Chaiken (1982a:19-20). 

characteristics than can typically be 
found in official records. Extensive infor
mation was gathered on (1) crimbal ex
periences at young ages; (2) use of illegal 
drugs as a juvenile and as an adult; (3) 
adult offender histories, including arrests, 
convictions, and incarceration; and (4) 
life-style characteristics, such as marital 
status, employment record, and geo
graphic mobility. The survey also con
tained a number of questions about atti
tudes toward crime. The researchers at 
Rand believed that the self-repOlt data on 
personal characteristics and annual of
fending fi'equencies might help to distin
guish different types of offenders and, 
pmticularly, to identify the serious "ca
reer criminals." Such infOlmation could 
be helpful to criminal justice agencies in 
making decisions regarding sentencing, 
parole, work release, or drug treatment 
programs. 

The Rand Results 

The findings hom the Rand study ap
pear in several repOlts (Peters ilia and 
Honig, 1980; Rolph, Chaiken, and 
Houchens, 1981; Chaiken and Chaiken, 
1982a; Greenwood, 1982). Three results 
are especially relevant to policy decisions 
in the criminal justice system: (1) esti
mates of A and its skewed distribution 
(Chaiken and Chaiken, 1982a), (2) the 
development of an offender typology and 
the use of a multivariate approach to dis
tinguish among types of offenders 
(Chaiken and Chaiken, 1982a), and (3) 
the identification of high-rate offenders 
using self-reported information (Green
wood, 1982). 

Rand's summmy statistics for the annu
alized individual offending frequencies 
are shown in Table 2. The statistics for 
each crime type are based on only those 
inmates who repOlted committing that 
crime. The dish'ibution of A, as noted, is 
highly skewed. More than one-half the 
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the "measurement period." Table 1 
shows that Texas had somewhat fewer 
inmates who repOlted committing rob
bery (24 percent) than either Califomia 
(33 percent) or Michigan (28 percent). 
Respondents who reported committing 
burglary were more prevalent and were 
disbibuted more evenly among the three 
states-43 percent, 36 percent, and 42 
percent in Califomia, Michigan, and 
Texas, respectively. 

Many potential sources of error exist in 
a survey of this type. The most readily 
apparent systematic error arises fi-om 
members of the sample refusing to pmtic
ipate; those nonrespondents could well 
be different in their crime pattems from 
those who were willing to respond. To 
correct paltially for this potential source 
of bias, a "replacement respondent" was 
selected for each sampled prison inmate 
prior to the survey's administration. The 
replacement was matched with the sam
pled inmate on several criteria, including 
age, record, and conviction offense. 

The actual response rate varied consid
erably across states and type of institu
tion. In jails in all three states, the re
sponse rate averaged 70 percent. In 
Michigan and Califomia prisons the rate 
was 49 percent and in Texas prisons, 82 
percent. Replacement respondents in all 
thl'ee states were asked to complete the 
survey, but the replacement data from 
Texas were not used because of the low 
number of refusals among the main sam
ple. After including the replacements, 
Peterson et al. (1982:viii) concluded that 
"no statistically significant differences 
were found between responding and 
nonresponding inmates in any Michigan 
or Texas prisons, in terms of age, race, 
record or conviction offense." In some 
prisons in Califomia, Chicano inmates 
were less likely than others to participate. 
Inmates with reading problems were 
underrepresented in all three states. 

Other major sources of error in surveys 
eliciting self-repOlted information are un-
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reliable responses and nonvalid survey 
insb·uments. Researchers at Rand carried 
out extensive analyses of these problems 
(Marquis, 1981; Chaiken and Chaiken, 
1982a; Peterson et al., 1982). Two design 
sb'ategies were built into the survey for 
later use in the analysis of reliability: 
redundant questions were asked within 
the survey, and 250 respondents were 
retested 1 week later. Chaiken and 
Chaiken (1982a:Appendix B) relied on 
the first approach and developed mea
sures of the intemal quality and extemal 
l'eliability of the survey responses. The 
intemal checks included looking for cor
rect skip pattems, consistent answers, 
minimal confusion, and few omitted 
questions. The extemal checks relied on 
comparisons between each inmate's offi
cial record and his responses to 14 self
repOlted items (e.g., conviction offense, 
arrest incidents, and prior prison terms). 
The two measures were sb'ongly corre
lated in each state. 

Chaiken and Chaiken concluded that 
most individual characteristics and be
havior pattems, including age, race, con
viction offense, and reports of crimes 
committed, were unrelated to the quality 
and reliability of inmates' responses. 
About 83 percent of the inmates "passed" 
the intemal quality test, whereas only 56 
percent achieved a similar level of exter
nal reliability,l Scattered evidence sug
gested that respondents who gave consis
tent and reliable answers were less likely 
to repOlt very high offending frequencies 
and less likely to deny committing crimes. 
Finally, key regression analyses were 
carriec1 out with and without inconsistent 

l"Failure" is defined as having more than 20 
percent "bad" indicators on the external or internal 
reliability measures (see Chaiken and Chaiken, 
1982a:9, 222-239). Other data reported suggest that 
the low level of external reliability is partly the 
result of incomplete official records, especially juve
nile records (p. 229). Inmates often reported juve
nile convictions or incarcerations that were not 
found in their records. 
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and Lavin (1977) conducted extensive in
terviews with 49 convicted robbers in 
Califomia prisons. Rand's "first inmate 
survey" (Peterson and Braiker, 1981) was 
a self-administered questionnaire given 
to 642 prison inmates in Califomia. The 
findings from both studies indicated that 
most inmates committed few crimes per 
year and that a small group repOlted 
much higher frequencies of offending. 
The researchers considered their findings 
preliminmy because the infOlmation on 
individual offending frequencies was im
precise, serious offenders were ovelTepre
sented in t.he sample relative to sen
tenced offenders, and only one state was 
involved in the studies. Thus, a third, 
more intensive research project was de
signed. 

Data and Methods 

The sample for the second inmate sur
vey, actually the third research prqject, 
covered three states, Califomia, Michi
gan, and Texas. The sample was drawn to 
represent a typical cohOlt of incoming 
inmates for those states; a weighting 
scheme was used in which "each inmate 
was given a sampling weight proportional 
to the inverse of the length of his prison 
tenn" (Peterson et aI., 1982:54). In addi
tion, to obtain a range of severity among 
the conviction offenses, inmates from 
both prisons and jails were sampled. Re-

placement procedures were used to re
duce the usual problems of nonresponse 
bias. [See Peterson et al. (1982) for other 
details of the sampling design, site selec
tion, and pretesting procedures.] 

The inmates selected for the study 
were asked to complete a detailed ques
tionnaire that elicited information about 
their juvenile criminal behavior, adult 
criminal behavior in the period (up to 2 
years) prior to the arrest leading to their 
current incarceration, past and recent use 
of illegal drugs and alcohol, as well as 
infOlmation concerning employment his
tOly, attitudes, and demographic datc"l. 
The survey was not anonymous so that 
official record data, which were collected 
on all prison inmates, could be matched 
to the inmates' self-repOlts. More than 
2,500 inmates actually completed the 
questionnaire, but jail respondents in 
Texas were excluded from the analysis 
because, unlike jail inmates in other 
states, they were predominantly sen
tenced offenders awaiting b:ansfer to 
prison. The final sample consisted of 
2,190 inmates. The distribution of tlle 
2,190 plison and jail inmates from tlle 
three states is shown in Table 1. 

Given the focus on robbelY and bur
glary in the reanalysis, of particular inter
est are the inmates who reported commit
ting robbery or burglmy during the 1- to 
2-year period before they were arrested 
for their conviction offense, referred to as 

TABLE 1 Distribution of Sample Across States, by Type of Institution and Crime 
Type 

State 

California 
Michigan 
Texas 

Total 

Total Survey 

Prison 

357 
422 
601 

1,380 

Robbers 

Jail Prison 

437 168 
373 154 

0 145 
810 467 

Burglars 

Jail Prison Jail 

94 182 163 
66 174 112 
0 252 0 

160 608 275 

NOTE: Data for robbers and burglars were computed as part of the reanalysis. Offenders in the two 
groups are defined by their reports of whether they committed any robberies or burglaries during the 
measurement period. Some individuals are included in both groups. 

SOURCE: Chaiken and Chaiken (1982a:6). 
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policies (see Blackmore and Welsh, 
1983). Some police and prosecutors may 
already be using the scale informally to 
guide their decisions. An eAJ)erimental 
program in Illinois is testing the predic
tive accuracy of the Rand scale, along 
with other types of guidelines, in identi
fying offenders who are likely to recidi
vate, These actions have raised serious 
concerns that the results of this single 
study, which has a number of readily 
identifiable technical Raws (see Cohen, 
1983) and which has not been subjected 
to internal or external validation, could be 
implemented widely in making decisions 
regarding individual liberty. 

Thus, an intensive review of the Rand 
study is necessary. This paper provides a 
first internal validation based on an exten
sive reanalysis of the actual inmate re
sponses to validate the findings and test 
their robustness to variations in the ana
lytic procedures used. An external valida
tion using different settings is also neces
sary to assess the generalizability of the 
Rand results to a new sample of inmates 
and to samples of convicted offenders 
who are not in prison, but that test is 
beyond the scope of this effort. 

Three interrelated objectives are cen
tral to this reanalysis. The first objective is 
to validate the reported estimates on. and 
to assess the sensitivity of those and other 
findings to the interpretation of ambigu
ous and incomplete survey responses, ar
biu'ary choices in constructing variables, 
treatment of missing data, and decisions 
regarding scale development. The sec
ond objective is to exmnine the predictive 
accuracy of the seven-point scale in the 
three states, for specific crime types, and 
in other subsamples. The third objective 
is to reevaluate the reported incapacita
tion effects in light of the reestimation of 
A. and reconsuuction of the prediction 
tables. 

Data for the reanalysis were obtained 
from a machine-readable, public-use tape 
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of the inmate responses, supplied by the 
Inter-university Consortium for Political 
and Social Research, which maint:'lins a 
data archive for the research community. 
Data obtained directly from Rand pro
vided additional detail on how the ana
lysts u'anslated the survey responses into 
the variables used in their analyses, With 
the generous help of the Rand research
ers, every effort was made to determine 
Rand's analytic procedures. Copies of 
coding manuals and computer source 
codes were studied, and persons at Rand 
who were familiar with tl1e analysis were 
consulted. 

This reanalysis is limited to two key 
findings in the Rand reports: the esti
mates of annual individual offending fre
quencies, A (Chaiken and Chaiken, 
1982a), and the use of the survey data to 
develop a prediction instrument to iden
tify high-rate offenders (Greenwood, 
1982). Robb81Y and burglmy offenses are 
the exclusive focus because of the prom
inence they received in the Rand repOlts 
and because of theh' prevalence among 
the sampled prisoners. 

The remainder of this paper is orga
nized into three major sections, First, the 
purposes and general methods of Rand's 
second inmate survey and specific find
ings reported by Chaiken and Chaiken 
and by Greenwood are summarized. Pub
lished critiques of the Rand studies are 
also reviewed in this section. In the sec
ond section the results of the reanalysis 
are presented and compared with Rand's 
published findings. In the final section 
major findings and conclusions are 
presented. 

THE SECOND RAND INMATE 
SURVEY 

The Rand Corporation's 1978 survey of 
inmates extended previous work at Rand 
on studies ofincarcerated offenders. In an 
exploratOlY study Petersilia, Greenwood, 
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data, the shrinkage will be equally dra
matic and nothing in the way of useful 
prediction will be possible. Conversely, 
minor changes in the coefficients a and 
{31,/32, •.. will result in only small changes 
ill predictive performance, and (j can still 
be regarded as an adequate approxima
tion. Little work has been done in study
ing the effects of changes of intermediate 
size. As in the discussion of cause (b) in 
the previous section, if something is 
known in advance about the likely 
changes, conesponding modifications to 
the prediction equation can be made 
(e.g., a 10 percent rise or fall in values of 
y is anticipated). However, such circum
stances will occur rarely, if ever, and so 
this remains an open research problem. 

Some Concluding Remarks 

We conclude this discussion of valida
tion and shrinkage with a few comments 
that may help in fOlIDulating guidelines 
on the choice of prediction equation in 
any given application. 

First, a simple method shrinks less than 
a complex one. (This can be seen in the 
above algebra by noting that the denom
inator of K exceeds the numerator by 
mer/n on average-this quantity in
creases as m, the number of variables in 
the equation, increases,) However, this is 
not so when a preshrinking conection is 
applied; provided the model and assump
tions hold h'ue, a preshrunk predictor is 
always approximately well calibrated. 
Thus the argument that a simple model 
(e,g., point scoring) is preferable to a more 
complicated one (e.g., multiple regres
sion) because of shrinkage effects alone 
cannot be sustained. Propel' statistical 
principles should be used in assessing 
the fit between a given model and the 
data; any shrinkage problems that arise 
are allowed for by preshrinking rather 
than by distorting the model being fitted, 

Second, in selecting fi'om among sev
eral x variables using a stepwise proce
dure, it is often supposed that a small 

subset is better than a large one because 
the smaller number of coefficients causes 
less shrinkage. In general this argument 
is false. As explained above, the empirical 
selection effect itself leads to an increase 
in shrinkage. Again, a larger subset, with 
appropriate pre shrinking conection, is 
better than an artifiCially small set with its 
own shrinkage conection. Usually, how
ever, velY little is gained by the later 
variables entering a stepwise regression 
procedure and so on the grounds of sim
plicity, with little loss of efficacy, a sensi
ble subset (with preshrinking) will nearly 
always be used in the final prediction 
equation. For example, in the absconding 
study mentioned above, there is little 
basis for choosing on statistical grounds 
between the fits with the total of 22 x's 
and with a subset of just 4 x's (Figures 1 
and 2). 

Third, caution is needed if a prediction 
equation is to be applied outside the 
range of the consh'llCtion data, The new 
theory of robustness to changes in the 
dish'ibution of the x's, outlined above, 
suggests that modest changes can be tol
erated within the framework of the same 
preshrinking metllod. However, if very 
marked changes are anticipated, or if er
ratic changes in the model are likely to 
occur, no prediction equation can be ex
pected to work well. These circum
stances are perhaps the only ones in 
which oversimplified methods (e.g" 
Glueck) can be justified on the grounds of 
robustness, but a clear f()lmulation of 
such properties would be difficult. 

Fourth, a prediction equation is essen
tially a statement of conditional expec"ta
tion: if the x's are such and such, then the 
expectation of y is estimated to be such 
and such. In reality no particular model is 
exactly correct, and so an argument that 
one set of x's is "right" and anotller is 
"wrong" has no logical basis. One can 
imagine values of tlle response variable 
(y) and the explanatOlY variables (x's) be
ing distributed jointly in some space
each subset of x's, and each, particular 

, 
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context of a. particular study, as will be 
discussed in a later section of this paper. 
Two particular applications lend them
selves to the monitoring of screening. 
First, a simulation study can be under
taken in which the prediction equation is 
fitted to a random subset of the data, and 
the remaining cases are screened in the 
appropriate way to fOlm the validation 
sample. The random sampling of the con
struction data is repeated a large number 
of times to obtain expected values of pre
diction mea..'1 squm'ed en-or to other mea
sures of predictive pelfOlmance. The sec
ond method involves the bootsh'ap: both 
conshuction and validation data are arti
ficially sampled with replacement from 
the complete set of available data. The 
method of screening upder study is ap
plied to the validation cases before the 
prediction equation is evaluated. Again, 
some detailed results are given in Jones 
and Copas (1985); the general conclusion 
is similar to that made earlier, namely, 
that a moderate degree of screening does 
not usually affect the advantages of the 
shrinkage correction. 

Shrinkage Correction Adapted for a 
Change in Population. Comments so far 
in this section have concerned robust
ness, i.e., the study ofhow the preshrunk 
predictor y perfOlms in the light of 
changes in the distribution of x. If some 
particular change in population is envis
aged, can the shrinkage con-ection be de
signed to take account of it? A reworking 
of the theOlY leading to the correction K, 
explained above, leads to 

(m - 2)0'2tr(V I-I V 2) 
K*=l- A A • 

n{3'V2{3 

Note that K* = K if VI = V2• The COl1'e
sponding fOlm of the preshrunk predictor is 

y* = (& + ~'(m2 - ml))(l - K*) + K*O· 

Unforhmately, the sampling theOlY of K* 

and y* is velY much more complicated 
than that of K and (j, and optimum mean 
squared error propelties have yet to be 
proved. Presumably, if m2 - mi and V2 -

VI are both fairly small, the favorable 
propelties of (j will continue to hold, but 
the situation for large population changes 
is less clear. 

An Adaptive Formulation of Shrinkage 
Based on Cross-validation. A velY dif
ferent approach is repOlted in Copas 
(1984). Here none of the usual assump
tions of linear regression is made (e.g., 
constant variance of residuals), but 
instead a shrinkage cOlTection K** is esti
mated directly from the available con
sh1.lCtion data. Following the sample
reuse approach mentioned above, the 
sampling distribution of the empirical 
slope of y on 0 for randomly chosen sub
sets of the data is studied mathematically, 
and an asymptotic approximation to the 
expected shrinkage is thereby obtained. 
The fomi of this approximation is applied 
to the whole set of data, given the 
nonparametric shrinkage correction K**. 
It is shown in Copas (1984) that, as ex
pected, K** is equal to K if and only if the 
U'il1al assumptions of the underlying 
model hold. The correction K** is most 
sensitive to heteroskedasticity of the re
siduals; K** can shrink more or less than 
K according to the pmticular observed 
pattem of model residuals. Case shldies 
calTied out u;,mg this new approach sug
gest that only exceptionally will K** dif
fer markedly from K, and the validation 
properties of the corresponding nonpara
metric shrinkage predictor will often be 
rather similar to those of g. 

Changes in the Regression 
Relationship-Calise (c) 

It is obvious that if the relationship 
between y and the x's changes dramati
cally between construction and validation 
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and let Al ;:. A2 ;:. ... ;:. Am be the m 
ordered eigenvalues of W. Then it is 
shown in Brown and Zidek (1980) that 
the prediction mean squared error of y is 
better thqn that of () for all possible regres
sion parameters if 

Roughly speaking, the largest eigenvalue 
of W should not exceed about twice the 
average of all the eigenvalues. (If VI = V2 

and ml = m2, W is the identity mah'ix and 
so all the A/s are unity). This Pl~ts an 
upper bound on the differences between 
conshuction and validation samples that 
can be allowed if y is to remain unifolmly 
superior to g. 

Robustness Region for Superiority of 
y. When the matrix W leads to failure of 
the above inequality, the question of 
whether y has a lower prediction mean 
squared error than () depends on the hue 
(and unknown) vector of regression pa
rameters {3. Typically, when the inequal
ity fails, shrinkage will be better if the 
coefficients of (3 are sufficiently small, but 
worse if the coefficients are large. Ex
h'emely large regression coefficients do 
not usually characterize empirical rela
tionships in the social sciences, and so in 
practice differences between conshuc
tion and validation samples can often be 
considerably larger than implied by the 
Browrt-Zidek inequality. Explicitly, it is 
possibl(:l to define a "robushless region," 
RR(ml,m2,V1,V2), such that the preshrunk 
predictor is superior to least squares if, 
and only if, 

(3 e RR(mI; m2,Vl,V2). 

Jones and Copas (in press) have fOlmu
lated a precise specification of RR and, 
furtller, have developed a significance 
test by which the hypothesis {3 e RR can 

be assessed in the light of tlle estimated 
regression coefficient vector. Thus, when 
consh'ucting a prediction equation, ml 
and VI are taken directly from the con
shuction sample; the likely superiority of 
the shrinkage COl1'ection can then be 
checked using the robustness region test 
against a variety of changes in population 
that might be contemplated. 

The Effect of Screening Based on One 
or More ExplanatorlJ Variables. A com
mon way in which populations can 
change is represented by screening on 
one or mol'e of the explanatOlY variables. 
Suppose, for example, that ilie values of Xi 

in tlle construction sample are represen .. 
tative of the underlying population of 
subjects, but that future use of the predic
tion equation will be restricted to sub
jects with Xi > c, where c is some screen
ing threshold. This may happen, for 
instance, if some intervention or change 
of policy occurs following a preliminary 
prediction study. Given ml and VI from 
the construction sample and the value of 
any screening threshold, it is possible to 
estimate m2 and V 2 cOl1'esponding to the 
appropriately h'uncated distribution of 
the validation sample and, hence, tc esti
mate W. If the Brown-Zidek inequality 
fails, the robustness region test can be 
cal1'ied out for the observed vector of 
regression parameter estimates. By this 
procedure the value of the shrinkage cor
rection can be assessed. A number of case 
studies along tllese lines have been in
vestigated in Jones and Copas (1985). In 
general, quite a heavy h'lU1cation can be 
tolerated while retaining tlle superiority 
of the shrinkage predictor; at least one
half and as much as two-thirds of a popu
lation can be screened out in this way. 

Sample-Reuse Studies of Screening. 
Sample-reuse methods provide a rich 
source of techniques for studying the 
properties of a prediction equation in the 



SOME METHODOLOGICAL ISSUES IN MAKING PREDICTIONS 301 

o~---------------------~----~~---

-1 \\0(\ 'o'a> 
Co '-l~\\ "/ 
.~ \)~\.'a. 0 4 / 
Cl ~~ / ~ 

/"'" oc::,'J, // -2 
Li-"'" ,,-..... / 

/ 
// 

-3 

-4L---~~----~----~----~----~----~ 
-4 -3 -2 -1 o 2 

logit P 
FIGURE 2 Shrinkage for absconding study (stepwise regression). Source: Derived 
from data provided by Prison Department's Young Offender Psychology Unit, 
Home Office, England. 

study the case in which mI 1= m:;>. and/or 
VI 1= V2• 

A number of approaches are discussed 
in tum, corresponding to various ways in 
which changes in dish'ibution can occur, 
and to different ways in which the per
fomlance of predictors can be assessed. 
Some of these correspond to well-estab
lished results in the statistical literature, 
others to work in progress. 

Wisha'rt Variation. Perhaps the sim
plest case is to assume that the construc
tion and validation samples are both sam
pled randomly from the same underlying 
population. The mah'ices VI and V2 will 
then be independent samples from the 
same Wishmt distribution indexed by the 
(unknown) hue variance-covariance ma
trix. Similarly, ml and m2 will be inde
pendent with identical multivariate nor
mal distributions. It can be shown that 
the uniform improvement of the shrink-

age predictor over least squares continues 
to hold in this more general setting, i.e. 

E(g - y)2 < E(y - y)2, 

where the expectation is over (y, x) in the 
validation sample, over the dish'ibution of 
regression parameters, as well as over 
sampling variation in the m's and V s. The 
only requirement is, as before, that m ;;:,: 3. 
Again, the improvement holds over all 
possible h'ue regression parameters, no 
matter what are the underlying parame
ters of the population. Thus differences in 
samples caused by sampling variation 
only do not affect the shrinkage argu
ments put forward in the last section. 

Mathematical Conditions for Uniform 
Improvement. The Wishmt variation 
case suggests that if ml - m2 and VI - V2 

are small, shrinkage theory is unaffected. 
To investigate what happens when these 
differences are larger, define the mah'ix 
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be used. The fOIDmla for shrinkage of the 
correlation coefficient is modified to 

_ (n - 1)R2 - m 
R = R* 

(n - 1 - m)R2 ' 

where R* is the multiple correlation be
tween y and the selected x's, and as be
fore, R is the corresponding correlation 
for all the x's. 

Since many x's in the absconding study 
appeared to be oflow predictive value, a 
subset of just four x's was chosen for the 
logistic regression, with K = 29.0 on four 
degrees of freedom. If selection is ig
nored, this would give f<.. = 0.931 (indicat
ing velY little shrinkage). For the full 
logistic regression f<.. = 0.602, as before. 
The validation fit of the reduced regres
sion is shown in Figure 2, which was 
constructed in the same way as Figure 1. 
As can be seen the shrinkage is consistent 

with f<.. = 0.602 and much greater than 
that implied by the value f<.. = 0.931. 

Shrinkage in the Light of Changes ,in 
the Population-Cause (b) 

The theOlY expounded so far accommo
dates cause (a)-the purely statistical ef
fect-but assumes that there are no 
changes in the distribution of x [cf. (b)] or 
the response function [cf. (c)]. Neither 
assumption will be exactly hue, although 
each will often hold to a reasonable ap
proximation. In this section we discuss 
tlle effect of changes in the population 
(i.e., in tlle dish'ibution of x) on the vali
dation pelfOlnlance of predictors. We 
suppose that x has mean mi in the con
shuction sample and mean m2 in the 
validation sample, with tlle variance
covariance mah'ices VI and V2 defined in 
an analogous way. We therefore wish to 
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FIGlmE 1 Shrinkage for absconding study (full regression). Source: Derived from 
data provided by Prison Department's Young Offender Psychology Unit, I-lome 
Office, England. 
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m - 2 
K=l----

x2 

Calibration relates to the probability of 
success rather than to the average value of 
y. A binary predictor is well calibrated if, 
over all cases in which f(x) = p, say, the 
proportion of successful cases is in fact p. 
In a large validation sample, this propor
tion will be expected to be 

e tHfcj3'x 

p=-----
1 + e tHKj3'x 

for the same reasons as in the multiple re
gression case. Thus p is the preshmnk fOlm 
of the predictor, by analogy with y above. 

This is illustrated in a particular appli
cation to the problem of predicting the 
probability of absconding from open 
borstals, taking into account known social 
and criminological indicators (using data 
kindly made available by the Prison De
partment's Young Offender Psychology 
Unit, Home Office, England). Here y = 1 
if the trainee absconded during sentence, 
y = 0 otherwise, and m = 22 predictive 
factors were studied. A logistic regression 
on n = 500 cases gives ;( = 50.2 on 22 
degrees of freedom, which is highly sig
nificant; K is 0.602. Calibration was exam
ined by using a nonparametric smoothing 
method to plot the actual proportion of 
absconding cases, say p, against the pre
dicted proportions p( =f(x)]; the method 
is from Copas (1983a). This is shown in 
Figure 1, in which both axes are on logis
tic scales. The calibration is satisfactOlY in 
the consuuction data, in that the plotted 
curve (labeled «construction data") is tol
erably close to the diagonal line p = p. A 
further set of 1,500 cases was then used as 
validation data and the plotting process 
repeated. The shrinkage is velY marked 
(Figure 1); the plotted curve is much 
shallower than the diagonal (large p's are 
overestimated by p, small p's underesti
mated). The use of p instead of ij is 

equivalent to retaining the graph with p 
as the horizontal coordinate, but replac
ing the diagonal line with a line of slope 
K = 0.602, shown as the dashed line, The 
reasonable fit of the validation curve to 
t..~e dashed line confirms that the valida
tion calibration of p is satisfactory. 

The ordinary multiple cOlTelation coef
ficient between y and x for these data is 
R = 0.322, whereas the validation COlTe
lation discussed above is R = 0.194. The 
substantial shrinkage has almost halved 
the cOlTelation, the efficacy of the predic
tor on validation being extremely modest. 
This magnitude of the drop in cOlTelation 
is not at all unusual in practice (e.g., 
Simon, 1971). 

The multiple and logistic regression 
models discussed above are fixed models 
in the sense that the variables in x are 
fixed in advance. In practice, prediction 
equations are often simplified by using 
stepwise regression or some other proce
dure for subset selection; the variables in 
x are then selected using the data, and 
only those x's showing reasonably sU'ong 
cOlTelation with yare retained. The usual 
theOlY of least squares is, of course, com
pletely upset by such selection. A recent 
discussion in the Journal of the Royal 
Statistical Society (A. J. Miller, 1984) has 
highlighted the complex issues involved. 
Shrinkage theory has been extended to 
stepwise regression, but the details in 
Copas (1983b) will not be repeated here. 
The main result is that shrinkage for re
gression on a subset of x is greater, usu
ally much greater, than would be antici
pated if the subset were fixed in advance. 
Given certain assumptions, the value of K 
cOlTesponding to validation calibration is 
the value as calculated from the full re
gression on all x's and not as calculated 
using the above formula based on the 
subset actually used. These assumptions 
are often reasonable in practice, and in 
cases of doubt a rather elaborate signifi
cance test proposed in Copas (1983b) can 
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that does), but, from a pragmatic point of 
view, retrospective performance of a pre
dictor is irrelevant. 

The pedigree of (j is confirmed in 
Copas (1983b), in that (j corresponds ex
actly to a "shrinkage estimator" in the 
sense of the term used in the statistical 
literature. It is proved that, within the 
assumptions outlined above, (j is uni
formly better than g in the mean squared 
enol' sense, i.e., 

E(g - y)2 < E(g - y)2 

over validation data (y, x), provided 117, ~ 
3, where m is tlle number of x variables. If 
m = 2, f<.. = 1 and so preshrinkage has no 
effect. If m = 1, the whole theory breaks 
down, since the expectations of quantities 
such as K cease to exist (the relevant 
infinite integrals diverge). In fact, it is 
shown tllat for m = 1 and m = 2 no 
unifonn improvement on least squares is 
possible. The theolY of preshrinking is 
therefore useful only if tllere are three or 
more predictive vmiables in x. 

Turning to efficacy, but still in the mul
tiple regression case, tlle deterioration in 
conelation is inevitable and cannot be 
removed by preshrinking. In fact 

Corr(g, y) = Con(y, y), 

and so the discrimination afforded by y is 
identical to that of y. The inevitable de
cline in correlation is simply due to tlle 
fact that in the construction data y has 
knowledge of the actual y's, whereas in 
validation data it does not. The above 
theOlY is immediately extended to pre
dict the validation con'elation of y and y 
(or (j): it is 

(n - 1)R2 
- m 

R=---'---
(n - m - l)R 

where R is the multiple conelation coef
ficient in the consh'uction data. Always 
we have R < R. For prediction, the reh'o
spective R is inelevant; efficacy should 

be measured by R, which on average will 
be (approximately) the correlation ob
tained if the predictor (g or f}) were to be 
validated. 

A minor point to mention is tllat f<.. can 
be negative, in which case g inverts the 
predictions made by g. However, in the 
worst case, in which x has no effect (f3 = 
0), E(F) > 1 and so E(f<..) > O. Thus, if f<.. is 
negative, the correlations between y and 
x are even worse than one would expect 
from pure random numbers, and it would 
be apparent that any prediction equation 
based on x is doomed to failure. The same 
comment applies to tlle circumstance that 
R<O. 

The multiple regression model being 
discussed implicitly assumes that y is a 
continuous variable. Models for discrete 
and categorical data are mentioned else
where in this paper, including the impor
tant case ofbinalY data. Suppose that y is 
defined to be 1 if an event occurs (suc
cess) and 0 if it does not (failure), with the 
predictive factors x as before. A multiple 
regression of y on x can still be fitted, with 
E(y) being interpreted as the probability 
of success. All the above quantities in 
shrinkage theOlY can be calculated in the 
same way, altllough their mathematical 
validity can only be taken as an approxi
mation (but often a reasonable one if n is 
large and the correlations between 11 and 
each x are not too close to 1). The more 
informative model is logistic regression, 
for which 

e &+j3'x 

f(x) = " 
1 + e &+f3 x 

The overall significance of a fitted model 
of this kind is measured by a value of K 
("deviance" in computer output from the 
statistical package GLIM), and it can be 
shown that in many practical cases K "'= 

mF, where F is the F-ratio in an ordinary 
multiple regression of y on x. Thus f<.. 
becomes 
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construction data to validation data (e.g., 
there might be some intelmediate change 
of policy or other intervention that alters 
the range of subjects available for study); 
and (c) the underlying associations be
tween y and x might change (e.g., a 
change in some latent factor that is not 
observed in x). Each of these causes of 
shrinkage is discussed below. 

Shri"1kage as a Statistical Effect
Cause (a) 

Cause (a) will be illush'ated in the case 
of multiple regression, in which the sta
tistical model is 

y = a + (3' x + e, 

e being the usual random error. Without 
loss of generality, we can assume the x's 
are standardized to have mean zero, so 
that a merely reflects the overall average 
value of y. Suppose causes (b) and (c) do 
not operate, so that we have a stable popu
lation of x's and constant true values of a 
and (3 as we go fi.·om COnSh1.lCtion to valida
tion data. This, therefore, represents the 
ideal situation as far as fitting and validating 
a prediction equation is concerned. 

If IX and ~ are least squares estimates in 
the conshuction data, the prediction 
equation is 

II = IX + S'x. 
Suppose we test this out on a very large 
validation sample, so that we compare 
y = a + (3' x + e with IX + S' x over a 
population of new cases (y, x). To Shldy 
calibration, we calculate the average y 
(i.e., a + (3'x) over those cases x that relate 
to a specific prediction O. This is done by 
fitting a linear regression of yon 0, which 
can be shown to have slope 

(3'VS 
K=--

p'vS' 

where V is the variance-covariance mah'ix 
of the x's. The average of K, over statisti
cal errors in ~, which is evaluated in 
Copas (1983b), is always less than 1. 

Hence large values of y tend to be over
estimated and small values of y tend to be 
underestimated. This is because 
ECS/VS) = (3'V(3 

mu2 
A + - > (3'V(3 = E((3'V(3), 

H 
where n is the sample size in the con-
smlction data and m is the number of 
variables measured in x. By the same 
reasoning, (3'VS can be estimated by ~'vS 
- mu 2/n, where u 2 is the usual residual 
mean square, and so K itself can be esti
mated by 

p'vS - mu2/n 1 
1- -

j3'vS F ' 

where F is the usual F-ratio of multiple 
regression. A more thorough analysis, 
valid if 1n ~ 3, shows that the slightly 
modified estimate 

m- 2 
K=l---

mF 

is unbiased in the sense tllat E(K) = E(K). 
Thus K measures the deterioration in cal
ibration; in a set of validation data, the 
average value of y to be expected for a 
given 0 is not 0, as might be anticipated 
from the consh'uction data, but 

g = 0 + K(O - g), 
where g is tlle overall observed average of 
y. The smaller K is, the greater tlle distor
tion in calibration. Of course, this is itself 
a prediction in the sense that fJ is calcu
lated from the consh1.lCtion data and can
not be expected to be invariably correct 
when applied to practical validation data. 
However, on average, and to an approxi
mation examined in detail in Copas 
(1983b), 

E(ylY) = g 
for a typical validation case (y, x). Thus g 
can be said to be preshl1.ll1k in the sense 
that it is expected to calibrate well (show 
no calibration shrinkage) on validation 
data. Of course g will not calibrate well 
on the conshuction data (because it is g 



296 CRIMINAL CAREERS AND CAREER CRIMINALS 

ment in the statistical literature of so
called Hshrinkage estimation," a tech
nique whereby a set of related parame
ters can be estimated more accurately (on 
average) than by conventional tech
niques, such as least squares. The use of 
the same telm in these different contexts 
has appeared at best coincidental and at 
worst grotesquely misleading. However, 
there are known to be close connections 
between them, as discussed in Copas 
(1983b). Using the theOlY described in 
that paper it is possible to (a) clarify the 
manifestations of shrinkage, (b) highlight 
the reasons for them, (c) derive alterna
tive methods of fitting prediction equa
tions that will eliminate some of the ad
verse effects of shrinkage, and (d) enable 
the extent of shrinkage in any given ap
plication to be estimated in advance from 
the original data. These points are dis
cussed in this section, and a brief outline 
of Copas's theOlY is illustrated by a crim
inological example. 

In fitting a prediction equation to data, 
we will have, as before, observations on 
some response y (e.g., the number of 
convictions in a long-term follow-up, or a 
binary factor describing whetller some 
event, such as rearrest, has occuned) to
gether with infOlmation on a number of 
predictive factors x (number of previous 
convictions, age, et cetera). The aim is to 
fonnulate a predictor 0 = f(x) for some 
function f [e.g., multiple regression, in 
which case J(x) = a + ,a/x]. The fit of the 
equation relates to the proximity of 0 to 
the actual observed values of y. Two as
pects of the prediction equation are dis
tinguished: 

1. Calibration. Here we group cases 
with the same or similar values of 0 and 
ask whetller the average of the associated 
y's is equal to the predicted value O. The 
greater the difference, the worse tlle cal
ibration. 

2. Efficacy. Here we ask whether val
ues of 0 discriminate clearly between 

cases with different x's. A simple measure 
of this is the correlation between y and g. 
(In the case of multiple regression this is 
just the multiple correlation coefficient or 
the coefficient of detennination, R.) A 
large R shows that 0 changes substantially 
as x changes, while a small R means tlmt 
g is almost the same for all x (and so is 
useless as a predictor). 

The ideal predictor, never realized in 
practice, is one in which y = 0 for all x, 
which calibrates pelfectly and has maxi
mal efficacy (R = 1). In practice, if the 
model behind the prediction equation is 
correct, when judged by values of y and 0 
in the data, 0 \vill calibrate well but have 
R somewhat less than 1 (this is essentially 
tlle Gauss-Markov theorem of least 
squares). 

A second crucial distinction is between 
reb'ospective fit and validation fit. Reb'o
spective fit concerns the comparison be
tween values of y and 0 in the data on 
which the prediction equation is fitted. 
Validation fit envisages the prediction 
equation being applied to a new set of 
cases or subjects and compares the actual 
values of y in tlle new data with the 
predictions f(x) , calculated using the orig
inal prediction equation f but using the 
new values of x. The difference between 
the sets of data is emphasized by the 
ternlS "consb'uction data" and "validation 
data." Shrinkage implies that validation 
fit is worse than reb'ospective fit. In prac
tice, the predictions 0 calibrate well in 
the construction data but less well, and 
sometimes velY badly, in the validation 
data. Efficacy is nearly always worse in 
tlle validation data than in the construc
tion data. Copas's theOlY quantifies both 
these aspects of the deterioration of fit. 

There are (at least) three possible 
causes of the deterioration in both these 
aspects of fit: (a) a purely statistical effect 
tllat is the inevitable result of unex
plained (random) variation in the data; (b) 
changes in the population of x's from 
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yes-no variable, a time to arrest, et cetera) 
is measured, along with values of explan
atory variables XI, X2, ••• , and on the basis 
of these x's a predicted value of y, say (;, is 
fonnulated. How good is (; as a predictor 
of y? Issues related to this general ques
tion are to be discussed in this section. 
We are concerned here with the underly
ing methodology of the assessment of 
prediction equations, rather than with de
tails of prediction equations in specific 
applications. 

There are two contrasting, and yet com
plementary, approaches to the discussion 
of this question, cOITesponding roughly to 
the two philosophies of statistical infer
ence and decision theory as understood 
in the statistical literature. The inference 
approach is taken up in the next section, 
where we ask: Given that an individual is 
described by X = Xl, X2, ••• , what infor
mation does that give us about y? A pre
diction equation, with value (;, is seen as 
an estimate of the expectation of y in 
some sense. The properties and behavior 
of a prediction instrument are studied in 
telIDS of the accuracy of g over the totality 
of all different val ues of y and x. We argue 
that a particular advantage of the infer
ence approach is that a clear discussion of 
shrinkage is possible. Our discussion 
leads to a cOlTection for shrinkage or to 
"preshlUnk" prediction equations as we 
will call them. 

The other approach is more pragmatic; 
it views a prediction equation as a means 
to an end, that of a decision instlUment. 
All the issues are illustrated by a binruy 
classification, conventionally labeled pos
itive-negative. Each individual falls into 
one or other group (e.g., success-failure), 
the decision as to which is the h'ue group 
being made on the ba'3is of x. The discus
sion focuses entirely on the fi-equencies 
of COlTect and incorrect decisions. A con
fusing ruTay of measures of predictive 
power has appeared in the criminological 
literature (and in the parallel literature on 

computer-aided diagnosis in medicine). 
We show that the more impOltant of these 
me in fact very closely related to each 
other. 

There is an obvious link between the 
two approaches. If y is an observed re
sponse, a binary classification could be: 
success if y ~ kl and failure if y < leI. The 
classification from the prediction equa
tion would by analogy be: success if (; ~ 
k2 and failure if g < k:!. (there is no reason 
to insist that kl = k2)' We would argue in 
favor of fOlIDulating g to optimize such 
properties as calibration and validation 
(discussed in the next section) and then 
choosing k2 to secure desirable aspects of 
elTor rates andJor utility (discussed later). 

It is WOlth noting, however, that pre
diction equations are sometimes usefi.l1 as 
a research tool in their own right, not just 
as a means of implementing the positive
negative decision. For instance, to conh'ol 
for differences between cases in a study, 
the value of an appropriate prediction g 
could sensibly be used either as a 
covariate in statistical analysis using 
covariance adjushnents or as a criterion 
for matching cases and conh'ols in a 
matched-pairs design. An example of the 
fonner approach is in Bottoms and Mc
Clintock (1973:Chapter 11). 

Validation and Shrinkage 

It is almost universal experience that, 
when a prediction equation is fitted to 
data and then applied to some new cases 
or a new cohOlt, the usefulness and accu
racy of the prediction are much more 
disappointing than expected. The tenn 
"shrinkage" has been used to describe 
this deterioration in predictive power. Al
though the effect is real enough, and 
noted in many studies, the telID has never 
been given a precise definition. Quite 
independently of the experience of crim
inologists in using prediction equations, 
there has been the remarkable develop-
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!i(Xi) = P(xdS) and glXi) = P(xdF). 

Of course, all these probabilities are esti
mated from the data. Note that we need 
the proportions of the various values of Xi 

within the F and S groups separately and 
not the proportions of Sand F within the 
groups defined by various values of Xi (a 
crucial distinction). The above formula is 
not necessarily lineal' in each Xi (but there 
is no reason to expect it to be). Thus we 
&ovoid the need arbitrarily to dichotomize 
each predictor variable, the full infomla
tion in each value of Xi being retained in 
an optimum way. Of course, if the :v.t's are 
divided into too many categories, each 
term, such as P(xiIS), is estimated less 
accurately, and so, if there are too many 
categories (e.g., age measured in years), it 
is better to treat Xi as a continuous vari
able and use a regression technique. 
Thus if some x;' s are continuous, the term 

can be estimated directly as a regression 
on XI' Hence tlle method can accommo
date mixed data in which some x/s are 
continuous, e.g., age, and some x/s are 
binmy, e.g., sex (c£ analysis of covariance 
methods). 

Second, the Bayes method can be gen
eralized to take account of particular cir
cumstances conceming the distribution 
of the x/so For eXalllple, if the x/s are not 
independent but correlated to a roughly 
equal extent (e.g., tlley are all positively 
correlated), a modification simply in
volves multiplying WI by a constant, and 
so tlle relative weights remain essentially 
the same. Thus, if the Bayes formula is 
recalibrated on the data (which allows an 
appropriate linear h'ansfonnation of the 
score to be estimated), it works well even 
when the x/s are moderately correlated 
with each other. If the x/ s are correlated, 
but not all to the same degree, the so
called "Lancaster models" can be used, 

which are based on a second-order ap
proximation to the joint distribution of the 
x/so These models have been found use
ful in medical diagnosis applications; see 
review in Titterington et al. (1981). 

Apart fi'om the obvious simplicity, an 
impOltant advantage of all these methods 
is the relative precision with which the 
weights (or coefficients, if viewed as a 
log-linear model) are estimated. This is 
because the assumption of independence 
allows each weight to be estimated sepa
rately, and any sampling effects in the 
intercorrelations of the x's have no effect. 
If the sample size is relatively small, and 
the correlations between the x's are, at 
most, modest, point-scoring methods do 
well. Larger correlations between the x's, 
but with a similar sample size, can be 
dealt with in an approximate way by one 
of the modifications mentioned above. 
For somewhat larger sample sizes, how
ever, (say several hundred), a prediction 
equ~tion should make proper allowance 
for the\~ependence between the x's, and 
a logistit model or log-linear model (in 
the usual~nse for categorical data) is the 
preferred altemative. In such models, 
each weight or coefficient is, of course, 
not just a function of the relevant Xi but 
depends in a much more complicated 
way on the joint dish'ibution of all the x/ s. 
The complexity of the model affects the 
degree of shrinkage, which will be dis
cussed later in the paper. If our sugges
tions for correcting for shrinkage are 
used, the increased shrinkage of tllese 
complicated models should not present a 
problem. 

PREDICTIVE POWER, CALIBRATION, 
AND SHRINKAGE OF PREDICTION 
EQUATIONS 

Much statistical work in criminology 
has been concerned with the consh'uction 
and use of prediction equations. For each 
individual, some response y (a binmy 
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hi(l - gi) 
W·=log---

I (1 - h;)g/ ' 

which is just the log odds ratio for the 2 x 
2 table classifying Xi = 1 or 0 against Sand 
F. Given independence, these are there
fore the optimum weights. By the Ney
man-Pearson Lemma in statistical theory, 
any other set of weights must be less 
efficient (Le., they do not use all the 
information available in the x/s). 

The Burgess method has Wi = 1, or, 
since a scale factor in the score is irrele
vant, Wi = constant. Thus, the Burgess 
method is only optimum if the cross
product ratio is the same for each factor 
(Le., each Xi gives the same amount of 
information about S or F). 

The Glueck method is equivalent to 

Wi = P(SIXi = 1) - P(Slxj = 0), 

which, from above, simplifies to 

W. = q(l - q)(hi - g/) 
I P;{l - Pi) 

Again, a constant multiple is irrelevant, so 
essentially 

(hi - gi) . 
Wi = ( =1= log odds raho for Xi. 

Pi 1 - Pi) 

However, if Xi has only modest predictive 
power, we can write 

hi = gi + el 

where ei is small. We can then show that 

I 
hi( 1 - gi) hi - gi 

og = 
gi(l - hi) Pi(l - Pi) 

+ terms involving el. 
Hence the Glueck method is approxi
mately optimum if el is small, that is, if 
each individual Xi contributes only a mod
est amount of information. In many prac
tica.l cases the score may involve a rela
tively large number ofx/s, none of which 
by itself is spectaculm, but togethel' they 

may be useful. This, we suggest, accounts 
for the apparent success of the Glueck 
method. 

As set out above, Burgess and Glueck 
are not separate and distinct models but 
are, in fact, simple log-linear models in 
which all the predictor variables are 
b'eated as independent, i.e., they are not 
correlated, We would advocate the use of 
the formal independence Bayes method 
in preference to the more ad hoc Burgess 
and Glueck approaches because it has 
several important advantages: 

1. It is equally simple yet is based on a 
coherent theory and is optimum within 
the fi'amework of that theory. 

2. It provides a direct estimate P(Slx), 
whereas the scoring methods of Burgess 
and Glueck have to be separately cali
brated on the data, that is, the probability 
of success given a celiain score is esti
mated by calculating the proportion of all 
subjects with that score who succeeded. 

3. Similarly, the value of the score is 
seen to be a log odds ratio. Hence if the 
score is s, the probability of success must 
be of the form 

1 + eS 

There are two further advantages of the 
Bayes method that make it extendable in 
ways not possible for the Burgess and 
Glueck methods. (Extensions of this kind 
have been considered in the medical lit
erahll'e under the name of "computer
aided diagnosis models.") First, it can 
more readily accommodate x/s that are 
not binary. The fOlTImla is then 

log odds for S given X = log -q-
1-q 

where 
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application of all these methods in crimi
nological research, see the studies in
cluded in Farrington and Tarling (1985). 

Invariably, these methods have been 
used in studies in which the dependent 
variable is binary (e.g., reconvicted/not 
reconvicted). Many criminologists have 
found that simple point-scoring methods 
are more efficient or robust than more 
sophisticated methods and shrink less 
when applied to a validation sample. This 
seems especially so when the data con-
tai t " . "(5 D n measuremen elTors or nOIse . . 
Gottfredson and Gotlfredsr.m, 1985; 
Wilbanks, 1985). This finding, plus the 
fact that point-scoring methods are simple 
in conception and adminish-atively easy 
to use, has led to their being adopted in 
practice, particularly in studies of parole 
and sentencing decision making (D. M. 
Gottfredson, Wilkins, and Hoffman, 1978; 
Nuttall et aI., 1977). However, some com
mentators have said that point-scoring 
methods are intolerably crude, h,we no 
statistical foundations, and do not result 
in any direct probabilistic interpretation. 

In this section we explore point-scoring 
methods to see if we can resolve some of 
these tensions and anomalies. In addi
tion, we show how point-scoring meth
ods, reconceptualized in the way we rec
ommend, can be extended. 

There are two basic point-scoring 
methods, one ascribed to Burgess (1928) 
and the other to Glueck and Glueck 
(1950). In the Burgess method each sub
ject is given a score of either 0 or 1 on 
each of a number of predictors, depend
ing on whether the subject falls into a 
categOly with a below- or above-average 
success rate. The Glueck method is more 

and the focus of interest is on the time interval to 
some event, for example, the next offense. We 
would suggest that altel11ative statistical methods, 
stochastic point-process models, and fhilure-mte re
gression models are more appropriate in these situ
ations and should receive more attention from crim
inologists. 

sophisticated in that, instead of contribut
ing a score of 0 or 1, each categOlY of each 
predictor is weighted according to the 
percentage of subjects in that category 
who are successes. The Glueck method 
can be applied to polychotomous inde
pendent variables, bllt in practice it has 
only been used for bih, ;y predictors. We 
keep to this simpler situation in our dis
cussion. 

Both the Burgess and the Glueck meth
ods have their parallels in standard statis
tical theory-the "independence Bayes 
method." First, consider the Burgess 
method. 

Let Xi be a series of binary predictive 
factors, let q be the overall success rate, 
and suppose that within the success (S) 
and failure (F) groups separately, the fac
tors Xi are statistically independent of 
each other. Let 

hi = P(Xi = liS), g/ = P(x/ = IIF). 

Assume the x;' s are coded such that hi > 
g/. Then, by Bayes theorem, 

P(Slx; = 1) = hi q/p/ 

and 

P(Slxl = 0) = (1 - hi) q/(l - PI) 

where 

Pi = P(x; = 1) = hi q + gi(l - q). 

By independence and Bayes theorem 
again, 

p(slx) q lIP(xiIS) 

p(Flx) = 1 - q . lIP (xii F) 

and so log odds for S after observing X is 

q p(xiIS) 
= log -- + 2: log P( -IF) . 1 - q Xi' 

This can be written as 

where 



7 
Some Methodological Issues 

in Making Predictions 

John B. Copas and Roger Tarling 

Methodological considerations are cen
h·al to all quantitative or achmrial predic
tions, although each particular prediction 
study invariably presents its own special 
issues. At its most general level, a predic
tion study investigates the extent to 
which criterion measures (the dependent 
variables) can be predicted by one or 
more measures of other factors (the pre
dictor or independent variables). 

It is outside the scope of this paper to 
discuss all the impoltant methodological 
steps in the process: the selection and 
measurement of appropriate infonnation; 
the choice of statistical meth )d; the prac
tical application of a prediction instru
ment and its utility. Instead, we concen
h'ate on four aspects. First, we examine in 
detail the Burgess and Glueck point
scoring methods, which have been used 
extensively in criminological prediction. 
Second, we consider the important topic 
of validating and calibrating the pl'edic-
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lion instrument. Third, we review the 
various measures that have been pro
posed to assess an insh'tlment's predictive 
power. Fomth, we describe methods for 
reusing samples to carry out a prospective 
validation. At each stage we attempt to 
synthesize some of the previous work in 
the area and present the results of our 
more recent statistical and methodologi
cal research. 

POINT-SCORING METHODS 

A variety of statistical methods have 
been used to construct prediction insh'u
ments. Chief among them are the Burgess 
and Glueck point-scoring methods, mul
tiple regression, log-linear methods, and 
logistic regression. In addition, various 
clustering, classification, and segmenta
tion techniques have been used. (The 
latter group of techniques are not dis
cussed here; see Fielding, 1979; Tarling 
and Peny, 1985,1) For examples of the 

IThe statistical methods listed above have severe 
limitations for much climinal career research, espe
cially when the dependent variable is not binary 
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question is stated this way, the answer 
can only be "yes and no." Prediction in 
criminal justice settings clearly is not suf· 
ficiently accurate to form the basis of 
social policy. Proposals for dramatic 
changes in policy and practice that rely 
on the accuracy of prediction are prema
ture at best. Once social policy has been 
set, however, prediction' clearly is suffi
ciently accurate to be useful, and deci
sions made will be made more accurately 
if statistically based prediction tools are 
used. Even when validity is very low, it 
has been demonstrated that selection de
vices provide significant improvements 
in accuracy (Dunnette, 1966). 

We freely admit the judgmental nature 
of our preference for the selective dein
stitutionalization proposal over the selec
tive incapacitation proposal and note that 
tlle choice largely is an ethical one. It 
does appear, however, that consequences 
of the proposal we advocate are more 
benign than are consequences arising 
flom a selective incapacitation proposal. 
And we believe that predictive accuracy, 
while in need of much improvement, is 
sufficient for the FOlmer but insufficient 
for the latter. If society should decide that 
selective incapacitation is the appropriate 
sh'ategy for sentencing criminal offend
ers, it is clear that prediction tools should 
be used in the decision-making process. 
To decid~ the policy question on the 
basis of CUl1'ent predictive accuracy, how
ever, would be foolish. 
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prediction-based utilitarian grounds. On 
these premises, it must be seen as unde
sirable. Note also that the selective inca
pacitation concept apparently seeks to 
minimize false negatives (that is, failure 
to select those who in fact pose a substan
tial risk of continued criminal behavior). 
Unless predictive accuracy can be in
creased, this can only be done at the 
expense of increasing false positives. 

In the second scenario false positives 
will also be punished more harshly than 
will those selected for release based on 
the selection device. But they will not be 
punished more harshly than they would 
have been had the device (and predic
tion) not been used. This is a critical 
distinction. Rather than falsely treating 
some persons more harshly than "neces
sary," the proposal treats some persons 
less harshly than "necessary," treats some 
persons no more harshly than "neces
sary," and is agnostic with respect to the 
harshness of punishment received by oth
ers. The scheme implicitly assumes that 
punishment is imposed for a variety of 
reasons; thus, although release may be 
granted or denied based on risk consider
ations, those denied release-including 
those "falsely" denied tlle privilege-ap
propriately are confined for whatever 
purpose originally intended. (We do not 
claim that all original purposes necessar
ily are appropriate. We simply point out 
tllat the scheme appears to be atheoretical 
Witll respect to them.) 

It must be remembered that the actual 
consequences of the two types of predic
tion errors probably are not equal. This 
likely will prove true whetller one con
siders costs in social, economic, or ethical 
telms. Earlier, we provided a simple 
model whereby one could assign relative 
weights to the consequences of one or the 
other type of error, but so far as we know, 
this has not yet been attempted. We 
would urge that such modeling be con
sidered. 

The two scenarios also differ subs tan-
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tially with respect to policy changes pro
posed and the consequences of those 
changes. Selective incapacitation sug
gests clearly tllat there is a proper pur
pose for the sentencing of criminal of
fenders: removing them £i'om nOlmal 
society, thereby preventing them from 
engaging in nOlmal criminal activity. An 
extreme position would suggest that this 
is the only proper purpose for the sen
tencing decision.43 The suggestion, then, 
is for a radical change in sentencing and 
imprisonment policy, and this proposal is 
based in large pmt on claims made for the 
accuracy of prediction. 

The second scenario, which we have 
elsewhere called "selective deinstitu
tionalization" (S. D. Gottfredson, 1984) 
makes no such presumption. Indeed, sen
tencing decision policy is not directly 
affected through adoption of the scheme. 
Consequences relative to decisions 
made, of course, would result. Funda
mentally, however, the scheme presumes 
that all purposes for sentencing currently 
practiced are equally valid. The scheme 
does propose tl1at risk (and accordingly, 
an incapacitative purpose) should be a 
primary consideration in early-release de
cisions. 

Thus, it may be noted that tlle selective 
incapacitation notion argues, based in 
pmt on considerations of the accuracy of 
prediction, that sentencing policies and 
practice should be changed. The selec
tive de institutionalization concept makes 
no such argument. Indeed, in our exam
ple we were forced to make selections 
due to other considerations (e.g., prison 
crowding). 

There is a fundamental difference be
tween the two situations, and this differ
ence requires some clarification of our 
original question: Is prediction currently 
accurate enough to be useful? When the 

4:lWe do not argue that this position necessmily 
has been advanced by the proponents of the sb'at
egy. 
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FIGURE 4 Hypothetical "emergency release" scheme, 

ulation of interest has changed, In Figure 
3 the distribution shown was of persons 
about whom an incarceration decision is 
to be made, In Figure 4 the distribution is 
of persons already incarcerated under 
present sentencing policy (whatever that 
is). We assume that in incarcerating these 
persons the sentencing judges held a va
riety of goals for the decisions made. 

Suppose that one is forced to decrease 
that population for some reason. Perhaps 
one wing of the prison burned down or 
the courts have ordered population re
ductions due to prison crowding or per
haps it simply has been decided that it 
costs too much money td imprison this 
many people. Selection criteria that 
might be consideted in decisions about 
whom to release could be risk of recidi
vism or of high rates of offending. (Other 
criteria could of course be used. For ex
ample, orte might choose to release those 
"least deserving" of punishment.) 

Here, the selection criterion lies below 
the mean of X (Xc less than mean X); that 
is, one wishes to select those inmates who 
appear to present the least risk of repeat 
(or repeated) offending. Since one seeks 
to identify the best risks, the cutting score 

for the criterion variable also likely would 
lie below the mean. Just as before, one 
can manipulate the trade-off of false pos
itives and false negatives by moving Xc to 
the left or the right. For a given Yo, the 
value of Xc chosen will determine 
whether more false positive or false neg
ative errors will be'made. 

The ethical conseql1ences of el'rors 
made in the two scenarios are different. 
In the selective incapacitation scenario, 
the effect of a false positive is to deny 
liberty (or to deny it for a longer time) 
based on falllty prediction at the sentenc
ing stage. Although some (e.g., Gordon, 
1977) have argued that this is acceptable, 
the argument requires justification based 
on a deselt, rather than an incapacitative, 
principle. That is, it is al'gued that false 
positives, although perhaps not deserving 
of additional punishment based on acttlal 
risk, typically are so deserving based on 
desert principles. Since the predictions 
and resulting errors are based largely on 
past criminal conduct, the argument is 
that the false positive legitimately may be 
h'eated more harshly because of that past 
conduct. Extended confinement of false 
positives cannot, however, be justified on 
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FIGURE 3 Hypothetical selective incapacitation scheme. 

base rates equal to .50 (as represented on 
the ordinate). The symmeby observed in 
Figure 2 would not hold if one increased 
or decreased Xc fi'om the mean (imagine 
Xc moving to either the right or the left 
along the abscissa). Neither would it hold 
if one increased or decreased Y c' 

Consider Figure 3 in light of a "selec
tive incapacitation" proposal. The distri
bution shown is assumed to be of of
fenders to be sentenced either to 
incarceration or to longer than usual 
telIDS of incarceration, based on pre
dicted future criminality. The proposal 
argues for a change in sentencing poli
cies: persons are to be incarcerated (or 
incarcerated for longer terms) based on 
the predicted risk of repeated (high-rate) 
offending. Accordingly, it would seem 
that the cutting score probably would lie 
above the mean of the "risk" distribution 
(or else one is not selecting the high-risk 
cases) and that the criterion "cutting 
score" would lie above the mean of the 
dish'ibution representing subsequent 
criminal behavior (or else one would be 
"selectively incapaoitating" average or 
below-average offenders). 

Figure 3 is based on these assump
tions: as shown, false positives are re
duoed at the expense of false negatives. 
Either may be decreased, but always at 
the expense of the other; one has only to 
change the selection ratio. (We assume 
that the outting score represents a "stan
dard." The st'lndard oould, of course, be 
changed; this too could have oonse
quences for the ratio of false positives and 
negatives.) 

Neither error is desirable. False posi
tives are not to be desired on ethical 
grounds (that is, persons are falsely im
prisoned or falsely imprisoned for a 
longer term because of inaccuracy of pre
diction). False negatives also are not de
sired (because of inacclll'ate prediction, 
persons who pose a risk to society are not 
incarcerated or not inoarcerated for 
longer telIDS). Which error is more impor
tant is a question that society has neither 
sufficiently addressed nor answered, and 
it may well be that the oosts of the two 
types of error are not equal. Moreover, 
concern about eaoh type of error may be 
expressed on different etl1ioal grounds. 

Consider next Figure 4. Here, the pop-
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larly, J. Cohen (1983b:49) noted with re
spect to the Rand shldy that "for purposes 
of selective incapacitation, where pre
dicted high-rate offenders will be subject 
to longer prison tenns than all other of
fenders, much better discrimination of 
the high-rate offenders would seem to be 
required." We agree: proposals for dra
matic change in sentencing and incarcer
ation policies based on individual-level 
prediction shldies are at best premature. 
Prediction of such low validity as demon
strated here cannot, we think, justify the 
policy changes proposed. 

We do, however, think that prediction 
tools of comparable validity can be used 
appropriately for other purposes, and we 
will hy to explicate this position below. 
We have attempted in this paper to con
centrate on the question of accuracy. In so 
doing we intentionally have not ad
dressed ethical questions in detail. There 
is no avoiding those questions entirely, 
however, and some will be raised in the 
following discussion. We describe con
cerns about the two types of errors to be 
made in any selection or prediction prob
lem, and we focus on ethical consider
ations involved in the type of policy 
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changes to be made by the proposed use 
of prediction tools. 

Figure 2 summarizes an imaginalY se
lection-decision problem that is based on 
prediction. For purposes of explication, 
we assume that both the criterion (Y) and 
the measurements on which selection 
will be based (X) are measured continu
ously. In the figure they are represented 
in standardized form. The correlation im
plied by the elipse drawn is moderate 
(but any positive correlation, save unity, 
would suffice). Let Xc represent the cut
ting Score, and Yc the criterion cutoff, that 
is, that point on the criterion dishibution 
at or above which we assume the case a 
"failure" and below which we assume it a 
"success." At or above Xc, we predict 
failure and select accordingly; below Xc 
we predict success. 

In Figure 2, Xc and Y c are set at the 
means of the dish'ibutions. For any value 
of r, positive and negative hits are equal, 
as are false positives and negatives (as
suming a nOlmal bivariate surface). In 
fact, of course, rarely does the practical 
situation seem to be as depicted in this 
figure. Usually one does not select based 
on the mean score, nor does one observe 
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FIGURE 2 Hypothetical prediction-based selection decision problem. 
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There are those who argue against the 
use of prediction, whether statistically or 
subjectively based, on ethical grounds 
alone. A strict just deselt argument, for 
example, would suggest that prediction 
properly is irrelevant to decisions made 
concerning criminal offenders-the ensur
ing of deserved punishment and resulting 
demonstrable equity are the desired 
ideals. (These too will be difficult to 
achieve, even if desired. Many complex 
issues of measurement remain before the 
goal of ensuring deselt adequately could 
be met.) No statistical or pragmatic argu
ment is likely to sway these critics, for 
those arguments would be seen as funda
mentally irrelevant. Philosophical or eth
ical arguments may be persuasive, but it 
is not our intent to attempt them here. 
Only the strict desert orientation, how
ever, rejects the concept of prediction as 
impOltant to decisions made concerning 
offenders. Discussion here is directed to 
those who will, at least, allow the argu
ment. 

Other arguments against the use of sta
tistically based prediction tools all reduce 
to considerations of their accuracy. The 
technically sophisticated arguments focus 
directly on the accuracy issue and cite 
low proportions of variance explained 
and resulting high error rates (focusing 
usually on false positives; false negatives 
may be equally, or even more, undesir
able depending on the application). Oth
ers cite potential, or even demonstrable, 
rnisspecification of prediction models. 
Less technically sophisticated critics con
tinue to complain of "reducing people to 
numbers" and observe that human be
havior is too complex to allow judgmental 
decisions to be made on the basis of an 
"equation," This, too, essentially is a 
complaint concerning accuracy. 

In an earlier section concerning the 
evaluation of' innovations, we noted the 
need for comparative study. The point 
must be made here as well: accuracy 
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must be assessed relative to something. 
The most obvious comparison is with an 
ideal standard. Whatever that standard 
might be, it clearly is desirable that as few 
errors as possible be made in decision 
making. Unless prediction is perfect, 
however, errors will be made. Whether 
statistical or subjective, prediction falls 
short of an ideal standard. 

Decisions will be made in criminal 
justice settings with or without the aid of 
statistical prediction tools. Those who 
make the decisions-the parole board 
members, the judges, the prosecutors, 
and others-typically receive no training 
with respect to the difficult decision prob
lems confronting them. We have men
tioned a variety of factors that combine to 
decrease the validity of subjective predic
tive judgments, and Monahan (1981) re
views several more. The literature very 
sh'ongly suggests that in comparison even 
with trained decision makers, statistical 
tools are more accurate. On simply an 
accuracy consideration, their use would 
seem to be preferred. Einhorn and Schact 
(1975) have shown that the correlation 
between clinical judgments and any cri
terion is likely to be low to moderate 
under a wide variety of conditions, and 
that the only way to better the selection 
problem without h'ading off among false 
positives and false negatives is to in
crease that correlation. As we have ar
gued, statistical methods can help do this. 

PaIt of the answer to the question of 
whether statistical prediction tools are 
accurate enough to justify their use de
pends, we think, on the use to which it is 
proposed the tool be put. Summarizing a 
recent review of "career criminal" re
search, which to date is meager, Peters ilia 
(1980:322) noted that "the data accumu
lated to date on criminal careers do not 
pel111it us, with acceptable confidence, to 
identifY career criminals prospectively or 
to predict the crime reduction effects of 
alternative sentencing proposals." Simi-
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theory conshuction. Recently, Monahan 
(1981; Monahan and Klassen, 1982) has 
proposed ways in which situational ap
proaches may aid in the prediction prob
lem. This clearly represents a theOlY
driven approach to increasing predictive 
accuracy (and understanding of the phe
nomena investi.gated). S. D. Gottfredson 
and Taylor (1986), following the person
environment integrity model of Olweus 
(1977), recently have demonstrated that 
recidivism predictions can be improved if 
person-environment interactions are in
cluded in the models developed. Fmther, 
the magnitude and nature of the effects 
observed varied depending on the crite
rion variable used and on the nature of 
tlle offender and environmental variables 
considered. 

Statistical-Subjective Bootstrapping 

We would argue that, just as decision 
makers may learn from statistically based 
infOlmation, the achwry may learn fi'om 
the human decision makel'. We already 
have noted that models of subjective de
cisions can have more predictive accu
racy than the subjective decisions alone 
(e.g., Goldberg, 1970), and recent evi
dence suggests that subjective judgments 
may be more accurate than actuarial de
vices for some limited but impOltant pur
poses (Holland et aI., 1983). In general, 
this has become known as the "clinical 
versus statistical" problem, and debate 
concerning the relative value of the two 
general approaches continues. We be
lieve this debate to be counterprodllCtive. 
Although we tend to come down on the 
"statistical" side of the argument, We also 
agree with Horst (1941), DeGroot (1960), 
D. M. Gottfredson (1967), Underwood 
(1979), and Monahan (1981) that predic
tion may be improved through a com
bined use of methods. An iterative 
bootsh'apping process in which succes
sive nOlmative and descriptive devices 

are used to infOlm and modifY each other 
may well prove productive. 

Attention to Ethical Concerns 

Finally, it is clear that investigators 
must pay more sophisticated attention to 
ethical considerations involved in the 
conshuction of prediction devices in
tended for operational use (F. M. Fisher 
and Kadane, 1983). Ethical concerns can 
be addressed within complex statistical 
models (although ethical choices always 
must be made), but this has not often 
been done adequately. Comparisons of 
models constructed via an approach that 
attempts to suppress unwarranted effects 
and models constructed in a simpler fash
ion would be of interest. 

Is Prediction Currently Accurate 
Enough to Be Useful? 

The prediction literature that we have 
reviewed leads inescapably to the con
clusion noted above: predibtive accuracy 
is rather low. Devices used to structure 
criminal justice decisions appear to have 
little impact on offender behavioral out
comes, even when an empirically derived 
prediction insh'ument is pmt of the de
vice used. (We already have noted sev
eral reasons why tllis may be so and have 
attempted to identify some ways in which 
weaknesses of currently available predic
tion studies may be improved and valid
ities increased.) 

Yet, prediction tools are being used in 
criminal justice settings, and calls for 
tl1eir use are increasing. There is no es
caping the question, then, of whether 
prediction cun'ently is accurate enough to 
justify its use in practice. (This section 
concenh'ates on the selection issue only. 
Prediction methods clearly are accurate 
enough to be useful for putposes of con
ducting quasi experiments and program 
evaluations and for other applications.) 
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tinued unreliability and general wOlthless
ness of much of the so-called "information" in 
the original records. Opinions, hearsay, and 
haphazardly recorded judgments still consti
tute the bulk of any parole file. Statistics made 
of this can be no better than the original data. 

From our experience, we can repOlt that 
little appears to have changed in the past 
35 years: these data must be regarded 
with considerable skepticism. (Actually, 
one thing has changed: apparently unre
liable information is readily available in 
computerized fOlm in many jurisdictions. 
In point of fact, tllis may be undesirable, 
since investigators not familiar Witll the 
nature of tllis information may accept it 
uncritically.) Sparks (1983:244) has sug
gested that we seek to increase tlle reli
ability of infOlmation by collecting it pro
spectively, rather than by relying on case 
records. This is atb:active but would 
prove velY expensive. 

Improved Measurement 

Improved measurement ofbotll predic
tor and criterion variables is needed. Var
iously considered, prior record consis
tently proves of predictive value. 
Generally, however, this has been opera
tionally defined in clUde fashion. Im
proved scaling of this consh'uct poten
tially could improve tlle accuracy of 
predictions based on it. Offense-serious
ness scales have been developed but are 
not often used. We have experimented 
with seriousness scales considered as a 
criterion measure with demonstrable suc
cess (S. D. Gottfi:edson and Taylor, 1986). 
Similarly, perhaps we should seek to pre
dict criteria of interest other than recidi
vism, considered as a dichotomy. For 
some purposes, the prediction of "time to 
failure" may prove advantageous (for il
lustration, see Schmidt and Witte, 1979; 
S. D. Gottfi'edson and Taylor, 1986). Fi
nally, multiple criteria of failure should 
be explored. 
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Use of the Most Appropriate Analytic 
Methods 

As we have noted, many prediction 
studies have not capitalizE.~d on the poter.:
tial power of sophisticated analytic meth .. 
ods, and some studies may in fact be 
subject to specifi,(;atioll error resulting 
from inappropriatP. use of' simple regres
sion methods. When more appropli,ate 
methods are avallable, tlley should be 
used. However, little advantage is likely 
to result unless tlle measurement and 
reliability issues just raised are resolved; 
several studies cited earlier attest to this 
fact. If tlle measurement and reliabilities 
of both predictor and criterion variables 
are improved, the power of more sophis
ticated methods could well be realized. 

Statistical Bootstrapping 

As dc:scribed earlier, models such as 
that apparently developed in Iowa poten
tially could do much to increase the util
ity of prediction in criminal justice set
tings. The basic procedure simply would 
require tlle identification of relatively ho
mogeneous subgroups of offenders, tlle 
consh'uction of statistical prediction equa
tions for each, and the combination of 
these into an "expectancy table" for the 
full sample. Although not a new idea, it is 
a good one, and one that potentially holds 
considerable promise. 

TheonJ-Driven Approaches to the 
Prediction P.roblem 

Sparks (1983) correctly noted that the
oretical considerations could be of sub
stantial benefit to those working in tlle 
area of prediction but offered little in the 
way of advice concerning directions such 
theories might take. Generally, it appears 
that criminal justice prediction research 
has been rather atheoretical, although it 
seems to have been of some value in 
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First, we sh'ess again that advantages 
relative to offender behavioral outcomes 
are only one sort of advantage that may be 
soughtthrough use ofthe device. There is 
growing evidence that when properly im
plemented and evalua.ted, attempts to 
provide Sh'llcture for criminal justice de
cisions do result in increased equity. Of
ten, this has been a principal goal for the 
inh'oduction of the innovation. 

Second, it must be noted that some of 
the models proposed for use do not at
tempt to provide an empirically derived 
nOlmative risk assessment, even though 
they appear to. 

Third, we know of no device in opera
tional use that has not been consb:ained, 
perhaps severely, by policy consider
ations. Decision makers often change the 
coding of predictor or criterion infOlma
tion based on policy concems. For exam
ple, the federal parole board chose to 
alter some predictor items, chose the cri
terion to be used based on policy con
cems, and decided on weights to be ap
plied to some items (D. M. Gottfi:edson, 
Cosgrove, et aI., 1978). Each of these 
considerations may constrain the utility of 
the device consh'llcted. In the Philadel
phia experiment, the judges chose a cri
terion variable known not to be optimal 
for purposes of risk classification 
(Goldkamp and Gottfi'edson, 1981a,b). In 
both these examples the decision makers 
decided to give more weight to a concem 
for offense seriousness than to a concem 
for risk. Since offense seriousness is at 
best inconsistently related to risk of recid
ivism, this may have had impOltant con
sh'aining consequences. Thus, the statis
tical risk assessment invariably is only 
patt of the "guidance" provided by the 
decision-making models, and often, it is 
the lesser part. 

It is appropriate that concems other 
than risk be considured in criminal justice 
decision making. It must be recognized, 
however, that consideration of these may 

work at cross-purposes relative to the risk 
dimension. 

Can Predictive Accuracy Be 
Improved? 

If statistical prediction tools can pro
vide benefits to decision making in crim
inal justice system settings, we clearly 
must work to improve the accuracy of 
tllose tools. In tllis brief section we men
tion a variety of issues tllat, if addressed, 
may help to increase tlle validity of pre
dictions in criminal justice. 

Improoed Reliabilities 

The first effOlt, we believe, should be 
devoted to a consideration of improving 
bOtll the predictor and criterion variables 
used. The reliability of many criminal 
justice data sources is notoriously poor 
(see M. R. Gottfi'edson and D. M. Gott
fredson, 1980a, for an extended discus
sion of tllis issue). This often is recog
nized Witll respect to predictor variables, 
but forgotten with respect to the criterion 
variables used; greater attention also 
must be paid to the reliability of criterion 
infOlmation. Hindelang, Hirschi, and Weis 
(1981) consider the accmacy of a variety of 
means of obt.:'l.ining outcome dat.:'l.. 

Case-specific data often are needed, 
and these typically are found only in case 
files available through parole and proba
tion or correctional agencies. Although it 
has been observed that trained persons 
can code tlle data available in those files 
with respectable reliabilities (e.g., S. D. 
Gottfi'edson and D. M. Gottfredson, 
1979), little is known about the reliability 
of those dat.:'l. in the first place. Comment
ing on Ohlin and Duncan's (1949) com
parison of a number of prediction 
schemes, VoId (1949:452) lamented: 

The most discouraging thing about the whole 
field of prediction in criminology is the con-
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DISCUSSION 

Summaries are rather like statistical av
erages: rarely do they adequately de
scribe the nature of the original data, and 
variability is of course ignored. The anal
ogy could be canied fOlward cynically by 
noting that arithmetic averages often in 
fact take values (on the underlying dish'i
butions) that cannot naturally occur. Still, 
statistical averages are useful for many 
purposes, and so, we hope, may be this 
summary. To highlight, the evidence re
viewed in this paper suggests the follow
ing: 

G At present, researchers' ability to pre
dict the decisions of criminal justice sys
tem functionaries or the behavior of of
fenders can most politely be caned 
"modest." Generally, descriptive deci
sion studies are more powerful than are 
normative decision studies; that is, we are 
better at predicting decisions made in 
practice than we are at predicting of
fender (or other) outcomes of interest. 
When nOlmative prediction studies are 
considered, the proportion of criterion 
variance explained rarely exceeds .15 to 
.20; it often is lower. Considerable room 
for improvement clearly remains. 

II Criminal justice decision makers ap
pear to rely with regularity on a few 
common items of infOlmation regardless 
of the decisions being made. Likewise, 
there is comiderable commonality among 
items found useful in nOlmative predic
tion studies-again, regardless of the de
dsion-maldng arena and criterion vari
ables studied. An exception may be in the 
area of prosecution, where evidentimy 
factors appear important. 

e The descriptive and nOlmative deci
sion studies reviewed recommend rather 
different items of information as predic
tive. In particular, it may be noted that 
decision makers tend to focus heavily on 
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offense seriousness, which generally is 
not found to be predictive of behavioral 
outcomes, while the nOlmative studies 
focus un offense type, which generally is 
found to be predictive of offender behav
ioral outcomes. 

G The best predictors of future criminal 
behavior appear to be measures of prior 
criminal behavior. Both the length of of
fenders' records and the age at which 
involvement with the criminal justice sys
tem began appear to be consistent and 
important indices. 

G When decision-making aids that in
corporate an empirically based predictive 
component are implemented in practice, 
there is little evidence that they reduce 
the prevalence of the criterion offender 
behaviors. It must be noted, however, 
that little empirical evidence concerning 
this impOliant question is available. 

III It does appear that when properly 
implemented, decision-making tools that 
incorporate a predictive component can 
provide advances relative to an equity 
criterion. With respect to the goal of 
changing the behavior of functionaries, 
the devices appear more successful. 

Do Prediction Models Improve 
Criminal Justice Decisions? 

As Cureton (1957) has shown, any valid 
continuous predictor can improve on the 
base rate, and, as we have observed, there 
appear to be several of these relative to 
the criteria considered in this paper. Va
lidities are low, but equations and de
vices discussed do provide advantage 
over base-rate prediction. As we also have 
shown, statistical prediction devices typ
ically outpelform human judgments; 
what is true for other decision-making 
situations appears also to be tme for crim
inal justice settings. Why, then, does no 
predictive advantage appear to accme 
from use of these devices? 
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Summary 

This section has considered a number 
of models designed for application in 
criminal justice decision making in the 
areas of bail and preb:ial release, sentenc
ing, and parole. In the sentencing area, 
guidelines models have included a pre
dictive component, but these have been 
descriptive, rather than normative. The 
guidelines model as implemented in 
Minnesota explicitly was intended not to 
be predictive per se, but the offender
histOlY dimension undoubtedly is predic
tive to some extent given the nature of the 
items used and their demonsh'able rela
tion to recidivism in other jurisdictions. 
The extent of this relation in the Minne
sota application is not known. 

The Rand report (Greenwood, 1982) 
discussed in this section did involve nor
mative prediction study and is purported 
to have implications for sentencing policy 
and practice. Predictive accuracy in reh'o
spective construction samples is modest 
at best; no information concerning accu
racy in cross-validation or prospective 
validation samples is available. Since to 
our knowledge no application of the 
model proposed has been achieved, it is 
not known whether tlle device would 
"work" in practice. 

In the area of parole, we considered the 
federal guidelines model, particularly the 
predictive component of the model, the 
Salient Factor Score. The device was con
structed in a very simple manner, makes 
use of few items, and has rather low 
predictive power: it does have about the 
same level of accuracy as is commonly 
observed for instruments of this type. 
Like the Rand inshument, it is con
structed of items of the nature most often 
found to be predictive of recidivism. Al
though predictive power is low, the same 
level of power is observed in several 
validation samples; the relation observed 

apparently is stable. In application, tlle 
device is simplified further by collapsing 
it into four categories of risk. These are 
combined, in a matrix format, with an 
oflEmse-seriousness measure. We know of 
no evidence concerning the extent to 
which inclusion of the empirically de
rived risk dimension in the guidelines 
model has led to a reduction in recidi
vism. 

The device developed in Iowa seems 
based on a sound principle: it appears 
that normative prediction models for ho
mogeneous subgroups are combined to 
provide an overall expectancy table. 
Claims made for the power of the various 
versions of the model appear to be wrong 
and exaggerated, but it does appear that 
the model may be a bit more powerful 
tllan others. Still, predictive accuracy can 
only be described as modest, at best. 
Again, items used are similar to those 
discussed earlier in this paper. Although 
claims have been made for tlle utility of 
the model for decreasing recidivism 
among paroled populations, reports avail
able to us do not provide sufficient infor
mation to enable us to assess the adequacy 
of those claims. Certainly, caution is to be 
advised in considering the application of 
the Iowa model in other jUlisdictions. 

In the area of bail and preh'ial release, 
tlle Philadelphia experiment described 
does provide sound advice concerning 
the utility of an empirically derived, risk
assessment device applied in practice. 
The risk-assessment device was devel
oped using sound metllodological and 
statistical procedures, included com
monly used variables, and had modest 
predictive validity. In the guidelines ap
plication, itis simplified and combined in 
a matrix format with an assessment of the 
seriousness of the offense. No effect for 
the guidelines model was observed Witll 
respect either to a failure-to-appear or a 
recidivism criterion. 
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As noted above, the original outcome 
measure was weighted in an apparently 
arbitrary manner with respect to the seli
ousness of offenses alleged. Although 
time at risk was not considered in the 
early version of the scheme, it does ap
pear to have been included in develop
ment of the outcome measure used to 
develop and assess the later versions (Sta
tistical Analysis Center, 1984). The seri
ousness issue also appears to be ad
dressed in a manner different from that 
originally developed. Neither the h'eat
ment of time at risk (Stollmack and Har
ris, 1974; Maltz and McCleary, 1977; 
Levy, 1978; Lloyd and Joe, 1979; Maltz, 
McCleary, and Pollock, 1979; S. D. 
Gottfredson and Taylor, 1986) nor the 
measurement of offense seriousness 
(Thurstone, 1927; Sellin and Wolfgang, 
1964; Rossi et al., 1974; S. D. Gottfredson 
and Goodman, 1983) is a trivial or easy 
matter. Each is fraught with considerable 
methodological and practical difficulties, 
not one of which appears to have been 
considered. For example, tlle seriousness 
measure used in the later repolts appears 
highly arbih'ruy (indeed, simple multi
ples of an initial "weigH-:' are applied 
based on statutory maximum penalties; 
see Statistical Analysis Center, 1984); this 
results in some rather peculiar possibili
ties (e.g., an alcohol offense may receive 
the same score as a homicide). (In faimess 
it should be noted that this is not likely to 
occur.) Given that the scheme remains 
heavily weighted toward felonies, dish"i
bution of the outcome measure is highly 
skewed. Not surprisingly, when the 
"CPE" is calculated on such measures, it 
is large. The MCRs, as calculated by us, 
are much lower (but still are larger than 
typically observed). 

We do not believe that the comparisons 
of the utility of the Iowa model and sev
eral others (e.g., INSLAW, Rand, Salient 
Factor Score, Michigan) offered in one 
repOlt (Statistical Analysis Center, 1984) 
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are of value. First, they appear to compare 
the efficiency of all models using the 
Iowa data, which provides an advantage 
to the model developed on those data. 
Second, the outcome index used appears 
to be that also developed in Iowa. Again, 
since the other devices were not con
sh"ucted relative to that peculiar criterion, 
they are disadvantaged. Third, the 
"CPE" is tlle only index made available 
for comparative purposes; as described 
earlier, it is not meaningful for the pur
pose intended. In sholt, the comparisons 
provided are inappropriate. 

We are concemed that tlle validation 
effOlts described give insufficient infor
mation regarding sampling methods 
used. One report on recent validation of 
the model suggests that "the data collec
tion was limited to offenders for whom 
quality presentence investigations giving 
comprehensive criminal histories were 
available in inmate files" (Fischer, 1983: 
18). We cannot determine if this is prut of 
the sample repOlted later (indeed, one 
problem is that the "sample," witll the 
exception of the large, early samples re
pOlted on in 1980, seems to keep chang
ing), nor do we know what other selection 
may have occUlTed. If the selection de
scribed above indeed occurred, it could 
well be expected to have serious biasing 
effects. At a minimum, if one is to have 
confidence in the model and in the vali
dations repOlted on, a great deal more 
infOlTIlation conceming the samples and 
their selection must be available. 

Finally, for all these reasons (and oth
ers; see S. D. Gottfredson and D. M. 
Gottfredson, 1979, for a discussion), we 
would urge that, prior to applications in 
other jurisdictions, the methods be de
fined more explicitly, the sampling issues 
be clarified, the validation evidence be 
presented in conventional terms and with 
commonly used measures, and tests of 
validity in the jurisdictions of interest be 
performed. 
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sentially meaningless for the purpose in
tended.41 

How Accurate Is the Classification 
Scheme? Unfortunately, we cannot an
swer thiS' question well, but we can pro
vide some clues. Statistical Analysis Cen
ter (1980:vii; see also Chi, 1983:5) 
provides a table that gives outcome dis
tributions relative to a revocation! 
absconder criterion and to a rearrest cri
terion. Also given in the table is a "threat 
to public safety" criterion, which is the 
unfortunate criterion described above 
and the index of choice of the authors. We 
make the assumption in the discussion 
that follows that the rates (percentages) 
repOlted in the first two columns of the 
table have not been "adjusted" in the 
same or a similar manner as has the third 
column. If this assumption is wan'anted, 
MCRs can readily be calculated for these 
data. We have done this, and obtained 
values of .55 (for the absconder criterion) 
and .58 (for the reanestcriterion).42 These 
values are impressive and suggest that 
the classification scheme developed in 
Iowa does have substantial potential 
power. Unfortunately, however, the data 
are presented only for the combined con
struction and validation samples, and 
hence the values cited above likely are 
overestimates. In addition, there remains 
the problem of varying time at risk, which 
we do not believe the researchers ad
dressed. 

The values shrink only a bit (to .51 and 
.54) when a collapsed (three-category) 
version of the classification is considered. 
Considered as a selection device (in our 
use of this telm), the classifications result 
in an index of predictive efficiency of 12.5 

41For a descliption of an index that is concepht
ally similar but that is not subject to thesL limita
tions, see John (1963). 

42In a later report (Fischer, 1981), we find these 
coefficients reported for a remTest and a program
failure criterion, based on the sample of 12,517. 

and 19.3 percent for the revocation! 
absconder criterion and the reanest crite
rion, respectively. Values of the RIOC 
index are 46.7 and 48.8 percent. For com
parison, the index of predictive efficiency 
of the Salient Factor Score (using the data 
provided by Hoffman and Adelberg, 
1980) is 11 percent, and the value of the 
RIOC index is 40.5 percent. 

Later Iterations: the 1983 and 1984 
Models. Again, insufficient infolmation 
concerning issues of sampling, measure
ment, and device construction is con
tained in available repOlts to allow us to 
provide detailed comment. In general, it 
appears that modification to the scheme 
resulted from criticisms of the choice of 
predictor items (as raised above). Objec
tionable items of information appear not 
to be included in the newer devices, and, 
as found by many others, predictive accu
racy does not appear to have suffered 
dramatically (S. D. Gottfredson and D. M. 
Gottfredson, 1985). Rather than essen
tially repeat earlier discussion, let us raise 
some reservations that have not been re
solved (and in some cases are exacer
bated) by infolmation concerning the 
newer models. 

First, we are concerned about potential 
Type I enol' problems in the develop
ment of the devices used. It is clear that a 
great many statistical tests have been 
used and a great many devices con
shucted on the same samples of cases. 
Since we do not know how many tests 
have been used or devices developed, we 
cannot provide an assessment of the Type 
I error problem, but we can note that one 
ought to be sensitive to it. Consequences 
of this problem will, of course, be ob
served on validation; but we are not 
convinced that this has been achieved 
Pl·operly. 

We are also concerned about scaling 
and measurement issues, particularly 
with respect to the outcome criteria used. 
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unencoded variance, we divided this by 
the square of the factor used to transfonn 
the distribution (50J26.5) (since we are 
told that the "variance" is of interest), 
which, within hand-calculator rounding 
error, of course gives the variance of the 
original scores (566.41). 

The Iowa investigators do not do this; 
they unencode the coded-score variance 
by dividing by the square of the trans
formed base rate and obtain the value 
reported (.807). Under the same condi
tions, the feder~ parole prediction 
method achieves a value of only .198. It is 
suggested that "for 'perfect' prediction in 
the Iowa sample, using a 50 percent out
come index, we would have [a value of 
CPE] = 1.00. Thus, using CPE as a 
measure of predictive efficiency, we can 
think of the Iowa system as roughly 81% 
of perfect, remembering-of course--that 
'pelfect' in this sense does not necessarily 
mean the ideal 0% - 100% prediction" 
(Statistical Analysis Center, 1980: 16). In a 
footnote, readers are advised that the 
"CPE can theoretically be greater than 1 
if the net effect of prediction is greater 
than the ideal 0 - 100% result" (Statisti
cal Analysis Center, 1980:15). In fact, all 
that is necessmy for the index to exceed 1 
is that the variance of the coded scores 
exceed 2,500; this can occur for many 
reasons that only tangentially are related 
to the prediction problem. 

We see nothing of value in the coeffi
cient used to assess the "accuracy" of the 
Iowa model, but we see many reasons 
why it should not be used. First, it is a 
least-squares measure (of a peculiar s01t); 
accordingly, it gives disproportionate 
weight to extreme scores. Although the 
developers appear to desire this,40 the use 

4°They l'epOlt that "one difficulty in using MCR 
to measure predictive efficiency [is that] it doesn't 
reward the researcher for isolating eXh'emely high 
risk groups-that is, groups with perfOlmance at 
least twice as unfavorable as the overall sample 
performance" (Statistical Analysis Center, 1980:15). 
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of a least-squares measure of variability 
when the distribution is markedly 
skewed is not advised (Guilford, 1965; 
Minium, 1970). Simple inspection shows 
that skew is marked for this and others of 
the Iowa samples. Second, we fail to un
derstand why a squared index tenn is 
useful. Usually, when one wishes to in
terpret an index of variability, one relies 
on the standard deviation (which, of 
course, may be interpreted in the original 
meh'ic). Third, and related to the two 
concerns already raised, the index is not 
independent of scale value. In general, 
the larger the scores, the larger the value 
of the index. In comparing the Iowa and 
the federal models, for example, mark
edly different scale values are observed. 
The highest encoded score for the federal 
sample is 75.7; for the Iowa model it is 
179.8. Sums of squares must be larger (all 
else equal) for the latter distribution. 
Thus, depending on the outcome meh'ic 
used, values of the CPE will vmy. 

In general the index appears roughly to 
be nonsense for the purpose intended; in 
any event it is very different from the 
usual index of predictive efficiency as 
described earlier in this paper. Although 
as noted, that index is not problem free, it 
does at least have a clear, specific, and 
useful meaning; for the Iowa data we 
calculated it (in a manner to be described 
below) to be about 13 to 19 percent (de
pending on the criterion measure consid
ered). The value for the Salient Factor 
Score (as described in Hoffinan and 
Adelberg, 1980) is about 11 percent. 

To summarize, the accuracy of the 
Iowa classification system as considered 
in Statistical Analysis Center (1980) and 
touted by Chi (1983) and others is wrong 
and exaggerated. Not only are the values 
of the M CR and the "coefficient of pre
dictive efficiency" rep01ted based on the 
combined conshuction and validation 
samples, but the former is calculated rel
ative to an absurd criterion, and the latter, 
despite its familiar-sounding name, is es-
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have discarded within-cell variability. In 
a traditional assessment sh'ategy, the sim
ple correlation would be examined, or, if 
the dependent measure is a dichotomy 
(as it usually is), the proportion of success 
or failure is examined directly. In either 
case, within-cell variability remains. 
Here, all cases in the highest risk group 
are h'eated (in essence) as "failures" 
(whether they were or not), and the per
centages examined simply reflect cell 
means as a percentage of that of the base 
group. The authors acknowledged some 
of the difference between these two types 
of "percentages" in a brief and rather 
confused discussion (Statistical Analysis 
Center, 1980:8) involving "units" of suc
cess and failure and concluded that "with 
the preceding convention we can now 
talk about the predictive efficiency of the 
general risk assessment-and the extent 
to which we fall sholt of perfect predic
tion-in telTI1S of the dish'ibution of our 
units of success and failure among the 
eight risk levels." Values of the MCR are 
calculated, on the percentages described 
above, to be .65 for the consh'uction sam
ple, .639 for the validation sample, and 
.637 for the combined consh'uction and 
validation samples. The authors also cal
culated MCRs for a variety of hypotheti
cal base-rate conditions; here, a slight 
embarrassment occurs when the percent
age for the high-risk group rises above 
100; however, a quick "down-scaling" 
(Statistical Analysis Center, 1980: 14) han
dles this. The MCRs for the consh1.lCtion, 
validation, and combined samples re
pOlted by Hoffi11an and Adelberg (1980) 
using the Salient Factor Score on federal 
samples are offered for comparison (these 
are, respectively, .33, .37, and .35). Thus it 
is asselted, that even under varying base
rate conditions, the advantage of the Iowa 
classification is demonsh'ated. 

However, by providing the Salient 
Factor Score (in the examples used) the 
"logical" advant\:lge provided the Iowa 
classification scheme, we calculate an 

MCR of .711 (for the construction sam
ple). This is achieved simply by "rescal
ing" in the same manner as used in the 
Iowa studies; that is, each of the levels is 
considered simply as a proportion of the 
failures observed in the highest risk 
group. To use the terminology of the 
authors of the Iowa repOlt, this is a "lofty 
value" indeed. It also is essentially mean
ingless. 

The authors also developed and used a 
"coefficient of predictive efficiency," de
fined as "the variance of the outcome 
indices (or rates of failure) of the risk 
levels divided by 2500, where the base 
(overall) index for the study group has 
been adjusted to 50%" (Statistical Analy
sis Center, 1980:15; see also Statistical 
Analysis Center, 1984). This coefficient is 
used to describe the "accuracy" of the 
Iowa model in several repOlts; in some of 
the most recent repOlts available, only 
this coefficient is used (e.g., Statistical 
Analysis Center, 1984). Accordingly, a 
brief exploration of its propelties is re
quired. 

In essence, this description and equa
tions given in Statistical Analysis Center 
(1984) provide a shorthand method for 
calculating the variance of the means of 
expectancy cell observations, when the 
distribution of means has been h'ans
fonned such that the grand mean is equal 
to 50. Once the variance has been found, 
its value is "unencoded" by dividing the 
coded-score variance by 2,500 (the square 
of the h'ansfOlTI1ed base rate). The result, 
of course, is not the variance of the cell 
means. To obtain the hue variance, one 
would divide the coded-score variance by 
the square of the weighting factor used to 
create the transformation; VelY rarely 
would this be 50. Using the data. provided 
in Statistical Analysis Center (1980:7), we 
calculated the variance of the distribution 
of cell means to be 566.18. When we 
encoded the dish'ibution so that the grand 
mean was 50, we observed a coded-score 
variance of 2,016.41. To obt:'1in the 
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An outcome measure designed to re
flect rearrest and the number and serious
ness of charges was developed (called a 
weighted outcome measure). The devel
opment of this measure is not detailed in 
reports available; we do not know if the 
scaling is arbitrmy, but it appears to be 
(see Statistical Analysis Center, 1980:2). 
The index heavily weights felony of
fenses against persons and gives little 
weight to technical violations. The maxi
mum achievable score is 17 (15 points for 
three felonies against persons, plus 2 
points for a revocation of probation or 
parole); the minimum is zero (for a dis
chm'ge without new charges or jail time 
for technical violations). The mean value 
of this index for the construction sam
ple is 1.18; it is 1.22 for the validation 
sample. 

It is with respect to this index that the 
classification scheme was developed (Sta
tistical Analysis Center, 1980:3). Twenty
five variables were repOlted to have sig
nificant associations with the index: type 
of current offense(s), age, age at first ar
rest, prior arrests, juvenile convictions, 
juvenile commitments, prior adult con
victions, prior adult jail terms, prior adult 
prison commihnents, prior probations (ju
venile or adult), prior convictions (juve
nile or adult), prior adult incarcerations, 
prior incarcerations, prior jail terms/ 
juvenile commitments, prior jail/prison/ 
probation, known aliases, histOlY of drug 
or alcohol problem, narcotics use, em
ployment status (most recent in commu
nity), possession of employable skills, 
possession of high school diploma/GED, 
years of school, legal marital st:'ltus, pre
trial services or detention, and probation 
time in jail/residence. These items must 
be highly colinear, but the extent of this 
as a problem in the development of the 
classification scheme cannut be deter
mined since the nature of that develop
ment is not specified. (However, the 
scheme does not appear to use weighted 

265 

variables, and so the issue probably is not 
terribly important.) 

The ordinal (perhaps interval) criterion 
measure should provide advantage in 
t81TI1S of predictive power (cf. S. D. 
Gottfredson and Taylor, 1986); however, 
the criterion measure is not used directly 
in evaluating the accuracy of the classifi
cation scheme. The rank-order (or otller) 
correlation between levels of classifica
tion and the criterion (for both the con
struction and the validation samples) 
would be of considerable interest, but it 
is not provided. In fact, the potential 
power of the index is not used. Cases in 
each classification level are assigned the 
mean criterion value for that level, thus 
discm'ding all within-group (or level) 
variance; only between-group variance 
remains to be assessed. Clearly, this pro
vides substantial advantage in demon
strating the "accuracy" of the device (in
deed, since tllere are no reversals, the 
rank-order correlation will be 1). From 
here, tlle developers define a new "out
come index" for each classification level 
as the mean index value for tllat level, 
divided by tlle mean value for the highest 
risk-classification level. The resulting 
propOltion is changed to a percentage. 
This has tlle effect, of course, of making 
the h'ansfOlTI1ed mean for the highest risk 
group equal to 100 percent;39 means for 
tlle other risk levels are a percentage of 
this "base group" mean. The autllOrs cor
rectly noted that "this change of scale in 
no way alters tlle relative degree of suc
cess or failure of any of tlle risk catego
ries" (Statistical Analysis Center, 1980:5), 
but they apparently failed to recognize 
that the original problem remains; they 

3flThis manipulation was made based on the con
sb'uction sample, and the mean "weighted out
come" score for the highest risk group is used in 
b'ansformations for the validation sample as well. 
Although this meliorates the variance reduction 
problem, it does not obviate it. 
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all, 12 subsamples are developed (Statis
tical Analysis Center, 1980:96). Depend
ing on subgroup membership, different 
combinations of one of seven "general" 
risk-assessment instruments and one of 
four "violence" risk-assessment insh'u
ments are applied to a given case. All 
cases are subject to a "supplementmy" 
risk assessment (Statistical Analysis Cen
ter:109); in combination, these devices 
determine a "risk" category. An unde
fined and unexplained "smoothing func
tion" then is applied, which results in a 
final assignment to one of eight risk cate
gories.38 Finally, classification with re
spect to "violence" may be further re
fined (through classification with respect 
to CUlTent offense type), which results in 
classification to one of nine "violence" 
risk categories (Statistical Analysis Cen
ter:1l3). 

The statis tical adequacy of any of these 
several devices is not discussed in the 
available reports. If, as we may speculate, 
the devices have about the same validity 
as other such devices, in combination 
they may well be expected to demon
strate considerably more power-indeed, 
it is probably use of this bootsh'apping 
technique that accounts for the improved 
validity noted for the final classification. 
To summarize, it appears that the final 
classification is based on a velY good 
idea: devices are constructed for several 
more-homogeneous subgroups and the 
resulting classifications are combined in a 
final "expectancy table." Itis important to 
note that persons may be classified into a 
given categmy based on very different 
combinations of predictor variables. We 
are, of course, concerned that the classifi
cation relies, in pmt, on certain items of 
information that many find objectionable 

38Reports do suggest that the "smoothing func
tion" compensates for low-frequency cells; it may 
also adjust small reversals (the latter is our supposi
tion only). 

(both on ethical and legal grounds; see 
Undelwood, 1979; von Hirsch and 
Gottfi'edson, 1984) for use in applications 
such as those proposed for this classifica
tion (Chi, 1983; Statistical Analysis Cen
ter, 1983; Fischer, no date). This concern 
is exacerbated when we are told that 
these "are among the best predictors" 
(Statistical Analysis Center, 1983:16). 

Exaggerated Claims, Improved Accu
racy, or Both? Several repOlts (e.g., Chi, 
1983; Fischer, 1983; Fowler, 1983) aimed 
at the practitioner audience have hailed 
the "unprecedented accuracy" of the 
Iowa classification scheme. Chi (1983:8) 
repOlts that "values of the Mean Cost 
Rating (MCR = .637) and the Coefficient 
of Predictive Efficiency (CPE = .807) 
demonsh'ated in Iowa are much higher 
than for risk assessment devices else
where." In addition to some probable 
increase in accuracy, a number of other 
factors combine to provide the basis for 
this remarkable claim. As we discuss be
low, both of the figures cited above are at 
best misleading; at worst, they are mean
ingless for the purposes intended. The 
source of the figures cited by Chi (1983) is 
Statistical Analysis Center (1980), which 
fOlms the basis for much of the discussion 
to follow. 

The classification scheme described 
above was developed on a conshuction 
sample of 4,704 adult offenders released 
from probation and parole in Iowa during 
the 3-year period 1974-1976. Time at risk 
varied (and averaged 11.7 months) but 
does not appear to have been conh'olled 
for in the analyses. Follow-up data in
cluded (1) infOlmation concerning up to 
three new criminal charges (if any), (2) 
typ~l of release (discharge, revocation, 
escape/abscond), and (3) jail time prior to 
release. The classification was validated 
on a sample of 7,813 offenders released 
dming 1977-1979 (time at risk is not 
specified for this sample). 
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vism rates would not be expected. It is 
plausible, however, that one could expect 
(and speculate that it has been the intent 
of the parole board to achieve) a selective 
incapacitation effect. Assessments of such 
an effect, so far not published to our 
knowledge, must address the myriad 
problems noted in the recent National 
Research Council repOlt on the topic 
(Blumstein et aI., 1983). 

Finally, we would note that here, as 
with the bail guidelines study desoribed 
earlier, decision-maker preferences for 
the inclusion of competing goals in the 
guidelines device adopted may well con
sU'ain the potential predictive utility of 
the model. In the parole guidelines 
adopted by the federal board, as in the 
bail guidelines adopted by the Philadel
phia judges, a competitive tension exists 
between seriousness of the offense-in
cluded probably to satisfy a just desert 
motivation-and the empirically derived 
risk assessment. The extent to which 
these effects consu'ain one another has 
not been adequately investigated to date. 

The Iowa Instrument 

In light of claims made for dramatic 
improvements in the accuracy with 
which offender risk assessments may be 
made (Chi, 1983; Fischer, 1983, 1984), 
we were asked to pay special attention to 
the instrument developed and used in 
Iowa. Since the Bureau of Justice Statis
tics has indicated interest in exploring the 
transferability of the device (Fischer, 
1984) and some jurisdictions (e.g., Wash
ington, D.C.) are engaged in this process, 
a critical review of the development and 
accuracy of the system was seen to be 
desirable. 

To our knowledge, no information con
cerning the development, validity, or use 
of the instrument is available in the pub
lished literature; accordingly, in the re
view that follows we rely on unpublished 
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planning and research documents made 
available by the Panel on Research on 
Criminal Careers. No document available 
to us contained sufficient information 
conceming the development of the de
vice to allow comment on the statistical 
models used.37 Similarly, we cannot com
ment on the predictive value of specific 
items of information used. (We will, how
ever, comment on the appropriateness of 
some of the items in a later section.) We 
first discuss the original scheme devel
oped and then the more recent versions 
of this scheme. 

The risk-assessment system developed 
in Iowa appears to be based on an excel
lent, and relatively unu'ied, concept. It 
long has been sU'essed that sample heter
ogeneity may constrain validities of pre
dictive devices. Correlation matrices for 
various subsamples often do not provide 
accurate estimates of the parameters for 
the larger sample; thus, the correlations 
providing the basis for the equations are 
inadequate for estimates made for the 
subsamples (D. M. Gottfredson and Bal
lard, 1966; D. M. Gottfredson, 1967). This 
is particularly problematic given use of 
regression-based prediction methods that 
do not include interaction terms and is 
only pmtly meliorated by use of configu
ral approaches or log linear models. It 
appears that those who developed the 
system in Iowa approached the problem 
rather directly, in that the assignment to 
risk categories seems actually to be based 
on the application of several risk-assess
ment inshuments. Cases first are classi
fied with respect to age (18, 19,20,21-24, 
25-29, 30 +); within age classifications, 
other criteria are applied (e.g., prior ar
rests) to fmther subdivide the sample. In 

370ne repOlt (Statistical Analysis Center, 1983: 
106) notes only that "new methods, such as 
configural analysis, were incorporated with well
established techniques to maximize predictive effi
ciency." 
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sence of the attribute represented, except 
for two, which were trichotomized (these 
were prior convictions and prior incarcer
ations). 

The items used in the original Salient 
Factor Score model, and their relations 
with the criterion described (in the con
struction sample) are (1) prior convictions 
as an adult or a juvenile (.21); (2) prior 
incarcerations as an adult or juvenile 
(.23); age at first adult or juvenile convic
tion (.14); commitment for auto theft (.20); 
parole revocation or commitment for a 
new offense while on parole (.21); history 
of heroin, cocaine, or barbiturate depen
dence (.13); completion of twelfth grade 
or receipt of general equivalency diploma 
(GED) (.08); verified employment (or 
full-time school attendance) for a total of 
at least 6 months during the last 2 years in 
the community (.12); and release plan to 
live with spouse or children (.16).35 Thus, 
it may be seen both that the types of items 
considered are similar to those found pre
dictive in most settings and that the gen
eral level of predictive accuracy of these 
is on a par with that commonly observed. 

Two of the items referenced above 
were not originally examined in the form 
described (i.e., parole revocations and 
drug usage); these were modified, based 
on consideration by the parole board, into 
the fOlmat we have described here. 

In the construction sample, the Salient 
Factor Score was observed to correlate 
significantly with the outcome criterion 
(point-biserial correlation = .32; MCR = 
.36); some shrinkage was noted when the 
device was applied to the two validation 
samples (on the first sample, the point
biserial was .28 and MCR = .33; on the 
second, these values were .27 and .32, 
respectively). 

In operational use the device is col-

35These are contingency coefficients calcuIllted 
by us from data presented in D. M. Gottfredson, 
Cosgrove, et al. (1978:50-51). 

lapsed fi'om a 0 to 11 scale to a 4-categOlY 
scale. This, when combi.ned with a 6-
categOly seriousness of offense ranking, 
gives the guidelines matrix actually used. 

Since the adoption of the guidelines, 
the Salient Factor Score has been vali
dated on new samples a number of times 
(c£ Hoffinan and Beck,. 1976; Hoffinan, 
Stone-Meirhoefer, and Beck, 1978) and 
recently has been revised in light of fur
ther ethical concerns (Hoffinan, 1983). 
Each validation effort has provided re
sults substantially equivalent to the first 
such efforts; the device has held up well 
in prospective validation samples. The 
reconstruction effort and its validation 
(Hoffinan, 1983) show little change in 
perfonnance. 

The level of predictive accuracy of the 
scale thus may be considered to be rather 
firmly established. But what of tlle addi
tional question raised by the Panel on 
Research on Criminal Careers: Has use of 
the instrument as a component of the 
decision guidelines led to a reduction in 
recidivism? We know of no study that has 
sought to test this hypothesis.36 And it 
seems clear such a study would be 
fraught with methodological difficulties 
that could only be overcome at best by a 
careful quasi-experimental or experimen
tal design of some sort. 

But it also may be asked why such a 
result would be expected. It is not known 
to us that the parole board claimed this as 
an objective. Nearly all inmates of all 
prisons eventually are released, and, most 
commonly, they are released on parole. 
Unless time served in prison reduces the 
probability of reoffending, a proposition 
not suppOlted by the literature (see M. R. 
Gottfredson and D. M. Gottfredson, 
1980b, for a review), an effect on recidi-

3&rhere is one report (Jallus, 1984) thatuppears to 
show the potential for this, but it is not clear 
whether the sample used is of paroled persons or 
ilie general federal prison population, 
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(1978) and in D. M. Gottfi'edson, Cos
grove, et al. (1978). 

The Salient Factor Score 

Parole guidelines were developed in 
the early 1970s for consideration by the 
U.S. Board of Parole (now the U.S. Parole 
Commission) and were first implemented 
by that body in 1972. They were formally 
adopted for national use in 1973. The 
guidelines are in pad descriptively based 
and in pmt based on a normative predic
tion shldy. One axis of the decision-ma
king tool reflects the seriousness of the 
commitment offense; this was developed 
in an iterative process of judgments by 
the responsible parole board members, 
which resulted in ordinal classifications 
on this dimension. 

The other axis is based on an empiri
cally derived assessment of recidivism 
risk. The instlUment on which this axis is . . 
based is called the Salient Factor Score 
(Hoffman and Beck, 1974). This device 
was developed, as were the guidelines 
themselves, in collaboration with mem
bers of the parole board. Although other 
models of constructing nOlmative predic
tive tools were presented to the commis
sion (e.g., the regression-based "base ex
pectancy" scales developed in California; 
see D. M. Gottfredson and Beverly, 
1962), the board prefened a simple, 
unweighted, additive model (similar to 
the approach originally advocated by 
Burgess and used for years by the Illinois 
parole board; this subsequently was mod
ified and evaluated by Ohlin, 1951). Ac
cordingly, this model was followed in tlle 
development of the Salient Factor Score. 

The original Salient Factor Score was 
developed on a 25 percent sample (N = 
902) of all persons released from federal 
prisons by parole, mandatOlY release, or 
expiration of sentence during the first 6 
months of 1970. Two validation samples 
weI· .. ~ed: a different 25 percent sample 
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of persons released during the same time 
period (N = 919), and a 20 percent sam
ple of persons released during the latter 
half of 1970 (N = 662). Sampling was 
conducted in a manner that allowed a 
reasonable assumption that randomness 
was approximated. More than 60 items of 
data concerning the offenders' criminal 
and social histories, demographic charac
teristics, living arrangements (past and 
anticipated), and prison conduct were 
coded from case records for each individ
ual; follow-up data (based on a 2-year 
period) were based on parole board rec
ords and on "rap sheets" made available 
by the Federal Bureau ofInvestigation. A 
criterion measure was developed that 
could be used regardless of an offender's 
type of release and tllat was acceptable to 
the parole board collaborators. An unfa
vorable outcome, for example, was con
sidered to have occurred if any of the 
following were observed: a new convic
tion that resulted in a sentence of 60 days 
or more; a return to prison for a technical 
violation of release conditions; or an out
standing warrant for absconding from su
pervision. Othelwise, tlle outcome was 
classified as favorable. 

Variables were selected for inclusion in 
the additive model based simply on the 
inspection of bivariate relations with the 
criterion measure described. The selec
tion criteria used were: that the measure 
be significantly associated with the out
come (based on chi-squared tests with a 
= .05); that the variable not pose ethical 
problems; and that it appear frequently 
enough to be useful for most cases, but 
not appear to overlap substantially Witll 
otller variables to be included (D. M. 
Gottfredson, Cosgrove, et aI., 1978:48-
49). Using these criteria (some of which 
clearly involved subjective judgment on 
the part of the investigators), nine vari
ables were selected for inclusion in the 
model initially used. Each of these was 
dichotomized to reflect presence or ab-
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tive utility of the criminal-histOlY score; 
but this hardly could be viewed as ger
mane to an evaluation of the Commission 
in achieving its goals.34 So far as we 
know, no such analysis has been done. 

!tis notable (and, we believe, laudable) 
that the commission sought to ensure that 
its sentencing guidelines "be neuh'al 
with respect to the race, gender, social, or 
economic StahlS of convicted felons" 
(Minnesota Sentencing Guidelines Com
mission, 1982:1). This admirable objec
tive, which may be shared by those who 
would include an explicit predictive in
tent, is difficult to achieve-especially in 
view of correlations among offense or 
criminal-history (or other) items thought 
legitimate for inclusion and measures of 
race, gender, or socioeconomic status not 
desired to be bases for decisions. This 
point must be discussed fmther, along 
with the contribution ofF. M. Fisher and 
Kadane (1983) already noted; suffice it to 
say here that this problem may remain 
whether or not there is a predictive in
tent. 

In summmy, our charge was not to 
assess the impact of sentencing guide
lines per se, be they descriptive, prescrip
tive, or some combination of these. As 
noted by Martin (1983), complex imple
mentation issues must be addressed if 
sentencing guidelines are to survive in 
evaluatable fOlm. J. Cohen and Tomy 
(1983) did attempt such an evaulation, 
and others (Rich, Sutton, et aI., 1982) also 

34The relation between items of infOlmation ac
ceptable under a just desert olientation and those 
found predictive of future criminal behavior was 
discussed in D. M. Gottfioedson, Cosgrove, et aI., 
1978:149: "So far as the major dimension of the 
proposed just-desert sentencing procedure is con
cerned, the prescliption is very similar indeed to 
that of the United States Parole Commission. The 
Goodell Committee (von Hirsch, 1976) specifically 
rejected any predictive basis for their sentencing 
detelmination; but, of course, the fact that they 
wished to take into account the prior record of the 
offender, in fact, provided a predictive dimension." 

make evaluative statements (although 
without first ensuring that some innova
tion had been seriously implemented). 
CUlTently, Abt Associates is engaged in 
an evaluation of voluntary guidelines in 
several states; but preliminary reports of 
this evaluation study could not be made 
available to us in time to be included in 
this review (D. Can-ow, personal commu
nication, 1984). In general, these evalua
tions likely will focus on issues of compli
ance and of disparity reduction; little in 
the way of achievement relative to a pre
dictive component is likely to be assessed 
because, as we have suggested, little in 
the way of a predictive component is 
provided by these guidelines attempts. 

Tools to Structure Parole Decision 
Making 

The "guidelines" approaches de
scribed in the two preceding sections 
were first developed in parole decision
making settings. The model used in the 
early shldies is more similar to that used 
in the Philadelphia bail experiment than 
to those discussed relative to sentencing 
decisions. Unlike the latter, the parole 
and bail guidelines do make use of an 
empirical assessment of risk. 

It is not our intent here to discuss in 
detail the development and implementa
tion of parole guidelines, nor to provide 
an assessment of their utility for the pur
poses originally intended for them. 
Rather, our focus is on one compommt of 
the guidelines of the U.S. Parole Com
mission, the Salient Factor Score, since it 
is in regard to that score that an assess
ment of predictive accuracy can be made. 
Because we were specifically requested 
to assess a parole-risk screening instru
ment recently developed in Iowa, that too 
is provided. A complete description of the 
proposals for parole guidelines and their 
original development can be found in 
D. M. Gottfredson, Wilkins, and Hoffman 
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to do with the use of standard multiple 
regression methods for decisions that are 
dichotomous. The criticism, which is cor
rect, is that reliance on the simple regres
sion model may lead to an inappropriate 
model of past practice: regression 
weights and the overall measure of fit (R2) 
are unstable (the latter may even exceed a 
value of 1.0). Other regression models 
(e.g., probit or tobit) are to be preferred 
but have not often been used. 

Two observations may be made. First, 
the models as applied in practice will be 
imprecise anyway, since (1) the weights 
usually are smoothed to simplify practical 
application and (2) the decision makers to 
whom a device may be recommended 
often rather arbitrarily change the 
weights in an attempt to reflect some 
policy concern. Second, the recom
mended regression procedures have 
been used in a number of shldies (e.g., 
Palmer and Carlson, 1976; Solomon, 
1976; Forst and Brosi, 1977; Rhodes, 
1978; van Alstyne and Gottfredson, 1978; 
S. D. Gottfredson and D. M. Gottfi'edson, 
1979, 1980; Schmidt and Witte, 1979; 
Goldkamp and Gottfredson, 1981a,b, 
1985), all but one of which predate the 
criticisms made (Rich et aI., 1982; 
Galegher and Carroll, 1983; Sparks, 
1983). The net result of these several 
studies is a demonstration that the results 
of the models are little different. The best 
available methods should, of course, be 
used, and the proper specification of past 
practice is to be desired. Given the poor 
quality of presently available data, how
ever, it appears that the power inherent in 
the models of choice often is not realized. 
Indeed, if the data are sufficiently poor, it 
may be observed that less sophisticated 
methods can be preferable (Wainer, 1976; 
D. M. Gottfi'edson, Cosgrove, et aI., 1978; 
S. D. Gottfredson and D. M. Gottfi'edson, 
1979). 

In sholt, descriptive guidelines often 
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have not been developed using the best 
and most recent methods available. As a 
practical matter, however, it probably has 
not made much difference, either to the 
specification of the models or to their 
accuracy. 

The third general criticism of descrip
tive guidelines is that they an~ insuffi
ciently prescriptive. In general, attention 
has focused on the widths of ranges of
fered in the guidance schemes. Although 
we think it odd that the tools would be 
criticized for this reason, it is quite possi
ble, and potentially quite desirable, that 
the criticism be extended. If prescription 
with respect to predictive accuracy is de
sired, it is through normative decision 
shldy that practice should be altered. We 
can envision considerable advantage to a 
purely normatively based guidelines ap
proach, and we think that resulting accu
racy would be much improved. 

It mu.st be remembered that in the de
scriptive case the issue of accuracy has to 
do with the accuracy with which past prac
tice is modeled. If prescriptive accuracy is 
desired, normative decision study is de
sired. To our knowledge, no guidelines 
have been developed in this fashion. 

J. Cohen and Tonry (1983) suggest that 
prescriptive guidelines are exemplified 
by those developed and implemented in 
Minnesota. Neither dimension of the grid 
used, however, was intended to be pre
dictive; such an intent was explicitly ex
cluded by the Minnesota Sentencing 
Guidelines Commission (1982). It is the 
case that one of the axes (the "criminal 
histOlY score") bears a remarkable resem
blance to many instruments that are de
signed with a predictive intent; and items 
repeatedly found to be predictive, such as 
prior felony sentence, a prior felony-type 
juvenile record, and prior nonh'affic mis
demeanor or gross misdemeanor sen
tences, are used to conshuct this scale. 
One could, of course, assess the predic-
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whole, only those judges who deviate 
widely from current practice are expected 
to change their sentences." If the guide
lines are voluntary, the extent of expected 
compliance from this deviant group may 
be questioned. As originally envisioned, 
however, the descriptive guidelines 
model proposes a routine feedback mech
anism that is intended specifically to al
low decision m2.kers to change (probably 
incrementally, and it is to be hoped, for 
the better) the guidelines themselves 
and, hence, the nature of the decisions 
made. Persons certainly may differ with 
respect to a preference for gradual im
provement or radical change; guidelines 
developers appear to have preferred the 
more thoughtfully conservative approach 
or at least to have believed the approach 
taken to be preferable on pragmatic 
grounds. Radical proposals for change of
ten are rejected by those in authority. 

The suggestion by F. M. Fisher and 
Kadane (1983) that a better model in
volves a deduction of guidelines purely 
from ethical considerations is debatable. 
Requisite to such development would be 
some demonstrable societal consensus 
with respect to the variety of ethical con
cerns that invariably must arise in the 
exercise. Absent that consensus, the em
pirical approach holds considerable fur
ther promise. 

The second general line of Cliticism of 
descriptive sentencing guidelines is that 
such guidelines are insufficiently and 
(more damaging) imprecisely descriptive 
of past practice (Rich et aI., 1982; 
Galegher and Carroll, 1983; Sparks, 
1983). Although these reviews vary con
siderably in detail, common themes arise 
in each. These have to do with sampling 
issues, statistical modeling issues, and 
implementation issues. Also apparent is 
some misunderstanding of the distinction 
made here and elsewhere conceming the 
descliptive and prescriptive nature of de-

cis ion studies. Each of the three general 
issues raised can have important conse
quences for the potential accuracy of pre
diction models. 

The sampling issue, as raised in the 
reviews cited, is most impottant with re
spect to the appropriate unit(s) of analysis 
concerning which decisions should be 
modeled. It has been demonstrated that 
systematic variation due to (unknown dif
ferences in) judges may be observed in 
sentencing (e.g., Rich et aI., 1982) and in 
bail-setting (e.g., Goldkamp and Gottfred
son, 1981a,b) decision situations. The ev
idence in other areas is not clear: for 
example, D. M. Gottfi:edson and Ballard 
(1966) found no differences associated 
with parole decision makers after conh'ol
ling for differences in cases seen. For 
some decision-shldy purposes, the indi
vidual decision maker may be the appro
priate unit of analysis; for other purposes, 
it may not be. If one seeks to describe 
court behavior, rather than the behavior 
of individual judges, decisions aggre
gated across judges would seem to be 
preferable. It is the case, however, that, if 
substantial between-judge variability is 
discovered, perhaps the analysis properly 
should be conducted on the individual 
case data, residualized with respect to 
judge effects. To our knowledge, this has 
not been done. Whether substantially dif
ferent models would result remains an 
empirical question. It seems clear, how
ever, that models of individual decision 
makers, if they are velY different from one 
another, would do little to consh'ain the 
disparity associated with comt discretion 
now so widely criticized. 

Statistical models used in the descrip
tive modeling of sentencing practices also 
have been criticized. Impoltant issues 
concerning potential misspecification re
sulting from insufficient attention to ethi
cal concems already have been men
tioned. The other principal criticism has 
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Gottfi:edson and D. M. Gottfredson, 
1984), we have provided a "partisan re
view" of these critiques, and we invite 
attention to the issues we raise there. 
Here, we concenb'ate on the adequacy, in 
ternls of predictive accuracy, of "pre scrip
tive" sentencing guidelines. 

Distinctions have been made between 
sentencing guidelines that are intended 
to be "descriptive" and those intended to 
"prescribe" sentencing practices (D. M. 
Gottfi:edson, Cosgrove, et aI., 1978; J. 
Cohen and Tonry, 1983). This differenti
ation parallels an important organizing 
principle of this paper. Previously, we 
made a distinction between predictive 
decision studies that are descriptive and 
those that are normative. The parallel, we 
believe, would equate the descriptive 
prediction studies and the descriptive 
guidelines approaches on the one hand, 
and the normative prediction studies and 
prescriptive guidelines approaches on 
the other. 

In practice, the distinction between de
scriptive and nOlmative prediction sUld
ies often becomes blurred, especially 
when the goal is to improve rational de
cision making. Thus, for example, D. M. 
Gottfi'edson, Wilkins, and Hoffman 
(1978:10) sb'essed that "the research that 
undergirds the guidelines developed and 
the guidelines themselves are essentially 
descriptive, not prescriptive; yet the velY 
term [guidelines] implies prescription." 
(The referent is parole guidelines, but the 
statement applies equally to sentencing 
guidelines.) Although the distinction may 
become blurred, it nonetheless is an im
portant one to bear in mind, for the con
sequences of emphasis on one or the 
other of the two approaches for issues 
such as that addressed by the Panel on 
Research on Criminal Careers will be 
very different. 

Some (e.g., F. M. Fisher and Kadane, 
1983) have criticized descriptive sentenc
ing guidelines precisely because they are 
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intended to be descriptive of past prac
tice; others have criticized them because 
they are insufficiently descriptive of past 
practice (e.g., Rich et aI., 1982; Sparks, 
1983); and some have criticized them 
because they are insufficiently prescrip
tive [see discussion by Sparks (1983: 
238-239) concerning the widthf of "pre
scribed nOlmal ranges"]. 

The first criticism suggests that de
scriptive sentencing guidelines are 
"untll0ughtfully conservative" and re
duce to "a species of computer-driven 
conservatism" (F. M. Fisher and Kadane, 
1983:192). Preferable, it is suggested, is a 
deduction of guidelines hom ethical prin
ciples. Finally, it is suggested that the 
empirical approach avoids hard etllical 
questions but that tlle approach advo
cated would not. 

As F. M. Fisher and Kadane correctly 
point out, the empirical approach can at
tempt to tackle hmd ethical questions, but 
this has not, to our knowledge, been 
done. Rather, guidelines developers have 
taken a much less sophisticated approach 
to tlle elimination of ethically question
able predictors; as nicely illusb'ated by 
F. M. Fisher and Kadane, this may lead to 
misspecification of the descriptive pre
diction models developed, which leads to 
fmther etllical difficulties. Even follow
ing the approach recommended, it is 
clear that ethical decisions must be made 
in the specification problem. 

Descriptive guidelines are conserva
tive, in tlle sense that dramatic changes in 
tlle nauue of past practice are not ex
pected-ratller, the attempt is to improve 
on past practice by providing strucUlre for 
fi.lture decisions. That structure, however, 
is based on models of past practice. J. 
Cohen and Tonry (1983:415) asselted that 
"descriptive/voluntalY guidelines are 
likely to involve the smallest impact on 
sentencing. Since descriptive guidelines 
recommend essentially no departure 
from current practice for the comt as a 



256 CRIMINAL CAREERS AND CAREER CRIMINALS 

diction, we will concentrate on that ap
proach. It must be noted, however, that 
although the nature of the prediction 
problem is somewhat different in the 
Cohen approach, it involves prediction 
nonetheless (cf. J. Cohen, 1983a:73 ff.). 

Detailed critical reviews of the repOlt 
by Greenwood (1982) are available in 
J. Cohen (1983a), in von Hirsch and 
Gottfredson (198Ll), and in Vis her (this 
volume). Since these reviews contain ex
tended discussion of both empirical and 
ethical issues concerning that study, we 
focus specifically on the issue of accuracy. 

The analyses repOlted in Greenwood 
(1982) are reb:ospective only: no prospec
tive analyses were conducted. Thus, even 
if the instrument could be shown to have 
substantial reh'ospective predictive accu
racy, its utility for prospective application 
also would have to be shown before the 
scheme could be applied responsibly in 
practice. Moreover, the repolt essentially 
contains no consideration even of retro
spective accuracy. J. Cohen (1983b) and 
von Hirsch and Gottfi:edson (1984) do 
provide such a consideration, with results 
on the accuracy issue that are disappoint
ing. Although the scale is fairly accurate 
with respect to low-rate offenders (76 per
cent correct prediction for predicted low
rate offenders), J. Cohen adds (1983b:48-
49): 

The scale's perfOlmance is more uniformly 
poor for high-rate offenders. Among those pre
dicted to be high-rate offenders, only 45 per
cent actually were high-rate offenders. This 
involves a false-positive rate of 55%. For pur
poses of seleclive ir:capacitation, where pre
dicted high-rate offenders will be subject to 
longer prison telms than all other offenders, 
much better disclimination of the high-rate 
offenders would seem to be required. 

J. Cohen also compared the "accuracy" of 
the scale relative to current practice, as 
implied by sentence lengths given, and 
found that "the seven-point scale does 
only marginally better overall and results 

in slightly more false-positives than exist
ing subjective judgments in distinguish
ing offenders by their crime commission 
rates" (p. 50). 

Predictive accuracy as just considered 
involves the conshuction sample alone. 
Another criticism of the Greenwood 
study is that no validation was attempted. 
If this ever is done and if the typical result 
is observed, predictive accuracy in new 
samples will be even lower. Thus, in 
addition to the concerns already raised 
about prospective prediction and the lack 
of validation with respect to this issue, 
even retrospective validation on a sepa
rate sample was not attempted. 

Other criticisms could be made. For 
example, colinearity among predictor 
items was not investigated, nor was the 
weighting scheme designed in an optimal 
fashion. It must be noted, however, that 
in practice, this has seemed to make little 
difterence (S. D. Gottfi'edson and D. M. 
Gottfredson, 1979), and the items used 
are of the type generally observed to be 
predictive of fuhlre criminal behavior. In 
the retrospective consh'uction sample, 
the device does appear of similar predic
tive power as commonly is observed. As 
noted, however, its accuracy in prospec
tive or cross-validation samples is not 
known. 

Sentencing Guidelines 

Sentencing guidelines recently were 
considered in some detail by Rich et al. 
(1982), by Galegher and Carroll (1983), 
and by the National Research Council 
(Blumstein et aI., 1983). Methodological 
limitations concerning the development 
of sentencing guidelines (Rich et aI., 
1982; F. M. Fisher and Kadane, 1983; 
Sparks, 1983), etllical concerns (F. Nt 
Fisher and Kadane, 1983), issues of im
plementation (Martin, 1983), and of ef· 
ficacy (J. Cohen and Tomy, 1983) have 
been discussed. Elsewhere (M. R 
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prediction shldies require the availability 
of a measurable criterion variable and 
since these are problematic in the sen
tencing area, it is not surprising that nor
mative studies of judicial decisions are 
not available. As we have argued, norma
tive studies conceming the goals of inca
pacitation and rehabilitatio:a would ap
pear most likely to be potentially fruitful, 
but the undertaking and completion of 
such shldies would be difficult indeed. 
We are not aware of any nonnative pre
diction shldy conceming judicial deci
sions, although we think that these 
should be conducted. 

There are, however, studies that have 
made claims for the potential utility of 
prediction devices for sentencing deci
sions (e.g., Greenwood, 1982) and studies 
that attempt to provide some struchlre for 
sentencing decisions based in part on an 
assessment of risk (e.g., the various 
"guidelines" studies recently reviewed 
by Rich et aI., 1982; Sparks, 1983; J. 
Cohen and Tomy, 1983). In this section 
we comment on these. 

Proposals for "Selective 
Incapacitation" 

The concept of selective incapacitation 
(Greenberg, 1975; Greenwood, 1982) has 
received wide attention in the public 
press (Newsweek., 1982; New York Times, 
1982a,b; U.S. News and World Report, 
1982) and in criminal justice policy de
bates (J. Cohen, 1983a,b; NIJ Reports, 
1984; von Hirsch and Gottfredson, 1984). 
The concept provides a clear illustration 
of the relevance of the prediction of of
fenders' future criminality to policy 
choices.33 

It is useful to make a distinction be
tween collective and selective incapacita-

33Although as we stressed in the jnh'oduction to 
this paper, prediction is cenb'al to any crime conb'ol 
strategy. Prediction of events is a requisite to their 
conh'ol. 
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tion sh'ategies: the fOlmer would assign 
the same (or a VeIY similar) sanction to all 
persons convicted of common offenses; 
the latter involves sentences based on 
predictions of future rates of offending (J. 
Cohen, 1983a,b). Studies of collective in
capacitation effects are rare, and they re
POlt widely varying effects (ranging in 
estimated crime-reduction effects of from 
1 to 25 percent, depending on crime-rate 
assumptions and the crime types consid
ered) (J. Cohen, 1983a:12). When manda
tory terms are considered, crime-reduc
tion estimates are somewhat larger, but 
impacts on prison populations appear un
acceptable given the modest impact on 
crime (J. Cohen, 1983a:23, 30). 

Studies of selective incapacitation also 
are rare, and they also repOlt varying 
impacts on crime (and on prison popula
tions) (Blumstein and J. Cohen, 1979; J. 
Cohen, 1983a; Greenwood, 1982). In gen
eral, these sh'ategies are of two types: 
those that make use only of infOlmation 
conceming criminal history and current 
offense based on aggregate estimates 
(e.g., the J. Cohen and Blumstein ap
proach), and those that make use of a 
wider variety of predictive infOlmation 
measured at the individual level (e.g., the 
Greenwood approach). The latter has 
been criticized on both ethical and em
pirical grounds (see, for example, J. 
Cohen, 1983a; von Hirsch and Gottfred
son, 1984); the former requires estimates 
of average individual arrest and crime 
rates, as well as estimates of the average 
length of criminal careers. Although we 
do not address the ethical arguments in 
this paper, it should be noted that al
though the J. Cohen and Blumstei.n ap
proach meliorates some ethical concems, 
it still is incompatible with a strict just 
deserts position (since offender histOlY is 
used). Either approach depends heavily 
on (1) predictive power and (2) the accu
racy of the other estimates made. Our 
concem is with the fonner. Since our 
focus has been on individual-level pre-
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and control groups at lower levels of se
riousness but was greatly different for 
higher ranges of offense seriousness. This 
differenoe (in interquartile ranges) was 
almost twofold for the penultimate seri
ousness categOlY, and almost threefold for 
the most serious category. Similarly, it 
was in the cash-bail zoile that reductions 
in interquq.rtile ranges were observed 
when the guidelines matrix provided the 
offender classification. When variances 
(rather fuan interquartile ra.l1ges) were 
studied (for matrix cells having sufficient 
cases to pelmit the analysis), significant 
reductions in the expected direction were 
observed for 80 percent of fue cells; fue 
overall (across cells) effect for variance 
reduction also was significant. Goldkamp 
and Gdttfi-edsqn (1985:174) conclude fuat 
"in short, we can safely say that variabil
ity appears to have been systematically 
reduced under fue guidelines or experi
mental bail format." 

A second goal of fue Philadelphia 
judges directly involved prediction: fuey 
sought to increase the effectiveness of 
decision making relative bofu to failure to 
appear and preh'ial an-ests. If the guide
lines "work" relative to these goals, "fue 
bail decisions of fue experimental judges 
should be more effective in result (FTAs, 
rearrests) than fuose of tlle conh'ol judges 
who decided bail in the normal fashion" 
(Goldkamp and Gottfredson:176). We are 
less optimistic. Given the modifications 
noted earlier, concerning a choice ofless
fuan-optimal prediction tools and the in
clusion, wifu equal weight, of the serious
ness dimension, we would be somewhat 
surprised to find effectiveness wifu re
spect to identification of FT As and pre
trial arrests demonstrated. (As will be 
described shortly, the seriousness dimen
sion actually received greater weight tllan 
did the risk dimension.) 

Despite fue demonstration that guide
line-sbuctured decision making differed 
in important respects from unguided de
cision maldng, Goldkamp and Gottfred-

son found little differential effect (on tlle 
amount of bail set) for tlle influence of 
charge seriousness and fue risk dimen
sion. Zero-order relations were similar for 
bofu groups, and resulting R2s differed 
little (but in fue expected direction; fuat 
is, the influence of these factors was 
slightly greater for fue experimental 
group's decisions). 

With respect to failure to appear and to 
arrests while on prebial release, deci
sions made under either condition appear 
equally effective. No advantage, with re
spect to eifuer criterion, could be demon
strated for guidelines-based versus 
unguided decisions. 

Did the guidelines "work"? Wifu re
spect to an effectiveness criterion involv
ing equity, fue answer appears to be yes. 
Wifu respect to the predictive criterion, 
apparently the answer is no. Again, how
ever, we stress fue design issues dis
cussed earlier and point out also that 
although tlle risk and seriousness dimen
sions tllat constitute fue innovative matrix 
were intended to receive equal weight, 
they did not; the variance of the latter is 
considerably (three times) that of the 
former. Thus, in addition to problems 
associated with the prediction model cho
sen by fue judges (developed nonoptim
ally, wifu respect to two goals at once), 
and partial reliance on a dimension 
known not to be associated with risk, 
seriousness received disproportionate 
weight in the guidelines grid. It therefore 
is appropriate to note that, despite tllese 
limitations, and in addition to achieving 
the goal of increased equity, the guide
lines-based decisions were no worse fuan 
unguided decisions relative to the risk 
considerations. 

Sentencing Decision Tools 

In an earlier section we noted fuat 
although descriptive studies of judicial 
decision making are common~ normative 
studies are not. Indeed, since nOlmative 
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that recommended by the device (that is, 
a decision "outside the guidelines" may 
reflect compliance with the general 
model). Thus, simple monitoring is not 
very effective in addressing the compli
ance issue. Goldkamp and Gottfi'edson 
address the compliance issue in a 
straightforward way: in addition to h'ain
ing sessions, monitoring, and debriefing, 
it is assumed that, if the guidelines are 
found to be effective, compliance, at least 
to some degree, must have been 
achieved. This does not assume, of 
course, that compliance was complete, or 
that greater compliance might not have 
resulted in increased effectiveness, but 
the logic is straightforward. If the innova
tion is used, and if it "works," effective
ness may be demonstrated. If it is not 
used, it cannot be found effective; if it 
does not "work," it cannot be found effec
tive even if used. The point is a simple 
one, but we stress it because prior at
tempts to evaluate other guidelines sys
tems appear not to have paid attention to 
the issue (e.g., Rich et al., 1982). 

Experimental group judges in the Phil
adelphia study do appear to have used 
the guidelines: 76 percent of the deci
sions made fell within the range sug
gested by the innovation; this varied from 
a "compliance" rate of 91 to 64 percent 
when individual judges were consid
ered.32 Exceptions to the guidelines do 
not appear to have been random; they 
were less frequent in ROR and ROMow
cash-bail zones, and more frequent in 
higher cash-bail zones, than would be 

32Analyses and subsequent debriefing demon
strated that one experimental group judge com
pletely misconsh'ued the experiment and purpose
fully did not consult the guidelines until after his 
decision was made. Accordingly, these data were 
not considered further in the analyses reported. 
However, Goldkamp and Gottfredson (1985) report 
that analyses that include these data are little dif
ferent £i'om those presented, and they offer to pro
vide tables documenting this on request. 
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required by chance. Given that the guide
lines studied were purposefully in large 
pmt descriptive, however, one would not 
expect, necessarily, that decisions made 
under the innovation would depart mark
edly {i'om those made in the unguided 
condition. When considered in the aggre
gate, this was found to be the case. Ap
proximately equal propOltions of the sam
ples were treated in similar manners by 
judges in the experimental and conh'ol 
groups. However, when cases judged by 
the control group were assigned, post 
hoc, to a "guidelines recommendation," 
only 57 percent of the decisions actually 
made fell within the recommendation (as 
compared with 76 percent for the experi
mental group). Fmther, only 13 percent 
of the experimental group's decisions re
sulted in more severe detention conse
quences; 29 percent of the unguided de
cisions resulted in a consequence more 
severe than that that would have been 
recommended by the innovation. Devia
tions in the opposite direction were about 
equally likely to be made by either group 
(11 percent for the experimental group, 
14 percent for the control group). 

The Philadelphia judges specifically 
sought the goal of increased equity in 
their decisions. This was addressed 
through two classifications of decisions; 
based on charge (the six sb'atification lev
els) and the 75-cell guidelines mab'ix 
(codetelmined by charge seriousness and 
risk and intended, by the judges, as an 
operational definition of "similarly situ
ated"). If equity is increased through ap
plication of the innovation, the variability 
of decisions made should be reduced, for 
appropriate classifications of offenders, 
relative to decisions made in an unguided 
fashion. This was observed to be the case 
for both classifications considered (I.e., 
based on offense seriousness and on the 
guideline matrix). With respect to the 
fOlmer, variability in the amount of cash 
bail required was similar for h'eabnent 
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quite distinct prediction goals, was not 
optimal. 

Sixteen Municipal Court judges partic
ipated in the experiment; they were ran
domly assigned to h'eatment (use of the 
guidelines model) and conh'ol (no h'ain
ing, no use of guidelines) groups. Cases, 
stratified by six charge-seriousness cate
gories, were screened and assigned to 
judges (20 per stratification level). Fol
low-up for all cases was achieved for a 
90-day period. The random assignment 
and stratification plan sought to ensure, 
and subsequent analyses demonstrated, 
that the treatment and control group cases 
were similar. 

Goldkamp and Gottfredson (1985; see 
also D. M. Gottfredson, Cosgrove, et aI., 
1978; M. R. Gottfi'edson and D. M. 
Gottfredson, 1980a) suggest that four gen
eral concepts are of central importance in 
the implementation and evaluation of de
cision-making guidelines: visibility, ratio
nality, equit.y, and effectiveness. These 
are related but may be h'eated separately 
for purposes of discussion and for con
stmction of testable hypotheses. Decision 
tools seek, among other things, to make 
explicit the goals, nahlre, and outcome of 
the decision-making process (see espe
cially D. M. Gottfi'edson, Hoffman, et aI., 
1975). As we described in the introduc
tion to this paper, this is of great impor
tance in criminal justice settings, where 
many of the decisions made are clearly 
predictive in nature, although this fact is 
not commonly recognized. Further, it is 
the "hidden" nature of decisions made, 
lack of explicit goals and policies, and a 
lack of information concerning the effec
tiveness of the decision process that re
sult (in part) in claims of unwarranted 
disparity and ineffectiveness and in ap
peals for refOlm (Kastenmeir and Eglit, 
1973; Harris, 1975). 

The concept of rationality suggests that 
guidelines should assist in relating deci
sions made to the goals specified. These 

may be predictive in nature (e.g., associ
ated with desired offender outcomes), but 
they may be of another nahlre (e.g., of 
ensUling just deserts or of increasing eq
uity). In neither of these examples is 
prediction (in the sense that we have 
been using the tenn) an issue. 

The concept of equity does suggest that 
guidelines should reduce the disparate 
h'eatment of similarly situated individu
als, both within and across decision mak
ers. To the extent that reductions in un
wan'anted disparity are achieved, equity 
may be said to be increased. 

Finally, the questions posed by the 
panel sh'essed that guidelines should in
crease the effectiveness of the decisions 
made. It must be remembered, however, 
that the question of effectiveness must be 
addressed relative to the goals sought by 
the designers of the innovation. Clearly, 
any of the three concepts briefly dis
cussed above-visibility, rationality, and 
equity-may be evaluated relative to 
some effectiveness criterion. Goldkamp 
and Gottfredson (1985) primarily address 
the rationality and equity concerns. 

An important but often overlooked is
sue that must be addressed in any study 
purporting to evaluate the impact of 
guidelines (whether or not they use pre
diction methods) is whether the innova
tion was in fact used. The availability of 
coding sheets and a scoring grid does not 
ensure that decision makers understand 
or make use of the tools. Neither, of 
course, will simple debriefing sessions 
prove of much help in finding out if the 
tools are used. It is well known that ex
perimental subjects typically attempt to 
provide the investigator with the informa
tion sought. The question of compliance, 
pmticularly with a voluntalY program, is a 
complex one. The problem of complexity 
is exacerbated in most guidelines appli
cations by the provision that decision 
makers may, at their discretion, apply a 
sanction or make a decision other than 
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dation, however, the power of the devices 
constructed reduced approximately to th~ 
low level observed for the Vera scale. 

Goldkamp and Gottfi'edson (1985) re
cently completed a study of guidelines for 
preh'ial release and bail decisions that are 
based, in part, on an empirical assessment 
of risk. The general approach to guide
lines development that they followed was 
patterned after D. M. Gottfi'edson, 
Wilkins, and Hoffman (1978), and the 
empirical work on which the experimen
tal project was based is described in 
Goldkamp and Gottfredson (1981a,b). 

The st.udy was essentially a policy ex
periment; it was not intended to provide 
an empirical test of the relative power of 
empirically derived prediction inshu
ments and unguided or intuitive predic
tions. Three guideline models were de
veloped: a purely descriptive model, a 
purely nOlmative (actuarial) model, and a 
model that attempted to combine the de
scriptive and normative approaches to 
guidelines development. Depending on 
the goals of the experiment, any of these 
could be compared with unguided prac
tice; all such comparisons would be of 
considerable interest, but different re
sults, of course, would be expected. The 
descriptive model essentially provides 
judges with normed information concern
ing past practices and summarizes expe
rience conceming those factors thought 
most influential to past decisions. Be
cause it does not explicitly address risk of 
future behavior, tlle model is not de
signed to be predictive (in the sense we 
have been using this telm). One might 
anticipate, however, that the provision of 
this information would serve to constrain 
variability in subsequent decisions made, 
relative to tllose made in unguided prac
tice. A comparison of the nOlmative mod
els with unguided practice would di
rectly address the question of relative 
accuracy; but that was not attempted in 
this experiment. Rather, it was the third 
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guidelines model-that which comb~ned 
experiential and predictive concems
that was implemented and experimen
tally studied. 

The judges of the Philadelphia :tv): unic
ipal Court very directly were "pflrtners" 
in the development, modification, and 
experimental study of the guidelines se
lected for implementation (for discus
sions of the impOltance of such "pattner
ships," see D. M. Gottfredson, Wilkins, 
and Hoffinan, 1978; Galeghet and Car
roll, 1983). Without this partnership, it is 
highly unlikely that any guidelines mod
els could have been developed, and it is a 
virtual certainty that the experimental 
study of these could not have been 
achieved. After reviewing the models, 
the judges chose the combined approach 
but also required modifications based on 
a series of policy-development meetings. 
The judges chose a guidelines model that 
simultaneously considered the serious
ness of the charge (which, as described 
above, is not associated with subsequent 
risk, either of failure to appear or of pre
h'ial arrests, but is predictive of judges' 
decisions) and statistical risk. Witll re
spect to the latter, however, the judges 
chose a prediction model developed with 
respect to a combined criterion measure. 
That is, ratlJer than separately consirler
ing risk of failure to appear and risk of 
new offenses, they chose an outcome 
measure that combined both. As de
scribed earlier, different independent 
variables are associflted with the two cri
teria, and the models developed concem
ing the combined outcome measure were 
less powerful thp.n those predictive of a 
single criteriol). In at least these two 
ways, the judges' choice of models con
strained tlle likelY predictive accuracy of 
the guidelines implemented: seriousness 
of charge Wgs to receive approximately 
equal weight as considerations of risk, 
and the prediction model chosen, based 
on an outcome measure tllat reflects two 
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ing the utility of devices designed to 
stmcture discretionalY decision making 
in criminal justice settings. 

The velY first question that must be 
asked concerns whether the innovation in 
fact has been implemented. An influen
tial report recently concluded tllat in sev
eral jurisdictions studied, an attempt to 
provide decision makers with devices to 
assist in tlle structuring of sentencing de
cisions was unsuccessful, in tllat the de
vices were not, in fact, implemented 
(Rich et a1., 1982). Unfortunately, the au
thors exceeded the bounds of common 
sense by reporting also tllat the innova
tion had no effect. An unimplemented 
innovation cannot be expected to have an 
effect; to observe otllerwise would obvi
ously be spurious. 

Bail and Pretrial Release Prediction
Based Tools 

Beginning in the early 1960s, numer
ous federal and state jurisdictions en
gaged in attempts to provide bail and 
preh'ial-release decision makers system
atically with info1111ation relevant to the 
decisions to be made (Freed and Wald, 
1964, describe several of these). The pio
neering and most widely known (and em
ulated) of these programs was the Vera 
Institute of Justice's Manhattan Bail 
Project, begun in the fall of 1961 and 
subsequently modeled by several other 
jurisdictions (Freed and Wald, 1964; 
M. R. Gottfi:edson, 1974; D. M. Gottfred
son, 1975). In this project a scale-clearly 
designed to be predictive of risk offailure 
to appear, but not empirically derived
was applied to defendants to detelwine 
release recommendations. The risk eval
uation was based on information conce111-
ing residential stability, family ties and 
contacts, employment histOlY, and prior 
criminal record. An arbih'my weighting 
scheme was used, which resulted in a 
total "risk" score, according to which 1'ec-

ommendations were made concerning re
lease. 

Considerable success was claimed for 
tllis and related projects. For example, 
Freed and Wald (1964:62) report that "the 
Manhattan Bail Project and its progeny 
have demonstrated that a defendant with 
roots in the community is not likely to 
flee, inespective of his lack of promi
nence or ability to pay a bondsman. To 
date, these projects have produced re
markable results, with vast numbers of 
releases, few defaulters and scarcely any 
commissions of crime by parolees in the 
interim between release and trial." Of 
course, tlle predictive utility of the scale 
is an empirical, rather than an experien
tial, question, and, when finally empiri
cally studied (over a decade after the 
implementation and widespread h'ansfer 
of the innovation), it was demonstrated 
tllat, in all likelihood, the validity of the 
Vera scale had little, if anything, to do 
with tlle success claimed (M. R. Gottfred
son, 1974). As already discussed, the base 
rate alone (when failure to appear is the 
criterion) could well provide the results 
and claims such as tllOse made by Freed 
and Wald. In the M. R. Gottfredson study 
(described in a preceding section), Vera 
scale scores were found to account (at 
best) for 2 percent of the variance in 
either failure to appear or anest rates. 
Further, considerable colinearity of incli
vidual Vera scale items was observed 
(e.g., between points assigned for family 
ties and for residence), which suggests 
tllat the weighting scheme intuitively de
veloped was highly inappropriate (on em
pirical grounds). The plan worked in the 
sense of starting a social movement; the 
scale, however, did not work in predict
ing failure to appear. 

As described earlier, in his Los Angeles 
study, M. R. Gottfredson (1974) at
tempted to conshuct n01111ative predic
tive devices for both failure to appear and 
arrest: criteria, with fair success, On vali-
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board; and prediction is only one of sev
eral concerns for the federal board. 

Still, the concept of prediction gener
ally is cenh'al to the decisions made in 
most of these settings. Accordingly, many 
of the attempts to provide structure for 
those decisions do have a predictive com
ponent. However, we are aware of no 
attempt to structure the decisions dis
cussed that involves only a predictive 
component. In practical application, deci
sion makers invariably seek not only to 
structure decisions with respect to pre
diction, but with respect to other goals as 
well (e.g., the satisfaction of just deselts). 
As we shall see, such a choice invariably 
constrains-often very seriously-the 
predictive component of the tools devel
oped. 

Second, evaluating the "success" of 
any innovation requires that comparisons 
be made. James Thurber, when once 
asked how his wife was, reportedly an
swered "Compared to what?" (Einhorn 
and Schact, 1975). The needed compari
sons may be made essentially in three 
ways: with respect to past practice; with 
respect to other innovations (including, 
desirably, a "no innovation" condition); 
and with respect to some ideal standard. 
Obviously, the criteria on which the com
parisons would be made must be stated, 
and, if the exercise is to have other than 
academic utility, those criteria must be 
related to the goals identified for the in
novation(s) studied. 

In justice system settings, comparisons 
relative to an ideal standard are doomed 
to failure and thus are hivial. Debates 
concerning differing "ideal" standards 
and purposes for sentencing decisions 
(for example) are accelerating, as we have 
noted in a previous section. The ideal 
standard of one who advocates a just 
deserts perspective is radically different 
£i'om that advocated by proponents of"se
lective incapacitation"; succinct reviews 
and summari.es of these differences can 
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be found in a recent "debate" between 
Greenwood and von Hirsch (NIJ RepOlts, 
1984). Similar arguments could be made 
for ideal standards based on other philos
ophies. Comparisons made relative to 
ideal standards of the type mentioned are 
not scientifically interesting; indeed, they 
essentially are not matters of science. Al
though science may inform the ethical 
and philosophical debate and although 
this debate is of obvious interest and 
importance, scientific comparisons of an 
innovation relative to an ideal will be
come important only when society even
tually comes to consensus on what that 
shall be. We do not think this likely for 
some time to come. 

Comparisons made with past practice 
are of value, but that value is constrained 
by well-known limitations of simple pre
and post-test research designs (Campbell 
and Stanley, 1963; Cook and Campbell, 
1979). In brief, a finding that the effects 
anticipated for the innovation are ob
served does not, of course, mean that the 
innovation produced the effects. Without 
controls for many potential threats to va
lidity, one cannot rule out the possibility 
that the effects result from something 
else-even something completely exog
enous to the innovation a:ld the research 
setting. For the same reasons, a finding 
that the effects anticipated for the innova
tion are not obselyed does not mean that 
the innovation produced no effect. Al
though one is used to thinking about 
alternative hypotheses (usually with a 
view toward discrediting them) when ob
serving a presumed effect, one is not used 
to thinking about them when an effect is 
not observed. This, of course, is critical 
when the research design is a simple 
pre-post comparison. 

With the exception of the case study, 
the I'imple pre-post test is the weakest of 
all commonly used experimental designs. 
And with one exception, it is the only 
kind of comparison made to date concern-
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may be advantages to intuitive judgments 
as well. For example, human decision 
makers can make use of infonnation that 
cannot be made available to a statistical 
device (at least readily). Demeanor dur
ing an interview may be one such exam
ple. Other factors in favor of intuitive judg
ments are reviewed in Dawes (1975).31 

Due in part to the demonsh'able supe
riority of statistical prediction methods, a 
great deal of effOlt has been expended in 
attempts to provide criminal justice func
tionaries with tools to aid them in the 
decision-making process. We review sev
eral of these in the next section. 

APPLICATIONS OF PREDICTION IN 
STRUCTURING DISCRETION 

This section focuses on recent attempts 
to provide sh'ucture for a variety of discre
tionalY criminal justice decisions. Our 
charge from the Panel on Research on 
Criminal Careers was to "review research 
findings on existing prediction-based 
rules for structuring criminal justice deci
sions, with special attention to their ade
quacy in terms of predictive accuracy, 
efficiency, and validity, and to the relative 
conhibution of individual predictor vari
ables to adequacy." Since the most com
monly used devices have been based on 
studies velY similar (or identical) to those 
reviewed earlier in this paper, we can 
provide a simple response: (1) they are of 
low-to-moderate predictive accuracy; (2) 
they usually therefore are not very effi
cient (in a predictive sense), and they are 
at best modestIy valid; (3) it commonly is 
observed that only a few variables, nota
bly those conceming offense type and 
offense history, make a substantial conh'i
bution to the prediction a1:t:'lined; and (4) 

31See also Cronbach and Gieser's (1957) discus
sion of the relative advantages and disadvantages of 
"narrow band" and "broad band" assessment pro
cedtll'es. 

this appears to be hue regardless of the 
decision arena investigated. 

This "simple" response is unsatisfac
tory, however. The panel also asked us to 
assess "the success of prediction-based 
rules in affecting tile behaviors they are 
intended to affect (e.g., have prediction 
rules used in structuring parole decisions 
reduced the prevalence of failure on pa
role?)." This is not a simple question, 
altIlough it is an obvious and important 
one. Had the parenthetical example not 
been included, our response simply 
would be: when properly implemented, 
apparentIy tIley can be successful. 

We will review the evidence for our 
assertion later; here, we wish to POillt out 
til at in evaluating the efficacy of attempts 
to shucture discretionmy decision mak
ing in criminal justice settings, it is first 
necessmy to examine the purposes un
derlying tile innovations. Criminal justice 
system functionaries typically make deci-

. sions relative to compound (and complex) 
goals. In tile context of sentencing, for 
example, we noted that judges may seek 
to apply a criminal sanction for rehabili
tative, deterrent, incapacitative, or deselt 
purposes; often, tIley repOlt seeking to 
satisfy more than one of tIlose concerns at 
once (D. M. Gottfredson and Stecher, 
1979). Decision-making goals of paroling 
authorities also are complex, and vary 
widely among decision makers and across 
tile countly (O'Lemy and Hall, no date). 
Although it is commonly perceived tIlat 
paroling authorities have the minimiza
tion of recidivism risk as a principal goal, 
that simply is not the case. For example, 
tile Mmyland parole board has tile stated 
plU-pose of ensuring just deselts (A. Hop
kins, personal communication, 1983); and 
the U.S. Parole Commission asserts three 
goals (related to accountability for the 
crime, institutional behavior, and risk of 
parole violation) (D. M. Gottfredson, 
Cosgrove, et aI., 1978). Thus, prediction 
is not a stated concem for tile Malyland 
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chance rate and that, if implemented, 
should improve criminal justice decision 
making.29 

In virtually eVeIY decision-making sit
uation for which the issue has been stud
ied, it has been found that statistically 
developed predictive devices outperform 
human judgments (reviews are available 
in Meehl, 1954, 1965; Gough, 1962; 
Goldberg, 1965, 1968, 1970; Sawyer, 
1966; Dawes and Corrigan, 1974; Dawes, 
1979). This is one of the best-established 
facts in the decision-making literature, 
and to find otherwise in criminal justice 
settings would be surprising (at best) and 
suspicious or very likely wrong (at worst). 
Meehl (1954) origil1ally established the 
"rules" for making comparisons of clini
cal and statistical predictions, which re
ally are minimal. One rule is that both the 
clinical predictions and those of the sta
tistical model are to be made on the basis 
of the same infOlmation (for obviously, 
the statistical model is disadvantaged if 
infOlmation is not to be made available to 
it). In fact, this "rule" may not even be 
necessmy, since even when it is disre
garded, the models almost always are 
more valid than clinical predictions. 
Even "bootsh-apping" shldies, in which a 
statistical model of clinical assessments is 
conshucted, show that the models devel
oped-even thcugh they are of the deci
sion makers' judgments-outperform the 
original judgments often by substantial 
amounts. 

The limited infOlmation available con-

29It is important to remember the cautions of 
previous sections: implement.'ltion of prediction in
sh'uments may conflict, wholly or in part, with other 
objectives of the decisions being discussed, Those 
objectives are multiple, often conflicting, and usu
ally poorly articulated. It is because prediction of 
"risk" (of failure to appear for hial, or of new 
offenses, or of parole or probation violations) is only 
one of the apparent objectives of decisions that the 
question of "improvement" of criminal justice deci
sion making is problematic in relation to prediction 
alone. 
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ceming criminal justice settings would 
not, we think, disappoint those on the 
"statistical" side of this continuing (but 
unproductive) argument. Already noted 
were the studies by Glaser (1955, 1962), 
in which an actuarially derived device 
was shown superior to prognostic judg
ments made by sociologists and psychia
b:ists relative to a. parole-violation crite
rion, and those of D. M. Gottfredson 
(1961; D. M. Gottfredson and Beverly, 
1962), in which a statistical combination 
of items proved substantially more accu
rate than judgments made by parole 
board members. Recently, Holland et al. 
(1983) found that a statistical composite 
consistently outperfOlmed mental health 
professionals and correctional case work
ers in the prediction of recidivism.3D Car
roll et al. (1982) found tl1at parole board 
members' judgments of risk to be virtu
ally uncorrelated witl1 offender behav
ioral outcomes and that a simple statisti
cal model, although not powelful, 
outperformed tl1e decision makers. 

The relative superiority of statistical to 
intuitive metl10ds of prediction is due to 
many factors. For example, human deci
sion makers often do not use information 
reliably (e.g., Ennis and Litwack, 1974), 
tl1ey often do not consider base rates 
(Meehl and Rosen, 1955), and this has 
been specifically illush'ated in criminal 
justice decision making (Carroll, 1977); 
they may inappropriately weight items of 
infOlmation that are predictive, or they 
may assign weight to items that in fact are 
not predictive (as our review shows; see 
also Ebbesen and Konecni, 1981); and 
they may be overly influenced by catlsal 
attributions (e.g., Carroll, 1978a) or spuri
ous cOITelations (Monahan, 1981). In fair
ness, it should be pointed out that there 

30I-Iowever, after a correction for range restriction 
was applied, the human judges did better than the 
inshl.unent in idenlifying indices of violent recidi
vism. 
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sufficient detail to allow us the degree of 
specificity desired. Some studies pro
vided detailed information concerning 
bivariate relations, but no (or little) infor
mation concerning those relations in a 
multivariate context. When the latter was 
provided, often the former was not. Com
parable statistics are not repOlted for 
many studies, whether bivariate or 
multivariate in nature. 

We are not the first reviewers to make 
this lament (see Hagan and Bumiller, 
1983, for a discussion of the difficulties of 
cumulating information from a variety of 
studies) nor, we are celtain, will we be 
the last. With Hagan and Bumiller, we 
note that we intend no criticism of the 
authors whose reports we have re
viewed-indeed, on occasion we found 
ourselves among the worst culprits. We 
do believe that there remains promise in 
meta-analytic methods (Glass, 1976; 
Glass, McGaw, and Smith, 1981), despite 
well-recognized difficulties (e.g., B. F. 
Green and Hall, 1984), and had hoped to 
provide a "quantitative literature re
view." UnfOltunately, we cannot. 

Enb'ies in Table 1 are intended to rep
resent consbucts, and it should be re
membered that these have been opera
tionally defined in many ways in the 
literahlre reviewed. This is true both for 
entries under the heading "Salient Pre
dictors" and for those listed under "Cri
terion." 

The first two or three enb'ies in each 
cell of the table represent, in order, the 
most powerful predictors of the relevant 
criterion. The power of variables repre
sented by subsequent entries varies suf
ficiently fi.-om study to study to prohibit 
conclusions with respect to relative accu
racy. We already have noted difficulties 
encountered in attempting to assess the 
predictive accuraoy of items of informa
tion across (and often withirt) studies. 
Accordingly, with the exception of the 
first two or three enb'ies in each cell, we 

do not have confidence in the relative 
ordering of predictive factors listed. 

These caveats made, the table rather 
clearly shows our original impression to 
have been more or less COlTect. Reading 
down columns in the table, items of pre
dictive information are remarkably con
sistent across decision settings (with the 
possible exception of the prosecutorial 
stage, at which evidentiary factors be
come important both to decisions made 
and to trial outcomes). This is hue for 
both descriptive and nonnative studies. 
Reading across rows, however, the de
scriptive and nonnative studies regularly 
tend to recommend that attention be paid 
to different items of infonnation. This is 
particularly true with respect to infOlma
tion concerning the offense: decision 
makers tend to focus on seriousness 
(which generally is not predictive of be
havioral outcomes), while nOlmative 
studies focus on offense type, which is 
predictive of behavioral outcomes. 

HOW SUCCESSFUL ARE 
PREDICTION-BASED SELECTION 
RULES? 

The evidence just summarized sug
gests that with respect to the criteria in
vestigated, at any rate, criminal justice 
functionaries likely do not make optimal 
decisions. We have noted that the norma
tive studies also hardly may be said to be 
optimal, in that by far the largest propor
tion of criterion variance remains unex
plained. Still, we have identified a num
ber of factors that appear to have some 
predictive utility across a variety of set
tings, and it appears that decision makers 
do not pay heed to those factors. Rather, 
they appear to focus on items of informa
tion that demonsb'ably are not statistically 
related to the behavioral outcomes of in
terest. Despite substantial base-rate prob
lems, most investigators have achieved 
normative prediction that exceeds the 
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TABLE I Common Correlates of Criminal Justice Decision Making 

Decision 
Stage Criterion 

Bail; pretrial Failure to appear 
release (FTA) for trial 

Cash bail 

Recidivism on pre
trial release 

Failure to appear or 
recidivism 

Prosecution Charge 

Sentencing 

Parole 

Charge reduction 

Prosecute fully or 
dismiss 

Conviction obtained 

VariousC 

Time served 

Parole/no parole 

Salient Predictors 

Descriptive Studies 

Seriousness of charge, seriousness 
of prior charges, prior record, 
"community ties" 

Seriousness of charge, weapons 
charge, juvenile record, age, 
personal victim of crime?, 
"community ties,,,a D.A. rec
ommendation,a defense attorney 
recommendationa 

N.A. 

N.A. 

Witness and evidentiary factors, 
victim-offender relation, serious
ness of charge 

Seriousness of offense, type of of
fense, age, prior record 

Charge reductions, offense type, 
number of charges, pretrial de
tention status 

N.A. 

Seriousness of offense, prior 
record, pretrial status, counsel 
and representation, type of con
viction, various extralegal fadors 

Seriousness of offense, maximum 
term set, subjective risk assess
ment, institutional behavior, pri
or record, age, sex, socioeconom
ic status, marital status, 
juvenile record 

Seriousness of offense, subjective 
risk assessment, prior record, at
tributions regarding offEmder and 
offense, institutional behavior, al
cohol history, age 

Normative Studies 

Offense type, prior record, 
"community ties," drug use, 
prior FTAs, pending charges 

N.A. 

Offense type, prior record, em
ployment, age, "community 
ties," weapons use, pending 
charges, prior FTAs 

Type of release,b court dispo
sition time,b offense type, 
age, pending charges, recent 
offense history, prior FTAs 

N.A. 

N.A. 

N.A. 

Offense type, evidentiary and 
witness factors, pretrial sta
tus, age 

N.A. 

N.A. 

Prior record, offense type, age, 
particularly "age at onset," 
employment, marital status, 
alcohol-drug use, education, 
institutional behavior, crimi
nal associates 

NOTE: The first two or three entries in each cell represent, in order, the most powerful predictors. 
Subsequent factors vary sufficiently from study to study to prohibit conclusions with respect to relative 
accuracy. 

aBased on a simulation study. 
bNot deemed useful for most practical applications of prediction tools: 
cThe most powerful predictors appear to be seriousness and prior record, regardless of the pmticular 

criterion used (e.g., sentence type, sentence length, measures of sentence "severity"). Accordingly, we 
have not differentiated criteria for purposes of this summary table. 
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aI., 1978; S. D. Gottfredson and D. M. 
Gottfredson, 1979), in eXh'emely large 
samples based on the Uniform Parole 
Reports data base (e.g., Babst, Inciardi, 
and Jaman, 1971; Brown, 1978), and in a 
sizable Michigan sample (Palmer and 
Carlson, 1976) variables reflective of drug 
usage do make a modest unique conhibu
tion; in one sample, however, drug usage 
did not remain significant when tested in 
atmultivariate model (Schmidt and Witte, 
1979). 

Educat'ion. Education (variously de
fined and studied, but most typically 
measured in terms of attainment) seems 
to be associated with parole outcomes in 
the bivariate case (e.g., VoId, 1931; Kirby, 
1954; Glaser, 1955; Babst, Inciardi, and 
Jaman, 1971; D. M. Gottfi:edson, Wilkins, 
and Hoffman, 1978; S. D. Gottfredsonand 
D. M. Gottfredson, 1979).28 Multivariate 
models suggest that the conhibution to 
explained variance made by education is 
negligible (e.g., Kirby, 1954; S. D. 
Gottfredson and D. M. Gottfi'edson, 
1979). 

Other Predictors. Dozens of other 
variables have been examined for associ
ation with parole outcome, and they usu
ally provide suppm:t for the null hypothe
sis. For listings of many of these, see 
Mannheim and Wilkins (1955), Simon 
(1971), or S. D. Gottfi'edson and D. M. 
Gottfredson (1979). A few have shown 
sufficient promise to mention here, al
though they often are supported by few 
studies. A record of punishments (repri
mands, repOlts, misconduct citations, et 
cetera) received while incarcerated has 
proven prognostic on occasion (e.g., 
Borden, 1928; Tibbets, 1931; VoId, 1931; 

28However, Simon (1971) observed no zero-order 
relation between education and outcome. A mea
sure of school conduct, however, was modestly 
con'elated with recidivism. 

Kirby, 1954; Mannheim and Wilkins, 
1955; S. D. Gottfi'edson and D. M. 
Gottfredson, 1979; CalToll et aL, 1982). 
Zero-order relations are low to moderate 
(.03 to .23 range), but multivariate analy
ses suggest that the small contribution 
made is relatively unique. Whether the 
offender acted alone in the commitment 
offense or acted with accomplices has 
been found modestly predictive in some 
shldie& (e.g., Tibbets, 1931; Kirby, 1954); 
association with criminal gangs appears 
moderately more predictive (Simon, 
1971), and the latter remains predictive in 
a multiple regression framework. A vari
ety of "assessment scales" have proven 
predictive in some shldies [e.g., 
Burgess's "social types"; see Burgess, 
1928; Hakeem, 1948; Ohlin, 1951; or 
Glaser's (1955, 1964) "social develop
ment pattem"] but have proven difficult 
for others to score reliably. 

COMMON CORRELATES 

Our review of descriptive and norma
tive decision studies across a variety of 
criminal justice system settings suggests 
that decision makers tend to rely with 
some regularity on a few common items 
of information regardless of the decision 
being made. Likewise, there is consider
able commonality among items found 
usentl in nOlmative prediction shldies
again, regardless of the decision for 
which the prediction is made. Finally, it 
appears that the descriptive and 110m1a
tive studies seem to recommend different 
items of information as predictive. 

Table 1 provides a general summalY of 
those variables found to predict the deci
sions of nmctionaries and those found to 
predict the behavior of offenders for a 
variety of criteria and across the decision 
arenas studied. 

Some caveats with respect to this sum
mary al'e in order. As discussed earlier, 
few of the studies we reviewed provided 
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Employment History. Employment 
history consistently is found predictive of 
parole outcomes (although tllere are ex
ceptions, e.g., Tibbets, 1931). The zero
order relations are modest (correlation 
coefficients of.21, .12, .17 to .14, .17, and 
.13 to .16 have been reported by Borden, 
1928; VoId, 1931; Kirby, 1954; Simon, 
1971; and S. D. Gottfredson and D. M. 
Gottfredson, 1979, respectively; contin
gency coefficients of .25 to .22 and .12 
were observed by Mannheim and 
Wilkins (1955) and by D. M. Gottfredson, 
Cosgrove, et al. (1978), respectively; and 
an MCR of .17 was repOlted by Glaser, 
1954). In general, variables that measure 
the stability of employment appear to be 
modestly more predictive than do otller 
means of assessing employment histOlY 
(Simon, 1971; S. D. Gottfi:edson and 
D. M. GottfTedson, 1979). Employment 
history variables generally retain a 
unique contribution in multivariate anal
yses, but the effect is small. Occupational 
classifications may be somewhat more 
powernll (Palmer and Carlson, 1976). 

Offense. The nature of the commit
ment offense and, in some studies, the 
nature of the offender's offense history 
consistently are predictive of parole out
comes: those who offend against propelty 
are poorer risks than are those who have 
offended against persons (VoId, 1931; 
Kirby, 1954; Mannheim and Wilkins, 
1955; Babst, Inciardi, and Jaman, 1971; 
Palmer and Carlson, 1976; Brown, 1978; 
D. M. Gottfredson, Wilkins, and Hoff
man, 1978; S. D. Gottfredson and D. M. 
Gottfi:edson, 1979; Schmidt and Witte, 
1979; Carroll et al., 1982; cf., however, 
Simon, 1971). Brown (1978) systemati
cally studied a number of offense classifi
cation schemes, finding that a simple 
"personlpropelty" dichotomy was about 
as efficient as any other. Such a measnre 
is most commonly used, although some 
(e.g., D. M. Gottfredson, Cosgrove, et al., 
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1978; S. D. Gottfi'edson and D. M. 
Gottfi'edson, 1979) have found specific 
combinations of propmty-type offenses to 
be predictive of parole outcomes. Zero
order relations typically observed are in 
the .15 to .25 range (cf., Mannheim and 
Wilkins, 1955; D. M. Gottfredson, 
Cosgrove, et al., 1978; S. D. Gottfredson 
and D. M. Gottfredson, 1979). When con
sidered in multivariate models, offense 
type typically does make a unique, but 
small, contribution to explained variation 
in outcome (c£ Kirby, 1954; Brown, 1978; 
S. D. Gottfredson and D. M. Gottfredson, 
1979; Schmidt and Witte, 1979; Carroll et 
aI., 1982). 

Alcohol and Drugs. A history of prob
lematic alcohol use is correlated Witll pa
role outcomes (VoId, 1931; Hakeem, 
1948; Ohlin, 1951; Mannheim and 
Wilkins, 1955; Glaser, 1964; D. M. 
Gottfi'edson and Ballard, 1965b; D. M. 
Gottfi'edson, 1967; Babst, Koval, and 
Neithercutt, 1972; Palmer and Carlson, 
1976; Brown, 1978; S. D. Gottfredson and 
D. M. Gottfredson, 1979; Schmidt and 
Witte, 1979), but the relation is slight. In 
multivaIiate models" variables indicative 
of alcohol use occasionally make small 
unique contributions (e.g., D. M. 
Gottfredson, 1961; Palmer and Carlson, 
1976; Brown, 1978); just as often, how
ever, tlley appear to share sufficient vari
ance with other (mote highly predictive) 
variables that no multivaI'iate effect is 
observed (Schmidt and Witte, 1979; S. D. 
Gottfredson and D. M. Gottfredson, 
1979). 

The evidence about drug abuse, PaItic
ularly of natural or syntlletic opiates, is 
less mixed. Most studies investigating the 
issue observe statistically significant, al
though modest, zero-order effects (e.g., 
VoId, 1931; D. M. Gottfi'cdson and 
Bonds, 1961; Babst, inciardi, and Jaman, 
1971). In large samples of federal offend
ers (e.g., D. M. Gottfi'edson, Cosgrove, et 
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tice as being concerned about the inten
tions, values, and character of offenders as 
well as their acts. This is important, for if 
intentions and character are durable (i.e., 
if people have guiding values that last for 
at least a little while), past actions of 
offenders might well predict future ac
tions. Consequently, a policy that sanc
tioned extra punishinent for past repeated 
criminal acts would produce about the 
same results as a policy that adjusted 
penalties on the basis of J;redictions of 
future criminal acts. Thus, retribntive and 
utilitarian justifications coalesce in a fo
cus on those who have revealed their 
intentions and capacity to commit crimi
nal acts through a pattern of past offenses. 
What ties these principles together is the 
argument that character-relatively dura
ble values and intentions-is fundamen
tal to both retributive and utilitarian jus
tifications for punishment. 

Note that to accept the idea that char
acter is durable and fundamental to both 
retributive and utilitarian justifications for 
punishment is not to accept the idea that 
lt is permanent. People's values and in
tentions can change. Even the most cyn
ical might excuse offenders who had aged 
and matured before their just penalties 
were served and be reluctant to exact the 
maximum penalties from those 20-year
olds who committed many offenses, on 
the grounds that such offenders might 
change. So, we need not decide that char
acter is permanent to decide that it is 
somewhat durable and relevant to crimi
nal justice decisions. 

If this interest in character provides the 
basis for a synthesis of retributive and 
utilitarian principles, why is it an unfa
miliar idea? My answer is that this idea 
lUns counter to a dominant ideology guid
ing criminal justice policy. Cenh'al to that 
ideology is the idea that moralism must 
be kept out of the criminal law because 
the passions that would be released if it 
were invited in are unconh'ollable (Gil-

lers, 1983:402). The focus on the inten
tions and values of oHEmders-indeed the 
argument that it is wrong values as re
vealed by acts that justify punishment
puts values at the center of the criminal 
justice system and thus lUns directly 
counter to the dominant ideology, Per
haps equally important, we have been 
guided by a h0peful view of human na
ture: human character is transient, 
changeable, and influenceable; guilt for 
current offenses is therefore always miti
gated; and bright hopes for rehabilitation 
are reasonable. The focus on durable 
character h'eats the role of outside influ
ence as morally hrelevant and is less 
optimistic about the rate at which impor
tant changes in values can occur. So, the 
focus on character flies in the face of 
ideologies that have been central to our 
contemporary jurisplUdence. 

Obviously, no one is interested in un
leashing a new age of moral oppression. 
We value our freedom, our mobility, our 
ability to experiment with different val
ues far too highly for this. But it does 
seem valuable to remind ourselves of 
some simple principles we seem to have 
forgotten: that the criminal law is a moral 
statement about the values that bind our 
society together by imposing minimal ob
ligations on one another; that the society 
insists that pel)ple honor those laws and 
the values th~tlie behind them; and that, 
when a person clearly shows an indiffer
ence to those obligations through his or 
her actions, the society has a right to 
respond with indignation moderated by 
concerns for due process and equal pro
tection. This set of principles Banctions an 
interest in character--in those who have 
commUted offenses in the past and will 
do so in the future. At the same time, it 
limits the reach of the system to those 
who have committed offenses in the past. 
It does not hy to reach for exh'a state 
control through improved techniques of 
prediction that provide less satisfactOlY 
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crimes vulnerable to criminal prosecution 
essentially make a durable, visible inten
tion to do a crime worthy of punishment 
even if the substantive offense never oc
cms (Packer, 1968:100-101). True, these 
laws typically carry less severe penalties 
than the completed offenses would jus
tify. And true, some ovelt acts are neces
smy to trigger the investigation and pro
vide proof of a dmable criminal intention. 
But the point is that the acts are important 
not in themselves but only as they afford 
insight into the intentions of offenders, 
and it is the intentions alone that justify 
punishment. 

So, even though we are accustomed to 
thinking of acts as the most essential fo
cus of the criminal justice system, a harm
ful act is neither sufficient nor even nec
essary for findings of"blarr.3worthiness." 
Intention, on the other hand, which 
seems less essential, is not only necessary 
for criminal responsibility, but sufficient 
itself! One possible implication of these 
observations is that it is criminal inten
tion-the willing rejection of society's 
values, including that obligation to re
spect the life, libelty, and propelty of 
others-that justifies the punishment. 
The act is impOltant not only in itself but 
also and most fundamentally as an objec
tive piece of evidence about the inten
tions, values, and character of citizens. 

If this interpretation were acceptf'd, it 
would also help to explain why most 
people-including many retributivists
believe that it is appropriate to adjust the 
severity of criminal justice sanctions in 
response to prior criminal acts as well as 
to the seriousness of cunent criminal of
fenses. This is true regardless of whether 
the criminal justice sanction in question 
involves sentencing and is established 
through statutes (as in hahitual offender 
statutes) or involves prosecution and is 
established by adminisb'ative fiat (as in 
the establishment of "career criminal 
units"). This position is problematic, 
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however, to a strict retributive position 
that ties criminal liability only to acts. 

The inconsistency can be resolved in 
three ways. One is to point out that the 
series of offenses indicates that an of
fender is unusually resistant to leaming 
from punishment and therefore more 
punishment is called for. This may make 
sense, but it is a utilitarian rather than a 
reb'ibutive argument. A second argument 
is that the fomth robber! is somehow 
worse than the first and therefore is more 
deserving of punishment. But that is sim
ply an assertion. The obvious question 
that is unanswered is exactly what makes 
tlle fomth robbelY worse. 

A third argument, which seems more 
satis£'1ctOlY, is that tlle criminal law ad
justs penalties for offenses on the basis of 
what can be discemed about intention 
and character and tllat a series of offenses 
reveals an offender as clearly more will
ing to commit crimes than others and, 
tllerefore, as more deserving of punish
ment. We all understand that criminal 
offenses can be caused by circumstance 
and h'ansient passion as well as by clear 
intention. When we look at first offenders, 
it is quite possible that tlleir values and 
character-their commitment to the 
society's values-are much like every
body else's and tllat tlley were simply 
unlucky enough to stumble into a situa
tion that produced an uncharacteristic 
offense. When we look at someone who 
has committed many offenses, however, 
the hypothesis that the offender is much 
like evelyone else in terms of his 
values must yield to the alternative hy
potllesis that the values are different: the 
offender is less solicitous of and more 
willing to attack the lives, libelty, and 
prOpelty of fellow citizens. It is this in
creased celtainty about the offender's 
values that justifies enhanced punish
ment. 

So, there is a certain coherence in 
thinking of reb'ibutive conceptions of jus-
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view. The very complexity of the analysis 
weakens its credibility. 

In my view this complexity is unneces
saly. It is forced on us by a recentIy found 
sophistication in reasoning about this is
sue. Indeed, the sharp distinction drawn 
between retributive and utilitarian posi
tions that is the comerstone of much con
temporruy analysis obscures a fru' simpler 
and more coherent view. This simpler 
view depends on seeing what is common 
to reh'ibutive and utilitarian views rather 
than what is different. The idea that 
emerges is unfamiliru' and unconven
tional in today's debates, but I think it 
might be h'eated as commonplace and 
obvious in a world in which the CUlTent 
distinctions were less fhmly and sharply 
drawn. 

The contemporary view of retributivp 
theories is that they properly focus the 
attention of the criminal justice system on 
CUlTent acts rather than the character of 
offenders. It is the criminal act that pro
vides the justification for punishment. 
The more serious the act, the more seri
ous the punishment. 

There is much to commend this posi
tion. It connects to more primitive ideas 
of justice as vengeance without being 
hostage to tile excessive passions and 
penalties that might characterize private 
vengeance. The offense is against the 
community and the state-not a private 
individual. The response is regulated by 
concems for equal protection and due 
process-not tile strength of the victim's 
comrades. It also tums out to be a position 
that limits the state's interest and surveil
lance to nruTow areas marked by actual 
criminal offenses (Moore, 1983:17-42). 
This not only protects much of sociullife 
fi'om govemment scrutiny but also guar
antees that, when the state's interest is 
engaged, it is focused on an area in which 
it can do some good rather than mischief. 
And the focus on acts prevents the society 
from developing any permanent view of 

tile character and status of criminal of
fenders (von Hirsch, 1981a:599). All this 
seems to strike a nice balance between 
the community's interests in simulta
neously engaging state power to protect a 
limited number of community values and 
preventing the state itself from becoming 
too powerful and inhusive. 

Attractive as the focus on acts seems to 
be, however, it produces some curious 
anomalies when used to explain our cur
rent criminal laws. The most glaring is 
the importance that the criminal law at
taches to the mental state of the offender 
at the time he committed the offense. If 
tile act itself is so impOltrult to criminal 
punishment, one might expect many 
criminal statutes to establish sh'ict liabil
ity for criminal offenses. In fact, however, 
shict liability is very rare in criminal 
statutes (Packer, 1968: 121-131). It is gen
erally important that some demonstration 
be made that the offender willed an act as 
well as that the act OCCUlTed. Similarly, 
there are many diminished-competence 
defenses and statuses (including mental 
illness, compulsion, and youth) that miti
gate blameworthiness by casting doubt 
on whether the offender was in fact tile 
author of the act in the sense that the 
outcome of tile act was a complete expres
sion of what the offender wanted. Finally, 
under some circumstances (defined in the 
law of "enh'apment"), govemment com
plicity in a crime can absolve an offender. 
Thus, anything that drives a wedge be
tween a criminal act and the intention of 
the offender tends to mitigate guilt be
cause it confuses our capacity to infer 
criminal intentions from criminal acts. So, 
the act alone is not sufficient for criminal 
responsibility. The intention to do the 
crime-to deny the values of tile soci
ety-must be shown, as well as tile act. 

What is even more surprising is that a 
hrumful act is not even necessruy for 
criminal responsibility. Laws that make 
attempts or conspiracies to commit 
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judicial review than the exercise by the 
Executor of his discretion in deciding 
when and whether to institute criminal 
proceedings .... " 

If established legal principles are not a 
bar, what about moral intuitions? Here, 
one is once again plunged into the gen
eral discussion of deontological objec
tions to and utilitarian justifications for 
prediction. The only difference is that 
here we are talking about "special" 
prosecutorial efforts, and much turns on 
what is meant by "special." If what is 
meant is nothing more than special efforts 
to collect and preserve evidence and to 
proceed quickly to trial, surely there is 
little objection. Although an interest in 
"fairness" among defenders might be vi
olated, one can reasonably argue that of
fenders do not have a constitutional or 
even motal right to the ordinmy, sloppy 
prosecution they receive in today's 
overburdened criminal justice system. 
And, since no due process issue is raised, 
this kind of "special treatment" seems 
acceptable. 

Somewhat more worrisome are those 
concems related to due process: that de
fendants might be overawed by zealous 
prosecutors, that the trial I1rocess might 
be contaminated if it was known that a 
defendant was one of those predicted to 
be dangerous, and that the balance be
tween the resources available to defense 
and prosecution might be upset. An of 
these are important because they affect 
the substantive findings of guilt or inno
cence and do so in a way that violates the 
defendant's rights to due process and the 
community's interest in being sure that 
justice is being done. 

There are answerS to these concerns. 
Special procedures could be developed 
to make sure that judges and juries were 
unaware of the special status of the of
fenders to avoid the informal introduction 
of prejudicial infOlmation at trial. Special 
resources could be made available to the 
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defense as well as the prosecutor in cases 
involving those predicted to be danger
ous. And by developing prediction crite
ria based on an extensive criminal record, 
we could guarantee that the d~fendants 
who were vulnerable to the special pros
ecution were relatively experienced of
fenders who would not easily be fright
ened by a prosecutor's bluffs and threats. 
But none of these answers is wholly sat
isfactOlY· 

As is generally the case, the decision 
comes down to a balance among the com
munity's interest in security, the defen
dant's interest in avoiding criminal lia
bility, and a broad social inter(:lst in guar
anteeing certain standards of justice. In 
shiking the balance, many see special 
prosecutions as particularly threatening 
to standards of justice since they may 
have a decisive effect on the question of 
guilt or innocence. Hence, tl1ey judge the 
defendant's rights and interests to weigh 
more heavily in this regard than in sen
tencing decisions. And this would clearly 
be true if a defendant was being prose
cuted for the Rrst time. But the more 
interesting question is wheth(:lr special 
prosecution would be inappropriate 
when a defend<1nt has already been con
victed of several offenses and when he is 
predicted to be dangerous. Arguably, this 
is more acceptable because it makes it 
less likely that the defendant will be 
overawed and may, in any event, dimin
ish the defendant's rights in the smne way 
that they seem to be diminished in deter
mining sentences. 

PREDICTlQN AND 
BLAMEWORTHINESS 

After one has been through the intel
lectual contortions of' evaluating predic
tion-based criminal justice decisions from 
retributive and utilitarian perspectives, 
and, as a general idea and in palticular 
applications, one longs for a simpler 
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kept prosecuting dangerous offenders for 
vagrancy or disorderly conduct, or if they 
kept bringing robbelY cases on the basis 
of trumped-up evidence, they would 
have crossed an impOltant line that makes 
our system of justice fair and restrained. 

The interesting question, however, is 
not at the extremes but in the middle 
range. Should prosecutors give a slightly 
more vigorous and determined prosecu
tion to cases involving dangerous offend
ers? A vigorous prosecution could mean 
enhanced effort in cases of serious crime 
in which the evidence was velY strong
refusing to accept plea bargains, conduct
ing extensive collateral investigations, or 
moving velY quickly in a case in which 
there were strong physical evidence and 
eyewitnesses. It could also mean a 
greater willingness to prosecute less seri
ous offenses where the evidence was 
strong-for example, holding out for a 
felony conviction in a case of gun posses
sion when the testimony of two police 
officers is corroborated by a witness. Or, it 
could mean being willing to risk failure in 
prosecuting a serious crime in which the 
evidence was well above the constitu
tional standard but much less than the 
usual prosecutorial standard of90 percent 
certainty to win at trial-for example, a 
robbelY case in which tllere is no physical 
evidence and the eyewitness testimony is 
shaky. It is in these areas that a selective 
focus among prosecutors would operate, 
and it is the justice of these ,lctions that 
must be considered. 

As a constitutional matter, it seems 
fairly clear that prosecutors do have the 
leeway to establish principles for acUust
ing levels of prosecutorial effort among 
offenders as long as the principle serves 
some legitimate sOClal purpose, and as 
long as the policies are not based on an 
unjustifiable standard (such as race, reli
gion, or social class), the motives of the 
prosecutor are not vindictive, and tlle 
policies are not designed to frush'ate de-

fendants in their exercise of constitu
tional rights, such as freedom of speech, 
assembly, and religion (Cardinale and 
Feldman, 1978:659-692; Vorenberg, 
1981). While there have been a few cases 
in which the mere exercise of discretion 
was found objectionable on equal protec
tion grounds (V-illage of Fairlawn v. 
Fuller, 8 Ohio Misc. 266, 221 N.E. 2d 
851), the dominant court opinion has 
been that it was not sufficient for a de
fendant to show that offenders escaped 
punishment [Oyler v. Boyles, 368 U.S. 
(1962); Washington v. United States, 401 
F.2d 915, 925 (D.C. Cir. 1968)]. On the 
other hand, where prosecutors seem to 
have been motivated by arbih'my, racially 
tainted standards, or where they seem to 
have been guided by vindictiveness, the 
courts have found constitutional viola
tions [Yick Wo v. Hopkins, ll8 U.S. 356 
(1886); People v. Utica Daw's Drug Co., 
16 A.D.2d 12, 225 N.Y.S.2d 128 (1962); 
UnUed States v. Berrios, 501 F.2d 1207 
(2d Cir. 1974)]. But in showing discrimi
natOlY enforcements tlle courts have gen
erally placed the burden on defendants 
(People v. Utica Daw's Drug Co.). Such 
cases do not affilmatively establish a li
cense for prosecutors to vary levels of 
effort according to predictions of future 
criminality. But\ to the extent that such 
predictions were' accepted by the courts 
as a legitimate law enforcement yurpose 
and they were for.mulated in a way that 
avoided any taint of arbih'ariness or racial 
bias, the courts would probably accept 
the policies 2,S within the range of 
prosecutorial discretion. Indeed, what 
makes the conclusion seem particularly 
justifiable is not so much that tlle COUlt 
countenances predictions as that the 
COUlt has been exh'emely reluctant to ex
ercise an)' control over prosecutorial dis
cretion at all. As Judge (now Chief Jus
tice) Burger wrote in Newman v. United 
States, 382 F.2d 429, 480 (D.C. Cir. 
1967): "Few subjects are less adapted to 
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Although the offense-based focus of 
prosecutors remains the dominant princi
ple in guiding prosecutorial discretion, in 
the last decade prosecutors have experi
mented with a new principle that would 
give priority attention to "career crimi
nals" or "major offenders" (Harper and 
McGillis, 1977; Moore et aI., 1984:137). 
In effect, in deciding how determinedly 
to pursue a case, prosecutors have de
cided to consider characteristics of the 
offender as well as the offense's and the 
strength of the evidence. The characteris
tics that qualify an offender for special 
treatment include a history of serious, 
repetitive, and persistent criminal con
duct-although there are import:'lnt dif
ferences among prosecutors' offices with 
respect to the relative weights given to 
the different characteristics or criminal 
history (Harper and McGillis, 1977; With
comb, 1980; Rhodes et al., 1982). Some 
officials think a few serious crimes
even if widely separated in time-would 
qualify an offender for special attention; 
others pay much closer attention to the 
rate and persistence of criminality and 
worry less about the seriousness of the 
offense. The special treatment to which 
offenders are exposed includes special 
efforts to gather, preserve, and protect 
evidence in the case; charges filed at the 
highest possible level sustainable at trial; 
restrictions on plea bargaining; and 
prompt trials. The aim is to increase the 
likelUlood that those with a serious record 
will be convicted and to extend sentences 
for those who are convicted. 

This change in prosecutorial proce
dures can also be understood in both 
retributive and utilitarian terms. The re
tributive justification is the same as that 
for habitual offender sentencing laws: 
that offenders with long records have 
shown themselves to be unusually 
unrepentent and careless of society's val-
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ues and, therefore, unusually deserving 
of punishment. The utilitarian justifica~ 
tion is that offenders who have committed 
crimes repeatedly in the past are particu
larly likely to commit crimes in the fu
ture, and, therefore, it is particularly valu
able to focus scarce prosecutorial time on 
ensuring that these unusually dangerous 
offenders will be punished and incapaci
tated. 

Obviously, this focus on criminal 
record and characteristics of the offenders 
is related to the question of prediction. To 
the extent that a utilitarian logic motivates 
the shift from the focus on current of
fenses to past offenses and to the extent 
that past offenses predict future conduct 
well, one can argue that predktion has 
crept into prosecutorial decision making 
and is therefore sanctioned by current 
practice. Nonetheless, it would probably 
be more accurate to say that predictions of 
dangerousness have not yet been as sys
tematically or as explicitly inh'oduced 
into prosecutorial decision making as 
they have into sentencing decisions or 
even bail decisions. So, explicit use of 
predictions of dangerousness is not yet 
sanctioned by current prosecutorial prac
tice. The important ethical questions are 
whether such methods would be consti
tutional and consistent with moral intui
tions about the criminal justice system. 

At the outset, the idea of selective pros
ecutions focused on those predicted to be 
dangerous seems to threaten the princi
ples of equal protection and due process. 
Indeed, it seems even mOrD threatening if 
dangerous offenders are prosecuted more 
determinedly for relatively minor of
fenses or for charges in which the evi
dence is relatively weak (Moore et aI., 
1984:141-142). As noted above, if prose
cutors organized an overwhelming on
slaught against a dangerous offender 
charged with a serious crime, or if they 
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ciple of being ct capable of repetition, yet 
evading review," and this mle was em
ployed by the Disb:ict of Columbia Court 
of Appeals in its review of the case 
(United States v. Edwards). 

As in the case of sentencing, CUlTent 
practice and constitutional law both seem 
to sanction bail decisions (including a 
decision to deny bail altogether) based on 
predictions of dangerousness. This does 
not necessarily establish any affilmative 
reason for doing this, however, and it 
does seem contrmy to our most important 
legal traditions. One justification for pre
diction is the community interest in con
trolling crimes committed by people on 
bail. But by most estimates, the practical 
effect will be small, and there are other 
ways of controlling crime on bail, such as 
special penalties or going to b'ial sooner 
(Lazar Institute, 1981:48). 

Perhaps the most important reason to 
use prediction in making preb:ial deci
sions is not to reduce crime on bail but to 
limit and rationalize the CUlTent system 
(Moore et aI., 1984:125). Just as judicious 
use of prediction in sentencing convicted 
offenders could lead to fewer people be
ing imprisoned, preh'ial detention of dan
gerous offenders might lead to fewer peo
ple being detained and to the use of 
explicit criteria that would be fairer. A 
system that detained only those few who 
represented great risks of flight or new 
crimes, regardless of their financial re
sources, would be a welcomed relief, 
even if it required making explicit deci
sions about who was to be detained and 
who released. Compared with the current 
system, the only loss to justice would be 
in the explicit recognition of a community 
interest in controlling crime committed 
on bail, a principle that already seems to 
have some political and legal vitality de
spite the controversy over whether it is 
constitutionally recognized. 

Prosecution 

To some, the prosecutor seems the 
most powerful criminal justice officiaI
partly because his or her decisions are 
consequential for defendants but even 
more importantly because the prosecutor 
has broad discretion to make the choices 
(Vorenberg, 1981:1521-1573). The prose
cutor can quash charges, make a deal to 
h'ade infOlmation for a forgone prosecu
tion, threaten a defendant with serious 
charges, and determine when a case will 
go to h'ial. Moreover, these choices are 
neither guided by explicit policies nor 
commonly reviewed. 

Despite the wide discretion, profes
sional nonns and community pressures 
lend some consistency to prosecutorial 
decision making. Generally, prosecutors 
decide how much effort to apply to indi
vidual cases according to the seriousness 
of the current offense and the strength of 
the evidence: serious cases with strong 
evidence attract a great deal of prosecuto
rial attention; minor cases with weak ev
idence are screened out early or dis
patched to overworked sections of the 
office that cannot give them anything but 
negligible attention (Institute for Law 
and Social Research, 1976a,b, 1977). 

The focus on offenses and the strength 
of the evidence in the case can be under
stood from both retributive and utilitarian 
perspectives. It makes sense to rebibutiv
ists because it ensures that prosecutorial 
attention will be focused on those who 
are likely to have committed serious crim
inal acts and because it imposes less lia
bility on those whose acts are less serious 
or whose guilt is less likely. It makes 
sense to utilitarians since it seems to en
sure that scarce resources will be spent 
where they will do !-he most good: in 
punishing those who seem to cause the 
worst part of the crime problem. 
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forward. The Eighth Amendment to the 
U.S. Constitution asserts flatly that "ex
cessive bail shall not be required." Unfor
tunately, this simple a&sertion can be 
given at least three interpretations 
(Goldkamp, 1979: 16-17). One is that de
fendants have a right to reasonable bail, 
and the Supreme Court will determine 
what is reasonable. That interpretation, 
which would establish a right to be re
leased on reasonable bail, has been sup
ported by a historical analysis of bail in 
England (Foote, 1965:959-999; Fabric
ant, 1968:303--315). A second interpreta
tion restricts the amount of bail to reason
ablE: levels bat leaves it to the states to 
pass laws indicating what is reasonable. 
No conception of a constitutional right is 
envisioned in this interpretation. Indeed, 
the states could decide that it was reason
able in some cases to deny bail. A third 
interpretation is that "in the absence of 
constitutional or statutory discretion 
... judicial discretion determines the ap
propriateness of bail within the bounds 
that it should not be excessive" 
(Goldkamp, 1979). This also rejects the 
notion of any right to bail, but it allows 
judges to set bail 'when stahltes do not 
explicitly authorize it. 

The District of Columbia enacted a 
preventive detention statute in 1970 that 
explicitly allowed offenders who were 
predicted to be dangerous to be detained. 
The constitutionality of the statute was 
tested in United States v. Edwards (No. 
80-294 (D.C. App. May 8, ~981), cert. 
denied, 22 March 1982). The Dish'ict of 
Columbia COUlt of Appeals hel,d that the 
statute was constitutional, narrowly re
jecting the interpretation that tlle Eighth 
Amendment guarantees a right to bail. 
The COUlt reviewed the origins of the 
excessive bail clause and the case law 
peltaining to it and concluded that the 
aim of the Eightll Amendment was not to 
limit the power of Congress to deny pre
trial release for specified classes of of-
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fenders or offenses, but rather to limit the 
discretion of the judiciary in bail setting. 
The COUlt also mled that the Fifth 
Amendment's due process clause was not 
violated by the preventive detention stat
ute. Opponents of the stahlte objected on 
grounds that it pelmitted punishment of 
the defendant prior to full adjudication of 
the case. The COUlt concluded that pre
h'ial detention is not a form of punish
ment but rather a regulatory action and 
hence permissible. 

The case was appeabd to the Supreme 
COUlt, but the Court declined to consider 
it, perhaps for reasons similar to those 
justifying its reluctance to consider a pre
vious Nebraska case, Murphy v. Hunt 
(No. 80-2165, 30 Cr L 3075, 1982; Parker 
v. Roth, 278 NW 2d 106, 1979). That case 
involved tlle constitutionality of Nebras
ka's constitutional amendment requiring 
"the denial of bail to defendants charged 
with forcible sex offenses when the proof 
is evident or the presumption great" 
(M.urphy v. Hunt). The U.S. Court of 
Appeals for the Eighth Circuit found the 
amendment to be an unconstitutional re
sh'iction on the right to bail and asserted 
that "tlle constitutional protections in
volved in the grant of preh'ial release by 
bail are too fundamental to foreclose by 
arbih'my state decree" (Hunt v. Roth, 648 
F. 2d 1148, 1981). The Supreme Court 
vacated the Eighth Circuit's decision and 
found that the case was moot because the 
defendant had already been convicted for 
rape and sentenced to prison (Murphy v. 
Hunt). The Edwards case might also have 
been viewed by the court as not present
ing a "live" issue because Edwards en
tered guilty pleas in both cases in which 
preventive detention was sought. Such a 
ruling poses an interesting dilemma since 
"preh'ial detention orders will almost 
surely not outlive the appellate process" 
(pretrial Reporter 6 (March 1982):13). 
The Court could choose to treat a future 
case as an exception embodying the prin-
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Bail and Pretrial Decisions* 

To many, the notion of jailing somecne 
not yet convicted of a crime on the basis 
of uncertain judgments about the danger 
he presents to the community seems an
tithetical to our most fundamental legal 
traditions. And although pretrial deten
tion is not the explicit goal of guidelines 
that increase bail for offenders estimated 
to be dangerous, that is the frequent and 
unlamented result. 

Two objections to both preventive de
tention and risk-adjusted bail are com
monly voiced. It is wrong to jail-and 
therefore punish-people who have not 
been convicted of crimes. And it is partic
ularly unjust to detain them on the basis 
of predictions about future crimes. Stated 
affirmatively rather than negatively, the 
argument is that the state's only proper 
interest is to guarantee that accused indi
viduals appear for trial. The amount of 
bail should be determined with this pur
pose in mind, and bail can hardly ever be 
denied on that basis. It is especially inap
propriate to detain people solely to pro
mote community security. 

While compelling in principle, this po
sition is undercut by three observations. 
First, the actual operations of the existing 
system reveal the bankruptcy of the guid
ing principles. The defendants who are 
detained are not those whose appearance 
at trial is of greatest concem to the state, 
but instead those whose financial re
sources are most limited. Some critics 
urge the release of more defendants on 
their own recognizance; others propose 
substitution of community sureties for 
money bail on the grounds that these 
would be more equally available to all 

*This section, in its entirety, originally appeared 
in Mark H. Moore, Susan H. Estrich, Daniel McGil
lis, and William Spelman, 1984, Dangerolls Of
fenders: The Elusive l'arget Of III stice, pp. 122-125. 
© 1984, Harvard University Press, Cambridge, 
Mass. Heprinted with pel1nission. 

defendants (Freed, 1982). Such refOlms 
might well lead to less preb:ial detention 
without harming the state's interest in 
guaranteeing appearance at h·ial. But the 
most important implication of the present 
system is that we are apparently willing 
to detain people without a finding of guilt 
simply to guarantee their appearance at 
trial. If the right to be free before h'ial can 
be overwhelmed by the state's limited 
interest in guaranteeing future appear
ance, then the right cannot be so funda
mental, and it occasionally might be over
whelmed by the state's interest in 
reducing crime as well. 

Second, many deny that the state's in
terest is limited to guaranteeing appear
ance at trial. Some legal scholars have 
argued that bail and sureties were also 
designed to promote community security 
(Goldkamp, 1979:15-31; Freed, 1982), 
And as a practical matter, botll citizens 
and judges clearly think it is not only 
appropriate but crucially important that 
tlle citizens' interests in security be re
flected in preh'ial detention decisions. 

Finally, the Supreme COUlt has so far 
refused to establish an unlimited right to 
bail, nor has it been willing to limit the 
state's interest to guaranteeing the defen
dant's appearance at h'ial. True, the Court 
has not yet heard a case on the constitu
tionality of preventive detention because 
all such cases have become moot before 
the COUlt could take them up (Pretrial 
Reporter 6 (March 1982):13). And in the 
leading bail case, Stack v. Boyle, the 
Supreme Court did indicate that gUal'an
teeing appearance should be the most 
impOltant factor (Stack v. Boyle, 342 U.S. 
1 (1951):5). But the constihltional right of 
an individual to be set free on bail based 
solely or primarily on the need to guru'an
tee appearance at h'ial has not been estab
lished, 

To many, tlle Court's reluctance in this 
ru'ea seems inexplicable, for the constihl
tionallanguage seems clear and sb:aight-
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fenses are once again established by re
hibutive concerns. On the question of 
how broad the range of punishments sur
rounding a given offense could be with
out doing injustice to the offender, the 
authors are silent. Moreover, there is no 
strict principle requiring the preservation 
of ordinal relationships to establish a 
sense that the bands must be tight. So, it 
seems that a "just punishment" in this 
conception may be broader than in the 
von Hirsch conception. Similarly, there is 
no rigorous statement that similar cases 
(defined in terms of offenses) must be 
h'eated alike. So, there is a great deal of 
room for utilitarian concerns to come into 
play. 

Obviously, if the bands around offenses 
are sufficiently wide, and if there is no 
rigorous principle requiring that similar 
offenses be h'eated similarly, utilitarian 
concerns could determine everything 
within the hollow shell of reh'ibutive 
principles, And it is this that focuses von 
Hirsch's criticisms (1981b:772-789, esp. 
784-785). On the other hand, the "modi
fiedjust deserts" position has the virtue of 
allowing the criminal justice system to fit 
criminal liability to the varied forms of 
human conduct and miselY that appear in 
the system and to the limited capacities of 
the system to punish (N. Monis, 1982: 
190), and to do so in a way that preserves 
some of the society's interest in a valu
able and useful criminal justice system, as 
well as a just one. 

The strongest utilitmian position has 
been adopted by Peter Greenwood 
(1982). His argument is that tlle society 
has an interest in both minimizing crime 
and reducing its reliance on prisons. In a 
world in which rehabilitation seems to 
have failed, the efficacy of general deter
rence remains unceJtain, and general in
capacitation costs too much in tenns of 
liberty and money per unit of crime re
duction achieved, it is valuable to focus 
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scarce prison capacity on those who are 
likely to commit the most crimes. This is 
particularly h'ue when it seems that the 
differences among offenders in telIDS of 
the seriousness and rate of offending are 
quite substantial, and when some capac
ity exists to distinguish the high-rate, se
rious offenders from the lower-rate, less 
serious offenders. If the oppOltunity cre
ated by this situation was exploited, the 
society could have both less crime and 
fewer people in prison than it now has (N. 
Morris, 1974:63; N. Morris and Miller, 
1985:6; Wilson, 1983b:155-156; von 
Hirsch and Gottfredson, 1983-1984: 
22-31, 44-45; Moore et aI., 1984:79---89). 

Obviously, these different positions 
balance retributive and utilitarian con
cerns in quite different ways. In particu
lar, they come to radically different con
clusions about how great a role the 
society should grant to predictions of in
dividual conduct in imposing criminal 
sentences and about how just distinctions 
among people convicted of similar of
fenses might be made. But this brief ac
count of the histOlY of sentencing policy 
indicates that there must be room for 
predictions in our normative conception 
of sentencing. It has been, and is now, 
sanctioned by current practice and by 
statutOlY and constitutional law. More
over, all but the most stringent rehibutiv
ists would accept predictions based on 
some charactelistics of offenders as pmt of 
sentencing policies. There may well be 
limits on the use of predictions with re
spect to the magnitudes of the sentence 
increases that could be meted out and the 
SOlts of variables that could be included. 
It might also be important to establish 
procedural devices to ensure that the 
characteristics of offenders relevant to 
sentencing were accurately assessed. But 
it seems sh'ange to insist that there is no 
room for predictions of future criminality 
in sentencing. 
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(American Friends Service Committee, 
1971; Frankel, 1973). The retributivists 
attacking from the right focused on the 
degradation of both the criminal law and 
the broad presumption of individual re
sponsibility (van den Haag, 1975; Szasz, 
1977). The utilitarians, attacking from 
both left and right, focused on the appar
ent ineffectiveness of rehabilitative pro
grams for offenders (Martinson, 1974:22-
54). Together, these attacks weakened 
the popular and professional SUppOlt for 
the concept of rehabilitative sentencing. 

The cun'ent debate on criminal sentenc
ing seeks an elusive balance of retributive 
and utilitarian principles. The clUcial ques
tions are not about the features of pme 
systems but on what tenns the integration 
of the systems will proceed. And it is here 
that rehibutiv1sts, utilitaJ.ians, and "mixed
system" advocates do battle. 

The strongest reh'ibutive position has 
been advanced by von Hirsch (1976:77-
88; 1981a:591-634; von Hirsch and Gott
fredson, 1983-1984:34). In his concep
tion, three clUcial principles must guide 
criminal justice sentencing. The first is 
that the reprehensibility of the criminal 
offense for which the offender has been 
convicted is the essential factor that must 
be recognized in setting criminal penal
ties-not the likelihood of committing fu
ture acts or the general deterrent value of 
punishing the offender (von Hirsch, 
1976:6&--94; 1981a:592). 

The second is that, while exactly how 
much punishment is deserved by a given 
criminal offense is somewhat indetenni
nate, it is possible to establish a rank 
ordering of the reprehensibility of Climi
nal acts and that rank ordering must be 
rigorously preserved in the ordering of 
punishments meted out (von Hirsch, 
1983:213-214, 221-230, 1984a:1097). 
Thus, someone convicted of a bmglaty 
should never receive a sentence longer 
than that given to someone else convicted 

of a robbery, and a second-degree burglar 
should never receive a punishment more 
severe than a first-degree burglar. While 
this principle does not necessarily deter-

, mine the size of the bands of punishment 
surrounding a given offense, the require
ment to preserve ordinal relationships 
across a great many offenses within the 
constraints established by the ordinaty 
lengths of human life may, in fact, require 
that the bands around the offenses be 
quite narrow. 

The third principle is that people con
victed of the same act should receive the 
same puni&hment unless some "morally 
relevant difference can be established be
tween the offenders" (von Hirsch, 1983: 
212-213, 226-227). The likelihood of 
committing future crimes would not be 
considered morally relevant, although the 
fact of past crimes might be (von Hirsch, 
1976:84-88; 1981a:591-634). 

Taken together, these principles leave 
little room for utilitarian interests in gen
eral deterrence or incapacitation or reha
bilitation to come into play. These inter
ests and objectives gain a purchase only 
within the bands established around of
fenses (which are narrowed by the re
quirement that ordinal relationships be 
preserved in a limited space of possible 
punishments), and only insofar as the dif
ferences among offenders may be made 
"morally relevant" to our judgment of 
them. A general social interest in reduc
ing crime through deterrence or rehabil
itation or incapacitation is not sufficient 
for h'eating an offender differently. 

A weaker position in retributive terms, 
but stronger in utilitarian terms, has been 
advocated by such scholars as John 
Monahan (1982:103-113) and Norval 
Morris (1974:73-77, 1982:179-209; N. 
Morris and Miller, 1985). Monahan (1982) 
has called this position a "modified just 
desmts" position. In this conception the 
outer limits of punishment for given of-
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itative achievements and potential of a 
given offender. Moreover, they made 
these predictions not on the basis of the 
offenses committed by the offender (as 
would be recommended by retributivists) 
or on the basis of well-developed predic
tion methods (as would be recommended 
by utilitarians), but instead on the basis of 
a detailed but essentially discretionary 
examination of the offender's back
ground, characteristics, and behavior 
while in prison. 

Professional opinion amongjudges and 
conectional officials supported this form 
of sentencing. So did legislatures. And so 
did the Supreme Court. As summarized 
in Moore et al. (1984:107-108): 

In deciding the case of Williams v. New York 
(1949), for examr-le, the Supreme Gourt found 
that criminal sentences should be based "on 
the fullest information possible concerning 
the defendant's life and characteristics." Sim
ilm'ly, in Pennsylvania v. Ashe [302 U.S. 51, 
55, 1937], the GOUlt decided that "for the 
determination of sentences, justice generally 
requires consideration of more than the partic
ular acts by which the crime was committed 
and that there be taken into account the cir
cumstances of the offense together with the 
chm'acter and propensities of the offender." 

[In understanding the GOUlt's view of sen
tencing,] the Williams case is pmticulm'ly in
stlUctive. The b'ial judge overmled a jury 
recommendation of life imprisonment and im
posed the death penalty on the basis not only 
of the shocking details of the crime, which had 
been revealed, of course, to the jUlY, but also 
on the information in the presentence investi
gation. According to the Supreme GOUlt's ac
count, the trial judge "referred to the experi
ence appellant 'had had on thirty other 
burglaries in and about the same vicinity' 
where the murder had been committed. The 
appellant had not been convicted of these 
burglaries although the judge had information 
that he had confessed to some and had been 
identified as the perpeb'ator of some of the 
others. The judge also referred to celtain ac
tivities of appellant as shown by the probation 
report that indicated the appellant possessed a 
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'morbid sexuality' and classified him as a 
'menace to society'." The Supreme GOUlt up
held the imposilion of the death penalty on 
this basis against a due process challenge. 
Noting that the "New York statutes emphasize 
prevalent modern philosophy of penology that 
the punishment should fit the offender and not 
merely the crime," the GOUlt reasoned that 
strict adherence to evidentimy mles limiting 
the basis for sentencing to testimony given in 
open COUlt by wimesses subject to cross-exam
ination would undern1ine the ability of judges 
to individualize sentences on the basis of the 
best available information [United States v, 
Grayson, 438 U.S. 41, 1978]. 

This sentencing philosophy also 
tapped an impOltant moral current: the 
notion that justice must recognize that 
crimes emerged not simply from evil in
tentions of offenders but also from social 
circumstances; that there must, therefore, 
be mitigating facts behind many criminal 
offenses; and that the best foml of justice 
would be one that tailored social re
sponses to the guilt of the offender and 
gave the offender the best chance for 
rehabilitation. This idea drew on both 
reh'ibutive and utilitarian ideas. The idea 
that guilt might be mitigated by social 
circumstances is essentially an idea of 
justice, since it finds the agency of a crime 
somewhere outside the mind or con
scious will ofthe defendant. The idea that 
we might do better to control crimes by 
rehabilitating offenders rather than sim
ply imprisoning them is essentially a util
itarian idea. For a generation, individual
ized, rehabilitative sentencing was 
sanctioned by practice, law, and moral 
aspirations. It had prediction at its core. 

The dominance of this philosophy was 
eroded by attacks by both the retributiv
ists and the utilitarians. The reh'ibutivists 
attacking from the left focused on the 
broad discretion granted to sentencing 
judges and parole boards, the resulting 
disparities in sentences for similar of
fenses, and the room left for racial dis
crimination and other fOlTIlS of unfaimess 
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to manage important social problems, if 
the liabilities contingent On predictive 
rules are relatively minor, and if the pre
dictions are made with respect to people 
who have already been convicted of re
cent criminal offenses. The implications 
of these principles for use at different 
stages of the criminal justice system are a 
little subtle since they tum on judgments 
about whether convictions for past of
fenses sanction enhanced investigative 
and prosecutorial attention, and about the 
relative significance of sentencing deci
sions versus investigative, prosecutorial, 
and bail decisions for the interests of 
accused offenders. These questions de~ 
se~'Ve further treatment, but at the outset 
it should be clear tllat predictions are not 
clearly excluded at investigative, prosecu
torial, or preh'ial stages. 

PREDICTION AT DIFFERENT 
STAGES OF THE CRIMINAL JUSTICE 
PROCESS 

Discussions of prediction in the crimi
nal justice system have a celtain same
ness about them. As discussed, from a 
retributive perspective, prediction of any 
sort seems unetllical and. illicit. Yet, there 
are often practical reasons to make pre
dictions-particularly if tlley can be made 
Witll decency and reasonable accuracy. 
And the explicit use of well-developed 
prediction methods might well enhance 
the quality of justice iftlle practical alter
native is to have biased and impression
istic predictions bootlegged into the sys
tem by the thousands of criminal justice 
officials who are doing jobs that seem to 
require predictions. Besides, it is by no 
means clear tllat the best criminal justice 
system would be one that honored retl'ib
utive principles to the exclusion of utili .. 
tarian interests in overall crime control 
effectiveness and in making incremental 
improvements in criminal justice system 
operations. 

In discussing issues of prediction at 
different stages of criminal justice system 
processing, we cannot escape from the 
general shape of this argument. But the 
use of prediction at different stages does 
raise different normative issues-pmtly 
because tlle relevant constitutional and 
statutOlY laws are different and pmtly be
cause current operational practices have 
accommodated the interest in prediction 
in different ways. The approach here will 
be to examine the justice of making pre
dictions of dangerousness at the sentenc
ing stage, in setting bail, and in develop
ing prosecutorial strategies, and to do so 
fl.·om the vantage point of CUlTent prac
tices, constitutional law, and moral intui
tions. 

Sentencing 

For the past 30 to 40 years, the domi
nant philosophy and practice of sentenc
ing has been "rehabilitative sentencing" 
(Blumstein et aI., 1983a:60-61). The aim 
has been to use the process of sentencing 
to encourage the rehabilitation of crimi
nal offender!'. The legal authority to pur
sue this goal la.y in "indeterminate sen
tencing" laws. The principal agents who 
operated this system were judges (aided 
by probation officers), who set the initial 
sentence, and parole and corrections offi
cials, who decided whether a person 
could be released earlier than tlle maxi
mum limit on his sentence and, if so, 
exactly when. 

Although by no means widely adver
tised, tl1.is system was built around a core 
of prediction. When judges sentenced de
fendants under indeterminate sentencing 
laws and when pa.role boards chose to 
grant or deny inmates' requests for parole 
or early relea.se, they were implicitly or 
explicitly making predictions about fu
ture offenses (N. Morris and Miller, 
1985:10-12). As an operational matter, 
tllat is what it meant to gauge the rehabil-
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weight, however, is the observation that 
predictive methods would most com
monly be used at these stages for people 
who had been convicted for serious of
fenses at some Ume in their careers-and 
generally quite recently (at least in telIDS 
of "street time"). This raises tlle question 
of whether convictions for offenses in the 
past could justify exposing offenders to 
the use of predictive metll0ds to vary 
levels of investigative and prosecutorial 
effOlt even though the current offenses of 
which tlley are suspected are so far un
proven. Strict retributivists, who view the 
offender's liabilities as exhausted when 
tlley complete their punishment for pre
vious acts, might object to this idea. So 
would some utilitarians who are inter
ested in maximizing offenders' chances 
for rehabilitation and who would regard 
the heightened police and prosecutorial 
interest as antitherapeutic. But to many, 
tlle idea that a person convicted of previ
ous crimes and plausibly accused of more 
recent crimes should receive greater at
tention from investigators and prosecu
tors, might even face higher bail, seems 
both just and commonsensical. In effect, 
the society reserves tlle right to be a little 
more suspicious of those who have been 
convicted of previous offenses and seem 
to be persisting in committing offenses. 

So, it is by no means clear that the 
broader scope granted to prediction once 
a person has been convicted of an offense 
mles out predictions at earlier stages of 
criminal justice processing. If a person 
has been convicted of previous offenses 
recently, and the current case is serious 
and well supported by evidence, there 
may be scope in our moral intuitions, law, 
and current practice to increase levels of 
investigation, prosecution, and bail guar
antees. 

The principle that the quality of predic
tive tests should be commensurate with 
the significance of the social han11 to be 
avoided and tlle sanctions to be imposed 
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on offenders also affects judgments about 
the appropriateness of using predictions 
at different stages of the criminal justice 
system. What the implications are de
pends on how one regards the signifi
cance of the actions taken at different 
stages of the criminal justice system for 
tlle offender. If one regards the sentenc
ing decision as relatively insignificant
an anticlimax to the drama of the trial and 
its crucial judgment of guilt or inno
cence-one would grant relatively wide 
diseretion to the use of predictions in 
sentencing and much less discretion to 
those parts of the system that affect the 
judgment of guilt or innocence at trial. On 
tlle other hand, if one regards the sen
tencing decision as very significant be
cause it directly affects tlle lengtll of time 
an offender will be imprisoned and con
siders decisions regarding levels of inves
tigation and prosecutorial effort as much 
less significant because they have, at 
most, only a minor effect on the possibil
ity of a guilty judgment at trial, one would 
grant much more latitude for predictions 
to police and prosecutors than to sentenc
ing judges. 

It is not clear which position is correct. 
Observers may make much of the impor
tance of guilt or innocence, but I suspect 
offenders are much more concemed 
about sentence length tllan tlle level of 
police scrutiny and prosecutorial zeal 
they must endure. Moreover, I suspect 
tllis is palticularly hue for those who are 
most likely to be exposed to prediction 
methods, namely, tllose who have been 
convicted of prior offenses. 

In sum, the application of predictive 
rules may itself have qualities tllat en
hance or deh'act fi'om tlle overall fairness, 
justice, or efficacy of the predictive rules. 
In fact,judiciousness in application might 
compensate to some degree for defects in 
the conshuction, promulgation, or charac
ter of the rule itsel£ In general, predictive 
rules are more acceptable if they are used 
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offender has been convicted of a crime. 
The predictions of dangerousness associ
ated with civil commitments have always 
been suspect (Dershowitz, 1974). The ob
vious deficiencies of the predictive rules 
in me have been justified by the assertion 
that civil commitment was therapeutic 
and in the interests of the person who was 
committed. As it has become apparent 
that the "treatment" available to those 
who were civilly committed was virtually 
indistinguishable from the "punishment" 
meted out to those judged guilty of 
crimes, however, this justification has 
worn thin, and the entire idea of predic
tion has been tainted with the hypocrisy 
and oveneaching of civil commitment 
procedures (Dershowitz, 1974; Stone, 
1975). On the other hand, predictions 
have long been tolerated-even enthusi
astically endorsed-in making sentenc
ing decisions once an offender is con
victed of a crime (Williams v. New York, 
337 U.S. 241,247, 1949). No doubt some 
of this enthusiasm for prediction comes 
from the expectations that predictions 
will mitigate rather than aggravate sen
tences and that explicit predictions might 
inh'oduce some consistency into haphaz
ard patterns of sentencing. But the wider 
scope given to the use of prediction in 
sentencing also has a great deal to do with 
the fact that the liberty interests of an 
offender are taken less seriously by the 
society once he has been convicted of a 
criminal offense. Our laws and moral in
tuitions establish a fairly broad zone of 
discretion in limiting the freedoms of 
those who have been convicted of crimi
nal offenses, and there is less objection to 
using prediction to fill out this zone of 
discretion than there is to using predic
tions as the sole basis for resh'icting a 
citizen's liberty-even if the purpose is 
tenibly important. 

These two principles of application
that the quality. of the predictive tests or 
rules should be commensurate with the 

significance of the harm to be reduced 
and the sanction to be impo<:ed on indi
viduals predicted to be dangerous and 
that prediction is more justified when it 
involves people who have been con
victed of criminal offenses-have impor
tant and subtle implications for the appro
priateness of using predictive methods at 
different stages of the criminal justice 
system. These will be discussed in detail 
in the next section, but it is wOlth begin
ning the discussion here. 

The principle that predictive tests are 
more (or only) appropriate when they 
involve convicted offenders seems to im
ply that predictions are appropriate at the 
sentencing stage and inappropriate at any 
stage prior to sentencing (e.g., investiga
tion, prosecution, or bail). After all, to use 
predictions before that stage is to violate 
the presumption of innocence and to ex
pose innocent people to heightened state 
interest and control-including the loss of 
libelty in pretrial detention. Such actions 
lack even the thin justification of "treat
ment" available within civil commitment 
procedures. 

To a degree, one can argue against this 
view by insisting that the "presumption 
of innocence" is an impOltant principle to 
be used in criminal trials but celtainly not 
as a guide for the agencies that investi
gate crimes, prosecute offenders, or seek 
to ensure appearance at h·ial. In fact, their 
task is generally the opposite: to develop 
evidence that constitutes a case showing 
that a given person is velY likely to have 
committed an offense. In allocating re
sources and pursuing their objectives, it 
might be proper for them to make predic
tions of whether an offender is likely to be 
an active oH€mder. 

While this argument has some merit, it 
sounds a bit tendentious even to those 
who SUPPOlt proposals to use predictions 
of dangerousness at the stages of investi
gation, prosecution, and pretrial decision 
making. What gives the argument added 
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dressing the technical issues of statistics 
and psychi~~by that could arise in fOlum
bting a predictive rule. But they have the 
viltue of representing h'adition and a 
deep concern for the rights of minorities 
and individuals. And since these are im
portantly at stake in the design and use of 
predictive rules, perhaps the courts are 
the most legitimate authors. 

Alternatively, administrative agencies
either conectional systems, criminal jus
tice planning agencies, or specially estab
lished commissions-might be tl1e proper 
authors of predictive lUles. While they 
lack the close connection that courts have 
to tradition and individual rights and tl1e 
close connection that legislatures have to 
the popular will, they are assumed to 
have the virtue of being able to command 
technical expertise. And since there are a 
great many technical issues to be dis
cussed and resolved in formulating a pre
dictive lUle, and since neither comts nor 
legislatures provide an appropriate fOlUm 
for this debate, perhaps the lUles should 
be formulated by administrative agen
cies. 

The ideal would be a legislatively es
tablished rule, formulated through a leg
islative process that effectively synthe
sized the perspectives and expertise of 
professional criminal justice administra
tors, judges, lawyers, statisticians, and 
psychiah'ists. Anything short of this 
would be distinctly inferior. But probably 
the worst situation is one in which either 
courts or adminish'ative agencies fOlmu
late tl1eir own predictive rules without 
the benefit of connections to the political 
community or to tl1e knowledge of tech
nical experts. And that seems to be the 
most common contempormy source of 
predictive lUles. 

Attractive Qualities in Applying 
Predictive Rules 

Obviously, predictive rules m'e vulner
able to a great many vices: they can be too 
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indiscriminate, too inaccurate, built from 
inappropriate methods, based on unjust 
characteristics, and promulgated by tl1e 
wrong agencies. Perhaps some of these 
vices can be overcome by virtues in ap
plication. 

Some commentators have suggested, 
for example, tllat some degree of maccu
racy or some flawed characteristics or 
some informality in the construction and 
promulgation of tl1e lUle might be accept
able if the action to be taken b:.- criminal 
justice officials was relatively insignifi
cant (N. Monis and Miller, 1985:20, 
30-33). In effect, it is appropriate to think 
of a balance to be shuck among the im
pOltance of the social objective being pur
sued through tl1e application of the pre
dictive test, the size of tl1e sanction to be 
applied by criminal justice officials, and 
tl1e requirements placed on the test itself. 
The more important the objective and the 
smaller the infringement on the interests 
of offenders, the less demanding the stan
dards for the predictive test. If, for exam
ple, it was plausible that the use of pre
dictive tests might substantially reduce 
the likelihood of a presidential assassina
tion, and if the predictive test resulted in 
nothing more than :efusing admission to 
a public speech by the president, a quite 
imperfect test could be used (N. Monis 
and Miller, 1985:31). If, on tl1e other 
hand, tl1e society sought to eliminate 
"joyriding" and wanted to do so by plac
ing tl10se teenagers predicted to be active 
joyriders under close, continuing supenri
sion, even predictive tests that met the 
sh'ictest possible standards might be un
acceptable. Virtue in application comes 
in balancing competing interests, and the 
standard of what SOltS of test are accept
able is somewhat elastic. A great deal 
depends on the size of the hmm to be 
avoided and the magnihlde of tl1e penal
ties or controls exerted over those who 
are the subjects of predictions. 

It also seems clear that predictions are 
mOl'e acceptable if tl1ey are made after an 
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that adults were because they did not will 
them, this presumption was vitiated by 
those few juveniles who persisted in 
criminal offenchng as adults, because 
their persistence gave a different mean
ing to their juvenile offenses. Viewed in 
retrospect, the youthful offenses were not 
indiscretions occasioned by the conflu
ence of circumstances, peer pressure, and 
transient recklessness but, instead, were 
early signs of determined criminality. 
The utilitarian argument is the following: 
since the main reason to seal juvenile 
records is to relieve youthful offenders of 
the stigmatizing burden of past offenses 
and make it easier for them to stop of
fending, and since those youthful offend
ers who continue committing serious 
crimes have already failed to take advan
tage of that opportunity, no practical pur
pose is served by continuing to protect 
their juvenile records and some practical 
purpose is lost by not exposing their rec
ords of serious offending as juveniles. So, 
both retributive and utilitarian arguments 
line up in favor of including records of 
serious offenses committed as juveniles 
for those offenders who continue to com
mit crimes as adults. 

The basic logic that leads to these con
clusions on particular characteristics is 
the desire to keep the predictive rules 
close to retributive principles, and per
haps even to improve the justice and fair
ness of cun-ent operations, while at the 
same time exploiting some of the crime
control benefits that might come from 
improved predictions. Thus, characteris
tics involving criminal conduct were 
treated as more acceptable than variables 
describing noncriminal conduct or sta
tuses, and concessions to utilitarian inter
ests in crime conb'ol were made on the 
basis of the accuracy with which such 
variables were measured rather than in 
terms of the nahne of the variables them
selves. This position undoubtedly goes 
too far for retributivists and not far 
enough for utilitarians, but those features 

may be the virtues rather than the vices of 
the position. 

Auspices of the Prediction Rule 

The fifth quality of a predictive rule 
that affects its acceptability is the aus
pices that establish it as a guide for crim
inaljustice decision making: i.e., whether 
the rule is promulgated by a legislative 
body, a COUlt, or an adminisb'ative 
agency. The rule has different kinds and 
degrees of legitimacy depending on the 
source that established it and the process 
that lay behind its establishment. 

In general, we think oflegislative bod
ies as having the broadest kinds of re
sponsibility and legitimacy. As represen
t:'1tives of the people, they are competent 
to assess current problems, weigh altema
tive solutions, and balance competing so
cial values at stake in altemative policy 
responses. Moreover, in reaching conclu
sions, they are free to consult widely
including specialists in legal reasoning, 
in statistical methods, and in psychiaby. 
Thus, in principle, when they reach a 
decision about a proper predictive rule, 
that decision should carry great weight. It 
can be changed only by a successful ar
gument that an impOltant constitutional 
principle was violated-a judgment that 
is fairly rare. In practice, though, we often 
worry that legislahues are too responsive 
to b'ansient passions of the majority; that 
important traditions or rights of minori
ties and individuals might be over
whelmed; and that important scientific 
and technical issues might not be well 
enough understood. In effect, legislatures 
might have the undeniable virtue of re
flecting the people's will but might fail to 
take advantage of instihltions that em
body other virtues. 

Courts might be a better author of pre
dictive rules. They typically lack the 
close connections to the political commu
nity that legislatures have and might well 
be as incompetent as legislahlres in ad-
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of punishment and superVISIOn condi
tional on drug use. And, if this argument 
is accepted for drug use, it would also 
exclude use of employment status-for 
there is nothing remotely criminal about 
being unemployed (although it is cer
tainly a viItue to be employed) and poo
pIe may have relatively little control over 
this status (although there may be oppor
tunities for them to work or to make 
investments in themselves so that they 
will be qualified for employment). 

Perhaps the most interesting area of 
disagreement involves the use of juvenile 
records. On one hand, from a retributive 
perspective, a juvenile record of criminal 
offenses seems appropriate to use be
cause it is part of a climinal record indi
cating persistent criminal activity. On the 
other hand, we tend to view juvenile 
offenses as less under the control of the 
offenders-and therefore less indicative 
of intent and character-than adult of
fenses (Institute for Judicial Adminish'a
tion, 1977:1). Moreover, we have institu
tionalized this conception of diminished 
criminal responsibility by establishingju
venile courts, which do not find juveniles 
"guilty" of specific offenses, but instead 
find them "delinquent" or "nondelin
quent," and do so through relatively in
fonnal systems in which records are 
deliberately kept spare to avoid future 
stigmatization and labeling (Institute for 
Judicial Adminish'ation, 1977:250-252; 
Zimring, 1978:46-49, 66-69). Since juve
nile offenses are conceived to be less 
under the conh'ol of individuals and since 
they are measured impelfectly, it would 
be unjust and unfair to use them in pre
dictive tests. 

But there is an additional part of this 
issue that is emphasized by utilitarian 
interests and concerns. Much criminolog
ical research indicates that rates of of
fending peak for individuals between tlle 
ages ofl8 and 25 (Collins, 1978; Moore et 
aI., 1983b). Moreover, those who are velY 
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active and violent offenders in this period 
tend to have accumulated serious juve
nile records (Moore et aI., 1983b). Hence, 
if juvenile records were used as palt of 
the predictive tests, the tests would iden
tifY the most dangerous offenders not 

, only more accurately but also earlier than 
they othelwise would be. In fact, they 
could be identified during their peak 
years of offending. If, on the otller hand, 
juvenile records are excluded from the 
predictive tests, the system will identifY 
people as dangerous offenders less accu
rately and later in the individual careers 
of the offenders. This means that some 
impOltant crime-control potential is lost 
(Boland and Wilson, 1978:22-35). 

As in other areas of nonnative debate, 
the question of which variables are 
proper to use in predictive tests comes 
down to the balance between retributive 
and utilitarian principles. It seems clear 
that CULTent offense and prior adult con
victions can be used. It also seems clear 
that race, political views, and religious 
beliefs may not properly be used. After 
that, a great deal is contested. The 
Harvard Project on Dangerous Offenders 
concluded that indictments for adult 
offenses could properly be included 
since they did represent evidence of 
criminal conduct and were routinely used 
in sentencing anyway but that employ
ment status and history should not be 
included (Moore et aI., 1983a: 132, 1984: 
74-75). 

The Harvard project also concluded 
that juvenile records of serious criminal 
offenses could be included if the offender 
committed an additional serious offense 
shortly after graduating from the juvenile 
system (Moore et aI., 1983b:324-327, 
1984:173-176). This position was justi
fied Witll both a reh'ibutive and a utilitar
ian argument. The reh'ibutive argument 
was that, while there was a presumption 
that juvenile offenders were not respon
sible for their offenses in the same way 
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cause it is con-elated with future criminal 
offending (Monahan, 1981:104-105). And 
the "modified retributivists" accept the 
idea because this variable fits within the 
principle that the variables used to pre
dict should be under the control of the 
offender and consist of conduct that is 
itself criminal (Monahan, 1981:104-105; 
N. MOlTis and Miller, 1985). 

Virhtally evelyone but the hardest-core 
utilitarians also agree that there are some 
variables that should clearly be excluded 
£I'om any predictive test. Such variables 
would be those that define groups that 
have special protection under the Consti
tution, such as religious groups, political 
organizations, and groups that have his
torically been the object of discrimination 
(e.g., racial groups and, perhaps, age 
groups). It is quite clear that the de jure 
use of characteristics such as religion, 
political beliefs, and race are ruled out 
(Wilson, 1983b:158). !tis more controver
sial whether to countenance the use of 
variables that nu!Y,ht themselves be 
proper but are sufficiently cOlTelated with 
other characteristics to result in de facto 
discrimination if utilized (Moore et al., 
1984:73). At any rate, eVelyone agrees 
that the characteristics used in predictive 
tests should be as far removed from any 
taint of political, cultural, or racial bias as 
possible. 

These points mark out areas of agree
ment. The field of contention is wider, 
however. Some of the disagreement fo
cuses on the degree of celtainty one must 
have about whether an offender actually 
has a celtain attribute to be able to use it 
in making predictions. This arises most 
sharply and obviously in the use of crim
inal record; tlle issue is whether the pre
dictive test should be resb:icted to convic
tions or whether it might also include 
indictments and alTests. There is a sh'ong 
argument for relying only on convictions: 
since they are tlle only criminal acts that 
have been confidently ath'ibuted to an 

offender, they are the only acts that could 
justifY any additional penalty or control. 
The argument for allowing indictments 
and convictions is weaker and relies 
much more heavily on a utilitarian justi
fication: since indictments and arrests can 
only be made on the basis of enough 
evidence to establish "probable cause" to 
believe that an offense OCCUlTed and that 
the particular suspect committed the of
fense, since inclusion of information on 
indichnents and alTests seems to improve 
the accuracy of predictions of future crim
inal activity, and since this infomlation is 
already widely used in the criminal jus
tice system, it is tolerably just to use this 
information. Indeed, it may be much bet
ter to rely on indictments and an-ests, 
which have the vhtues of having some 
relationship to criminal conduct and of 
being recorded relatively accurately, than 
to rely on characteristics (e.g., drug use or 
employment status) that do not necessar
ily reflect serious criminal conduct, are 
unreliably measured, and may be only 
impelfectly under the control of the of
fender. 

This raises tlle second main area of 
disagreement: how close to criminal con
duct must the behavior be and how con
fident must one be that the behavior was 
under the control of the individual (Hart, 
1968b:174; Underwood, 1979:1432-
1447). These issues arise most directly 
when we consider tlle appropriateness of 
incorporating variables such as drug use 
and employment status. Drug use seems 
closer to acceptability than employment 
status because it is closer to criminal con
duct and much more under the control of 
the individual than employment status. 
But one can reasonably argue that drug 
use in itself is only criminal by virtue of 
laws tllat make it so; that many dmg users 
have lost conh'ol over tlleir use; and that, 
in any case, it is hard to measure accu
rately for individuals (Wish At al., 1981). 
Hence, it would be unjust to make levels 
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Hies of being indifferent to most individ
ual characteristics (which is the opposite 
side of the coin to simplicity), of being 
rooted in aggregate rather than individual 
experience, and of engaging unfamiliar 
techniques. Anamnestic rules, on the 
other hand, have the virtues of being 
rooted in individual experience, respon
sive to individual circumstances, and 
commonsensical. Til~y have the liabili
ties of unproven accuracy and uneven 
application. Clinicalmles have the virtue 
of being responsive to individual circum
stance and the liabilities of being inaccu
rate, of being complicated to state and to 
apply, and of sUlTendering some of the 
powers of the criminal justice system to a 
(suspect) group of professionals (Stone, 
1975). 

Characteristics Used to Make 
Predictions 

A fourth quality of predictive rules that 
bears on their fairness, justice, or efficacy 
is the character of the variables that are 
used to assign people to groups and to 
make predictions. This point has already 
been discussed. From a retributive per
spective, the only appropriate variables 
are those that an individual can control 
and are themselves reflective of criminal 
conduct-although not necessarily tIl(' 
most serious forms of criminal conduct. 
From a utilitarian perspective, variables 
are appropriate to include if they are 
successful in predicting criminal conduct. 
From a mixed perspective, the challenge 
is to balance interests in having the char
acteristics used in the test be just and in 
predicting reliably. 

There is some consensus about what 
variables may properly be included. Ev
eryone agrees that the seriousness of the 
CUlTent offense is proper to consider in 
sentencing (N. MOlTis, 1974:73; von 
Hirsch, 1976:Chapters 8 and 9; Blum
stein et aI., 1983a:1l-12, 83-84). The 
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main reason is that since it is the offense 
that justifies the punishment, the serious
ness of the offense must determine the 
seriousness of the punishment. The seri
ousness of the offense is often judged not 
only on the objective hann done by the 
offender, however, but also on the state of 
mind of the offender (Hart, 1968b:1l3-
135; von Hirsch, 1976:80). Ifthe violence 
was particularly wanton or if the offender 
behaved very recklessly with respect to 
life and property, the penalty (and per
haps future suspicion) will be greater 
than if the offense was more moderate 
(Vera Institute ofJustice, 1977). In Sh01t, 
the offense itself may indicate the danger
ousness of the offender as well as produce 
the objective harm to victims that justifies 
intervention by the state. 

Nearly evelyone also agrees that the 
adult record of the offender may properly 
be included (von Hirsch, 1976:84-94, 
1981a). The only people who disagree 
with this position are the most strict 
reh'ibutivists, who think the nght (and the 
obligation) to punish is tied strictly to acts 
and that punishment is meted out to bal
ance tlle wrongs done. In their view each 
act deserves a discrete penalty and to 
enhance the penally for a third 01' fomth 
offense is to be unjust (von Hirsch, 
1976: 172; Fletcher, 1978:463-466; Sing
er, 1979:67-74). Other reh'ibutivists think 
that it might be just to enhance penalties 
for those with criminal records not be
cause criminal records necessarily pre
dict well but because they reveal the 
offender as unusually persistent and 
tllerefore unusually deserving of punish
ment (von Hirsch, 1976:84-94). Thus, 
while these reasons for considering crim
inal record are different from those held 
by the "modified retributivists" and the 
"utilitarians," many reh'ibutivists would 
allow criminal record to influence the 
extent of punishment and conh'o! as
selted by the system. The utilitarians ap
prove of the use of criminal record be-



330 CRIMINAL CAREERS AND CAREER CRIMINALS 

control by virtue of inclusion in a group 
predicted to be dangerous. 

Basis of the Predictioe Rule 

A third impOltant quality of the predic
tive rule is the basis on which it is estab
lished. The standard distinctions in this 
area are made between lUles established 
on the basis of "statistical" or "actumial" 
methods and those established on the 
basis of "clinical" methods (Monahan, 
1981:45-93). Norval Monis and Marc 
Miller (1985:18-19) have added a third 
kind of prediction, which they call 
"analllnestic," that is, a predictive lUle is 
developed for an individual on the notion 
that individual behavior is repetitive and 
thus becomes predictable to those who 
know the individual very well without 
necessarily being generalizable to others. 

At first it might seem odd that the basis 
of a predictive lUle would hold much 
ethical or normative interest. Of course, 
we might assume some connection be
tween the basis of the lUle and its accu
racy. And, to the extent that we thought 
accuracy was impOltant and had views 
about which basis produced the most ac
curate lUles, the basis of the lUle would 
assume nOlmative significance. But the 
significance would be exhausted by an 
examination of the rule's accuracy regard
less of its basis. Yet many commentators 
seem to attach significance to the basis of 
the lUle beyond its implications for the 
accuracy of prediction (Monahan, 1981: 
95-101). 

On reflection, this concern seems to be 
tied to three features of the predictive 
lUle that are linked to moral intuitions 
about the just construction of such rules. 
One notion is that, if predictions are to be 
made, they should emerge from a unique 
consideration and understanding of the 
individual (N. Monis and Miller, 1985: 
20). This honors the principle of individ
ualized justice (but it sometimes jeopar-

dizes, or at least complicates, the princi
ple of like cases being treated alike). By 
this standard, "anamnestic" and "clini
cal" predictions, both of which are based 
on detailed case infolmation, might be 
prefened to "statistical" methods, which 
concern aggregates and absh'act from in
dividual circumstance. 

A second notion is that it should be 
possible to state the predictive rule sim
ply and to have it confOlm with ordinary 
common sense. This is consistent with 
aspirations for "fairness" in the system 
and for mobilizing community support for 
the operations of the criminal justice sys
tem. By this standard, "anamnestic" rules 
are once again dominant, "actuarial" 
rules are close behind (depending on 
how commonsensical they appear), and 
"clinical" lUles appear the least attrac
tive. 

The third notion-closely related to the 
second-is that the development and in
terpretation of the rules should minimize 
the use of specialized professionals. This 
is primarily to protect the connection of 
the criminal justice system to the commu
nity and to tradition but also perhaps to 
maintain the professional dominance of 
lawyers over other professionals in the 
criminal justice system. By this standard, 
anamnestic predictions once again seem 
the best; actuarial a d clinical predictions 
are far behind because both involve ar
cane methods and different kinds of pro
fessionals. 

So, the basis of predictive rules seems 
to be important, independent of their 
prospects for accuracy. When all charac
teristics associated with the basis of lUles 
are considered, most commentc'1tors seem 
to prefer statistical methods (Meehl, 
1954; Floud and Young, 1981:26; Mona
han, 1981:97-98; N. MOlTis and Miller, 
1985:20). Rules established by such 
methods have the virtues of calibrated 
accuracy, simplicity of form, and consis
tency of application. They have the liabil-
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offenders, rather than a substantial minor
ity of offenders who are much closer to 
the center of the distribution in ternlS of 
"wickedness." Similarly, in a utilitarian 
framework the value of a predictive rule 
goes up if it isolates the worst kinds of 
criminal offenses and if it identifies the 
worst 5 to 10 percent of offenders, rather 
than more ordimuy offenses and offend
ers. 

The nanow focus is desirable in both 
systems partly as a matter of economy in 
the utilization of the state's limited moral 
and financial capacity to punish and 
partly because the more serious the con
duct and the smaller tlle population that 
is identified, the more plausible the argu
ment that the offenders are at least quan
titatively and perhaps qualitatively differ
ent from ordinary offenders and therefore 
deserving of special treatment. Thus, a nar
row, discriminating focus is to be prefened 
on both retributive and utilitalian grounds 
to predictive rules that place more offend
ers in special categories. 

Accuracy of the Predictive Test 

A second important feature of the pre
dictive rule is its accuracy. As noted ear
lier, two quite different notions of accu
racy exist. One is the idea that the rule 
does in fact predict who will commit 
sedous offenses in the future: the actual 
conduct of the offenders detelmines the 
truth or falsity of the prediction. The sec
ond is that an accurate assessment is 
made of whether an offender does or does 
not helVe the chmacteristics that qualify 
for membership in a group predicted to 
engage in unusually high levels of crimi
nal activity. In this conception the actual 
conduct of tlle offenders is not considered 
relevant: they are "dangerous" if they 
have the proper characteristics. The nrst 
conception of accuracy is central to some 
notions of "justice" and to all utilitarian 
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concerns. The second is fundamental to 
notions of justice as fairness. 

This discussion of accuracy is limited 
to the first notion: that the rule predicts 
accurately who will commit serious of
fenses at high rates. Obviously, accuracy 
in a predictive rule is a virtue in retribu
tive systems because it minimizes the 
problem of exposing people who are not 
in fact dangerous to whatever speciallia
bilities attach to tllis designation. It is a 
virtue in utilitarian systems because it 
economizes on the use of the state's re
sources in producing crime-reduction 
benefits. 

The difficulties with this concept arise 
because a predictive rule can be inaccu
rate in two ways: it can inconectly iden
tify as dangerous offenders who are not 
dangerous (so-called "false positives"), 
and it can incorrectly identify oftfmders 
who are in fact dangerous as not danger
ous (so-called "false negatives"). Liberal 
democratic societies, acutely aware of the 
frailties of human institutions, have typi
cally h'eated "false positives" as much 
worse than "false negatives." So, a test 
that is attractive is not only one that 
makes few enol'S of both types but also 
one tllat dish'ibutes the enol'S in an appro
priate way-i.e., makes many fewer er
rors of inclusion in the category of dan
gerous offenders than of exclusion. 
People's views differ about the proper 
tradeoffs between reducing errors of all 
types and reducing errors of one type at 
the expense of increasing tlle total num
ber of errors of both types. So do tlleir 
views about tlle rates at which they will 
h'ade one kind of error for the other in a 
world in which the total number of enol'S 
of both kinds remains constant. But ev
eryone agrees on the directions in which 
improvements lie: fewer errors are better 
than more; enol'S of inclusion are worse 
tllan errors of exclusion when the of
fender is to be given special penalties or 
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those who deserve it. Besides, economy 
in the use of both the moral and financial 
resources of the government would be 
considered a virtue by utilitarians, and 
there is no reason to waste those re
sources on people who are unlikely to 
commit offenses in any case. So, if one 
were to adopt a predominantly utilitarian 
position, the most fundamental objection 
to making criminal justice system actions 
contingent on predictions of nlture crim
inal conduct would be overcome. Some 
scruples might remain about the charac
teristics used in making predictions. For 
example, race, religion, and political 
views might be excluded to enhance 
other social purposes. But much greater 
room would be created for the use of 
predictions. 

VIRTUES OF PREDICTIVE METHODS 
AND RULES 

So far, the basic objections to tlle use of 
predictive rules in the criminal justice 
system have been examined from the 
vantage points of reb'ibutive, modified 
just deselts, and utilitarian ethical posi
tions. As one moves through tllese dif
ferent positions, more scope for predic
tion is created largely because concerns 
for "effectiveness" and some aspects of 
"fairness" gain in relative importance to 
concern for "justice." This suggests tllat 
one way of deciding whether prediction 
is ethically acceptable is to decide first on 
one's general etllical position and tllen 
see whether it allows prediction. 

A slightly different way of tllinking 
about the ethical issues raised by predic
tion is simply to imagine what the vhtues 
of predictive methods might be. Obvi
ously, if one is a sb'ict reb'ibutivist, this 
exercise holds little interest since even 
the most vhtuous system of prediction 
would be ruled out as unjust. Similarly, if 
one is a basic utilitmian, tlle exercise 

holds little interest since the best system 
must be the one that produces the great
est reduction in crime for the smallest use 
of the moral autllority and financial re
sources of the state, But if one is a practi
cally minded reb'ibutivist or a principled 
utilitmian, identifying the vhtues of a 
system of prediction has some appeal 
because it not only identifies the qualities 
that would make the system acceptable 
but also indicates where and how im
provements might be made. 

Attractive Qualities of Predictive 
Rules 

In tllinking about the qualities that 
make systems of prediction more or less 
acceptable or virtuous, it is WOrtll distin
guishing features of the predictive rule 
itself and the circumstances under which 
the rule is applied. At least five impOltant 
qualities of the predictive test or rule can 
be exmnined. 

Focus of the Predictive Test 

The first important question focuses on 
tlle behavior tllat the rule is hying to 
predict and tlle distinctiveness of the 
population tllat is being singled out by 
the rule when it works welL In general 
the more important the behavior that is 
being predicted and the smaller and more 
distinctive tlle population that is being 
singled out, the more appropriate seems 
the use of the predictive rule, 

This principle applies in both retribu
tive and utilitarian etllical systems. In the 
reh'ibutive conception a tolelable idea 
might be to single out the most wicked 
offenders (tllose who are most callous and 
show the fewest signs of remorse) and 
expose tllem to special punishments. 
Moreover, this seems much more appro
priate if tlle rule singles out only a few 
who are outliers in the distribution of all 
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To avoid this problem, the argument 
for b.'eating differently offenders who 
have qualities that place them in high
risk groups quickly shifts to practical in
terests. Such offenders are risks that the 
society must bear. The clUcial question is 
who will bear the costs of that risk: the 
offenders who must give up their freedom 
to protect the society or the society that 
must live with the risk of having danger
ous people at liberty (N. Morris and 
Miller, 1985:24-36, esp. 28). This is con
sidered a policy problem to be resolved 
by legislatures balancinp: social interests 
rather than either a constitutional ques
tion or a matter of individual justice to be 
decided by judges, prosecutors, or police 
(N. Manis and Miller, 1985:35). Once the 
Ie':; ,laturo strikes the balance and defines 
th, -roup . the system can implement the 
r· :ood conscience. 

I argument has some aspects 
j:~ 11.i~·.' t seeD'. a principled position, 
ti' .. ,,'tl( ,·.e matter is that this argument 

.J1e, ' l;J justification of prediction far 
',w ' 'I reb.·ibutive perspective and puts 
,'i. 'oJ. 1"1,e center of utilitarian concerns. In 

("'nce, the argurnent is the following: 
I I:ere is a social probJem to be managed 

that consists of people who are inclined, 
or at least willing, lO hmt or threaten 
other citizens or ttl take their property. 
This makes social life unpleasant. The 
society has a right to take action to protect 
itself from the risks. Because tlle risks 
come from other citizens, however, ef
fOltS to manage the risks must take ac
count of their rights and interests as well. 
One way to accomplish that goal is to 
limit sodal conb.·ol to those who have 
qualitie& that indicate they are much 
greater risks than others. To protect the 
rights and interests of those who repre
sent greater ril,;ks, it is clUcial that there 
be an evidentiary hearing on whether the 
offenders do or do not have tlle requisite 
qualities and that the scope of the state's 
penalties and controls be commensurate 
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with the magnitude of the risks such of
fenders represent. Ideally, legislatures 
rather than individual administrative offi
cials should balance these competing in
terests. Obviously, this position simply 
drapes the utilitarian argument for pre
diction in the clothing of legislatively 
balanced risks and due process protec
tions for those who are about to be ex
posed to enhanced criminal liabilities on 
largely utilitarian grounds. 

Justifications from a Utilitarian 
Perspective 

The most direct counterargument to 
retributive objections is simply to asselt 
not only the relevance but also the dom
inance of utilitarian concerns in the de
sign of the criminal justice system. In this 
conception the criminal justice system 
has not only an interest but also an af
fin native obligation to use whatever is 
available to reduce crime and promote 
security (Blumstein, Cohen, and Nagin, 
1978:3-14). Because it is impOltant to 
enlist the SUppOlt of the community, and 
the community is as worried about exces
sive state power as about criminal of
fenders, it is plUdent for the criminal 
justice system to be resb.·ained, to protect 
rights to due process, and to operate con
sistently with the community's moral in
terests in a just and decent criminal jus
tice system. But the touchstone for all 
innovations in the criminal justice system 
is to enhance effectiveness in reducing 
crime and promoting security. 

In this utilitarian conception the con
cern about punishing people for pre
dicted future offenses disappears en
tirely-unless the means seem so grossly 
unjust and so bizarre as to be repugnant to 
the community. Similarly, tl1e concern for 
"false positives" fades, but does not en
tirely disappear. It stays partly because 
even the most pragmatic utilitarian might 
see some moral viltue in punishing only 
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Similarly, granti~g mercy in indivtdual 
cases on the basis of predictions of future 
criminal activity can Cl'eate problems of 
equity and faimess. In principle, there is 
no problem if our notion of just penalties 
remains precise and fixed, and if the 
bases for granting mercy are well estab
lished. But if(a) our idea of just penalties 
is based on current average practices, (b) 
we think of penalties above the average 
practice as being unfair, and (c) there are 
many people in the system who seem to 
deserve mercy, many offenders who re
ceive penalties that are just when com
pared with the initial standard of justice 
will appear to be unjustly treated hecause 
tlley received penalties that were above 
the average. We may hy to explain why 
they did not qualify for mercy but many 
others did and, in any case, why their 
punishment was deserved. But this argu
ment still leaves them with the question 
of "Why me?"-a question that has some 
force given the apparent inequity. So, the 
idea of using predictive techniques to 
lessen but not enhance punishments may 
alleviate the concem that individual of
fenders will be excessively punished, but 
it increases concems that some of tllose 
who deserve punishment will not receive 
it and tllat defendants who have commit
ted similar oL~nses might be treated dif
ferently. 

The second answer to the problem of 
false positives offered by those who hold 
a "modified just deserts" position is that 
most people have misconstrued the na
ture of prediction. In tllis view, predict
ing that a person is dangerous does not 
necessarily imply that a person will com
mit a criminal act; it implies only that a 
criminal act is more likely (Floud and 
Young, 1981:4~9; N. Morris and Miller, 
1985:24-28). Therefore, if an offender 
predicted to be dangerous does not, in 
fact, commit an offense, the prediction 
was not necessarily wrong. In this view: 
"a prediction of dangerousness ... is the 

statement of a conditi.on (membership in 
a defined group with ... certain at
tributes) and not the p'rediction of a re
sult (of future violent acts in each individ
ual case)" (N. Morris and Miller, 
1985:24). Thus, the crucial factual ques
tion in making predictions is not whether 
a person will commit offenses but 
whether that person does or does not 
have the attribu tes that qualify for mem
bership in a particularly high-risk or par
ticularly low-risk group. Since that factual 
question can typically be answered with 
great accuracy, there are very few errors 
in "prediction." 

TIns explanation does away with wor
ries about .)1istaken predictions but raises 
a new question: namely, why people who 
unambiguously have the attributes that 
make them members of a group predicted 
to be active offenders in the future should 
be exposed to additional penalties and 
liabilities from the criminal justice sys
tem. The answer to that is some'times cast 
in the language of "just deselts." As 
Floud and Young (1981:48) observe: "the 
fact that if we were to set (those offenders 
predicted to be dangerous) at liberty, only 
hr.If of tllose we are at any time detaining 
as dangerous would do further serious 
halm, does not mean that the other half 
are all in this sense innocent [emphasis 
added]." They have the qualities that 
make them risky and dangerous in the 
same sense that all 'mexploded bombs 
are dangerous even though most never 
explode (N. Morris and Miller, 1985:25; 
von Hirsch, 1985:280). And it is those 
qualities that justify different h'eahnent in 
both moral and pragmatic terms. While 
this, at first, seems appealing, and while it 
is not hard to imagine the practical inter
ests we h~lve in h'eating such offenders 
differently, it is difficult to answer the 
question of exactly why tlley are not in
nocent. To put the matter differently, it is 
hard to say of exactly what offense such 
offenders are guilty. 
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damentally objectionable. Moreover, the 
objections work together. Resb'ictions on 
the characteristics to be used in tests 
render the tests less accurate. Less accu
rate tests exacerbate the problem of false 
positives. Both together create more in
justice and reduce the practical value of 
the proposals. And besides, it is al\\>uys 
wrong to have any criminal liability at
tached to predictions of future conduct. 

Justifications from the "Modified Just 
Deserts" Position 

The common attack on the "reb'ibutiv
ist" position objects to its exclusive con
cem for a particular vision of justice aTIlI 
its idealism (Walker, 1982:276-289). Es
sentially, the argument is that the retri
butivist position is fine in theOlY, but 
wrong in practice (N. Morris and Miller, 
1985:2). Although it is commonsensical to 
base a system of justice on past acts, it also 
makes sense to exploit opportunities to 
control crime more effectively when they 
come along. Moreover, since the commu
nity expects the system to be effective, 
and since criminal justice officials will 
respond to this demand by making pre
dictions, it is in the interests of justice to 
make sure that the predictions are made 
as accurately and decently as possible. In 
effect, while it might be wrong in theOlY 
to use predictions in the criminal justice 
system, the system can be made to per
fOlm more effectively and more fairly 
than it does by explicitly introducing and 
managing predictive techniques (N. 
Morris and Miller, 1985). Although this 
hardly sounds like an ethical argument 
for the use of prediction, one can reason
ably argue that we have an obligation to 
make improvements in current perform
ance even if the improvements do not 
usher in the ideaI. 

This position-which has been called 
"modified just deserts"-honors retribu
tive principles and keeps them in the 
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dominant position in ito conception of the 
vhtues of criminal justice policies, but it 
also leaves some room for utilitarian con
cems and practical opporhmities. And this, 
in tum, allows room for some kinds of 
prediction as part of criminal justice system 
operations. But the problem of inaccuracy 
in predictions and the inevitable injustice 
to individuals wrongly predicted to commit 
offenses in the future remain. 

To this difficulty, those who take a 
"modified just deserts" position seem to 
have two answers. One is that predictions 
of future criminality should be the basis 
for leniency and mercy but not for en
hanced punishment (N. Morris, 1974:75, 
1982:179-209, esp. 203). Benign predic
tions can mitigate, but adverse predic
tions should not aggravate, criminal pen
alties. Thus, no offender's liability would 
be increased by the use of prediction. 
This position not only aileviates concems 
that offenders might be unjustly punished 
but also ensures the aggregate conse
quence that the scope of social conh'ol 
would not be widened by tlle broader use 
of predictions. 

Unfortunately, this answer creates 
otller problems. To the extent that justice 
establishes an affilmative obligation to 
punish criminal acts, being merciful to 
those who are predicted to be safe seems 
no more just than being harsh to tllose 
predicted to be dangerous. Obviously, 
the frailties of human institutions and 
judgments always counsel one to err on 
the side of leniency when moral judg
ments are being made and penalties ex
acted, and this is what generally makes 
mercy a virtue (N. Morris, 1974:52). The 
point, however, is not tllat leniency and 
mercy are not virtues, but that they must 
be justified in individual cases, and there 
is no guarantee that the characteristics of 
the offense or offender that might incline 
one toward mercy are those that distin
guish those who will be safe in the future 
(Moore et al., 1984:101). 
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"just deserts" position (von Hirsch, 1976: 
124-127; von Hirsch and Gottfredson, 
1983-1984:34-37; von Hirsch, 1984b: 
175-194, esp. 179). 

Retributivist Attacks on Prediction 

A second objection to predictions of 
criminal activity is that they are inaccu
rate and that inaccuracy results in injus
tice to those offenders who are mistak
enly predicted to commit climes in the 
future and are thereby exposed to unwar
ranted penalties and liabilities within the 
criminal justice system (N. Morris, 
1974:62-73; von Hirsch, 1976:21-36; N. 
Morris and Miller, 1985:24-36; von 
Hirsch and Gottfredson, 1983-1984:177). 
This view is often embraced also by 
retributivists, since it reflects their gen
eral suspicion of the reliability of social 
science technology, is consistent with 
their strong concern for individual justice 
for criminal offenders, and, in any case, 
offers an additional line of attack on pro
posals to use predictive methods more 
extensively. Nonetheless, this objection 
can be sharply distinguished from the 
first objection. The difference is that this 
second view does not say that it would be 
wrong to impose additional liabilities on 
those predicted to commit offenses-only 
that it would be wrong to do this inaccu
rately. "False positives" are the prob
lem-not liability being placed on indi
viduals for acts in the future. 

The first and second objections would 
effectively rule out the current use of 
prediction in the criminal justice system: 
the first because prediction is ruled out 
absolutely; the second because current 
predictive techniques cannot measure up 
to required levels of accuracy. Conse
quently, unless these objections can be 
overcome, the discussion of prediction is 
at an end. 

A third objection is less fundamental 
because it focuses on the characteristics 

included in the predictive rule rather 
than the appropriateness of prediction in 
general or the requirement that the pre
dictive rule meet a high standard of accu
racy to prevent injustice to individuals. 
By tllis standard, only celtain characteris
tics of offenses and offenders may be 
included in the predictive test. Appropri
ate characteristics are those tllat the indi
vidual controls and tllat themselves re
flect criminal conduct (such as prior 
offending and drug abuse). These are ap
propriate because they establish "morally 
relevant differences" among offenders 
(von Hirsch, 1976:212-213, 1981b). Inap
propriate characteristics are those over 
which the individual has only limited or 
no conh'ol, that are not in themselves 
criminal conduct, and that are correlated 
with deprived social status, such as em
ployment status, race, or poverty. Also 
inappropriate are such variables as reli
gion or political views. Indeed, it may be 
so important that the criminal justice sys
tem avoid any taint of bias Witll respect to 
race, income, religion, or political views 
tllat it not only resist using these variables 
explicitly but also avoid variables that are 
correlated with tllese especially sensitive 
variables (N. Morris and Miller, 1985). 

At tl1e extremes, concern about the 
characteristics incorporated in the predic
tive tests may make it impossible to con
struct any useful and decent test. This is 
particularly h1.1e if the tests must meet a 
high standard of accuracy and be neuh·al 
with respect to sensitive variables on a de 
facto as well as a de jure basis. So, scru
ples about the characteristics used in pre
dictive tests may not only reduce the 
practical value of tl1e tests but also rule 
them out completely on normative 
grounds (Moore et aI., 1984:70-79). 

Thus, from a retributivist position, the 
whole notion of predictions and particu
larly predictions that establish differ
ences among individuals on tlle basis of 
morally irrelevant characteristics is fun-
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whether proposed changes in criminal 
justice system operations are moving us 
toward or away from an idealized concept 
of the criminal justice system. If a pro
posal promises to smooth the rough jus
tice that is actually meted out in the 
system even a little bit, it may be worth 
adopting even though the proposal fails to 
usher in a heretofore unattainable ideal. 

To a degree, these standards fonn a 
hierarchy for evaluating proposed 
changes in criminal justice policy. The 
most demanding is whether the proposed 
change is the final step in establishing an 
ideal system of justice. Much less de
manding is that the proposed change fur
ther the aims expressed in the Constitu
tion. Less demanding still is that the 
proposed change be an improvement 
over current practices. 

These different standards of what con
stitutes a valuable or worthwhile im
provement in criminal justice operations 
are as impOltant to keep in mind as the 
different intuitions about the substantive 
values that should guide the criminal jus
tice system, for they, too, become patt of 
our discussions about whether predic
tions are tolerable in the criminal justice 
system. There are many proposals, that 
might enhance the justice, fairness, and 
efficiency of the criminal justice system 
but that could be rejected because they 
fail to establish perfect justice. The cru
cial question is whether such proposals 
would be worth adopting. 

Once again, this impOltant issue is af
fected by the difference between de onto
logical and utilitarian systems of reason
ing. In principle, both schools have their 
"idealists" and their "realists." But the 
spirit of de ontological systems is more 
given to idealism and exacting standards. 
The spirit of utilitarianism, on the other 
hand, is quite tolerant of practical reali
ties and keenly interested in marginal 
improvements wherever they can be 
made. This means that those who want to 
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hold the moral high ground by sticking to 
th~ spirit of de ontological systems will 
tend to establish very high standards 
across the board. Those who are inter
ested in encouraging small improve
ments in current operations might well 
be tal1'ed with the brush of utilitarianism, 
even if the improvement.~ they seek are in 
the areas of fairness and justice. 

My own position is that we all have a 
fundamental duty to encourage improve
ments in criminal justice system opera
tions in the directions of justice, fairness, 
and efficiency and to do so regardless of 
how large or small the changes. That may 
seem far too utilitarian, or realistic, or 
pragmatic to have much standing in moral 
discourse. And it is certainly true that this 
position would not only countenance but 
also enthusiastically embrace many pro
posals that seem shabby against the back
drop of an idealized system. But the 
weight of the duty to make improvements 
where they can be found can be mea
sured by asking what we would think 
of a criminal justice official who know
ingly abandoned some oppOltunity to im
prove the fairness, justice, or efficiency of 
the system without significant loss to so
ciety. 

ETHICAL ISSUES IN PREDICTION IN 
THE CRIMINAL JUSTICE SYSTEM 

The most fundamental objection to the 
use of prediction in the criminal justice 
system is that it is unjust and that any 
explicit or implicit use of prediction dis
graces our system of justice (Dershowitz, 
1973:1277-1324; N. MOl1'is, 1974:62-73; 
N. MOl1'is and Miller, 1985:65). This po
sition is held by those who think that the 
most fundamental quality of the criminal 
justice system is justice (rather than effec
tiveness) and that ajust system is one that 
holds people accountable only for acts 
committed in the past. This position has 
come to be called the "reh'ibutivist" 01' 
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terns may make it difficult for us to see 
when a successful integration has been 
achieved. The integration will always 
look a little too unprincipled to a 
deontologist and a little too ineffective to 
a utilitarian. And each will feel free to 
complain about the apparent corruption 
of the system viewed from his or her 
vantage point. There may be no sb:ong 
philosophical voice to step forward and 
say that the successful integration repre
sents a coherent view, because the suc
cessful integration will not fit wholly 
within either of the two systems of 
thought that have become familiar. 

Standards of Criminal Justice System 
Performance 

The general notions of fairness and 
justice, on the one hand, and economy 
and effectiveness, on the other, offer al
ternative conceptions of the directions in 
which improvements in criminal justice 
system perfOlmance might lie: i.e., 
toward more consistent heatment of of
fenders, toward a more refined balance of 
community and individual interests, or 
toward less use of the state's limited fi
nancial and moral authority to achieve the 
same amount of community security. 
They do not in themselves define tolera
ble leveis of criminal justice pelformance 
in the pursuit of one or the other ideals. 
And yet the extent to which the current 
system realizes any of these idealized 
notions may be as import:'1nt in judging 
the overall quality of the system as which 
ideal it is approximating. 

The most demanding standard for the 
criminal jw;tice system is that it be an 
exact expression of an ideal system: that it 
be perfectly fair, pelfectly just, or per
fectly economical. Although no one 
would really hold any human institution 
to these exalted standards, when one is 
talking about the criminal justice system, 
one is tempted to set tlle minimal stan-

dards of perfornlance VelY high and to be 
impatient witll mere improvements in a 
basically conupt system. The reason is 
that the decisions of the criminal justice 
system are so consequential for individu
als (and for tlle overall character of the 
community) that the obligation to express 
the community's highest ideals is very 
sb·ong. This is particularly hue when one 
is talking about fairness and justice, for 
tllese qualities do not seem to exist in 
degrees. In common parlance, people 
conclude that the system is tolerably fair 
and just, or it is not. And any system of 
criminal justice that is unfair or unjust is 
intolerable. So, our moral intuitions push 
us toward idealism in setting standards 
for criminal justice, and particularly so in 
the areas of fairness and justice. 

A different standard of justice would be 
whetller the operations of tlle criminal 
justice system meet constitutional re
quirements. Often, this standard is con
fused with the first standard because 
many observers of tlle criminal justice 
system would like to believe that their 
idealized notions of justice are not only 
sanctioned by the Constitution but also 
required by it. Moreover, the room to 
make this claim often exists because the 
Supreme Comt decisions tllat establish 
constitutional principles are rarer and 
less definitive than is necessary to banish 
ambiguity about constihltional issues. 
Nonetlleless, one can distinguish what is 
clearly unconstitutional from sometlling 
that is conceivably acceptable, and this 
provides a second standard of criminal 
justice pelformance. 

A third standard is simply whether a 
proposed policy or program constitutes 
an improvement in one or another dimen
sion of perfOlmance compared with cur
rent operations. Inevitably, all real sys
tems of justice fall short of idealized 
notions. They may also sometimes fall 
short of constitutional standards. Conse
quently, it may be important to know 

I 
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logical" and "utilitarian" philosophies 
(Frankena, 1973:12-60). The difference 
between them is that deontological theo
ries asselt that an act is right or 'wrong in 
itself, regardless of its consequences. 
Utilitarian theories, on the other hand, 
assert that acts can be judged to be good 
or bad only in terms of their conse
quences. 

The moral intuitions that lie behind the 
concepts of fairness and justice seem 
closer to the spirit of deontological than to 
utilitarian reasoning. These intuitions see 
virtue in the criminal justice system inso
far as j t acts properly with respect to 
accused citizens and ignores the practical 
consequences of its actions both for the 
defendant and the broader community. 
The intuitions that prompt a commihnent 
to effi.:!ctiveness seem much more utilitar
ian in spirit. The concern for effective
ness finds the vhtue of acts by the crimi
nal justice system in telms of their 
consequences for the future of the of
fender and the future security of the com
munity. 

The link between moral intuitions 
about criminal justice and the different 
modes of ethical reasoning means that the 
nOlmative standing of the different moral 
intuitions about criminal justice is inex
tricably linked to the general standing of 
these different modes of reasoning in eth
ical discourse. In general, it seems that 
the de ontological systems have greater 
standing. Why this should be h'ue re
mains unclear since philosophers have 
not as yet reached a decisive conclusion 
in favor of de ontological systems. The 
dominance of deont010gical moral sys
tems seems to reflect a general expecta
tion, rooted in h'adition, that ethical pro
nouncements should take the form of 
rules prescribing conduct rather than 
ends that must be pursued. This, in tum, 
may be based on the notion that rules 
honor God or human h'aditions more re
liably than pmticular calculations, which 
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depend so heavily on the qualities of the 
individual calculator; or on a prudential 
judgment that reliance on rules would 
avoid many temptations and errors that 
would othelwise corrupt the pmticular 
calculations; or simply on the intellectual 
appeal ofreasoning from principles rather 
than concrete instances. vVhat3ver the 
reasons, the general preferenc~ for 
deontological systems makes it haru for 
utilitmian arguments to be taken seri
ously in ethical m·guments. Pm·ticularly in 
the criminal justice system, where the 
stakes for individuals seem so high and 
where so much of the work involves the 
application of substantive rules to indi
vidual cases, utilitarian arguments seem a 
bit shabby. 

The sharp distinction between deonto
logical and utilitarian systems of reason
ing is .mfOltunate, for the challenge fac
ing those who guide the operations of the 
criminal justice system is to integrate the 
values and concerns of each system of 
thought. In principle, this should not be 
difficult since our moral intuitions about 
the criminal justice system commingle 
deontological and utilitarian principles. 
As we have seen, fairness and justice are 
often defended not simply as viltues in 
themselves, but also as qualities that en
hance the overall effectiveness of the sys
tem by drawing broad support from the 
community. Similarly, one can argue that 
the notion that the crilninaljustice system 
should be effective and economical in the 
use of state power and money is not 
simply a shabby interest of the society, 
but a fundamental duty of those who 
guide, and operate within, criminal jus
tice institutions. It might be possible, 
then, to have a criminal justice system 
that successfully integrates the pmticular 
values that are contained within and 
shared among our general moral inhli
tions. 

The difficulty is that the schism be
tween deontological and utilitarian sys-
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ing to the state rather than the victim. As 
Aeschylus pOltrays in The Eumenides, a 
great moment in Western history is the 
moment when the concept of justice 
changed from private vengeance to pub
lic retribution. In that moment the state 
took from victims the right to punish 
those who had offended against them in 
the interests of ensuring an accurate de
termination of guilt or innocence and fair
ness and moderation in the imposition of 
penalties. 

In a free society the desire to mete out 
deserved punishment must be tempered. 
Punishments should fit crimes, not be 
excessive. The process of deciding 
whether a person is guilty or innocent 
should be sufficiently deliberate to pre
vent passions from overwhelming evi
dence. And the standard of proof should 
be set velY high to ensure that tllose 
judged to be guilty are in fact guilty, even 
if that means tllat many guilty people are 
found innocent. It is all of these features 
that distinguish public justice in a demo
cratic state fi'om either private vengeance 
in primitive societies or totalitarianism. 
Still, it is important to keep in mind that 
like private vengeance, public justice has 
passion and moral indignation as key in
gredients. Indeed, Witllout these features, 
it is almost impossible to distinguish 
criminal sanctions ii'om civil sanctions 
(von Hirsch, 1976:48; von Hirsch and 
Gottfredson, 1983-1984:34). 

Standing somewhat apmt from these 
traditional notions of faimess and justice 
is the notion that the system should be 
useful and effective as well as fair and just 
(Blumstein, Cohen, and Nagin, 1978). To 
most people, this means that tlle system 
should succeed in reducing crime and 
should do so at the lowest possible cost 
(Nagel and Neef, 1977; Blumstein, Co
hen, and Nagin, 1978; Silberman, 1978; 
Andreano and Siegfried, 1980:411-426; 
Wilson, 1983b). Some would add reduc
ing fear to the utilitarian purposes of the 

criminal justice system (Moore et al., 
1984:9--22, esp. 15-19). Most would also 
probably recognize tlle interests in fair
ness and justice as important constraints 
on the practical pursuit of reduced victim
ization and fear (Blumstein, Cohen, and 
Nagin, 1978; Sherman and Hawkins, 
1981:106). And perhaps evelyone would 
quickly agree that, to be effective, a crim
inal justice system must command tlle 
active support of the community, and tllat 
that, in tum, might depend on how fair 
and just it seemed (Weinreb, 1979:6--12; 
Andreano and Siegfried, 1980:85-92). 

At the edges, an interest in an effective 
criminal justice system thus leads one 
back toward a system that imposes crim
inal sanctions Witll fairness and restraint. 
Nonetheless, most people still see an im
portant distinction between a criminal 
justice system that is animated by a con
cem for justice and faimess and one that 
is preoccupied with effectiveness. Specif
ically, it seems that the interest in effec
tiveness elevates the community interest 
in security over the interest in'protecting 
the rights of tlle accused, allows estimates 
of aggregate social consequences to guide 
decisions that profoundly affect individu
als, and leaves more room for social sci
ence and technology to be used to en
hance the efficiency or effectiveness of 
the system's operations, even at the cost 
of procedures honored by long h'adition. 
All this makes the general idea of an 
effective criminaljnstice system quite dif:' 
ferent from one animated by justice and 
faimess. 

Ethical Theory and Moral Intuitions 
About Criminal Justice 

The different intuitions about the vir
hles of a criminal justice system in a free 
society cOl1'espond to important differ
ences in modem systems of moral rea
soning. Modern ethical theory establishes 
a sharp distinction between "de onto-
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GENERAL NOTIONS OF JUSTICE 
AND STANDARDS OF CRIMINAL 
JUSTICE SYSTEM PERFORMANCE 

Most nonnative discussions of the 
criminal law and the operations of the 
criminal justice system proceed on the 
basis of shared intuitions about the vir
tues of these social enterprises. The 
shared intuitions are captured in a few 
words that stand for whole clusters of 
more particular ideas. 

Moral Intuitions of Criminal Justice 

One key virtue of criminal justice is its 
"fairness." At the center of the concept of 
fairness are notions such as the following: 
that citizens should know in advance 
what actions will be punished and how 
alleged offenses will be investigated 
(Packer, 1968:80); that the system should 
be consistent, i.e., treat like cases alike 
(Hart, 1968a:36-37, 1968b:24-25; Packer, 
1968:139-145; Winston, 1974:1-39; von 
Hirsch, 1976:77-83; N. MOlTis, 1982:179-
209); that criminal liability for conduct 
should be dish'ibuted across possible acts 
according to the seriousness of the of
fense, not the social StahlS or power of 
potential offenders (von Hirsch, 1976: 
77-83); that people should be held re
sponsible for things they can conh'ol and 
not for things they cannot control (Hatt, 
1968a:158-185, esp. 174, 1968b:24-25); 
and that the actual operations of the sys
tem in imposing criminal liability should 
be unbiased with respect to race, social 
class, and other social variables (McNeely 
and Pope, 1981; Blumstein et al., 1983a: 
8, 13-21; Klepper et al., 1983:55-128; 
Peters ilia, 1983). 

At the edges, the concept of faimess 
shades into the concept of justice. In
deed, the concept of justice seems to 
incorporate all the patticular ideas associ
ated with faimess. However, while the 
concept of fairness seems to emphasize 
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the distribution of criminal liability 
through the society, the concept of justice 
seems equally concerned about the 
amount of criminal liability and the intru
siveness of the means used to impose it. 
In a free society the concept of justice 
implies resh'aint-a sense of proportion 
and frugality in using the coercive power 
and moral indignation associated with 
criminal sanctions (Packer, 1968:249-
260). Thus, patticular ideas cenh'al to the 
notion of justice are those that give citi
zens significant rights against the state 
and against those who accuse them: for 
example, the right of citizens to be free 
fi'om unwalTanted searches and seizures 
(McNamara, 1982:26-54); to confront 
their accusers in open hial (McNamara, 
1982:169-177); and to have adequate 
time to prepare a defense (McNamara, 
1982:214-230). By establishing such 
rights for individuals, society consh'ains 
the amount and nature of state power that 
can be exercised against individuals on 
behalf of the community. 

To some, the notion of justice is not 
resh'icted to concern for the rights of de
fendants. Arguably,justice is equally con
cemed with protecting the moral stand
ing of the law and with guaranteeing that 
those who deserve punishment receive it 
(van den Haag, 1975:24-50; Weinreb, 
1979:5; Carrington, 1983: 15-19). Some
times this position is described as one 
that protects "victims' rights" as well as 
"offenders' rights" (Bedau, 1977; Reiff, 
1979; CalTington, 1983:10-12). Insofar as 
the victim is interested in righting the 
wrong done through rehibution, this is an 
appropriate characterization. The crimi
nal justice system has many practical as 
well as moral reasons to accommodate the 
victim's interests in its proceedings 
(Greenwood, Chaiken, and Petersilia, 
1977; Blumstein et aL, 1983a:41). In our 
system of justice, however, it seems much 
more accurate to describe the obligation 
to administer just punishment as belong-
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being criminal, ar~ given special protec
tion. The charactedstics included in the 
test may be more or less convenient and 
accurate to observe for individual offend
ers. Somewhat l!3sS obviously significant 
is the fact that the test cail include many 
or few charactedstics. The mor!') charac
teristics includeq, the greater the oppor
tunity to accommodate hnportantindivid
ual differences among offenders. But the 
more characteristics, the more compli
cated the rule, and the grea,ter the chance 
of errors. . 

Beyond the properties of the set of 
characteristics incorporated in the test, 
the test has other features that are norma
tively significant. It is more or less accu
rate in tenns of its capacity to identify all 
those offenders who will, in fact, commit 
crimes in the future and to exclude those 
who will, in fact, not commit crimes in the 
future. The test may be designed to iden
tify small (and therefore more unusual) 
segments of the offending population, or 
it may be less discriminating. The valid
ity of the test may be based on common 
sense, elaborate statistical investigations, 
or clinical theories and judgments. The 
test can be explicitly promulgated or im
plicitly used. It can be authorized by a 
legislature, established through adminis
o-ative guidelines, or sanctioned by com
mon professional practice. 

A Consequential Decision 

In addition to an offense, an offender, 
and a predictive rule, the consequential 
use of prediction in the criminal justice 
system requires that an action be taken by 
a criminal justice official with respect to 
the offender. A sentence must be im
posed; bail must be set; a plea bargain 
offered; or an allegation pursued with 
more or less zeal by prosecutors and 
police. The consequences of these deci
sions register in three quite different do
mains through different causal and evalua-

tive systems. The decisions obviously 
affect the rights and liberty interests of the 
individuals who are affected. These may be 
either enhanced or diminished by the ef: 
fects of predictions. The decisions also af
fect overall levels of crime in the commu
nity through the mechanisms of deterrence 
(both specific and general), incapacitation, 
and rehabilitation. And, finally, the deci
sions affect the community's overall per
ception that justice is being done in tenns 
of striking the dght balance between the 
community's interests in secUlity and the 
offender's interests in freedom, and be
tween the desire to treat cases with consis
tency and at the same time acknowledge 
important particular differences. 

The Central Ethical Issues 

The ceno-al ethical question raised by 
the use of predictive rules in the criminal 
justice system is whether an offender may 
be exposed to additional cdminalliabili
ties in the fonn of a longer sentence, 
higher bail, more detennined prosecu
tion, or closer police scrutiny because of 
characteristics indicating that he is more 
likely than others to commit crimes in the 
future. A less fundamental but equally 
impoltant question given the widespread 
current use of predictions is what kinds of 
predictions are better tllan others. These 
questions can be answered directly. Butit 
seems that views about these questions 
are linked to much broader and more 
general notions of justice and of what 
constitutes a wOlthwhile improvement in 
the pelfOlmance of the criminal justice 
system. It is as though the subject of 
prediction in the cdminal justice system 
raises general moral connotations as well 
as specific nonnative issues. It is worth 
addressing these general ideas before ex
amining closely the specific ethical issues 
raised by prediction lest the influence of 
tlle moral connot:'1tions be decisive but 
unexamined. 
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leading suspect who is the focus of a 
police investigation. 

From the point of view of the climinal 
justice system, the most important at
h'ibute of the offender is the connection to 
a current offense. That is what makes him 
the subject of criminal justice action. But 
the offender has other characteristics as 
well. One of the most impOltant is a 
criminal record. The criminal record may 
be nonexistent, or it may be quite exten
sive; it may involve only minor offenses 
or may include serious offenses; it may be 
a record of nothing more than alTests, or it 
may include convictions; it may be an 
adult record, or it may include crimes 
committed as a juvenile. In addition to a 
criminal record, the offender has such 
other characteristics as levels of alcohol 
and drug use, neighborhood ties, employ
ment status and expelience, age, race, 
religion, political beliefs, favorite foods, 
and tastes in music. These charactelistics 
differ from one another in several ways. 
One concerns their moral and legal status. 
Some characteristics, such as prior crimi
nal conduct and CUlTent illegal drug use, 
are themselves crimes and therefore of 
direct interest to the criminal justice sys
tem. Others, such as race, religion, and 
political beliefs, are the opposite: they are 
specially protected against being used by 
criminal justice officials in making deci
sions. Some characteristics, such as prior 
crimes, drug use, and perhaps employ
ment, are thought to be under the control 
of the offenders and therefore expressions 
of their inclinations and values. Other 
characteristics, such as age or race, are not 
under the control of the offenders and 
consequently are of little moral signifi
cance: tlley cannot be expressions of a 
person's character although they might 
be good predictors of future conduct. 

These offender characteristics also dif
fer from one another in telms of how 
accurately they can be detelmined for 
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individuals and how conveniently they 
can be observed. Some characteristics, 
such as employment history, are rela
tively objective and can be established 
and verified for individuals tlu'ough intu
itively obvious, if laborious, methods. 
Others, such as psychopathic tendencies, 
may be relatively objective, but the meth
ods used to validate them are special and 
arcane. Still others, such as community 
ties, are quite subjective and hard to 
establish, although one can develop 
operational measures of an intangible 
characteristic that can be objectively de
telmined. Similarly, some of tlle charac
teristics of offenders are already known 
and recorded in files available to criminal 
justice agencies. Some can be inexpen
sively learned because they are recorded 
elsewhere or because the infOlmation is 
not carefully guarded by the defendant. 
But some characteristics can only be dis
covered through expensive and inhusive 
investigative efforts. 

A Predictive Rule 

The characteristics of offenders are im
pOltant for they foml the basis for all 
predictions. All predictive tests have the 
same structural fOlm: if an offender has a 
certain specified set of characteristics, 
that offender is predicted to be more (or 
less) likely to engage in future criminal 
activity than offenders with different 
characteristics. A.ny particular predictive 
rule has celtain properties that are norma
tively significant. 

One important feature of the predictive 
rule is exactly which characteristics of 
offt::nders are selected to serve as predic
tors. As noted above, the characteristics 
included in the test may be acts over 
which tlle individual has a great deal of 
conh'ol and are themselves criminal, or 
tlley can be characteristics over which the 
individual has no control and, far from 
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at different stages of the criminal justice 
system. 

THE ANATOMY OF PREDICTION IN 
THE CRIMINAL JUSTICE SYSTEM 

To fix conceptions, it is useful to delin
eate the basic elements of prediction in 
the criminal justice system. Essentially, 
there are four: an offense, an associated 
offender, a predictive rule that links char
acteristics of the offender to predictions 'of 
future conduct, and a discretionalY deci
sion to be made by a criminal justice 
official that could be influenced by pre
dictions of future criminal activity and 
that affects the criminal liability of the 
oH:€mder. 

The Offense 

A criminal offense is central because it 
is the thing that occasions the interest of 
the criminal justice system. Without a 
crime, there are no decisions to be made. 
Not even the most enthusiastic advocates 
of predictions in the criminal justice system 
would advocate the imposition of criminal 
sanctions without a criminal offense. 

The crime is also important because it 
constrains the decisions that will be 
made. A minor offense cannot be used to 
justifY a major inhusion into the offend
er's life even if the predictions are very 
ominous. Exactly how tightly the charac
teristics of the crime should bind the 
decisions of criminal justice officials is 
one of the major controversies surround
ing tlle use of predictions. Those who 
think that the justice of the system rests 
entirely on proportional and consistent 
responses to criminal acts seek to bind 
the decisions very closely to the act and to 
leave little room for consideration of the 
offender's characteristics and predictions 
of his or her future conduct (von Hirsch, 
1985). Those who think that the overall 

justice of the system requires some con
sideration of the character and future con
duct of the offender will leave more room 
for tllese aspects to be considered in crim
inal justice decision making (Monahan, 
1982). But no one thinks that the nature of 
tlle offense is inelevant to the decisions 
of criminal justice officials. 

Obviously, the offenses can vary along 
many dimensions. One is tlle gravity of 
the offense. It can be murder or petit 
larceny. It can involve serious injmy to 
victims, threats of serious injury, or only 
minor property losses. A second is the 
certainty with which the criminal justice 
system has established that an offense has 
occuned and that a tmrticular offender 
did it. This connection may have been 
definitively established through a crimi
nal conviction or persuasively alleged in 
a criminal indictment or simply sus
pected as a guide to investigative activity. 
In general, the more serious the offense 
and the stronger the established connec
tion to an offender, the greater the license 
criminal justice officials have to impose 
liabilities on offenders. Whether this in
cludes a greater right to make and use 
predictions about future criminal con
duct, however, remains unclear. 

The Offender 

The offender is also central to predic
tions in tlle criminal justice system. With
out him, there is little of consequence for 
criminal justice officials to decide. It is 
most natural to think of the offender as 
someone who has just been convicted 
and is awaiting sentencing. But the of
fender could be at earlier stages of crim
inal justice system processing. He could 
be someone who has been indicted and is 
waiting to have bail set. He could be 
someone who has a strong evidentimy 
case against him and is awaiting a fOlmal 
chm'ge and indictment. Or, he could be a 
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come to the fore. Offenders incolTectly . 
predicted to commit crimes in the future 
wOl.J.ld be exposed to criminal liabilities 
that are doubly undeserved: once be
cause tlley were based on predictions 
rather than past deeds, and twice because 
the predictions were inaccurate. And, to 
!:he extent that the predictions were based 
on characteristics of offenders that lie out
side the ordinary purview of the criminal 
justice system or are imperfectly mea
sured, defendants would be exposed to 
more inhusive investigations and greater 
risk of eh'ors than would be the case if the 
focus of the system remained on past 
crimes. In short, predictions undermine 
the rigorous discipline essentia.l to crimi
nal justice in a free society. 

On the otller hand, criminal justice of
ficials now rely on predictions because 
they seem to add to the overall justice and 
perfom1ance of the criminal justice sys
tem. The most obvious virtue of predic
tions is that, by focusing the attention of 
the system on those offenders who are 
most likely to commit crimes in the fu
ture, they allow the community to main
tain tolerable levels of crime with less 
extensive use of imprisonment than 
would be possible without them. Given 
that it is desirable to reduce criminal 
victimization and to be economical in the 
use of the state's moral and financial re
sources in doing so, it seems desirable to 
exploit the focus on dangerous offenders 
that predictions make possible. 

Many view this apparent virtue as a 
dangerous temptation-one tllat will lure 
the community into increasing its overall 
demands for security at the expense of the 
rights and liberty interests of alleged 
criminal offenders and, therefore, at the 
risk of the overall quality of justice. But 
even viewed from the special perl'pective 
of protecting the rights and interests of 
accused offenders from the community's 
demands for order, the use of predictions 
has virtues, for predictions can justifY 
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more lenient treahuent for some offend
ers than their acts alone would justifY. If 
an offender's crimes seem uncharacteris
tic (and therefor~ unlikely to be repeated 
in the future), the current system (which 
is tolerant of predictions) can be lenient. 
This opportunity would be denied if pre
dictions of future conduct were excluded 
from crirllinal justice decision making. 

Finally, if interests in individual justice 
and aggregate efficiency continue to mo
tivate and sanction the widespread use of 
predictions in the crimiullljusuce system, 
it would be valuable to recognize the 
practice explicitly. That way, the society 
could guarantee that the predictions-\Vere 
made consil'tently, accurately, and use
fully rather than on an ad hoc basis. 

So, the question of whether conse
quential predictions are tolerable in our 
criminal justice system might not have a 
general answer. Some moral intuitions 
and etllical standards might exclude them 
entirely, while others would countenance 
them. For the ethkal systems that tole
rate predictions, the particular foml of 
the prediction may matter a great deal: 
some predictions may be more just than 
others. 

The central purpose of this paper is to 
develop moral intuitions about whether 
consequential predictions are tolerable in 
the cllminal justice system, and, if they 
are, to establish what sorts and for what 
pl.J.rposes. This requires an examination 
fi'om several vantage points: from the per
spective of moral intuitions about the fun
damental valueI' that animate the crimi
nal justice system and their connections 
to different systems of ethical theory; 
from an analysis of the tension between 
ideal standards and the implicit sanction 
granted to {!urrent practices by virtue of 
their h'aditional acceptability; from a de
tailed consideration of' aspects of predic
tions tllat seem to have normative ~jgnif
icancej and from an inql.J.iry into h,1W dlE 
moral issues involving predictioIS iiifl>l 
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In the workaday world of criminal jus
tice, predictions are commonplace (Der
showitz, 1974:1-60, 781-846; Wilson, 
1983a:157, 1983b:279). Moreover, they 
are consequential for defendants: they 
affect the magnitude of the criminal lia
bilities that defendants confront. Judges 

Mark Moore, Guggenheim Professor of Criminal 
Justice Policy and Management, Harvard Univer
sity, notes: "In producing this paper, I am princi
pally indebted to Susan Estrich, Daniel McGillis, 
and William Spelman, my collaborators on the 
Harvard Project on Dangerous Offenders and coau
thors with me of Dangerous Offenders: The Elusive 
Target of Justice (Cambridge, Mass.: Harvard Uni
versity Press, 1984). Indeed, some material on the 
use of predictions in sentencing and bail is repro
duced here exactly as it appears in Dangerous Of
fenders, and a great deal else is borrowed less 
directly from that analysis. I am also indebted to 
those on the Panel on Research on Criminal Careers 
who read and commented on this work, specifically, 
John Kaplan, Non'al Morris, and James Q. Wilson. I 
am also greatly indebted to Andrew von Hirsch and 
Michael Tonry, whose sharp disagreements may 
have improved the quality of my argum{,!nts and 
whose patience in instructing me has been extraor
dinary. With such great assistance, it is hard to 
believe elTors could be made. But 110 doubt there 
are many, and tlley are mine alone." 
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consider the risk that a defendant will flee 
(or commit additional crimes) in setting 
bail (Dawson, 1969:80; N. Morris, 1974: 
28-57; Roth and Wice, 1980; Gaynes, 
1982; Blumstein et aI., 1983a,b; N. Morris 
and Miller, 1985: 12) and the prospects for 
rehabilitation in imposing sentences. 
Prosecutors weigh the gravity of the 
threat posed by accused offenders in de
ciding how much effort to put into prepar
ing their cases and in setting the mini
mum acceptable plea bargains (Kaplan, 
1965:174; Forst and Brosi, 1977:177-
191). Police study the modus operandi of 
offenders to thwart future crimes and to 
help them identify likely suspects in cur
rent cases (Moore et aI., 1983a,b). 

The widespread, consequential use of 
predictions in the criminal justice system 
prompts nOlmative questions. If the jus
tice of the system rests on the notion that 
punishment should be for past acts, not 
guesses about future behavior, iUs wrong 
to impose criminalliabilit1.es on the basis 
of predictions. It would be wrong even if 
the predictions were perfectly accurate. If 
they are inaccurate, however (as they in
evitably will be), additional objections 
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age that can be expected in any study and, 
where necessary, to make any adjust
ments to (or preshrink) the prediction 
equation. 

To examine shrinkage in practice, re
searchers have tended to use split-half 
subsamples. We pointed out the range of 
other and superior "sample-reuse" meth
ods, including the jackknife and the boot
sh'ap, 

The usefulness of a prediction insu'u
ment can also be gauged by the number 
of eJ.Tors and correct decisions that result 
from its application. We pointed out the 
similarity between many of the indices 
that have been proposed to assess the 
utility of a risk classification. In addition, 
we showed the impOltance of the base 
rate and the selection ratio in detelmin
ing false-positive and false-negative er
rors and how the selection ratio can be set 
to alter the balance between the two. 

When predicting i'are events it may be 
the case that any prediction instrument 
will not improve significantly over the 
base rate. For example, a prediction in
strument developed to identifY "danger
ous" offenders may result in more errors 
than occur by merely classifying all of
fenders as not dangerous. This has led 
some commentators to eschew attempts 
to predict these kinds of events. An anal
ogous situation occurs in medical science, 
where mass-screening programs are 
costly and may result in large false-pos
itive errors, causing considerable stress, 
but where they are nevertheless consid
ered to be worthwhile to detect the small 
number of true positives who actually 
have the rare disease. Therefore, the 
WOlth of any prediction instrument de
pends on the values to be attached to the 
various outcomes emanating from its ap
plication, not simply on the total number 
of errors that may accrue. Decision theOlY 
provides a framework for making these 
assessments and could be used more 
widely in prediction in criminology. 
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suffering from acute hepatitis would sur
vive or die, There were 155 patients in 
the sample, 33 of whom died, There were 
19 independent variables availablB for 
analysis, A prediction insh'ument was de
veloped in the usual way, First only x 
variables associated at the 5 percent level 
were retained; this left 13 variables, Sec
ond, a kind of forward, stepwise, multi
ple-logistic-regression program was used, 
stopping when no additional variable 
achieved the 5 percent significance level. 
Four of the 13 variables were included in 
the final prediction insh'ument. The cut
off point c was set at c = log 33/122, Full 
information was available for 133 of the 
original 155 patients, When the predio
tion insh'llment was applied to thE; 133 
patients, 21 were misclassified, giving an 

,error rate of21/133 = ,158, The bootsh'ap 
technique was then used to assess how 
overoptimistic this error rate was or how 
much it could be expected to shrink. Five 
hundred bootstrap samples were drawn 
and the same pl'ocedure was used to con
struct a prediction instrument. On each 
occasion the "overoptimism random vari
able," R', was calculated, which is merely 
"the error rate for the bootsh'ap replica
tion minus ,158," The 500 values of R' 
were plotted and the mean of R' was 
found to be ,045, which suggests that the 
expected overoptimism is about one-third 
as large as the apparent e1'1'or rate ,158, 
This gives the bias-corrected estimated 
error rate ,158 + .045 = .203. In addition, 
the standard deviation of R' was .036. 
Another advantage of the bootsh'ap tech
nique is illustrated by this example, At 
each replication a check was made of the 
variables included in the predicti0l1 in
sh'Un1ent and this revealed, for example, 
that one variable was selected 37 percent 
of the time, another 59 pel'cent of the 
time, and so on, giving an intuitive, if not 
theoretically rigorous, indication of the 
impoltance of the various predictor vari
ables. 

Technical details of sample-reuse 
methods are given in Efron (1982), and 
simplified descriptions appear in Dia
conis and En'on (1983) and En'on and 
Gong (1983), Comparing and conh'asting 
the vmious methods, split-half or cross
validation methods are the simplest to 
perform but have celtain limitations. The 
advent of computer power and the in
creasing availability of appropriate algo
rithms make the jackknife and the boot
sh'ap methods more attractive and 
relatively easy to use, The jackknife and 
the bootsh'ap are in fact theoretically 
closely related: the jackknife is almost a 
bootstrap itsel£ The bootstrap is entirely 
nonparameh'ic and is, therefore, more 
flexible, Eu'on (1982) suggests that the 
jackknife PelfOlIDS less well than the 
bootsh'ap in situations that he has inves~ 
tigated but it requires less computa
tion, The close relation between sample
reuse methods and Copas's theory of 
shrinkage and validation was discussed 
earlier, 

CONCLUSIONS 

At the beginning of this papel' we 
showed how simple point-scoring meth
ods could be incorporated within the 
fi'amework of general linear models, 
along with regression, logistic regression, 
and log-linear models. In addition, we 
noted that point-scoring methods, 1'econ
ceptualized in the way we suggest, per
mit celtain extensions that have been 
found useful in medical diagnosis. 

It has long been recognized and empir
ically demonsh'ated that a prediction in
stl'ument developed on one sample will 
pelform less well when applied to a sub
sequent sample. The phenomenon of 
shrinkage has recently been subjected to 
rigorous theoretical investigation, which 
we outlined. The findings stemming from 
tllis work enable the researcher to under
stand and anticipate the degree of shrink-
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say, rather than to minimize total errors, 
we could have used the approach out
lined there to guide our choice of cutoff 
point. However, de cis ibn theory provides 
a more direct framework for taking into 
account the weights to be attached to 
different types of outcome. Although the 
decision~theOlY approach has been 
widely advocated in criminological appli
cations (e.g., Loeber and Dishion, 1983), 
it has not been used to any great extent, 
except by Blumstein, Farrington, and 
Moitra (1985). While it is outside the 
scope of this paper to discuss decision 
theory in any detail, we would recom
mend that more attention be paid to it in 
prediction research, especially when the 
results are to be applied in practice. 

SAMPLE-REUSE METHODS 

Previous sections of the paper have 
stressed the distinction between reb.'o
spective fit and prospective (or valida
tion) fit of a prediction instrument. A 
simple way of canying out a prospective 
validation, and the one most commonly 
used in criminology, is the split-half 
method, which divides the data into two 
halves (at random). The equation is fitted 
to the first half (the constmction sample) 
and tested on the second (the validation 
sample). Although unbiased estimates of 
shrinkage and error rates l'esult from this 
method, there are two obvious disadvan
tages: (a) constl'uction of the prediction 
inshument does not use all available in
fOlmation, but only half the sample, and 
(b) the comparability of the two sub
samples will always be open to doubt; for 
example, there is a l-in-20 chance that the 
two subsamples will be significantly dif
ferent at the 5 pel'cent level. Various tech
niques have been developed in the statis
tical literatme to OVel'come these two 
problems. The pl'inciple undedying them 
is to generate many subsamples ~'ather 
than merely tw~. 

The first, simple extension of tlle prin
ciple is cross-validation, of which the 
split-half method is merely a special case. 
To construct and validate tlle prediction 
inshument, the sample need not be split 
in halfbut could, instead, be split in many 
different ways; for example, 80 percent of 
the sample could be used for the con
struction sample and the remaining 20 
percent could fOlm the validation sample. 
Moreover, any number of construction 
and validation subsamples could be 
drawn. The jackknife and the bootsh'ap 
techniques are more fOlmal develop
ments of this latter idea, The jackknife 
(see, for example, R. G. Miller, 1974), or 
"hold-one-out," proceeds as follows. Sup
pose the sample has N members; delete 
one member and develop the prediction 
insh'lunent on the remaining N - 1 and 
use it to predict g for the missing mem
ber, The procedme is repeated N times, a 
different member being omitted each 
time, By this means a set of independent 
values of y and g are obtained, and shrink
age and errol' rates can be calculated us
ing tlle methods presented earlier as if 
these values related to a completely new 
sample of N cases.2 

The bootstrap technique (Efron, 1982) 
proceeds slightly differently, If sampling 
with replacement is pelmitted, a large 
number of samples of size N can be 
drawn, 2N as opposed to only N by the 
jackknife procedure. The bootsh'ap repli
cations can be used to assess the predic
tion insh'llment. The metllod is illustl.'ated 
by an example given in Efron and Gong 
(1981, 1983) that is analogotts to many 
criminological prediction studies. Efron 
and Gong were concemed to construct an 
insh'ument to predict whether patients 

2These ideas can be extended to other problems 
relevant to the consh'uction of prediction insh'u
ments; Mabbett, Stone, and Washbrook (1980), for 
instance, consider the stepwise choice of variables 
in fOlming a binary predictor. 
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Substituting for AC, RC, and MC in the 
above equation, RIOC reduces to: 

RIoe ;, TP,TN - FP.FN 
[TP + min(FN,FP)][TN + min(FN,FP)] 

From the relationships presented earlier, 
RIOC can also be expressed in telIDS of 
the base rate and the selection ratio. Sub
stituting in the denominator, RIOC re
duces to: 

TP.TN - FP.FN 
RIoe = TZ[min(BR,SR) - BRSR] • 

A commonly used measure of associa
tion for 2 X 2 classifications such as Fig
ure 3 is 4>, which is the product moment 
con-elation coefficient for dichotomous 
variables. 

In the notation of Figure 3, 

TP.TN - FP.FN 
q, = [(TP + FP)(TP + FN)(FP + TN)(FN + TN)]"z • 

Expressing the denominator in terms of 
BR and SR, 4> reduces to: 

TP.TN - FP.FN 

The relationship between RIOC and 4> is 
therefore: 

RIoe == q, [(BR.SR - BR.SR' - BRZ.SR + BR
2
.SR

2
)112] 

min(BR,SR) - BRSR 

However, if the base rate BR equals the 
selection ratio SR, an important result 
follows. Substituting BR for SR: 

_ {[(BR - BR2?1112} 
RIoe - q, (BR _ BRZ) 

i.e., RIOC = 4>. By using any of the above 
fOlIDulae, it can be calculated that for 
Figure 3A, RIOC = .3696 (or 37.0 per
cent) and 4> = .157; Figure 3B, moc == 
.2549 (or 25.5 percent) and 4> = .211; 
Figure 3C, RIOC = .4056 (or 40.6 per
cent) and 4> = .243. 

The above set of results suggests that 
care should be exercised when using 
moc or 4>. The measure moc is less 

(25.5 percent) for cutoff point .5 and 
above, as depicted in Figure 3B, than for 
the other two cutoff points: .7 and above, 
Figure 3A, and .3 and above, Figure 3C; 
4>, too, is lower than for Figure 3C, al
though it is greater than for Figure 3A. 
However, the total number of errors in 
Figure 3B is 34, 1 less than for Figure 3C 
and 3 less than for Figure 3A. 

n should also be emphasized perhaps 
that the measures discussed are merely 
point estimates. Another study that found, 
for instance, 340 errors in a sample of870 
subjects would give the same total error 
rate, although it would be considered as 
more accurate since it is derived from a 
larger sample. This suggests the constmc
tion of confidence intelvals around these 
estimates to get a range of plausible val
ues. Invariably criminologists have not 
presented confidence intelvals for their 
estimates although they are relatively 
straightforward to calculate. Tables exist 
for binomial confidence intervals, but for 
large samples the normal approximation 
may be used. The standard deviation is 
given by: 

_ [n(N - n)]112 
S.D. - N3 ' 

where n is the numerator and N the de
nominator of the rate. In this example the 
95 percent confidence limits for the total 
error rate are .289 and .493. 

Before leaving this section there is just 
one final point that we would like to 
make. A criticism of the measures so far 
discussed is that they do not reflect the 
relative seriousness of the different types 
of outcome but assign equal value to h'ue 
and false positives and h'ue and false 
negatives. In practice, and dependent on 
the issues under consideration, it is usu
ally the case that the consequence of one 
type of outcome is more important than 
another. Had our interest in the previous 
section been to minimize false positives, 
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the prevalence or the incidence) is the 
proportion of the sample that achlally 
succeeded. It can be seen that this is the 
same for all three cutoff points (i.e., 47.1 
percent). The second marginal distribu
tion, the selection ratio, is the proportion 
of the sample predicted to succeed. It can 
be seen that the selected ratio changes 
depending on the cutoff point: it is 13.8 
percent when the cutoff point is set at .7 
and above, 37.9 percent when the cutoff 
point is set at .5 and above, and 71.3 
percent when the cutoff point is set at .3 
and above. 

Defining the base rate and the selec
tion ratio in telms of the four outcomes: 

TP + FN 
Base rate, BR = ---

T 

and (1 _ BR) = FP + TN 
T ' 

TP + FP 
Selection ratio, SR = ---

T 

FN+ TN 
and (1 - SR) = , 

T 

where 

T = total sample 
= TP +FP + FN +TN. 

Considering the relationship between 
the base rate and the selection ratio re
veals several interesting properties. When 
the selection ratio is larger than the base 
rate, false positives exceed false negatives; 
conversely, when the base rate is larger 
than the selection ratio, false negatives ex
ceed false positives. When the base rate 
equals the selection ratio, the number of 
false positives and false negatives is the 
same. Furthenl1ore, when both the base 
rate and the selection ratio equal .5, predic
tion becomes most accurate and results in 
fewest total errors (FP + FN). However, 
when the base rate (which is fixed) is not .5, 

as is often the case in practice, total en-ors 
are minimized when the selection ratio is 
set to equal the base rate. These phenom
ena are revefu~d in Figure 3 and can be 
used to guide the choice of the appropriate 
cutoff point. 

Dunn (1981) sets out the various mea
sures that can be derived from the kind of 
infOlmation presented in Figure 3, for 
example, sensitivity and specificity, but 
they are not discussed in any detail here. 
Loeber and Dishion (1982, 1983) also 
discuss the significance of the base rate 
and the selection ratio. They point out 
that the base rate and the selection ratio 
detelmine the maximum number of cor
rect predictions that could be achieved by 
the prediction instrument but, further, 
that a certain number of con-ect predic
tions could be expected by chance alone. 
Loeber and Dishion therefore propose a 
measure, relative improvement over 
chance (RIOC), which attempts to assess 
how an inshument performs relative to its 
expected pelformance and its best possi
ble pelfOlmance given the base rate and 
the selection ratio. 

They define RIOC as: 

RIOC = _A_C_-_R_C_ 
MC - RC' 

where AC = achlal number of con-ect 
predictions, RC = randomly expected 
number of correct predictions, and MC = 
maximum possible number of correct pre
dictions. In the notation of Figure 3 it can 
be seen that 

AC = TP + TN 

RC = _(T_P_+_F_N_)(_TP_+_F_P_) 
T 

(FP + TN)(FN + TN) 
+ T 

MC = TN + TP + 2min(FN,FP). 
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A: Cutoff point.7 and above 

Actual Outcome 

Success Failure 

Success NP = 12 s 

TP FP 

8 4 

Predicted Outcome Selection ratio = .138 

Failure FN TN 

33 42 

N = 41 s 

Base rate = .471 

B: Cutoff point.5 and above 
Actual Outcome 

Success Failure 

Success 
TP FP 

20 13 

Predicted Outcome Selection ratio = .379 

Failure 
FN TN 

21 33 

Base rate = .471 

C: Cutoff point.3 and above 
Actual Outcome 

Success Failure 

Success 
TP FP 

34 28 

Predicted Outcome Selection ratio = .713 

Failure 
FN TN 

7 18 

Base rate = .471 

FIGURE 3 Correct predictions and erl'Ol'S for each cutoff point. 
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contingency table, Kendall's rank correla
tion coefficient tau, Tc (Kendall, 1970), 
and Goodman and Kruskal's gamma, l' 
(Goodman and Kruskal, 1963), can also be 
used to measure the degree of associa
tion. There is as yet no consensus about 
the measure to be adopted, but Tarling 
(1982) has in fact shown that all four 
measures are related because all are func
tions of the statistic S (where S = P - Q, 
where P is the number of "concordant 
pairs" and Q is the number of "discordant 
pairs"). 

Expressing each as a function of Sand 
using the notation of Table 1, the four 
measures can be defined as: 

peA) = _-_S_+_N_s,--N..::..f 
2NsNf 

S 
1'=P+Q' 

Two advantages follow from knowing 
that all four measures are a function of S. 
First, by calculating S the calculation of 
all four measures is greatIy simplified. 
Second, as the distribution of S has long 
been known, a test of tile null hypothesis, 
E(S) = 0, is a test tIlat prediction is no 
better than chance. 

The measures Tc and l' have a further 
• advantage over MCR and peA) in that the 
variance of both can be estimated, tIm 
pelmitting tests of alte11lative hypotheses 
and facilitating comparison of alternative 
prediction insb'uments or their respective 
power in the construction and validation 
samples. For To, however, only an upper 
bound to the variance is available, so only 
a conservative test for the difference of 
two observed values is possible. On the 

other hand, the exact value of the vari
ance of l' is available (Goodman and 
Kruskal, 1963), which permits a more 
powerful test. For this reason Tarling 
(1982) recommended that l' should gen
erally be preferred. 

Prediction Errors 

The four measures discussed above are 
still only indicators of overall fit and just 
give an indirect assessment of how a pre
diction insb'ument will pelfOlm in prac
tice. It is essential, therefore, to calculate 
tile number or proportion of correct and 
incorrect predictions that would result 
from tile application of any rule. 

Given tile ,discussion of overfitting and 
shrinkage in the previous section, esti
mates should be derived from a valida
tion sample. Before applying the Copas 
and Whiteley insb'ument to identifY 
likely successes, a cutoff point must be 
chosen. From the risk classification, as it 
is presented above, there are three possi
ble cutoff points: all subjects with a pre
dicted probability of success of .7 or 
above; all those with a predicted proba
bility of .5 or above; and all those with a 
predicted probability of .3 or above. 

Figure 3 shows, for each cutoff point in 
tile validation sample, the following; 

1. the number of b'ue positives (TP), 
that is, the number of sl,lbjects predicted 
to succeed who did in fact succeed; 

2. the number of false positives (FP), 
that is, the number of subjects predicted 
to succeed who in fact failed; 

3. the number of false negatives (FN), 
that is, the number of subjects predicted 
to fail who in fact succeeded; and 

4. tile number of bue negatives (TN), 
tIlat is, tile number of subjects predicted 
to fail who did in fact fail. 

The two marginal disb'ibutions of these 
tables are usually defined as the base rate 
and the selection ratio. The base rate (or 
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model, providing a separate form of con
ditional expectation of y. Choosing a pre
diction equation involves choosing which 
conditional expectation is closest to the 
actual values of y (has least conditional 
variance), such a choice being made over 
whatever set of candidates is available. It 
may be that y is most closely con-elated 
with an x that cannot actually be used in 
routine prediction, and so no subset con
taining such an x can be entertained. 
Typically, the best subsets or models will 
be ones that act as the best proxies to the 
prohibited x. Such equations may do less 
well than others involving the sensitive 
variable, but they cannot be discredited 
on statistical grounds alone. 

Practical Utility 

Predictive Power 

Our starting point in this section is the 
familiar "risk classification," which com
pares predicted and actual outcomes. 
This approach to assessing the utility of 
different prediction instruments is com
pletely different from (yet complemen
tmy to) that discussed in the previous 
section. 

Risk classes can be defined as the range 
of the predicted probability of some event 
(e.g., ki = 0 < 0.1, k2 = 0.1 < 0.2, et 

cetera); as a score, such as the Salient 
Factor Score calculated in parole predic
tion research (D. M. Gottfi'edson, 
Wilkins, and Hoffman, 1978); or by some 
other classification, such as low-, me
dium-, and high-rate offenders, as in 
Greenwood's (1982) study of criminal ca
reers. The example adopted here to illus
h'ate and develop the discussion of pre
dictive power is taken from Copas and 
Whiteley (1976) as it was subsequently 
used by Tarling (1982) to show the rela
tionship between various measures. 
Copas and Whiteley's aim was to con
shuct a prediction insh'llment to evaluate 
the effects of therapeutic treatment at the 
Henderson Hospital. The criterion of suc
cess was taken to be no further admission 
to a psychiah'ic hospital or no further 
conviction for a criminal offense during 
the 2 to 3 years following release. Table 1 
sets out the results for their construction 
and validation samples. 

Several summruy statistics have been 
proposed to measure the predictive 
power of this and similar risk classifica
tions, in particular mean cost rating 
(MCR) (Duncan et aI., 1953) and P(A)
the area under the receiver operating 
characteristic curve in signal detection 
theOlY (Fergusson, Fifield, and Slater, 
1977). However, as the risk classification 
in Table 1 can be regarded as an ordered 

TABLE 1 Predicted Success and Observed Outcome, Construction and Validation 
Samples 

Risk Probability Construction Sample Validation Sample 

Class of Success Success Failure Total Success Failure Total 
(kl) (P) (81) iff) (tl) (tl) iff) (tl) 

kl o to.3 5 33 38 7 18 25 
k2 .3 to.5 7 12 19 14 15 29 
k3 .5 to.7 21 12 33 12 9 21 
k4 .7 to LO 11 3 14 8 4 12 
Total Ns = 44 Nf = 60. T = 104 N. == 41 Nf= 46 T = 87 

MCR= .57 MCR= .28 
P(A) = .78 P(A) = .64 

Tc = -.55 T" = -.28 
'Y = -.71 'Y = -.40 

SOURCE: Copas and Whiteley (1976) data as used by 'farling (1982). 



PURBLIND JUSTICE 

ways of explOling character than prior 
criminal conduct. 

SUMMARY AND CONCLUSIONS 

Our shared vision of the world of crim
inal offenses and criminal justice policy 
has become a great deal more compli
cated than it once was. We now think of 
criminal offenses as the result of acci
dents and b:ansient passions as well as 
considered intentions. We think of crim
inaljustice decision making as discretion
ary and relying on professional knowl
edge and expertise rather than automatic 
application of well-established princi
ples. Simple notions of justice that com
bined concem for justice with ordinalY 
prudence have become elaborate, sharply 
differentiated ethical theories emphasiz
ing reh"ibutive or utilitarian aims of crim
inaljustice policy. So, it is hard to find the 
thread of decency and justice in propos
ing criminal justice policies. 

Into this tangled and overburdened 
world come proposals to make wider use 
of improved prediction techniques in tar
geting offenders for investigation and 
prosecution, in setting bail, and in impos
ing sentences. The appeal of such tech
niques comes from their apparent poten
tial to produce greater community 
security from the financially (and morally) 
limited capacities of the state to punish, 
and to impose some rational order on 
what is othelwise a crazy-quilt pattem of 
discretionmy decision making that leaves 
great room for injustice. 

But ther.e are problems with the idea of 
relying on predictive tests. To reb'ibutiv
ists, it seems wrong to impose criminal 
liabilities on the basis of predictions of 
further criminal acts. To many others, it 
seems wrong to impose liabilities on peo
ple who are falsely predicted to commit 
crimes in the future. Still others wony 
about the characteristics that will be used 
in the predictive tests, thinking that it 
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would be wrong to use characteristics that 
were not under the conh"ol of the offender 
and were not themselves criminal in 
nature. And there are always the ques
tions of exactly at what point in the crimi~ 
nal justice process the tests would be 
applied and what consequences the use 
of the tests would have for criminal of
fenders, 

One can wrestle with tllese questions 
at many levels. It seems to me, however, 
tllat the easiest way through tllis tangle is 
to be guided by two principles: First, the 
best guide to both blamewOlthiness and 
future criminal conduct is prior criminal 
offenses. Second, it is a virtue to be eco
nomical in the use of the state's moral and 
financial capacity to punish and control. 

If accepted, these principles would 
have the following implications: 

CI That predictive or discriminating 
tests should be designed to identifY a 
small and distinctive element of the of
fending population. 

(I That the tests should be based pre
dominantly on prior criminal conduct. 

o That no one should be identified as, 
or predicted to be, dangerous who does 
not have repeated adult criminal convic
tions on his or her record. 

(I That juvenile records of serious of
fi'mses could be used for purposes of dis
ceming dangerousness or predicting fu
ture crimes if a person committed serious 
offenses soon after graduating from the 
juvenile justice system. 

(I That the use of infOlmation on indict
ments and arrests in addition to convic
tions can be used in the tests and is 
probably to be preferred to the use of 
employment or marital data. 

(I That tlle required accuracy of the 
tests should be consistent with the size of 
tlle practical benefits of the test and with 
the size of the burdens imposed on defen
dants. 

(I That the tests could be used not only 
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for sentencing, but also for targeting in
vestigations and prosecutions. 

o That the additional liability at sen
tencing should be limited by the serious
ness of the offense for which the person 
was convicted. . 

o That the additional liability at inves
tigation and prosecution stages be expo
sure to more vigorous investigation and 
prosecution but within due process pro
tections. 

8 That the principal justification for us
ing improved prediction techniques at 
the bail stage would be to reduce the use 
of pretrial detention, guarantee that de
tention is focused on the most dangerous 
offenders, and rationalize the current cha
otic system. 

Q That the tests be thought of less as 
prediction techniques and more as a way 
of focusing attention on those offenders 
who have revealed tendencies to be un
usually dangerous through their past acts. 

These proposals may have the effect of 
dampening some of the technocratic en
thusiasm for prediction. But in my view 
that is their virtue rather than their vice. 
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9 
Dvnamic Models of , 

Criminal Careers 

Christopher Flinn 

BEHA vrORAL MODELS IN CRIMINAL 
CAREER RESEARCH 

Economists have long been interested in 
the detelminants of climinal activity (e.g., 
Bentham, 1780), but only in the past few 
decades have economic applications in this 
field of inquily become something of a 
growth indusuy (see, for example, Schmidt 
and Witte, 1984, and references therein). A 
number of models of individual decision 
making have been applied to the problem 
of criminal activity, and those models share 
several common features. First, they all 
posit rational behavior on the pmt of indi
viduals, in that, subject to a set of con
sU'aints facing the individual, a function 

lChristopher Flinn is associate professor, Depmt
ment of Economics, University of Wisconsin-Mad
ison. The author is indebted to his colleagues Arthur 
Goldberger and Charles Manski for many valuable 
discussions and comment~. Detailed discussions with 
Alfred Blumstein, Jacqueline Cohen, and John 
Lehoczky were extremely helpful in prepming this 
revision. Glen Cain and Adel Pakes also provided 
helpful comments. This research was pmtially sup
ported by a grant from the Sloan Foundation to the 
Institute for Research on Poverty at the University of 
Wisconsin-Madison. 

characterizing the individual's preferences 
is maximized. Second, all models recog
nize that lisk is an essential component of 
the decision to engage in criminal activity. 
In conu'ast to the purchase of a can of soup, 
which has a viltually certain level of ulti
mate satisfaction associated with consump
tion of the product, the eventual level of 
satisfaction associated with the decision to 
undeltake criminal activity can only be de
scribed probabilistically. All models of 
criminal activity, then, must include some 
method by which the potential outcomes of 
risky activities can be evaluated. Third, 
attention is typically restricted to monetary 
or monetadzed yields from cdminal activ
ity. In pmticular, the "psychic" rewards 
(whether positive or negative) obtained 
from criminal activity aTe not explicitly 
modeled. The aversion tl1at many neoclas
sical economists have to explaining differ
entials in behavior tlll'ough differences in 
preferences is reflected in the strong and 
conu'oversial assumption that individuals 
have identical preferences;l all differences 

1 Altematively, it is assumed that differences may 
be captured in some simple, parametric manner. 
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in behavior arise through differences in 
the choice sets individuals face. Finally, 
the theoretical models that have been 
formulated are essentially static in na
ture; they do not take account of how the 
criminal and legitimate opportunities ex
pected to prevail in the fuhlre affect 
current decisions about criminal activity. 
Owing to the neglect of these inter
temporal considerations, it might be 
claimed, no theOlY of rational criminal 
choice has as yet been rigorously fom1U
lated. 

The report of the Panel on Deterrence 
and Incapacitation (Blumstein, Cohen, 
and Nagin, 1978) cited a need for in
creased behavioral and statistical model
ing at the individual level of analysis. In 
the second pmt of this paper an econo
metric model of the criminal career is 
presented that is designed for use with 
individual-level data. While this econo
metric model is not explicitly derived 
from a behavioral model, it does provide a 
relatively general statistical representa
tion of criminal careers, and the parame
ters of the model may be interpreted in 
the context of standard behavioral theo
ries of criminal activity choice. 

In the first pmt of this paper, behavioral 
models of criminal activity are developed 
to begin to address tlle issue of what type 
of criminal careers these models might 
generate. To this end, analytic results are 
presented when possible; altematively, 
some limited simulation experiments are 
presented when analytic results are not 
available. These behavioral models are 
also used as a baseline against which 
some of the statistical models used in this 
field of inquiry can be evaluated. (Some 
discussion along these lines is contained 
in tlle second palt of this paper.) Many 
behavioral assumptions are implicit in 
the statistical descriptions of criminal ca
reers, and it may be of some interest to 
assess the value of various statistical mod
els not only in terms of their ability to 
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predict behavior (which is typically quite 
low, see Chaiken and Chaiken, 1981, for 
example), but also in telIDS of the degree 
of correspondence between characteris
tics of the statistical model and character
istics of a consistent, dynamic model of 
decision making and criminal activity. 
The converse is also obviously true; cur·· 
rent empirical knowledge regarding the 
dynamics of criminal careers must be 
used as a guide in the conshuction and 
evaluation of any theoretical model that 
purPOlts to describe tlle criminal activity 
decision over time. 

Sh'uchlral models of decision making 
also serve a related purpose. They are 
often required tor an assessment of the 
effects of changes in the distributions of 
rewards and punishments associated with 
criminal activity on the amount of time 
spent on those activities. The practical 
need for Sh1.1Chlral models was insight
fully presented by Marschak (1953). To 
paraphrase Marschak's argument, say we 
are interested in the development of a 
model to explain some measure of the 
degree or intensity of criminal activity, 
denoted by x. Generally speaking, indi
vidual differences in x may arise from 
differences in eamings potentials in legit
imate activities (e), background character
istics (b), the dish'ibutions of rewards as
sociated with criminal activities (R), and 
distributions of penalties if apprehended 
(P). Then we assume there exists a func
tional relalionship among these charac
teristics x = x (e, b, R, P; 0), where {l is 
the vector of parameters tllat, in conjunc
tion with tlle functional fOlID x( . ), com
pletely characterizes the relalionship be
tween x and the characteristics e, b, R, P. 
In this case a decision-theoretic model 
may be of use in guiding our choice of a 
functional specification of x( . ); but once 
the function is selected the determination 
of the effects of the exogenous variables 
on x is simply an empirical matter. The 
qualitative and quantitative effects of all 
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exogenous variables are contained in the 
parameter estimates 0. 

Such an empiTically based sh'ategy has 
at least one advantage over a highly struc
hIred approach to the problem. By speci
fying a flexible functional fOlm for x( • ), 
we are likely to be able to caphlre the 
observed rehl:tionships among the vari
ables well-that is, we will be able to fit 
the data. We would then be able to assess 
the effects of changes in the distributions 
of punishments on the level of criminal 
activity, for example, comparing x = x(e, 
b, R, P; 0) with x = x(e, b, R, P; 0), where 
P denotes the "new" punishment distri
bution. This evaluation is sh'aightforward 
even if x is a highly nonlinear function. 

Thi!) approach runs into one major 
problem in practice, however. If we are to 
estimate the parameters associated with 
the exogenous variables, those attributes 
must exhibit a sufficient degree of sample 
variability. If we want to assess the effects 
of the dishibution of punishments on 
criminal activity, the sample members 
cannot all be subject to the same set of 
punishment distributions. If all individu
als are subject to the sanle P, at least one 
element of the parameter vector 0 will 
not be estimable. Even if a few diflerent 
values of P are present in the sample, thus 
making it possible to estimate all ele
ments in 0, sample vadability in P may 
be so low as to preclude precise estima
tion of O. The choice the analyst has is to 
ignore the effects of characteristics that 
vary little or not at all across sample 
members or to formulate a behavioral 
model in which those charactedstics ap
.e'ear as parameters. For example, assume 
Rand P vmy little or not at all in the 
sample. Following the first option, we 
would estimate a function of the fOlm x = 
xa(e, b; 9), where Xa is the new functional 
fC)lm and e is the new parameter vector. 
It is impossible to say anything concern
ing the effect of changes in Rand P on x. 
Following the second option, we would 

estimate a function of the form x = xb(e, b; 
R, P, A), where we treat Rand P as 
paramehic to the problem, and A is a 
vector of other parameters. The func
tional form of Xb will be derived from an 
explicit behavioral model. Using this ap
proach it will be possible to perfOlm con
ceptual experiments in which the effects 
of changes in Rand P on x are analyzed. 
Thus, This "shuctural" approach to mod
eling behavior is not pursued for reasons 
of aesthetics; it enables the analyst to 
pelfOlm concephlal experiments that are 
not possible with models less closely 
linked with behavioral theory. 

Dynamic Models of Criminal 
Behavior 

In this section three models of the pro
portion of time allocated to cdminal activ
ity are developed to analyze how this 
allocation of time changes as a function of 
the individual's age and as a function of 
criminal career. All models are definition
ally simplifications of and absh'actions 
from the "real" world. It may be disqui
eting to some to view criminal behavior 
simply as the outcome of a rational calcu
lus. However, if behavior is a manifesta
tion of conscious choice, it seems neces
smy to posit that individuals make 
decisions in a way that is consistent with 
some underlying set of preferences or 
view of the alternatives facing them. In 
the models discussed below, individuals 
are assumed to act rationally.2 Their pref-

21n our legal system, individuals charged with 
climes are "punished" when found guilty at least 
partially because the commission of the crime is 
held to have been an outcome of conscious choice, 
Only when individuals are adjudicated to have been 
noncompetent at the time of the crime are they not 
held legally responsible for the crime they are found 
guilty of committing. Thus, nttionality only requires 
that individuals make consistent choices with re
spect to some objective and given the choice sets 
they face. It is a large leap from the assumption of 
rationality, IJer se, to the simple ntility-maximization 
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erences and choices are specified in a 
deliberately limited way. In terms of ar
eas of potential application, these models 
may be useful in the analysis of the rates 
~t which various types of property crimes 
are committed. (The symbols used in this 
section are listed below for easy refer
ence.) 

Wt 

c* 

Proportion of time devoted to 
criminal activity in period t (0 
~ Ot ~ 1). 

Legitimate work wage rate in 
period t. 

The individual's criminal 
record as of time t (e.g., arrests, 
time in prison). 

Consumption flow from incar
ceration. 

Probability of arrest in period 
t. 

Y/t Total monetarized returns 
from criminal activity in pe
riod t for individual i. 

F/(Yitlo) The conditional distribution 
function of criminal rewards. 

U(c) The utility of consumption 
level c. 

8/ The parameter describing the 
conditional expectation of re
wards in criminal activity for 
individual i[E/(YIO) = 0/0]. 

models developed below. Unfortunately, it is often 
the case that discussions of the manner in which 
criminal behavior should be modeled conclude 
with the claim that rational-choice models are too 
simplistic to be useful. The point is not whether 
rationality is a reasonable assumption; no social 
science investigation can be attempted without it. 
The correct point is that current attempts at behav
ioral modeling of criminal behavior using the ex
pected-utility-maximization principle are unques
tionabiy overly simplistic. Realistically, to capture 
the dynamics of criminal behavior adequately, 
structural models will have to evolve subst,'lntially. 

G(o) 

T 

(3 
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The dish'ibution function of 0 
in the population. 

Sentence length if arrested. 

Discount factor (0 ~ (3 < 1). 

The parameter describing the 
probability of incarceration 
function [P(O) = 7]0]. 

V Value of being free at the be
ginning of any period in the 
constant-wage model. 

a The increment to wage rates 
for each period of nonincar
ceration. 

V(Wt) Value of being free for individ
ual with current wage Wt in 
changing-wage model. 

St Previous number of arrests as 
of period t. 

7(St) Sentence length function. 

V(St) Value of being free for individ
ual with arrest record St in 
variable-sentence-Iength 
model. 

All three models have a number of 
common features. Individuals are as
sumed to be infinitely lived, or, equiva
lently, to have an unknown length of life 
(T) which is dish'ibuted as an exponential 
random variable. Since the vast majority 
of individuals seriously engaged in crim
inal activity are inactive after age 40, the 
assumption of infinitely lived individuals 
is not artificial for purposes of analysis.3 

Within the context of these dynamic 
behavorial models, the individual's time
allocation decision will be investigated. 
The proportion of time spent in crime in 
period t is denoted Ot. The total amount of 
time in each period of life is normalized 

3Explicitly incorporating finiteness of life would 
considerably complicate the analysis, and the sub
stantive results would be unchanged. 



360 CRIMINAL CAREERS AND CAREER CRIMINALS 

to 1. The remainder of time in each pe
riod (1 - Ot) is spent in "legitimate" 
market work, which is compensated at a 
rate Wt. Leisure is ignored in what fol
lows, or, equivalently, tlle leisure deci
sion is assumed to be exogenous to the 
criminal activity decision, and the time to 
be allocated between market work and 
criminal activity is the residual (total time 
in period minus leisure). 

It is also assumed that no capital mar
kets exist so that individuals cannot bor
row or lend money in any period. Total 
consumption in any given period, then, is 
purchased solely with contemporaneous 
income if the individual is not incarcer
ated at any time during the period. This 
lack of the existence of capital markets is 
a limitation of the model; however, for 
purposes of studying behavior in the 
criminally active subpopulation, it may 
not be entirely unrealistic. 

Unlike legitimate activity, criminal be
havior is "risky" in a particular sense. If 
an individual is caught engaging in crim
inal activity, he or she is incarcerated for a 
total of T(fIt - 1) periods beginning with 
the period in which apprehension occurs, 
where fIt - 1 denotes the individual's 
criminal record through period t - 1. 
Thus, if apprehension occurs in period t, 
the individual will be incarcerated for 
periods t, t + 1, t + 7{.Ht _ 1) - 1. Note that 
sentence length is a deterministic func
tion of the individual's criminal histOlY, 
which at the beginning of period t is 
summarized by fIt - 1. In general, it is 
reasonable to assume that the sentence 
length is an increasing function of the 
number of previous fl.lTests, past time 
served in prison, or other observable 
characteristics of previous criminal activ
ity. While incarcerated, the individual 
has a consumption level c* each period. 

The probability of being apprehended 
for criminal action in a period is a func
tion of the amount of criminal activity 
engaged in over the period. This func-

tional relationship is expressed as Pt = 
P( Ot), where P(.) is monotonically in
creasing in Ot and P(O) = 0, that is, if the 
individual is not criminally active in the 
period, there is a zero probability of ap
prehension. It is not necessarily the case 
thatP(I) = 1; that is, "full-time" criminals 
are not necessarily certain to be appre
hended. In general, P(I) ::;; 1. Note that 
individual apprehension probabilities are 
a function of current period activities 
only, not of criminal activities in previous 
periods. 

To complete the specification of the 
choice set individuals face, we next con
sider the potential rewards from criminal 
activity. Let the total monetmy and psy
chic rewards from criminal activity in 
period t for individual i be denoted Y/t. 
When the time-allocation decision is 
made in period t, the final outcome or 
realization of Yit is unknown. Each indi
vidual does know the distribution of re
wards he or she faces conditional on the 
time devoted to criminal activity. The 
conditional dish'ibution function for indi
vidual i is given by F/(YitjO). Unlike the 
other parameters of the problem, these 
conditional distribution functions differ 
across population members. This varia
tion is meant to capture, in an admittedly 
limited way, the notion tllat individuals 
differ in their valuation of' rewards from 
criminal activity. For all individuals, we 
assume that increases in 0, criminal activ
ity, will increase the expected value of 
criminal rewards in the period. By the 
assumptions below, we do not need to 
consider the effect of 0 on higher-order 
moments of the distribution. 

Finally, we must consider tlle total val
uation of rewards from legitimate activi
ties. Conditional on not being appre
hended in period t, the expected utility of 
individual i in period t is given by 

E Uit(Oit, S) = J U[(l - Oit)w + YJ 

dF1(YjOft), (1) 
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where it is assumed that E/(YI0it) is 
bounded for Oit in the unit interval, and 
where S (success) indicates that the indi
vidual was not apprehended in the pe
riod. 

In what follows we will assume that 
individuals are risk neutral, so that U(x) = 
x. This is done for reasons of tractability 
and because there seems to be no com
pelling reason to make differences in at
titudes toward lisk the basis of a model of 
differential criminal activity. Then Equa
tion 1 becomes 

E U/t(O/t, S) = (1 - O/t)Wt 

+ J Y dFj(Ylo/t). (2) 

The last term on the right-hand side of 
Equation 2 is the expectation of criminal 
rewards in period t conditional on an 
activity level Olt. We will consider the 
case in which conditional expectation is 
linear, EI(Ylo/t) = 8j O/t. This would be 
true, for example, if the distribution of 
rewards was normal. The heterogeneity 
in individual valuations of criminal re
wards is reflected in the fact that 8; in the 
conditional expectation function varies 
across individuals in the population. The 
population distribution of 8 is given by 
G(S), defined over the interval [8, 8]. 

Now we can state for the cUlTent period 
the expected utility associated with a 
level of criminal activity (lit. First, note 
that, given success, the expected utility 
from action (lit is given by (1 - Ou)Wt + 
8jOu and the probability of not being ap
prehended is 1 - P(O/t). If the individual 
is apprehended and incarcerated, the util
ity yield is a celtain 0*, and the probabil
ity of this occulTing is P(O/t). Then ex
pected utility in period t is 

E U/t(O/t) = [1 - P(O/t)] [(1- O/t)tVt 

+ 8/01t ] + P(OIt) 0*. (3) 

Before proceeding to the three dy
namic models, a few obvious restdctions 
on the parameters in this model should 
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be noted. First, if 0* > Wt. there is no 
incentive not to engage in criminal be
havior, for even if incarcerated, the indi
vidual would have a higher consumption 
value that when engaged in any level of 
market work. Second, assuming 0* < Wt, 

it must be the case that 8; > Wt for at least 
some individuals in the population or no 
criminal activity would be undertaken. 
These restrictions are 

Wt> 0* (4a) 

8> Wt. (4b) 

Note that for any individual with a 
value of 8 that satisfies the inequality 8 :5 

Wt, no criminal activity will be under
taken in period t.4 The analyses below 
pertain only to individuals with 8 > Wt; 

all others will optimally choose not to 
engage in criminal activity, Let us tum to 
the consideration of dynamic behavior 
under three specifications of constraints 
on criminal choices. 

The Constant-Wage Model 

To begin, we consider the case in 
which the wage of each individual in the 
population is fixed over time: Wt = w, t = 
0, 1, .... We will also begin by assuming 
that conditional on apprehension, sen
tence length is the same for all individu
als, regardless of criminal history, so 
i.Ht - 1) = T, t = 1, 2, .... Since we 
assume individuals are infinitely lived 
and that the choices individuals face are 
constant over time (but may differ across 
individuals), each individual will devote 
the same amount of time to criminal ac
tivity in each period in which not initially 
incarcerated. For an individual, the con
stant rate of criminal activity, 0*, will be a 
function of the parameters characterizing 
preferences and consb'aints. In this first 

4This condition is strictly COfl'(~ct only if the wage 
sequence WI> W2, ' , , is increasing, which is the case 
in all models considered here. 
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simple model, 8* = 8*(c*, 5, P( . ), w, 7'). 
(The individual subscript i has been 
dropped for notational simplicity.) We now 
tum to an investigation of the function 8*. 

Denote the value of being free (not 
incarcerated) at the beginning of any pe
riod by V. Conditional on choice of 8 in 
the period, an individual's expected util
ity given that he is notincarcerated is (1 -
8)w + 58 + [3V. The tenn [3V is inter
preted as follows. If the individual is not 
incarcerated in this period, he will be free 
to make a time-allocation decision next 
period. By the sh'ucture of this problem, 
the value of the decision is given by V. 
But rewards in the future are not per
ceived by individuals to be as valuable as 
rewards today. The rate at which individ
uals discount future rewards is given by 
the discount factor [3 (0 ::;; [3 < 1). (If [3 = 0, 
individuals completely ignore the effect 
of their current actions on future choices. 
As [3 approaches 1, individuals consider 
current and future rewards as virtually 
perfect substitutes.) Thus the value of 
being free next period, evaluated as of 
this period, is [3V. The probability of not 
becoming incarcerated is 1 - P(8). 

The "value" of becoming incarcerated 
during the period is detennined in the 
following way. If incarcerated, the indi
vidual will serve 7' periods in prison, be
ginning today. The value of being in 
prison in the current period is c*; as of 
today, the value of being in jail next 
period is [3c*; and for m periods from 
now, it is [3mc*. Then the utility yield 
during the period of incarceration is 
r- 1 

2: [3iC*. In addition, the individual will 
i=O 

be free to allocate time optimally in 
7' periods-the value of this is WV. Then 
the total value of incarceration is 
T-1 

2: [3iC* + WV. The probability of in-
i=O 

carceration is P(8). 

When we ~ombine all the elements dis
cussed above, the maximum value of the 
individual's time allocation problem in all 
peliods when he is not incarcerated as of 
the beginning of the perioo is given by 

V = max. {[I - P(8)][(1 - e)w + 58 
OS8s1 

To simpiify discussion, we make a further 
assumption about functional fonn. Let 
the conditional probability of apprehen
sion [P(8)] be given by P(8) = 1/8,0< 1/::;; 
1. Then we have 

V = max {(I - 1/8)[(1 - 8)w + 58 
OS/isl 

+ ~V] + +. I fl' + J3'11 (5') 

Denote by &'l< the amount of time de
voted to criminal activity not taking into 
account the resh'iction that this is a pro
portion lying in the unit interval. Then 0* 
is given by 

(6) 

The solution to Equation 5' is denoted 8*. 
Then 

{ 

0 if e* ::;; 0 

8* = e* if_ 0 < e* < 1 

1 if e* === 1. 

(7) 

If 8* = 0 or 8* = 1, we say that the 
individual's time-allocation problem 
yields a corner solution. If 8* = 0, the 
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individual is always engaging in legiti
mate activity; if ()* = 1, he is a "full-time" 
criminal. An interior solution exists if 0 < 
0* < 1; in this case the individual devotes 
some time to criminal activity and some 
time to legitimate activity. 

For this model it is possible to find a 
closed-foml solution in the following 
manner. Note that V is defined by 

V = (1 - 7]()*)[(1 - ()*)w + 80* + ,BV] 

+ ~+. I (I + f3'V). (8) 

Solving for V, we obtain 

V = [1 - ,B(1 - 7]0*) - 7]()*,B,]-1 

. [(1 - ~B')[(1 - O')w + SO'] 

(9) 

This can be written as 

ao + al 0* + a2( 0*)2 
V = (9') 

ho + hJO* 

where ao = w, al = 8 - w(1 + 7]) 
.,.-1 

+ 7]c*""2 ,Bi, a2 = 7] (w - 8), ho = 1 - ,B, 
;=0 

and hI = 7](,B - W). From Equation 6, 
write 

0* = C + dV, (6') 

where C = [27](8 - W)]-I [8 - w(1 + 7]) + 
.,.-1 

7] C 2: ,Bi] and d = [2(8 - W)]-l (W - ,8). 
;=0 

Substituting Equation 9' into 6', 

(0*)2 + e()* +; q = 0, 

where e = 2holhi and q = (hI a2t1 (al ho 
- hI ao). 

Thus the solution for 0* is given by 
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Since a closed-form solution is avail
able for the proportion of time spent in 
criminal activity, determining the qualita
tive effect of changes in the parameters 
(7], ,B, w, 8, c*, T) on behavior is straight
forward. Qualitatively, the following re
sults hold: 

ao* ao* ao* 
--> o· -> o· -< o· a8 - 'ac* - 'aT - , 

ao ae* 
-:::;; 0; -:::;; o. 
a7] aw 

(ll) 

That is, an increase in the expected mar
ginal rate of return to criminal activity 8 
results in an increase in the rate of crim
inal activity. The rate of criminal activity 
also is increasing in the utility associated 
with "failure" (incarceration), which is 
given by parameter c*. As punishments 
increase in length (T), criminal activity 
declines. Increases in the marginal arrest 
rate (7]) result in decreases in crime rates. 
An increase in the direct opportunity cost 
of crime, the wage rate in legitimllte work 
(w), causes decreases in the rate of crime. 

Results of this type have been obtained 
previously in a number of static rational
choice models of criminal behavior. In 
fact, if sentence length T is equal to 1, this 
model reduces to a series of static optimi
zation problems. By allowing T ~ 2, indi
viduals face one of two choice problems 
at the beginning of each period. If they 
are not incarcerated at the beginning of 
the period, they choose the amount of 
time to engage in criminal activity () and 
as noted above, in this model, they will 
always set () to the same value. If they 
begin the period incarcerated, their util-
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ity for the cunent period is predeter
mined at the value c*. 

The only parameter that reflects the 
dynamics of the problem, aside from the 
sentence length T, is the discount factor f3. 
In this model the sign of a8*laf3 is ambig
uous. This partial derivative can be com
puted in a straightforward manner, but 
the result is not particularly enlightening. 
The intuition is basically the following. 
In any period in which individuals are 
free initially, their expected cunent pe
riod utility is given by Equation 3 and by 
the assumptions of the model, E U( 8*) > 
c* for each individual in the population. 
If the sentence length is T periods, the 
difference in expected utility of freedom 
versus incarceration is (1 + f3 + f32 + ... 
+ W- 1) [E U(O*) - c*]. Holding constant 
8*, an increase in f3 increases this cost. 
However, for any finite-length sentence 
T, an infinitely lived individual (or an 
individual with a sufficiently long but 
finite life) will eventually be released. 
The value of being free at the time of the 
release is {3"V. As f3 approaches 1, W -+ f3 
so the value of being free at the beginning 
of the peliod T periods from tlle present 
(f3'V) approaches the value of being free 
next period (f3V). At the same time, as f3-+ 
1, the value of the optimization problem 
goes to infinity. Thus, the penalty (1 + f3 
+ ... + W - 1) [E U(8*) - c*] becomes 
insignificant, and this results in increases 
in criminal activity. Which efiect will 
dominate depends on the values of all the 
parameters in the model. 

By the assumptions of this model, incH
viduals commit a constant rate of crime 
over their lifetime, which is contradictory 
to the empirical evidence that exists. In 
the model in the next section, criminal 
activity decreases, on average, as individ
uals age. 

Accumulation of Human Capital in 
Legitimate Activity 

Using the constant-wage model, the 
proportion of time nonincarcerated indi-

viduals devote to criminal activity re
mains constant as they age. This simple 
model can be modified in several ways so 
as to produce the result that the crime is a 
decreasing function of age. One obvious 
modification is to allow the returns from 
legal and illegal activity to be age depen
dent. Intuitively, if tlle difference be
tween returns from legitimate work and 
expected returns from criminal activity 
diminishes over time, otller things equal, 
the crime rate will decrease with age, 
(Recall tllat it was necessmy to assume 
that the expected returns from crime 
were suictly greater than the legitimate 
wage if we were to observe any criminal 
activity. As the legitimate wage ap
proaches the expected returns from 
crime, we will observe a continuous de
cline in the crime rate of an individual.) 

The approach taken in this section is to 
hold the expected reruns from criminal 
activity constant but to allow the legiti
mate wage to change systematically over 
the life cycle as a result of individual 
behavior and random events. While it 
would be desirable to allow the expected 
returns from criminal activity to vary sys
tematically over the life cycle also, such 
an extension would add greatly to the 
complexity of the model. Furthermore, 
what is really of interest is the difference 
between expected rewards from criminal 
activity and legitimate work. Thus, it is 
somewhat inconsequential whether we 
model the change in tllis difference as 
resulting from shifts in the legitimate 
wage, the expected returns from crime, or 
both. 

There exists a voluminous literature on 
the subject of human capital accumula
tion. For a statement of the general the
Oly, see Becker (1975). We will assume 
here that there is no accumulation of 
crime-specific human capital-that is, in
dividuals do not become more proficient 
criminals as tlley acquire criminal experi
ence. Market wage rates do increase as 
individuals acquire market experience, 
however. We will characterize this de-

-I 
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pendency in the following way. In period 
t, when the amount of criminal activity is 
given by 8t, we will say that the individ
ual accumulates a total of (1 - 8t) units of 
experience if not incarcerated during the 
period. If incarcerated during the period, 
he accumulates no market experience. 
Similarly, if incarcerated at the beginning 
of the period-he is not fi'ee-he accumu
lates no market experience. The amount 
of market-related human capital the indi
vidual has at the beginning of period t 
will be denoted by ht. The wage rate an 
individual faces in the period will be 
assumed equal to ht(Wt = ht). The amount 
of human capital the individual possesses 
at the beginning of period t is defined in 
the following way. First, define a vari
able: Ok = 8t if the individual was not in
carcerated dming period le; Ok = 1 if incar
cerated during period le. Then, the total 
amount of market experience the individ
ual has at the beginning of peliod t is 

t - 1 

2: (1 - (h) . 
k=l 

Market-related human capital is assumed 
to be a simple transfonnation of market 
experience, 

[

t-l ] 
ht = g 2: (1 - Ok) , 

k=l 

(12) 

where g is a monotonically increasing 
function; human capital is increasing in 
labor market experience. 

The choices an individual can make at 
any time t depend on his past allocation 
of time, {8t}k -:, \, in all periods when free, 
and on luck-that is, how often he was 
incarcerated in the past. These are the 
sources of variation in the sequence 
{Okh! ;;; f, which determine begin~ing of 
period t human capital, and hence the 
period t wage rate. 

At any age, t = 1, 2, . . " individuals 
will in genenu be differentiated accord
ing to their stock of human capital. Con
sider an individual making a time-allo-
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cation decision in period t. His choice of 
a rate of criminal activity will depend on 
wage rate for the CUlTent period ht• Thi" 
wage rate changes over time and is a state 
variable. An individual in state ht faces 
the optimization problem 

V(Wt) = max {(I - 7J8t){(1 - 8t)wt 
OS8,s 1 

+ 58t + ,BV[Wt + 1 (()t, Wt)]} 

where Wt + 1.(8t , Wt) denotes the fact that 
given the wage rate in period t (Wt), the 
time allocated to criminal activity (8t), and 
the fact that the individual was not incar
cerated during the period, the period t + 
1 wage is known with celiainty. The func
tion Wt + 1(8t, Wt) is decreasing in the 
amount of time spent in criminal activity 
and increasing in the previous wage rate. 
Note that, if an individual is incarcerated 
in period t, when he is released in period 
t + T he ~ill be able to work at the same 
wage as in period t. Thus we have as
sumed an absence of stigma-the effect of 
jail on wages is simply an absence of 
growth, not a decline. 

In the changing-wage model there ex
ist a number of additional costs of crimi
nal activity. To review the sb'ucture of the 
model, the costs are as follows: 

1. In the CUlTent period t, if the indi
vidual is not incarcerated, the oppOliu
nity cost of crime is simply forgone mar
ket work, which is remunerated at rate Wt. 

2. In period t, increased criminal activ
ity increases the probability of incarcera
tion. The difference between the level of 
expected utility as a free individual and 
that obtained as a prisoner, multiplied by 
the increase in the probability of being 
incarcerated, is an additional cost of in
creased criminal activity. 

3. Conditional on the CUlTent wage 
rate Wt, increases in criminal activity de-
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crease next period's wage Wt + 1 (given no 
incarceration in period t) owing to for
gone human capital accumulation. Since 
the expected utility of all individuals is an 
increasing function of the market wage in 
all periods, the lower future wage rate 
must lower expected utility levels in fu
ture periods. 

4. Increased criminal activity leads to 
an increased probability of incarceration, 
and, while incarcerated for T periods, the 
individual does not accumulate any mar
ket capital. This represents a permanent 
wage reduction in future periods, or a 
persistent effect of incarceration. 

Solving Equation 13 turns out to be 
quite difficult in practice, even for simple 
forms of the human capital accumulation 
function g. Therefore, for the remainder 
of this section the discussion is confined 
to the following special case. We will 
assume that as long as an individual is not 
incarcerated during period t, his wage 
will increase by a in period t + 1. Then, 
Wt + 1 = Wt + a (given no incarceration in 
period t). Given that the individual is not 
incarcerated in period t, the period t + 1 
wage is independent of M Wt + 1 (Ot, Wt) = 
Wt + dWt)]. The cost referred to in Point 3 
above is absent. However, Point 4 is still 
operative--increased crime increases the 
probability of incarceration, which is as
sociated with forgone human capital ac
cumulation. 

With this simplification, Equation 13 
can be rewritten 

V(Wt) = max {(I - 7]Ot)[(l - Ot)wt 
O:s O,:s 1 

+ aOt + f3V(Wt + a)] 

+ ~+' :~: rJ + f!'V(W,)]}. (13') 

Now the individual's time-allocation 
problem depends on the set of parame-

tel's in the constant-wage model, plus the 
wage-growth parameter a. Unlike the 
constant-wage model, it is not possible to 
find closed-form solutions for 8* (Wt) or 
V(Wt), so numerical methods must be 
used to investigate quantitative proper
ties of these functions. However, all the 
comparative static results in Equation 11 
hold for the changing-wage model, and, 
in addition, afft/aa < O-the larger the 
wage increment, the lower the crime rate, 
for the larger is the opportunity cost of 
incarceration. 

Finally, some numerical examples will 
illush'ate the individual-level and ag
gregative characteristics of this model. 
These computations do not constitute an 
exhaustive study of the Function 13'; 
rather they demonsb;ate the types of crim
inal careers that can be generated by this 
simple model. The parameter values se
lected for this illush'ation were not cho
sen after an exhaustive search. It appears 
that this model can generate "interest
ing" career patterns (i.e., not all comer 
solutions) without extensive search over 
the parameter space. 

The actual parameter values chosen are 
arbih·ary. The initial wage level (WI) is set 
to .5. Then Condition 4a is imposed by 
setting WI > c* and, in particular, setting 
c* = O. The wage increment (a) is set to 
.05. The discount factor (f3) is equal to .8, 
the arrest parameter (7]) is set to .5, and 
the sentence length (T) is set to three 
periods. All individuals face these same 
parameters; however, two distinct values 
of 8 ate assumed to exist in the popula
tion. The conditional expectation param
eter is given the value 3 for 50 percent of 
the population, and the value 2 for the 
other 50 percent. The a = 3 individuals 
are "high crime" types and the a = 2 
individuals are "low crime" types. 

In Table 1 the amount of time devoted 
to criminal activity is shown as a function 
of the beginning-of-period wage level for 
both population groups. Note that both 
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types devote substantial amounts of time 
to crime at initial wage level .5. Criminal 
activity quickly drops off for the low
crime types-no criminal activity occurs 
at a wage of .8. This is not tlie <;ase for the 
high-crime types-criIhinal activity only 
ceases at a wage of 1.25. I~ paI1icular, at 
wage .8, when low-crime 'types Cease 
criminal activity, the high~crime types 
still devote 43 percent of their time to 
criminal activity. 

Using the decision rule giv~n in Table 
1, we c~m investigate patterns of individ
ual offending in the population. The pro
cedure used is straightfOlward. Consider 
low-crime individuals. In period 1, their 
wage is .5 and cons<?queiltly they spend 
43 percent of their time in criminal activ
ity. Since '17 = .5 and the probability of 
incarceration is '178, in the first period the 
probability of arrest is .215. A random 
number generator is used to determine 
the outcome of this chance event. If ar
rested, they are sent to jail in period 1 and 
not released until period 'T + 1 (period 4 
in the case 'T = 3). If not arrested, they are 
free at the beginning of period 2 with a 
wage of .55. The process is repeated in 
this manner for 50 periods of life for each 
of 1,000 "individuals" in the low- and in 
the high-crime groups. 

In Table 2 the total amOlwt of crime 
committed by the COhOlt, the total num
ber of arrests, and the beginning-of-pe
riod jail population are displayed. Note 
that, initially, high-crime individuals are 
responsible for a bit less than 60 percent 
of total crime. By pedod 10, they are 
responsible for 90 percent of total crime, 
and by period 20, they are responsible for 
virtually all crime. This obvioilsly has 
implications for identification of high
and low-crime offenders. Classification of 
individuals arrested in period 1 into low
and high-crime types involves a substan
tial amount of error. An indiv~dual ar
rested in period 20, however, may be 
classified with virtual certainty as a high-
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TABLE 1 Time Allocation to Criminal 
Activity Given Wage Growth with 
Constant Sentence Length 
Wage Low-Crime High-Crime 
Level Types Types 

0.5 .4305 .6007 
0.55 .3726 .5774 
0.6 .3082 .5524 
0.65 .2370 .5258 
0.7 .1590 .4972 
0.75 .0747 .4663 
0.8 0.0 .4330 
0.85 .3969 
0.9 .3579 
0.95 .3156 
1.0 .2698 
1.05 .2205 
1.1 .1675 
1.15 .UU 
1.2 .0515 
1.25 0.0 

crime type. An even more accurate clas
sification can be made if the wage rate of 
the alTested individual is available. From 
Table 1 we know that, if an individual 
with a wage greater than or equal to .8 is 
arrested, he must be a high-crime type. At 
wages less than .8 the relative likelihoods 
are given by the ratio of column three and 
column two. 

Note that while these results indicate 
the potential for identifying members of 
population subgroups, no individual is 
incorrigible. By altering the wage rates of 
high-crime types or lowering their ex
pected return from criminal activity, 
these individuals, once identified, can be 
induced to spend the same or less time in 
crime than the other group in the popula
tion. 

Increasing Penalties for Crirn;in(tl 
Activity 

In the last section it was demonstrated 
that as the benefits of legitimate market 
work increase, on average, over the life 
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TABLE 2 Aggregate Crime Statistics in Simulated Population Given Wage 
Growth with Constant Sentence Length; 1,000 Individuals in Each of 
High- and Low-Crime Groups 

Total Crime 

Period Low ~igh 

1 430.4 600.7 
2 292.9 403.6 
3 198.2 275.1 
4 222.7 366.9 
5 192.6 Jfl5.H 
6 138.6 322.2-
7 105.7 328.6 
8 92.1 343.2 
9 64.3 334.5 

10 40.3 314.9 
11 35.4 300.8 
12 24.6 298.3 
13 13.5 278.6 
14 11.4 277.5 
15 7.4 264.5 
16 4.0 235.6 
17 4.4 237.6 
18 2.6 217.8 
19 1.4 186.3 
20 0.6 172.3 
25 0.0 89.2 
30 0.0 42.4 
35 0.0 10.2 
40 0.0 1.5 
45 0.0 0.4 
50 0.0 0.2 

cycle, the rate of criminal activity de
creases wil£h Ilge. In this section the man
ner in Wh11Ch differential sentencing 
would produce the same relationship be
tween age and the rate of criminal activity 
is examined. 

As with the constant-wage model, we 
assume that legitimate market wages w 
are constant over time so that we can 
isolate the sentencing effect. Previously, 
we assumed that sentence lengths T were 
constant, which is obviously not the case 
in practice. Not only do sentence lengths 
differ by type of crime, the length of a 
sentence typically depends on the num
ber of times the individual has previously 
been convicted of criminal activity. We 

Arrests Jail Population 

Low High Low High 

214 
H3 
92 

112 
92 
67 
54 
48 
30 
22 
17 
14 
8 

11 
1 
3 
0 
1 
2 
1 
0 
0 
0 
0 
0 
0 

301 0 0 
201 214 301 
144 357 502 
188 235 345 
200 204 332 
161 204 388 
158 159 361 
151 121 319 
172 102 309 
158 78 323 
150 52 330 
164 39 308 
115 31 314 
153 22 279 
126 19 268 
100 12 279 
114 4 226 
112 3 214 

92 1 226 
86 3 204 
48 0 121 
20 0 47 

7 0 17 
0 0 8 
1 0 1 
0 0 0 

will continue to confine our attention to 
one crime type. We will be cGllt::emed 
only with modeling the dependence 'Of 
sentence length on the number of p~u;t 
convictions for this one type of crim.:.:~. 

In this model we define a l)f,;!W ~!t\lte 
variable, S t, which denotes the' :Nnb'er of 
previous convictions as of the hl::f;i'nlling 
of period t. Sentence length is 'lH;.longer a 
constant, but is a function '1'(S~),where itis 
reasonable to assume '1'(0) .:;:; '1'\1) :5 .... 

The rewards for legitimate 'work are the 
same in all periods, ilLS are rewards for 
criminal activity if successful. Only the 
punishments change as a consequence of 
changes in the state variable St. The indi
vidual's time-allocation problem is 
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+ Jl~S,)V(S, + I)]} . (14) 

Corresponding to this problem there ex
ists a solution (}*(St). The ordering of the 
solutions is (}*(O) ;::: (}*(1) ;::: (}*(2) ;::: .... 
The larger are the differences in the sen
tence length function T(k) - T(l~ - 1), k = 
1, 2, ... , the larger are the differences 
(}*(k) - (}*(k - 1). (Note that large changes 
in T as a function of sentence length may 
result in individuals who originally de
vote a substantial amount of time to crim
inal activity eventually switching out of 
crime completely.) 

An example similar to the one used 
above illustrates the characteristics of 
criminal careers generated by this model. 
All parameter values are exactly the same 
Witll the exception of the sentence lengtll 
T. In this model, T is set to 1 if tlle 
individual has no prior convictions and is 
set to 5 if the individual has any prior 
convictions. 

The decision lUles are presented in 
Table 3. The amount of criminal activity 
for the low- and high-crime types is 
greater than was the case in Table 1, 
conditional on no previous arrests. This 
increased activity results in increased ar
rest probabilities, however, and, after one 
an'est, individuals devote less time to 
criminal activity than was the case in 
Table 1. After one atTest, a low-crime type 
receiving a wage of .5 will spend only 
about one-tllird as much time in criminal 
activity as was previously the case. High
crime types also substantially reduce 
criminal activity after one arrest but not to 
the same degree as low-crime types. 
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TABLE 3 Time Allocation to Criminal 
Activity Given Wage Growth with 
Valying Sentence Lengili 

Wage 
Level 

0.5 
0.55 
0.6 
0.65 
0.7 
0.75 
0.8 
0.85 
0.9 
0.95 
1.0 
1.05 
1.1 
1.15 
1.2 
1.25 
1.3 
1.35 
1.4 
1.45 
1.5 
1.55 
1.6 
1.65 
1.7 
1.75 
1.8 
1.85 
1.9 
1.95 

Low-Crime 
Types 

No Some 
Arrests Arrests 

.5711 .2176 

.5525 .1326 

.5374 .0406 

.5242 0.0 

.5098 

.4937 

.4755 

.4544 

.4297 

.4004 

.3652 

.3222 

.2697 

.2058 

.1291 

.0392 
0.0 

High-Crime 
Types 

No Some 
Arrests Arrests 

.6693 .4786 

.6513 .4466 

.6330 .4117 

.6145 .3734 

.5962 .3313 

.5786 .2851 

.5621 .2345 

.5472 .1796 

.5343 .1204 

.5233 .0574 

.5137 0.0 

.5042 

.4941 

.4832 

.4714 

.4587 

.4449 

.4298 

.4131 

.3945 

.3736 

.3499 

.3228 

.2915 

.2553 

.2132 

.1646 

.1089 

.0463 
0.0 

Aggregate statistics are presented in 
Table 4. Compared Witll Table 2, we see 
iliat a greater amount of crime occurs in 
ilie first few periods given valying sen
tence lengtlls, but eventually total crime 
is reduced as more individuals are subject 
to the stiffer sentence T = 5. The jail 
population is substantially smaller over 
the life of the cohOlt in this model. 

Identification of Structural Models 

The models proposed above were pri
marily designed to illustrate how various 
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empirical regularities, such as the decline 
of crime rates with age, can be generated 
from dynamic behavioral models. As dis
cussed earlier, such structural models 
may be preferable to less behaviorally 
motivated statistical models in that all 
parameters have relatively clear interpre
tations. Structural models are probably 
not useful when their structure precludes 
them, a priori, fi-om reproducing salient 
empirical regularities. 

If these su-uctural models are to prove 
useful empirically, we must of course be 
able to obtain consistent estimates of all 
or most of the parameters in the decision 
rules. The first consideration is one of 
identification. What types of data are re
quired to estimate one of these models? 
Let us consider the variable-sentence-

length model presented above as an ex
ample. 

The model with increasing sentence 
lengths is described by the following set 
of parameters: 71, W, 8, (3, c*, 7\ -). Identi
fication may proceed in the following 
way. First, recognize that the consump
tion value of being in prison (c*) is arbi
trary. Setting it to a given value essen
tially fixes the location of the utility index. 
It seems most natural to set c* = O. The 
rates of arrest, conviction, and incarcera
tion may be computed from victimization 
surveys, which give an estimate of the 
total number of crimes committed (of a 
particltlar type). These, combined with 
the number of individuals incarcerated 
for the crime, will yield an estimate of 71. 
Computing the sentencing function 7\ . ) 

TABLE 4 Aggregate Crime Statistics in Simulated Population Given Wage 
Growth with Varying Sentence Length, 1,000 Individuals in Each of High- and 
Low-Cdme Groups 

Total Crime Arrests J ail Population 

Period Low High Low High Low High 

1 571.1 669.3 265 368 0 0 
2 463.7 587.8 213 292 0 0 
3 351.3 488.9 190 264 27 81 
4 228.2 386.8 103 195 61 193 
5 152.4 302.3 72 158 70 .296 
6 112.1 229.3 55 122 70 399 
7 87.7 209.4 43 91 43 410 
8 67.7 207.8 38 103 12 364 
9 45.1 189.6 24 111 8 346 

10 31.2 164.6 22 74 11 337 
11 20,5 139.2 12 79 11 311 
12 14.8 105.4 8 52 8 315 
13 10.8 103.9 4 45 3 278 
14 7.0 102.4 3 52 0 226 
15 3.7 87.4 1 44 0 210 
16 1.1 72.3 0 30 0 183 
17 0.0 54.6 0 23 0 164 
18 0.0 52.0 0 35 0 145 
19 0.0 48,1 0 31 0 128 
20 0.0 40.9 0 18 0 116 
25 0.0 19.2 0 10 0 61 
30 0.0 9.2 0 3 0 30 
35 0.0 4.1 0 ;'. 0 9 
40 0,0 1.2 0 1 0 2 
45 0.0 0.4 0 1 0 0 
50 0.0 0.1 0 0 0 0 
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is also relatively straightforward. Either 
actual sentencing records may be used or 
official guidelines, when available. 

The parameters {3, w, and 8 present 
more of a challenge. Often the value f3 is 
not estimated in analyses of this sort-it is 
merely set to a "reasonable" value, typi
cally .9 or .95. Since criminally active 
individuals are often thought to discount 
the future rather heavily (that is, they 
have low values of (3), in an analysis such 
as this it may be of interest to estimate (3. 
This parameter is in principle identified 
in this model, at least if we are able to 
observe et-the proportion of criminal 
activity in period t. The other individual
level data neeued for purposes of identi
fication are wage rates. Wage rates are 
obviously not identical over time and in
dividuals-nor are they identical over 
time for the same individual. We can 
incorporate this observation by assuming 
Wit - N(X'it 'Y, cr), for example, where X' it 
is a vector of individual characteristics at 
time t and 'Y and cr can be estimated. In 
periods when individuals are full-time 
criminals no wage will be obsetved, but 
by making a distribution assumption re
garding Wit, data from such periods will 
.still be infOlmative for 'Y, cr. 

Estimation of the parameter 8 or its 
dish'ibution in the population is the most 
difficult. It is not necessaty to measure 
the returns from criminal activity to esti-, 
mate this parameter, however. One could 
proceed in the following fashion. First, 
assume a form for the population dish"ibu
tion of 8, say M(8, tf), where gis a param
eter vector that characterizes M. The like
lihood of observing Wit and eN in a period 
can be constructed conditional on a valUie 
of 8. By taking the expected value of thi!l 
conditional likelihood with respect to the 
distribution of 8, we can form aj.11JnCO]J
ditiortal likelihood that depends On the 
parameters ('Y, cr, (3, g). By conjecture, for 
identification of g, (3 must be fixed. But 
note that in this analysis it is possible to 
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estimate a rather absh'act but interesting 
distribution M(8, g), even if we assume 
that criminal rewards are not measurable 
or even operationally definable. 

ECONOMETRIC MODELS OF 
CRIMINAL CAREERS 

The dynamic models of the criminal 
career developed above are based on op
timizing behavior. As discussed, there are 
adva.ntages and disadvantages to the esti
mation of such highly structured models, 
In short, the principal advantage is unam
biguous interpretation of parameter esti
mates and statistical tests. The principal 
disadvantages are the complicated com
putational algorithms that are required for 
estimation and the typically poor "ex
planatory" power of such models. Given 
the current level of understanding of the 
simple statistical properties of the crimi
nal career process, perhaps it is beneficial 
to work with econometric models that are 
less closely linked with a specific behav~ 
ioral model, but that allow for statistical 
associations precluded in any tractable 
decision-theoretic model. Actually, the 
choice is not between one approach or 
the other. Both can and should be used in 
any systematic study of the criminal 
career. 

In this section the relevant theory is 
outlined and a relq.tively general frame
work is presented in which parameters of 
continuous time behavioral models may 
be estimated. The focus of tlle discussion 
is the econometric and statistical proper
ties of continuous time models. 

To fix ideas, consider a continuolls 
time, discrete state space stochastic proc
ess X, where the state space consists of 
the nonnegative integers S = Z+ and 
where the parameter set T = (0,00). the 
state of the process at time t (St) indicates 
the number of times some event has oc
curred from the origin of tlle process, 
normalized at 0 without loss of generality, 
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through time t. For example, say life be
gan at time 0, and there is only one type of 
crime individuals can commit. Then St 
indicates the number of times an individ
ual has committed this crime as of age t. 
Let the times at which crimes occur be 
given by Tb T2, • ••• The number of crimes 
previously committed as of time t (St) is 
equal to s* if and only if Ts* :s t < T(s* + 1). 

Also, define the duration until the first 
crime as WI = T! - ° = T!. The duration of 
the kth spell, i.e., the elapsed time be
tween crimes k and k - 1, is Wk = 7'k -

Tk-!· 

The stochastic process can be charac
terized in a number of alternative ways. 
For the most prot in this section the dis
cussion is focused on the interval specifi
cation of the process. Stalting from time 0, 
the process is characterized by the joint 
dish'ibution of intervals between events, 
FII(WI, 102, • • " 'w lI), for n = 1,2, .... 

In tenns of a specific application to the 
analysis of criminal careers, the formal
ism above reduces to the following. Say 
an individual is born at time ° and lives to 
age T (T:s co). At each instant oflife t (0 :s 
t :s T) the individual either commits a 
crime or does not. The length of time 
between successive criminal acts is, in 
general, not constant. Loosely speaking, 
the individual's propensity to commit a 
crime at some particular time t depends 
not only on his or her "normal" rate of 
crime commission and the elapsed time 
since the last crime was committed but 
also on the oppOltunities for crime com
mission that exist at that pmticular mo
ment. Thus, even if an individual would 
"nonnally" be highly likely to commit a 
crime at t, the fact that a police officer 
happened to be in close proximity would 
probably induce a postponement to a 
later date. Or the fact that an attractive 
"mark" appears may induce a crime be
fore we would nOl1nally expect one. Un
anticipated or anticipated changes in the 
choice sets of individuals will cause vari
ations in criminal behavior over the life 

cycle, as the preceding section demon
strated. To the extent that those changes 
are not anticipated by the individual or 
observable to the analyst, the process of 
crime commission must be considered to 
be random. Then, the length of time from 
the beginning of life to the time the first 
crime is committed is WI, which is a ran
dom vmiable. The dishibution of WI is 
given by F1(Wl)' Analogously, the length of 
time between the first and second commis
sion (tV2) has dishibution F2(W2), and in 
general the duration of time between crime 
(i - 1) and i is F;(wj). The joint disuibution 
over the first n climes is given by FII(wl, 
102, ••• , tV lI ), as stated above. 

To be useful for purposes of statistical 
(or theoretical) analysis of the criminal 
career, some Su'uchlre must be imposed 
on the general joint distribution FII(Wl, 
W2, .• " Wn). A natural stmting point is to 
assume that, for a given individual, all 
spell lengths are independently disu'ib
uted, i.e., the joint disuibution of dura
tions tV1, tV2, ' .. , W Il can be written as 

n 

F(w!, 102, ... , 1011 ) = IT Fi(Wi), 
i = I 

for n = 1,2, .... 

Simply stated for the case n = 2, this 
implies that the length of interval 1 does 
not alter our assessment of the likelihood 
of observing any particular value for the 
duration of the second spell. 

By adding another assumption con
cerning the joint disu'ibution of the spell 
lengths, we can produce a class of models 
often used in engineering and increas
ingly in the social sciences. If we assume 
that the dish'ibution functions have the 
same (identical) form, 

FICS) = F2(s) = , . , = F,b); 

S ~ 0, n = 1, 2, .. , , 

then we can write the joint dish'ibution of 
the first n spells as 
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n 

Fn(wb W2, ... , Wn) = II F(w;). 
i= 1 

A point process in which the spell lengths 
are independently and identically dish'ib
uted (i.i.d.) is a renewal process. 

If the common (to all spells) duration 
dish'ibution is everywhere differentiable 
(as is assumed throughout this paper), 
there exists an associated probability den
sity function f(VY). A renewal process can 
be completely characterized by F(w) or 
fiw), if it exists. Alternatively, it can be 
characterized by its hazard function hew), 
which is defined as 

few) 
hew) = ( )' I-Fw 

W 2:: 0. 

The hazard function is the conditional den
sity of duration times given tlle individual 
has not committed a crime for a period of 
lengtll w. The hazard n.1l1ction h is used in 
the economehic model fOlmulated below. 

One of tlle most impodant characteris
tics of a duration density from both a 
behavioral and statistical perspective is 
the degree and type of duration depen
dence exhibited. Duration dependence is 
most easily investigated through the haz
ard function. Simply differentiate h( w) 
Witll respect to w, dhldw. If 

dh(w) > 
-- -0 

dw s < ' 

we say tllat the hazard function (or den
sity) exhibits positive, no, or negative du
ration dependence when evaluated at du
ration s. If the sign of the derivative is the 
same for all s C (0, 00), we say that the 
hazard or density exhibits monotonic du
ration dependence. If the signs switch at 
least once, duration dependence is 
nonmonotonic. The only duration density 
tllat exhibits no duration dependence 
over the entire interval (0, 00) is the expo
nentialf(w) = cP exp (-cPw), cP> 0. 

Parameterizing the hazard directly has 
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many economeh'ic advantages, which are 
discussed below. One of tllese is that 
infOlmation from incomplete spells, those 
which began during the sample period 
but had not been completed when the 
sample period ended, can be incorpo
rated into the estimation procedure in a 
sh'aightforward way. In actuality, individ
uals are only observed over some portion 
of their lifetime. Let the sampling period 
be the interval (0, l) and assume that over 
this interval the individual is observed to 
commit m Climes. For the pure renewal 
process described above, we know that 
the mtll event occUlTed at time Tm; how
ever, we did not observe tlle time at 
which tlle (m + l)st event occurred. We 
do know that this event had not occUlTed 
by the end of the sample l. This occurs 
with probability 1 - F(Z - Tm). It is easy to 
show that this quantity, referred to as 
the survivor function, is equal to exp 
[- fosJ-l,(u)du],where s = l - Tm. 

Environments are, of course, highly 
nonstationmy, and at a single point in 
time there exist substantial amounts of 
heterogeneity Witll respect to budget sets 
and preferences. Renewal processes can 
still provide a useful framework for ana
lyzing dynamic behavior if we generalize 
them so as to incorporate some f011TIS of 
nonstationmy and heterogeneity. We may 
retain the Li.d, assumptions regarding the 
density of duration times, but make the 
parameters describing the duration den
sity functions of observable and unobserv
able individual characteristics. These 
characteristics may change over time. For 
example, we may write the conditional 
hazard function as h[Wlk I Zlk(Tlk + Wlk); 

0], where k indexes tlle serial order of the 
spell, Wlk is the duration of tlle /dh spell 
fol' individual i, Zi(') is an individual
specific vector of observable and unoh· 
servable sources of heterogeneity tllat can 
be time-vmying, and e is a confOlmable 
parameter vector. 

In the case of tlle pure, unconditional 
renewal process first described, the den-
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sity of duration times J(t) could be esti
mated by parametric or nonparameh'ic 
methods simply from a sufficiently large 
number of completed spells for one indi
vidual. Once we allow for conditioning 
on a set of individual characteristics Z;, 
some of which may be time invariant, it is 
clear that to estimate all elements of e we 
will need observations for many individ
uals, The econometric model developed 
below is designed for use with event
history data (dates of criminal actions for 
large numbers of individuals), 

Most dynamic models of behavior im
ply resh'ictions as to the form of the con
ditional hazard function. This is also h'ue 
for models of criminal behavior. For ex
ample, a popular model of the criminal 
career assumes that individuals commit 
crimes at some constant rate A over the 
course of a cdminal career (0, T*), where 
T* is random, This implies that the dura
tion times between successive cfiminal 
acts over the period (0, T*) are dishibuted 
exponentially with parameter A. As al
ready disoussed, the exponential distribu
tion exhibits no duration dependence. An 
individual is equally likely to commit a 
crime in the next small interval of time no 
matter how long it has been since the last 
criminal action. Alternative models of 
criminal activity would not be oonsistent 
with an exponential disb.'ibution of times 
between successive crimes. For example, 
if the opportunity costs associated with 
committing a crime il'lCreased in the 
length of time since the last crime was 
committed, while the dish'ibution of 
potential l'ewards from criminal actions 
was constant, the dutation disb.'ibution 
of intervals between crimes would ex
hibit negqtive duration dependence-the 
greater the duration since the last crime, 
the lower the instantaheous rate of com
mitting a crime. 

The flexible economeh-ic model pre
sented in Flinn and Heckman (1982a) 
conh'ols for observed and unobserved 

heterogeneity in the population by pa
rameterizing the hazard function in a gen
eral way. If we assume that spell lengths 
for an individual are Li.d, conditional on 
obselyed and unobserved heterogeneity 
and that only one spell is obselyed for 
each individual (for notational simplic
ity), we can write the hazard function 
as 

h/(w) = exp [Zi(W){3 
+ A(w)-y + VieW)], (15) 

where we have assumed for notational 
simplicity that the stalt of the observa
tional period cOlTesponds to calendar 
time 0. The vector of obselyable, 
exogenous individual charaoteristics at 
time w is denoted Z/(w), and (3 is a con
fOlmable parameter vector. The vector 
A( w) consists of polynomial terms in du
ration, that is, A(w) = (w, w2, •• " wk), and 
'Y is a k-dimensional parameter vector. An 
unobservable variable VieW) is permitted 
to be a function of duration. Exponentia
tion of the tenn in brackets ensures that 
hi(w) is nonnegative, as is required, since 
hie w) is a conditional density function. 

Many stochastic models of the duration 
between crimes can be nested within this 
model as special cases. In many models 
the role of individual-specific, unob
served heterogeneity is sh'essed-the 
VieW) in Equation 15. Conditional on 
VIC-w), these models typically resb'ict 'Y to 
be a zero vector; thus they posit no dura
tion dependence. Where duration depen
dence is allowed, functional fOlms are 
estimated that resh'ict the hazard function 
to be monotonically increasing or de
creasing in time since the last criminal 
event. By using a polynomial "approxi
mation," exp [A(w)-y], we allow for non
monotonic patterns of duration depen
dence. In the absence of a behavioral 
model that gives the analyst a sh'ong rea
son to resh'ict his or her attention to spe
cial cases, it can be argued that as general 
a fonn of estimating the equation as is 
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feasible should be used. Computationally 
it is straightfonvard to inh'oduce the term 
exp[A(w)y], as is done in what follows. 

The one-state renewal model can be 
generalized in several ways that may 
prove useful in the study of criminal ca
reers. The assumption that the criminal 
career is a conditional renewal process 
(i.e., conditional on other exogenous sto
chastic processes) can be dropped. Flinn 
and Heckman (1982b) discuss several 
forms of depmture from the basic renewal 
process that may be relevant for the anal
ysis of dynamic behavior. 

First, consider a case in which crimi
nals acquire crime-specific human capital 
in the course of engaging in criminal 
behavior. Experienced criminals may be 
better at avoiding detection or identifying 
profitable targets than nonexperienced 
criminals. Then, if the rewards from legit
imate market activity remain approxi
mately constant over the life cycle, we 
would expect both the fi-equency with 
which crimes are committed and the 
yield ii'om criminal activity to change 
over the career, We should unambigu
ously expect the yields £i-om clime to 
increase; the £i-equency with which 
crimes are committed may increase or 
decrease as criminal experience is ac
quired. Even if it were possible to mea
sure criminal human capital or yields 
from crime sufficiently precisely, by con
ditioning on those characteristics the 
criminal career could still not be consid
ered a renewal process, since the level of 
those characteristics depends on the past 
history of the process. 

We can model this deparhue in a rel
atively sh-aightfonvard way, Consider the 
intervals between crimes for an in
dividual who has committed n crimes. 
Conditional on all observable exogenous 
characteristics, we can consider the du
rations WI, tV2, • •• , W/I to be indepen
dently but not identically dishibuted. 
Then, 
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/I 

F(wl> W2, ••• ,tVll ) = IT Fi(Wi), 
i = I 

but it is not the case that Fl = F2 = ... = 
Fl!' Consider a multiple spell version of 
Equation 15. Letj index the serial order 
of the spell (j = 1 corresponds to the spell 
beginning at time 0 and ending with the 
first crime, j = 2 is the spell between the 
first and second crimes, and so on). Then 
we can write the hazard function for in
terval j for individual i as 

hij(w) = exp[ZlTij + w)f3J + A(w)'Y.j 

+ VU(TU + w)], (16) 

where TU is the calendar time at which 
individual i committed his jth crime, f3J 
and 'Yi are parameters associated with the 
hazard function for thejth spell, and V U is 
the unobserved heterogeneity compo
nent associated with the jth spell for in
dividual i. By analogy with the variance 
components model often used in the anal
ysis of discrete time panel data, we write 

VU(TU + w) = 4>1 + TJu + s(rlj + w), 

where 4>1 is an individual-specific, spell
and time-invariant heterogeneity compo
nent; "'i} is a spell-specific, time-invmiant 
heterogeneity component; and s(t) is 
white noise [that is, e(t) - S(8) is nonnally 
disb-ibuted with mean 0 and variance (t-
8) for t > 8). 

In what follows, we neglect continu
ously varying components of unobserved 
heterogeneity. While it would be highly 
desirable to model such components ex
plicitly, their inclusion in the economet
ric model does not seem computationally 
feasible. We assume that unobserved het
erogeneity components are constant 
within spells, i.e' j VIj(Tij + w) = Vi}. To 
simplify calculations fmther, we adopt a 
one-factor specification of unobserved 
heterogeneity 

j = 1, I •• ,I, 
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where the OJ are parameters of the model 
and] is the maximum number of spells 
observed in the sample. Thus, individual 
heterogeneity is constant over time and 
spells, although the relationship between 
CPj and the rate of exit from the spell 
depends on the serial order of the spell 
through the parameter OJ. 

The rate of criminal activity will, in 
general, depend not only on the length of 
time since the previous crime was com
mitted, but also on the individual's age, 
and, more important, his previous record 
of crime commission. Consider spell j. 
The previous histOlY of individual i's 
criminal career consists of [wn, W/2, •• " 

WIJ - 1; Z(t), 0 :::; t:::; TiJ - 1]' Suppose certain 
characteristics of this histOlY are of interest 
to us, for example, the mean, variance, or 
some other moments of the sample distri
bution of (Wi!, W/2, ... , WiJ - 1)' These char
actelistics are simply functions of the his
tOlY, S[H/(TiJ - 1)], where Hi(TiJ - 1) is 
individual i's histOlY up to time TI,j -1. 

Then we can estimate the conditional 
hazard function for the jth interval as 

hlj(w) = exp{Z;(Tij + w)f3j + A(w)'Y.! 

+ S[H;(TiJ - 1)] & + Vij}, 

where & is the parameter vector associ
ated with characteristics of the histOlY up 
through crimej - 1. In this version of the 
model, spells between crimes are neither 
identically nor independently dish'ib
uted; thus, the criminal career is modeled 
as a point process rather than as a sh'ict 
renewal process. Because the process 
evolves unidirectionally in time, the time 
dependence is recursive. Presumably, a 
model along these lines is required to 
assess the degree of state dependence in 
criminal careers-that is, the extent to 
which the current commission rate de
pends on the criminal history after condi
tioning on both observed and unobserved 
exogenous processes. 

Up to this point we have assumed that 
only one type of crime is committed in 

the population or, at the least, that each 
individual commits only one type of 
crime, although different individuals may 
specialize in different crimes. It is rela
tively sh'aightforward to generalize the 
econometric model presented above to 
cover the possibility of crimj:l switching 
when each individual may commit any 
one of a number of types of crimes. Say 
there are K types of crime, K > 1. We will 
initially resh'ict our attention to (condi
tional) renewal processes. Imagine that 
an individual commits a crime of type k at 
time T. Then, we are interested in esti
mating the parameters of the length of 
time between the commission of a type k 
crime and the commission of all other 
crimes, for k = 1, 2, .. " K. For simplicity, 
asswne K = 2. At time T a type 1 crime is 
committed. The "latent" time to commis
sion of another type 1 crime will be de
noted tfl. The density of these latent 
times is assumed to exist and to be given 
by gl1(tf1)' If type 2 crimes did not exist, 
this density could be directly estimated 
using observed durations between suc
cessive type 1 crimes. Denote the "la
tent" duration between type 1 crimes and 
type 2 crimes by tf2 and its associated 
density by g12(tf2)' It is necessary to as
Sume that the random variables tf1 and tf2 
are independent. In terms of the ob
served outcome of the criminal process, a 
type 1 crime will be the next type ob
served if tf1 = min(tfh tf2), and a type 2 
crime will be observed if tt2. = min(tfl' 
tf2)' Then if ttj = min(tfl> tf2), we will 
observe a type j crime at time T + t1j. 
Similarly conditional on a type 2 crime at 
time T, there will exist latent duration 
densities g21(t~1) and g22(t~2) generating 
times until the next crime, so tit = 
min(t~l> t~2)' Then, in tllis two-crime 
world, we would be interested in estimat
ing the parameters of the four latent den
sities gu, g12, g2l> and g22. These densi
ties constitute a complete description of 
the criminal histolY. 
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For the general K state case, we will 
need a total of K.'2 latent density functions 
to describe the crime process gu, i,j = 1, 
... , K. (In addition, we will have to esti
mate densities gOj, j = 1, ... , K, which 
correspond to the latent duration densi
ties from initial entry into the population 
at risk of committing a crime, which we 
will denote by state 0, until a crime of 
typej is committed.) For each latent den
sity gl}, i = 0, 1, .. " K; j = 1, .. " K, there 
is a corresponding hazard function hI}. 
The joint density of the k latent durations 
is given by 

,rr hu(t"(;) exp{- rt hlj(u) dU}, 
J = 1 Jo 

i = 1, ... ,K. 

An individual is observed to commit a 
type j' crime after the type i crime if the 
latent time· tt, is the smallest of the K 
possible latent times, tri, .. " tlk. Let the 
probability that an individual commits a 
type j' crime after a type i crime be 
denoted PI}'. Then, 

. exp [ - f:; hlj(U)d+t~} 
X {hu.(tMexp[-r h •. (u)du ]}]dt~ 

= f: hlj,(tt·) 

. exp{ -rt~ I r ,,(U)] dU} dt~ 

The conditional density of exit times from 
state 'i into state j' given that tV' < tt,(\lj: 
j f j') is 
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It follows that the marginal density of exit 
times from state i can be written 

K 

g ' (.L:i<) = " P",g(t'i'"lt'i',. < t'i'.· /, ~i' £..J U U U U' 
j' = 1 

Vj: j r j/) = [, f h;k(tt)] 
k=l 

{ rt [ K ]} . exp - Jo k~ 1 h;k(U) du . 

The probability that the spell is not com
plete by some time T, where T is the end 
of the observation period, is prob (tt > T) 
== 1 - C i• (T), where C i• is the cumulative 
distribution fill1ction associated with gi" 
This expression is 

Prob(tt > T) = f: g;·(tt)dtj 

This term enters the likelihood function 
for incomplete spells at least T in length. 

Say we have access to event-histOlY data 
for I individuals. For a given individual i, 
we observe his or her Climinal career £i'om 
time of enhy into the climinal process [To(i)] 
until some telmination time T(i), which 
corresponds to the end of the sample pe
riod or the time of death (both events are 
assumed unrelated to criminal activity). In 
general we observed a total of m(i) crimes 
over the sample period. Denote the calen
dar time of each criminal event by Tl(i), l == 
1, 2, .. " m(i). Now, define a function of 
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s[ Tt(i)] == s!Ci), which gives the type of clime 
committed at calendar time Tt(i).5 Then, 
conditional on a set of unknown parame
ters, n and unobserved person-specific 
heterogeneity component Vi, the likeli
hood of obselving the recorded criminal 
histOlY for individual i is 

{

mCi)- 1 

1T;(nlv;) = II gsP)sl + 1(i)[tt,(;)SI + 1(i)1 
1= 0 

tt,(i)SI + I(i) < tt,(i)j; j = 1, ... , 

Sl + I(i) - 1, s/1 1(i) + 1, ... , K; Vd 

X PSP)SI + I (o(V;) J GSm(i) • [T(i) - Tm(i)IV;], 

where t~(i) Sl + lei) = Tl + lei) - Tl(i). By 
substitution, 

. exp[ - ('ht t h,.{O) (uiV;) )dU]} . 
This is the conditional likelihood for an 
individual obselvation given a value of 
the unobselved heterogeneity compo
nent Vi-which, recall, has the substan
tive interpretation of an individual's in
herent propensity to commit crimes. 
Individual propensities to commit crimes 
are assumed to be distributed according 
to B(V; <1» in the population, where <I> is a 
vector of parameters that describes the 
distribution. Note that we assume that Vi 
is dish'ibuted independently of other ob
selvable characteristics Z. The uncondi
tionallikelihood, or integrated likelihood, 
for an individual obselvation is 

1Tln, <1» = f 1T/(n 1 V/)dB(Vi; <I». 
The log likelihood for the entire sample is 

5For example, say that robbelY is defined as type 
2. If the first and third crimes the individual com
mitted Were robberies, S1U) :=: 83(i) := 2. 

I 

L(n, <1» == In II 1Ticn, <1» 
i = I 

I 

= 2: In 1T;cn, <1». 
i= 1 

Then, the maximum likelihood estimates 
of a and <I> can be obtained under stan
dard regularity conditions as the solution 
to 

max Len, <1». (17) 
n.q. 

Given that tlle dish'ibutional assumptions 
regarding hand B are correct, the maxi
mum likelihood estimator defined by 
Equation 17 has optimal statistical prop
erties asymptotically (as the number of 
i.ndividuals grows large). 

This model is relatively general and 
has been used to estimate the stochastic 
sh'ltcture of labor market attachments. 
The generality of the model, however, 
seems to preclude h'eatment of compli
cated initial-conditions problems or com
mon fOlms of sample selection. The solu
tions to those problems seem only to be 
h'actable when sufficient stationarity is 
imposed-as when the underlying crime 
process is exponential-see for example 
Rolph, Chaiken, and Houchens (1981). 
The difficult choice for the analyst ap
pears to be either to use relatively general 
econometric models, which require a 
type and quality of data rarely available to 
students of criminal behavior, or to tailo~' 
the econometric models to the data cur
rently available. This latter option 'results 
in stationarity assumptions that are not 
consistent Witll the spirit of the dynamic 
behavioral models presented above and, 
more importantly, are not testable. It is 
essential, first, to estimate genel'ul models 
for stochastic processes on some "ideal" 
data set (no doubt yet to be collected) so 
that we can determine what types of sta
tionmy assumptions are reasonable. Until 
that time, we should remain cautious in 
interpreting tl1e results from tlle empiri
cal analyses of criminal careers. 



DYNAMIC MODELS OF CRIMINAL CAREERS 

CONCLUSION 

In this paper various approaches to the 
modeling of criminal careers were pre
sented. A number of dynamic behavioral 
models of criminal activity were devel
oped, and characteristics of the solutions 
were discussed. Although closed-form so
lutions are not typically available for dy
namic optimization models, numerical 
methods may be used in a relatively 
straightforward way. 

The behavioral models were designed 
to illustrate the fact that the effect of 
cUJTent choices on future options has po
tentially impOltant detelTence effects. 
Thus, the fact that an individual facing a 
I-year sentence if caught committing a 
crime will face stiffer sentences in the 
future if caught committing additional 
crimes will, in general, affect criminal 
behavior at all points over the life cycle. 
The static models usually employed in 
empirical research are not capable of cap
turing these dynamic detelTence effects. 
It was also shown that personal character
istics, such as race, age, or drug usage, 
may not be simple indicators of an indi
vidual's "inherent" propensity to commit 
criminal acts but instead may merely re
flect the relative rewards to criminal ver
sus noncriminal actions that the individ
ual faces. Thus these characteristics may 
be better thought of as indicators of dif
ferences in choice sets than of differences 
in preferences. While these interpreta
tions may seem indistinguishable for pur
poses of conducting empirical analysis, 
they imply velY different policy actions in 
dealing with criminal behavior. 

Econometric models of the duration of 
time between criminal activities (differ
entiated by type) were also presented. 
These models are capable of capturing 
the dynamics of the criminal career more 
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adequately than th~ behavioral models 
from a strictly empirical perspective. One 
is left with the difficulty of substantive 
interpretation of parameter estimates, 
however, since no expJjcit behavioral 
model is used to generate the function 
estimated. It should be possible to learn 
something interesting, even if descrip
tive, about the dynamics of criiilinai ca
reers from the estimation of such models. 
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10 
R.andom Parameter Stochastic .. Process 

Models of Criminal Careers 

John P. Lehoczky 

INTRODUCTION 

Background 

In the past decade there has been great 
growth in the development of quantita
tive methodologies to deal with criminal 
justice problems. This has included ex
tensive data gathering and analysis and 
some modeling of offender behavior. As 
this data analysis proceeds, one can gain 
clearer insights into the nature of offender 
behavior and these should be incorpo
rated into increasingly detailed models. 
As the models increase in accuracy, one 

John P. Lehoczky is professor and head, Depart
ment of Statistics, Carnegie-Mellon University. I 
wish to express my thanks to Alfred Blumstein and 
Jacqueline Cohen for their major contributions to 
the paper. The approaches developed in this paper 
are the outgrowth of a long series of discussions 
concerning appropdate models for cdminal behav
ior and the emphical evidence supporting those 
models. In addition, I wish to thank Donald Gaver 
for his many discussions conceming hierarchical 
models and COiTections to biases in criminal justice 
data sets. My thanks also to ArthUl' Goldberger, Jan 
Chaiken, Chul Woo Aim, and Mark Schervish for 
their many comments on earlier drafts of this paper. 

can begin to use them as policy tools to 
analyze the impact of various approaches 
to crime conh'ol, such as selective inca
pacitation. 

Unfortunately, it seems that the quan
titative models of offender behavior that 
have been developed to date do not cap
ture the recent insights about offender 
behavior found in major data analysis 
projects, such as the Rand prisoner self
report study. Indeed, the stochastic mod
eling approach began in 1973 with the 
work of Avi-Itzhak and Shinnar. This 
work, described below, treats individual
offender recidivism as a Poisson process. 
A great deal of subsequent modeling has 
been done, but most of the models are 
simple extensions of the Poisson-process 
model, namely renewal-process models. 
This class of models assumes that recidi
vism times are independent and have the 
same dish'ibution. Such models may fit 
data better than a Poisson-process model, 
but they do not incorporate the current 
improved understanding of offender be
havior. This paper represents an attempt 
to develop a stochastic model that is in 
better accord with this understanding. 
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Three major aspects of offender behav
ior have been observed with sufficient 
frequency to merit incorporation into an
alytic models: 

• Crime-commission propensities 
change as a function of age. 

.. Offender populations are markedly 
heterogeneous. 

(9 Offenders often are thought to com
mit crimes in spuds and then to have 
periods with little or no activity. 

The age effect is velY pronounced. It is 
widely recognized that offender behavior 
is at its peak during the late teens and 
early 20s and then drops significantly dur
ing the 30s. Any stochastic model must 
address this age effect. Standard renewal
process models do not incorporate such 
effects, because they assume that the 
times between arrests are independent 
and identically distributed (i.i.d.) and 
hence stationmy. There is need to de
velop models that account for age effects 
but that simultaneously offer analytic 
tractability. Such models will be pre
sented in this paper. 

It is evident fi.'om recidivism data as 
well as self-repOlt data that there is great 
heterogeneity in the offender population. 
This heterogeneity refers to differences 
between offenders, including markedly 
differing offense rates, career lengths, and 
types of crimes engaged in. This variation 
goes beyond differences that can reason
ably be observed from independent rep
lications of a single stochastic process. 
Most models do not take this heterogene
ity into account. The few exceptions arose 
from work at the Rand Corporation, in
cluding Chaiken and Rolph (1980) and 
Rolph, Chaiken, and Houchens (1981). In 
this paper, I argue for the use of hierar
chical models to represent heterogeneity. 
In such models each individual's crimi
nal career is regarded as a stochastic proc
ess governed by parameters. Those pa
rameters are themselves treated as 

random variables drawn from a parent 
distribution (superpopulation). The par
ent distribution captures the heterogene
ity of the population of offenders or the 
variation between individuals. One 
wishes to estimate the parameters of the 
parent distribution to gain insight into the 
population of offenders. In addition, one 
wishes to estimate the rate-influencing 
parameters of individuals to understand 
the behavior of each of the offenders. 
Hierarchical models form the basis of the 
analysis in this paper. They are fOlmally 
described, applied, and estimated in the 
discussions that follow. 

There is another aspect to criminal ca
reers that has generally not been incorpo
rated into stochastic models. This is the 
occurrence of quiescent periods in the 
course of the career. Self-repod data re
veal that criminal behavior often occurs 
in spmts and is followed by lulls in activ
ity. This is not surprising if, for example, 
the offender was attempting to gain suffi
cient money through a series of crimes 
and then, having reached that goal, 
stopped for a period. The typical renewal
process models do not incorporate such 
behavior. A new class of models that in
cludes this behavior is developed below. 

Several other aspects of stochastic mod
eling of criminal careers are dealt with in 
this paper. One of the most interesting is 
the use of the hierarchical modeling ap
proach to correct for natural biases in data 
sets. Generally, criminal justice data sets 
do not r.rovide random samples from the 
offender population. Rather, individuals 
are pmt of a sample because they meet a 
specific criterion that may be directly or 
indirectly related to their pm'mneter val
ues. For example, one might gather data 
on prisoners. This group of offenders is, 
however, not representative of the of
fender population because it typically 
consists of individuals with high offense 
rates, more serious offenses, or longer 
careers. Similarly, if one took a sample of 
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arrestees in some time period, such a 
sample would overrepresent high-rate of
fenders, since they have a greater proba
bility of falling into such a sample. As 
illustrated below, the hierarchical model
ing approach can help to overcome this 
problem. It offers the opportunity to de
velop p.- correction for· nonrandom sam
plingj so that one can make more nearly 
correct inferences about the offender 
populgtion from inherently biased data 
sets, 

Overview 

This paper introduces a hierarchical 
(superpopulation) model for criminal ca
reers within a population of offenders or 
potential offeJ:lders. There are two levels 
to the hierarchy. The top level is used to 
explain variation between individuals in 
the population, that is, to explain the 
heterogeneity of the population. At the 
low level of the hierarchy, individuals 
engage in criminal careers that are h"eated 
as independently evolving stochastic pro
cesses governed by certain dishibutions. 
These distributions contain parameters 
with values at the top level. The low level 
tlms uses a stochastic-process model to 
help explain differences within careers 
governed by the same parameter values. 

Covariates can be introduced at both 
levels of the hierarchical model. Covari
ates are of two types; "historical" 
covariates, which are fixed at the start of 
the career, and "dynamic" covariates, 
which can change during the evolution of 
the career. For an analysis of adult of
fending careers, historical covariates 
could include juvenile record or tlle age 
at the time of the first juvenile arrest. 
Relevant dynamic covariates might in
clude employment status or drug use. 
The historical covariates can influence 
tlm choice of parameters for each individ
ual at the highest level of the hierarchy. 
Since these paranleters are selected and 

fixed at the beginning of the career, dy
namic covariates cannot be used. All 
covariates are allowed to influence the 
evolution of the career of any particular 
offender, the lowest level of the hierar
chy. 

A new family of stochastic models is 
introduced in the paper. The models are 
characterized by two states, one of which 
corresponds to a high rate of crime com
mission and tlle other of which represents 
a low rate of activity (which is taken to be 
zero). Parameters are included for the 
time spent in each state, state-switching 
probabilities, arrest prubabilities, crime
type termination probabilities, and the 
times between crimes. For multiple 
crime types, a competing-risks fOI'mula
tion is used. The models offer tractability, 
can include covariates, provide periods of 
high and low activity, and introduce some 
behavorial parameters. 

Methods are also developed to assess 
and correct the biases that occur in many 
criminal justice data sets. Three specific 
issues are addressed: 

1. If a data set is gathered by taking 
individuals who were arrested during a 
certain window of time, the data set will 
overrepresent individuals with high 
crime rates among those at liberty and 
underrepresent those who are in prison 
for part of the window period. 

2. If a data set comes from self-reports 
of prisoners, it is not representative of the 
population in general, since prisoners 
tend to be high-rate offenders and to com
mit more violent crimes. 

3. Even at the level of the individual 
parameters, the individual crime or arrest 
rates that are estimated from among ar
restees or prisoners will be biased up
ward. This is because individuals are 
more likely to be caught in a period of 
high activity (even if their parameter val
ues may be low) and hence empirically 
show a high arrest rate. 
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The hierarchical model developed in this 
paper can help to assess and correct these 
biases. 

Finally, a class of "phase disu'ibutions" 
is introduced. This class is very versatile 
in that it can approximate arbiu'arily 
closely the disu'ibution of any nonnega
tive random variable. In addition, the 
class is closed under a number of opera
tions that are useful for the models pre
sented in this paper. The closure proper
ties include convolution and mixtures, as 
well as maxima and minima of'random 
variables drawn from this class. 

HIERARCHICAL MODELS 

This section describes the use of hier
archical stochastic models for studying 
criminal careers. There are several rea
sons why this class of models is especially 
useful and of great conceptual value. 
First, it has frequently been observed that 
criminal behavior varies widely between 
individuals. This is especially u'ue for 
crime rates, as measured by self-repOlt 
data; some individuals repOlt committing 
crimes at a velY high rate, while others 
report they commit crimes rarely. Even 
allowing for biases in these data and de
liberate falsification, it is clear that there 
is great variation between individuals. It 
is, therefore, appropriate to use a model 
that can represent this great variation. 

A second benefit of using a hierarchical 
model is that it can help to improve pa
rameter estimates for each individual. 
Suppose one u'eated each individual in 
isolation and attempted to estimate pa
rameter values for each individual using 
only his data (for example, arrest record 
and the values of covariates). One would 
find that these estimators have a large 
variance. With a hierarchical model, how
ever, the data for other individuals can be 
used to help estimate parameter values 
for a single individual. This follows be
cause the parameter values for all individ-

uals are related, since they are modeled 
as coming from a common parent distri
bution. This situation has been observed 
and exploited with increasing frequency 
in statistical studies. This statistical for
mulation leads to "sillinkage" estimators, 
This type of estimator was first intro
duced by James and Stein (1961). This 
topic has been receiving substantial re
cent attention in the statistics literature 
(see the review by Morris, 1983). Meth
ods based on maximum likelihood, em
pirical Bayes, and Bayes procedures have 
been developed. These approaches will 
be discussed in the section on parameter 
estimation; however, a recent example 
provided by Dempster, Rubin, and 
Tsutakawa (1981) may help to explain the 
benefits of the methodology. These au
thors present several examples, along 
with a theoretical treahnent of likelihood 
methods. One example deals with esti
mating the first-year performance of law 
school students using several explanatory 
variables. For a single law school, the 
estimates of regression coefficients are 
highly vmiable. It is po~sible to improve 
the estimates for a single law school 
markedly by simultaneously carrying out 
the analysis for many (82 in this case) law 
schools. One believes there is a reason
able similarity among law schools, and so 
the data for other schools are pertinent for 
any individual school. The estimates for 
one school gain precision by considering 
many similar schools simulta.neously. 
Other examples of this type are cited in 
Monis (1983). 

The situation is analogous to Model II 
analysis of variance or random-effects 
models. One can distinguish the variation 
within a particular career and the varia
tion between careers. Criminal careers 
are modeled using stochastic models. 
This is appropriate because any career 
has many random elements that control 
its evolution. If two individuals have the 
same stochastic mechanism (i.e., the 
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same parameter values), the two resulting 
careers may nevertheless be quite dif
ferent. The offenders have possibly dif
ferent criminal opportunities, possibly 
different anest realizations, possibly dif:' 
ferent sentences) and so on. If an individ
ual were allowed a second realization of 
his career, it would differ from the first. 
This is variation within a career. Variation 
between careers arises when individuals 
have different stochastic mechanisms (pa
rameter values) goveming their careers. 
Once the individuals have been linked 
through a superpopulation or hierarchical 
model, the data for all individuals can be 
used in addition to the data for a single 
individual. The individual parameter es
timates will be drawn toward the average 
of the population. This is known as 
shrinkage. The amount of shrinkage will 
depend on the size of the variation within 
careers versus the variation between ca
reers. If there is relatively small variation 
between individuals, the shrinkage can 
be great. The formal idea of the hierarchi
cal model (presented in more detail in the 
next section) is that one has a family of 
parameters, e, that conh'ols the evolution 
of an individual career, which is denoted 
{Xe, t ;::: O}. The parameters e are treated as 
random variables with some distribution 
7T(e), which itself may contain some un
known parameters. One then wishes to 
use a data set to estimate individual (J 

values and 'IT' or the unknown parameters 
of 'IT'. 

Given the above fonnulation, there is a 
third advantage to using hierarchical 
models. This is the possibility of assess
ing and conecting for sampling biases in 
a data set. Generally, criminal justice data 
sets are not randomly sampled from the 
population of offenders. More typically, 
one generates a data set by selecting from 
individuals having a particular afu'ibute, 
such as an anest in a ceItain time period, 
or who are in prison at a particular time. 
Each of these sampling mechanisms 

yields a sample that is not random from 'IT'. 

If one is, therefore, to make inferences 
conceming the offender population, one 
must assess and conect those biases. The 
hierarchical formulation is useful in car
rying out this procesS, as will be illus
h'ated below. (COhOlt samples can over
come the biasing problem; however, they 
generally yield too small a sample of 
criminal activity to be of great utility.) 

A NEW STOCHASTIC MODEL 

This section inh'oduces a new family of 
stochastic models of the crime process 
and arrest process associated with a sin
gle criminal career. These new models 
are intended to encompass more of the 
salient aspects of criminal behavior than 
has been possible with previous models. 
The basic model presented is itself still 
oversimplified but should serve as an 
introduction to a set of ideas and tools that 
future researchers will find useful. Only 
the most tractable versions of this family 
of models are presented in detail. This 
section is organized in a sequential man
ner. First, some of the most familiar, early 
stochastic models of criminal careers are 
summarized, including their good and 
bad points. Next, a model is presented 
that overcomes some of the objections to 
previous models. Finally, a class of flex
ible models is presented that seems to 
improve previous effOlts considerably. Of 
course, fulther changes are to be antici
pated as understanding of the underlying 
processes increases. 

Poisson Crime Processes 

A frequently used model for tlle proc
ess of crimes committed by a single indi
vidual is that crimes form a Poisson proc
ess (see Karlin and Taylor, 1975) during 
the times the individual is not in prison 
(see, for example, Avi-Itzhak and Shinnar, 
1973; Rolph, Chaiken, and Houchens, 
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1981). The times between crimes (after 
removing time in prison) are indepen
dent random variables with an exponen
tial dishibution having some mean, say 
lIA. Associated with a crime process is an 
an'est process. This arrest process is a 
thinned version of the crim:,;· process in 
that only a subset of the crimes results in 
arrest1 (and only a subset of the arrests 
results in imprisonment). A common as
sumption in all work is that an atTest is 
determined at random for each crime. 
This means that there is an arrest proba
bility q and that a crime event yields an 
arrest event with probability q indepen
dent of anything else. With this type of 
thinning to construct the arrest process, if 
the crime nrocess is Poisson (A), the arrest 
process is 'Poisson (Aq). 

This simple model of the crime process 
has s<:'''eral attractive features: 

1. The Poisson process is well under
stood and very h'actable. In addition, 
given the assumption of random thinning, 
both the crime and atTest processes are 
Poisson. If the crime process is a renewal 
process and one thins it at random, the 
arrest process will be approximately Pois
son even if the crime process is not. 

2. The Poisson process has a single 
parameter, and the statistical inference 
for it is well understood. 

On the other hand, several drawbacks 
to the model must be addressed: 

1. The Poisson model, as such, does 
not account for population heterogeneity. 

2. The Poisson model for the arrest 
process may not fit recidivism data (see 
Holden, 1983, for a discussion). That is, 
the times between arrests (after eliminat
ing time in prison) are not exponentially 
distributed. 

3. It has been observed, E'''pecially 
from prisoner self-repOlt data, that arrests 

lIt is. assumed there is no problem of "h'llse 
arrest." 

and Climes appear to be more clustered 
than would be suggested by a Poisson 
model. Moreover, this model does not 
allow for any SOlt of aging effects. It has 
been widely noted that the frequency of 
arrests varies with time and at some point 
drops to essentially zero, suggesting an 
effective end to the careAr.2 

4. A major drawback of the simple 
Poisson model is that the individual ex
erts no control over the career other than 
picking A. There are no decision points 
built into such models at which, for exam
ple, the individual could decide to stop, 
or change, A. The events of the past career 
do not influence the future. Clearly, one 
would suspect that past events can have 
an impOltant effect on the future and so 
one would like to broaden the class of 
models to allow for this. 

Some of the previous issues can be 
overcome in a straightforward way. For 
example, one could inb:oduce a random 
lifetime. Each individual has a career 
length (often assumed to be exponen
tially disb:ibuted, to enhance tractability). 
When the length is exceeded, the indi
vidual no longer engages in crime (and so 
presumably is no longer arrested). One 
problem with this approach is that the 
career length, if detennined at the statt of 

2The concept of a finite career length is Some
what controversial (see, for example, Holden, 1983: 
26). It is argued that there can be no logical point at 
which a criminal career can end, except death. Any 
fonner criminal could be presented with an oppor
tunity such that he would again commit a crime. 
While one may respect this point of view, it should 
be Tealized that no single stochastic model can be 
expected to represent an exact truth. Ratiler, one 
strives to consb'uct models that are approximately 
true, tilat account for impodant effects, and that ofter 
a tractable analysiS. It may be that some criminals 
whose careers are said to have "ended" may, in fact, 
commit a few additional crimes. In such a case, one 
would expect the frequency of tilOse crimes to be 
very low. When coupled with the fact that the arrest 
probability is generally very small, one expects that 
tile arrest processes may be no different. 
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the career, is not influenced by any fac
tors in the career. (Overcoming the poor 
fit offered by the exponential distribution 
is discussed in the next section.) 

One can inb:oduce population hetero-
geneity in two ways: . 

1. One can allow A to depend on 
covariates, such as juvenile record or age 
at first juvenile arrest.3 

2. One can allow A to be random (see, 
for example, Rolph, Chaiken, and 
Houchens, 1981). In this way, A can rep
resent the heterogeneity of a population 
of offenders. 

Renewal-Process Models 

Some improvement in fit can be 
achieved by replacing the Poisson-pro
cess model for crimes with the more gen
eral renewal-process model. Recall that a 
renewal process is a point process in 
which the times between points (crimes) 
are independent, identically distributed 
random variables having a cumulative 
dish'ibution function F, which is not nec
essarily exponential. Arrests are then 
commonly considered to be a randomly 
thinned version of crimes. Arrests will 
also fOlm a renewal process with dish"ibu
tion G. One can determine G in terms of 
F and q; however, the relation is most 
easily expressed in terms of the Laplace
~tielljes transform (Neuts, 1981), P'F(S) = 
E[exp( -sT)], where T represents a ge
neric random time between crimes. We 
find 

where G is the distribution of times be
tween arrests. 

Many authors have used renewal-pro-

3See, for example, StolImack and Harris (1974), 
Barton and TUl'l1bulI (1981), and Holden (1983). 

cess models for the crime process (see, for 
example, Holden, 1983). Many distribu
tions have been used for F. These include 
the exponential, Weibull, 10gnOlmal, 
gamma, mixtures of various distributions, 
and defective dish'ibutions. In addition, 
logistic regression methods have also 
been used. In each case a particular dis
h'ibution was used to fit a particular data 
set. One can readily see that no uni
versally appropriate family seems to fit 
recidivism data. However, a family of 
continuous dish"ibutions, called phase 
dish'ibutions (Ph-dish"ibutions), seems 
palticularly useful for several reasons: 

1. The family is dense in the set of all 
positive dishibutions, that is, any positive 
dish'ibution can be approximated arbi
h'arily closely by a phase dish'ibution. 

2. Commonly used dish'ibutions, such 
as the exponential, some gamma, and 
their mixtures, are phase dish'ibutions 
(IognOlmal and Weibull are not but they 
can be closely approximated). 

3. These dish'ibutions have a Markov
ian Sb1.lCture (see Neuts, 1981) and so are 
useful in stochastic model building, be
cause of their tractability. 

4. The dish'ibutions are closed under 
such operations as mixing and convolu
tion. 

The renewal-process approach to mod
eling the crime process helps in that re
cidivism data can be better fit; however, 
the other difficulties cited earlier remain. 
The principal problems are the follow
ing: 

1. The general renewal-process model 
still assumes independent, identically 
disb'ibuted arrest times and does not offer 
the clustering of crimes or arrests usually 
repOlted or observed. 

2. The model does not allow the indi
vidual to make decisions conceming be
havior. 
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3. The model does not account for the 
great amount of population variability 
that has been observed in criminal justice 
data sets. 

4. The model does not build in inter
actions between individuals and the 
criminal justice system. 

A New Class of Models 

In this section, I present a new model 
designed to overcome some of the diffi
culties with earlier models. The new 
model makes use of a pair of states be
tween which the individual moves.4 

When the individual is in one of the states 
(the "high" state), he commits crimes at a 
high intensity. When in the other state 
(the "low" state), crimes are committed at 
a low intensity (which is taken to be zero). 
In addition, switching between states al
lows the individual. some decision
making latitude. I begin with a single 
crime type, generalize to multiple crime 
types, and then develop a hierarchical 
formulation. 

The following parameters are used in 
the model: 

T: number of distinct crime types. 

A: initial crime types for an individ
ual, A C {I, 2, ... , T}. 

Ft: the cdf of the time between crimes 
of type t, 1.s t.s T. 

qt: the arrest probability for crime 
type t, 1 .s t .s T. 

{3t: the probability of terminating 
crime type t, 1 .s t .s T. 

a: the probability of switching from 
the high-rate state to the low-rate 
state. 

4A two-state model of this sort was studied by 
Maltz and Pollack (1980). It is also mentioned in 
Rolph, Chaiken, and Houchens (1981:37). 

G: the cdf of the time in the low-rate 
state. 

Let us define-

• a crime process that is a renewal 
process with the time between crimes 
being a phase distribution F with mean 
l/A; 

• an arrest probability q; 
• a state-switching probability a; 
• a phase-type distribution G govern

ing the amount of ti~e the individual 
spends in the low state, during which no 
crimes are committed; and 

• a probability {3 giving the probability 
that the career ends with the start of the 
current low period. 

We can describe the process intu
itively, as follows. A cycle begins with the 
individual in the high state. Crimes are 
committed according to a renewal proc
ess with distribution F. After each crime, 
two issues must be resolved: 

1. with probability q, the individual is 
arrested, and 

2. with probability a, the individual 
switches to the low state. 

If the individual switches to the low 
state, he may tenninate his career with 
probability {3. With the complementalY 
probability, he stays in this state for a 
period detelwined by the cumulative dis
tribution function G. While the individ
ual is in the low state, no crimes are 
committed. 

The arrest, state-switching, and termi
nation probabilities are applied at ran
dom, that is, without any dependence on 
the realization of the process to that point. 
Indeed, it is interesting to consider a 
generalized model in which the process 
up to that time can influence these tran
sitions. For example, one can introduce a 
reinforcement effect. If any individual 
commits a crime and is not arrested, that 
might provide reinforcement to stay ac-
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tive. Two unarrested crimes provide nlr
ther reinforcement, and so on. One could 
simply inh'oduce a sequence {a,.} in 
which a'i represents the probability the 
individual offender moves to the low 
state after n consecutive unarrested 
crimes. The sequence could be chosen so 
that it sh'ictly decreases to 3. positive limit. 

Any arrest may result in a conviction 
and a prison sentence. vVe are only inter
ested in tl1e behavior during free time; 
consequently, the model is applicable 
only while the person is not in prison. 
This brings up the issue of how the pro
cesses should be initiated at time 0 
(which we take to be age 18 for adult 
offending) and how they should be re
started after release from prison, if appli
cable. It is matl1ematically convenient to 
keep the process in equilibrium as much 
as possible. (The advantage ofthis will be 
seen below in the discussion of COtTec
tions for sampling biases.) This suggests 
that we should take the initial time to tl1e 
first crime to be given by the equilibrium 
fOlward recurrence time distribution. 
Once the first crime occurs, the renewal
process model hegins. 

Under the assumptions presented ear
lier, the crime process is a renewal proc
ess (if prison time is deleted). After each 
crime, a coin is Hipped, and depending 
on the result, tl1e next crime comes ac
cording to F with probability (1 - a) or 
according to F*G with probability a(1 -
f3), or no further crimes occur with prob
ability a{3. (Here * denotes convolution, 
since tl1e time to the next crime is the sum 
of the length of the low period and the 
times to the first crime in tl1e next high 
period.) This gives us a mixture of two
phase distributions, which will also be a 
phase distribution, and tl1e resulting dis
h'ibution is defective in that it allows a 
positive probability of the value co. Let us 
refer to this dish'ibution of times between 
crimes by H, and let its, Laplace-Stielt:ies 
h'ansfOllli be given by Pu. The arrest 

process is also a telminating renewal 
process. This is easily seen, since each 
crime has an independent arrest proba
bility. The time between atTests is thus a 
random sum of independent random vari
ables having dish'ibution H. If we let the 
distribution be K, then 

PK(s) = q*PH(s) 
1 - (1 - q)*PH(s) 

It should be noted that 

Pu(O) = P(time between crimes < co) 

= 1 - a{3 

and 

PK(O) = P(time between arrests < co) 

q*(1 - af3) 
= ----------------

1 - (1 - q)(1 - af3) . 

This model has several ath'active fea
tures: 

1. The model is, in reality, a terminat
ing renewal process for both crimes and 
arrests. In this instance though, the model 
explicitly builds in parameters to repre
sent ways in which tl1e individual can 
conh'ol activities and does so in a realistic 
way. After each crime, the individual con
b'ols whether to continue or change states 
and, if he or she continues, whether to 
tenninate the crime type or not. Rather 
tl1an merely fitting K, the atTest-process 
distl'ibution, the model shows how it is 
composed of more fundamental behav
ioral parameters. Thus, the model over
comes the objection to the lack of individ
ual conh'ol' over the career while 
retaining the simplicity of a renewal proc
ess. 

2. The model introduces important be
havioral effects in a h'actable way and 
allows for the generality provided by 
phase dish'ibutions. 

It should be noted that the model can 
be further generalized in several ways. As 
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mentioned before, the single a parameter 
can be replaced by a sequence of param
eters to represent a reinforcement effect. 
In addition, one can increase the number 
of states (from "high" and "low"). This 
allows for more complex behavior. De
spite this added generality, I have re
tained the two-state model with no 
crimes in the low state. This reduces the 
number of parameters in the model. Cur
rently available data sets lack the size or 
detail needed to estimate a more complex 
model successfully. As better data sets 
become available, they can be used to 
extend the model. In fact, if the duration 
of the low state is sufficiently ShOlt, the 
two-state model is little different from a 
one-state model. The two-state model is 
beneficial when low periods are of at least 
moderate duration. 

Multiple Crime Types 

The previous model can be generalized 
to allow for multiple crime types. Such a 
generalization can be canied out in several 
ways. In this section I explore several pos
sibilities and anive at a final version of the 
model. Throughout this discussion, T de
notes the total number of clime types, 
which in tum are indexed by t. 

Crime-switch Models 

The simplest approach is to consider 
crime types as having no influence on the 
stochastic shucture described above. The 
dishibutions F and G, as well as the 
parameters q, a, and {3, are unchanged. 
Rathel', crime type serves only to label 
the crimes. This can be done by assuming 
T distinct types and inh'oducing a TxT 
Markov crime-switch-h'ansition mah'ix C 
= (cu), where Cu is the probability tl1at the 
offender, having last committed a crime 
of type i, will next commit a crime of type 
j. 

The Markov crime-switch approach is 
much used in stochastic models of the 
crime process. Moreover, it can be made 
more general by allowing arrest probabil
ities to depend on crime type. I do not 
pursue this approach any fUlther in this 
paper, however, for two reasons. First, 
one adds T(T - 1) parameters to the 
model through C while gaining only a 
little more explanatOlY power. Second, I 
prefer to pursue an altemate approach 
that enables one to deal better with the 
age effects, which are clear in crime 
data but are not yet incorporated in the 
model. 

Competing Risk Model 

An altemate approach to conshucting a 
multiple-crime-type model is to inh'o
duce a set of dish'ibutions of phase type 
F t, 1 ::5 t::5 T, where T is the number of 
crime types. Suppose that the individual 
commits a crime and stays in the high 
state or that the individual leaves the low 
state and enters the high state. We need 
to define the time until the next crime 
occurs. This can be done using a "com
peting risks" formulation. In this fOlmu
lation we imagine random vmiables Xt 

being drawn independently with distri
bution F t, 1 ::5 t ::5 T. Tho time until 
the next crime is given by X = 

min XI; the crime with the shOltest 
lSlsT 

time to its occurrence. The type of crime 
is given by the index t, which gives X. 
The family of phase dish'ibutions is well 
suited to this approach, since if each of 
the Xt has phase dish'ibutions, then X will 
also have a phase dish'ibution (see be
low). This version of the multiple-crime
type model is therefore essentially equiv
alent to the single-crime-type model with 
the exception that the distribution F be
longs to a special subset of the phase 
dish'ibutions, those that arise as mini
mums of other phase dish·ibutions. 
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The Final Version of the Model 

The competing-risk version of the mul
tiple-crime-type model leaves one issue 
unaddressed. In many criminal justice 
data sets pertaining to individual offend
ing, there is a pronounced age effect. 
Individuals seem to have high crime
commission rates as older juveniles or 
young adults, and those rates sharply di
minish at older ages. None of the models 
presented thus far addresses this issue. 
Indeed, a renewal-process model of crimes 
or an-ests would not allow for such an age 
effect. FOltunately, there appears to be a 
straightforward way to introduce such ef
fects, and this approach is supported 
somewhat by empirical evidence. Studies 
by Peterson and Braiker (1981) indicate 
that for a single crime type, there is no age 
effect. Rather, an individual commits a 
particular crime type in a time-stationary 
way (although in a clustered fashion, like 
that given by the two-state model), then at 
some time point in the career the individ
ual essentially stops committing that 
crime t.ype altogether. This process goes 
on independently for the T crime types 
(although some offenders specialize in a 
subset of these types). The individual has 
a set of active crime types. The time until 
the next crime (when the individual is in 
the high state) is taken to be the minimum 
of the times for the active crime types. As 
time progresses, the portion of the of~ 
fender's career involving crime type t 
will end, and so the set of active crime 
types decreases in size. As more crime 
types are eliminated, the time between 
crimf;s will naturally increase. This will, 
in turn, result in an age effect. 

The multiple crime type can be sum
marized. It consists of the following: 

«I a set of phase-type disb:ibutions, Ft, 

1. :5 t :5 T, 
e an initial set of active crime types 

A C {I, ... , T}, 

• an an-est probability for crime type t, 
ql> 1 :5 t:5 T, 

• a state-switching probability a, 
e a crime type t tern1ination probabil

ity, {3t> 1. :5 t :5 T, and 
III a phase-type distribution G, denoting 

the length of the low period. 

Note that a and G could be allowed to be 
crime-type dependent, as well. 

An intuitive description of the criminal 
career is as follows. The individual be
gins his or her career with a set of active 
crime types A. Each crime type has a 
disb"ibution associated with it. LetXt, 1. :5 

t :5 T represent random variables, where 
Xt has distribution Ft. The time until the 
next crime is given by mintEAXt, and the 
type of that crime is given by the index 
associated with the minimum. When a 
crime of type t is committed, with proba
bility f3t, that crime type is removed from 
the active set A. With probability 1. - f3t, 
this crime type is kept in A. With proba
bility qt the individual is an-ested, and 
with probability a the individual 
switches to the low state. After a period 
having distribution G, he moves back to 
the high state. The process continues in 
the same fashion, except that over time 
the active set A will be reduced in size. 
When A becomes empty, the career is 
ended. As A becomes smaller, the times 
between crimes (and hence an-ests) will 
increase. This will produce an age effect. 
(One could allow A to increase in size, 
i.e., new crime types to be added. I do not 
consider such a possibility in this paper.) 

In the next section, I discuss the hier
archical version of the model and the 
addition of covariates. It is clear that, at 
any point in time, the decision to termi
nate a crime type, to drop the low state, to 
adjust the arrest probability, and so on 
will be influenced by covariates, such as 
drug use or employment status. The basic 
model described above can be enhanced 
to allow such considerations. 
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Hierarchical Versions of the New 
Model 

The model developed above does not 
build in any population heterogeneity. It 
is impOltant to include this, and it can be 
done in two ways: 

1. by allowing the model to depend on 
covariates and 

2. by using a hierarchical model that 
assumes that the distributions governing 
the individual crime and arrest processes 
contain random parameters. 

Both approaches will be used here. It 
will be assumed that each of the parame
ters is random and that they are jointIy 
sampled from a joint dish·ibution. More
over, this joint dish'ibution can depend on 
covariates. 

A large number of parameters have 
been introduced into this model of the 
criminal career. These include F t, qt, (3t, 
1 :5 t :5 T, a, G, and A. The distributions 
Ft and G are of phase type and so have 
paramehic representations ('Yt, Rt) and (8, 
$). One can consider drawing ('Yt, Rt), (8, 
S), qt, (3t, a, and A jointIy from some 
superpopulation. This would allow for an 
arbitrarily large amount of dependency 
among tile parameters. For example, the 
distributions associated with the times 
between burglary and robbelY might be 
highly positively correlated. Nevelthe
less, given the data sets currentIy avail
able, it seems most reasonable to simplify 
the model as much as possible; it can be 
expanded when more detailed data sets 
are available. One simplification would 
be to consider F and G to have general
ized gamma dish'ibutions. This would re
place ('Yt, Rt) by T sets of parameters (nt, 
rlt, "', r n,t) corresponding to the param
eters of the exponentials that will be con
volved to form tile generalized gamma 
dish'ibution. A similar reduction could be 
made for G. Indeed, it seems reasonable 
to reduce even fUlther to a gamma dish'i-

bution. One could consider F t to be a 
gamma ('Yt> At) and G to be gamma (8, a). 
The number of parameters would be dra
matically reduced. If this family does not 
fit sufficientIy, the models could be easily 
expanded to enhance the fit. 

One will still want to model some de
pendencies among the parameters. One 
will expect the random vectors ('Y1, AI), 
., ., ( 'Yr, Ar) to be correlated. Indeed, the 
parameter set A (which is a set denoting 
tile initial crime types) offers many in
h'iguing possibilities. One can create spe
cialist offenders or generalists or both. 
Such offenders may have in their initial 
set A only property crimes, only violent 
crimes, or some offense mixture. More
over, the initial active set may well be 
correlated with the parameters that gov
ern Ft. The hierarchical approach thus 
offers a natural way to build in dependen
cies among the fundamental parameters 
while still retaining a relatively simpli
fied individual career sh'ucture. As more 
data are gathered, these dependencies 
can be explored more fully. 

It is useful to include covariates in the 
superpopulation distribution. Two broad 
classes of covariates should be distin
guished. First are the historical covari
ates, i.e., those that are fixed at the start of 
the career and remain unchanged 
tIlroughout tile career. For adult offend
ers, these might include variables such as 
sex, race, juvenile record, and age of first 
juvenile offense. A second class of 
covariates are "dynamic," i.e., variables 
that can change WitIl time. These might 
include employment status, dmg use, and 
arrest record. It is velY desirable to in
clude both classes of covariates in the 
model; however, some care is required. 
Under the current fOlIDulation, tile ran
dom parameters are selected indepen
dently by each individual once at the stmt 
of the career and are then fixed forever. 
Consequently, the group of historical 
covariates could influence the choice of 
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those parameters. The group of dynamic 
covruiates, however, cannot be used in 
this fashion. This second group can be 
entered only by modifYing the stochastic 
suucture of the model. 

It seems that F t, G, A, IX, and f3t are the 
most important parameters to allow to 
have a dependence on covariates. Fur
thermore, A is chosen at the start of the 
career and can be influenced only by 
historical covariates. There ru'e surely fac
tors in an individual's past that influence 
whether he will ever engage in a partic
ular crime type. It follows that any disui
bution for A should involve some histor
ical covariates. Marginally, A will be 
chosen from a probability disu'ibution 
over the subsets of {I, .. " T} that de
pends on X, a vector of covariates. 

The times between crimes of any par
ticular type, the length of time in the low 
period, and the probability of eliminating 
a particular crime type are much more 
likely to depend on dynamic covariates 
than historical ones. For example, if the 
individual is currently "on drugs," one 
would expect fi:equent crimes and shorter 
low periods. If, on the other hand, the 
individual is employed, one should ex
pect longer times between climes. Other 
covariates may well also be influential. 

Let us consider a very simple example 
of how covariates might be included in 
tlle dynamic model. Suppose Z(a) is a 
vector of covariates that includes both 
historical and dynamic covariates for an 
individual of age a. We assume that F t has 
a gamma ('Yt, At, eZ(a)bl), 1 :5 t :5 T disu'i
bution, where Z and b I conform, and a is 
tlle age at which the current crime was 
committed. In this model the unknown 
coefficients hI are the same for each crime 
type. We assume that a crime of type t, 
committed by a person of age a, leads to 
an arrest Witll probability qteZ(a)b2. The 
probability that an individual who Com
mits a crime of type t at age a will drop 
this crime from his active set is given by 
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f3teZ(1I)b3. The probability that such an in
dividual switches to a low period is given 
by IX eZ<lI)bl. The low-period duration has a 
grunma (8, aeZ(lI)bs) disu·ibution. The pa
rameters 'Yt, At, qt, f3t, IX, 8, and (J' are 
random and are drawn jointly from a 
supel-population. The vectors b I , .. " b5 
are unknown and must be estimated fi'om 
data. 

It should be noted that tlle model is 
appropriate when crimes (as opposed to 
arrests) are observable. In this case the 
likelihood function can be written and 
the parameters estimated. Prisoner self
repolt data are an approximation to such a 
data set. If, however, one has access only 
to arrest data for individuals, one cannot 
consu'uct tlle likelihood function. In this 
instance one should stmt with a different, 
reduced model. Recall that the times be
tween arrests will still be of phase type; 
however, rather than computing tllis in 
telTIlS of tlle various parameters, it is sim
plest to model it directly as being of 
phase type Witll its own set of parameters. 
This will eliminate IX and G from tlle 
model and cause Ft to be redefined as a 
time to arrest for crime type t ratller than 
a time to the next crime of a given type.5 

The approach to modeling criminal ca
reers in this paper is somewhat related to 
the work of Flinn and Heckman (1982a, 
b, 1983). In the context of a criminal 
career as opposed to a more u'aditional 
labor career, this approach would define 
the time between crimes (or perhaps ar
rests) in terms of the hazard function. 
Suppose, for example, tllat the last crime 
occurred at time T, and we want to con
structthe disu'ibution of the time until tlle 
next crime. Let X represent this inter
event random variable. The hazard fll11c
tion is defined to be 

5With only arrest data, the parameters in the full 
model are not fully identified. This reduction helps 
to identify the model. The notion of an active crime 
set and dropout probability is still present. 
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P(t ::;; X ::;; t + Alx ::::: t) 
h(t) = lim . 

£'1->0 A 

Knowledge of the hazard function is 
equivalent to knowledge of the dish'ibu
tion. Flinn and Heckman allow the haz
ard function to have a general parameh'ic 
fonn that depends on covariates and ran
dom quantities. This fonn is 

h(t) = exp[Z(t + r)/3 + 'Yltkl 

+ '}'2 tkz + V(t + r)], 

where k2 > kl ;:::: 0, Z(t + r) is a vector of 
covariates cOlTesponding to time r + t, /3 
is a vector of coefficients, and V(t + r) is 
reshicted to being stationalY, i.e., V(t + r) 
= V. This fOlmulation can allow for the 
ith individual to have a hazard function 
hi(t) with associated covariates Zi and 
unobserved variables Vi. In addition, the 
fonn can be generalized to a multistate, 
multispell fOlmulation. 

There may be some advantage to pa
rameterizing the hazard function rather 
than the distribution if the covariates are 
rapidly changing. In the case of criminal 
careers, the time between crimes is rela
tively small compared with the change in 
covariates and so there is little gain in 
modeling the hazard function. Moreover, 
the class of phase dish'ibutions used in 
this paper is velY versatile and capable of 
modeling any positive dish'ibution. Nev
ertheless, the two approaches naturally 
complement each other and perhaps can 
be successfully combined. 

PARAMETER ESTIMATION 

This section addresses the problem of 
parameter estimation for the hierarchical 
models developed in this paper. The sta
tistical literature on the estimation of hi
erarchical models and the empirical 
Bayes approach is quite large and rapidly 
growing. For reviews of this literature, 
see Deely and Lindley (1981), Dempster, 

Rubin, and Tsutakawa (1981), Copas 
(1983), and MOlTis (1983). Only the basic 
approach is described here. 

The Formulation 

Suppose there are n individual offend
ers. Each individual selects a vector of 
parameters 0 from a distribution pat'ame
terized by an unknown parameter cfJ, 
g(OlcfJ). Conditional on the value of 0, the 
ith individual undertakes a criminal ca
reer, {Xi 0" s ::::: OJ. We assume that Xi is 
defined in such a way that it is observ
able. We can therefore observe {Xio" 1 ::;; i 
::;; n}, and we seek to estimate Oi, 1 ::;; i :5 

n, and cfJ, the parameter of the superpop
ulation distribution. The parameter cfJ is 
impOltant, because it characterizes the 
offender population. The individual Oi pa
rameters characterize the behavior of the 
ith individual and can be used to help 
predict future behavior of that individual. 
If cfJ were known, only X i

O, would be 
useful in estimating Oi. This leads to the 
shrinkage estimators mentioned above. 

The problem as stated fits comfortably 
in the empirical Bayes framework. There 
are a number of approaches to the estima
tion problem. The focus here is on only 
likelihood-based methods, although 
other approaches, such as methods of mo
ments, could well be used. Three basic 
approaches are considered: 

1. a full Bayesian approach, 
2. an empirical Bayes approach, and 
3. a simultaneous-likelihood approach. 

The Full Bayesian Approach 

The full Bayesian program is sh'aight
fOlward. One h'eats cfJ as an unknown and 
hence as having a probability distribu
tion, prior dish'ibution, f(cfJ). The prior 
joint distribution of cfJ and OJ, 1 ::;; i ::;; n is 
given by f(cfJ)ITll = l[g(OilcfJ)], since 01, ... , 
0/1 are conditionally independent given cfJ. 
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One must calculate the posterior joint 
dishibution of cp and OJ, 1:5 i :5 n given Xi, 
1 :5 i :5 n. This calculation may involve 
significant numerical integration. Once 
the posterior dish'ibution has been calcu
lated, it can be used to estimate any of the 
parameters or to predict future values of 
XI, 1 :5 i :5 n. The reader should consult 
Deely and Lindley (1981) for details and 
examples. 

It seems generally difficult to deter
mine f(cp) accurately, say by elicitation. 
Fortunately, for many criminal justice 
data sets, n can be velY large. If this is the 
case, the prior distribution of cp,f( cp), will 
have very little influence on the esti
mates. It will be dominated by the data. 
One can, therefore, select a prior distribu
tion that maximizes computational conve
nience, say by picking a conjugate prior 
dish'ibution if one exists. Far more care is 
required if n i" c;mall. 

The Empirical Bayes Approach 

Mon-is (1983) discusses the empirical 
Bayes approach and includes many cita
tions tor the use of this methodology. The 
general approach in this instance is to 
proceed in two steps. First, one integrates 
out the conditional distribution of 0 given 
cp to find the conditional dish'ibution of 
each Xi given cp. The data Xi, 1 :5 i :5 n, are 
then used to estimate cp. This is typically 
done using maximum-likelihood estima
tion, although one could follow Deely 
and Lindley (1981) in using Bayesian 
estimation. In addition, the method of 
moments is often velY convenient; how
ever, its small sample behavior is un
clear. Notice that all.the data are U&ed to 
estimate cp, and this will result in an 
estimate cPo It remains to estimate the 
individual Oi parameters. This is done 
using likelihood methods by assuming Oi 
has distribution g(~cP) and using Xi as 
data .. Again a choice of methods is possi-

ble, but the Bayes approach using the 
posterior distribution of 0 given cP and Xi 
is preferable. 

The Simultaneous-Likelihood 
Approach 

A third approach is the simultaneous
likelihood approach. This approach is 
very unreliable and should be ignored 
because it can produce inconsistent esti
mators. It entails writing the joint likeli
hood of OJ and Xi 0,' This function is then 
simultaneously maximized over cp and OJ, 
1 :5 i :5 n. The method is unreliable, in 
palt because the number of parameters 
grows with the number of observations. 
This situation is one in which the maxi
mum-likelihood method may pelfOlID in 
an undesirable fashion. Such behavior is 
shown in the examples below. 

Some Simple Examples 

The following example is designed to 
illustrate the ideas developed in the pre
vious three sections. The example is 
based on the simplest model of a criminal 
career, given in the discussion of the 
Poisson process above. 

Assume that each of n individual of
fenders is arrested according to a Poisson 
process with parameter O. In addition, the 
n values of 0 are drawn independently 
from a gamma (a, (3) distribution. The 
shape parameter a is known, but tlle scale 
parameter f3 is unknown. The individual 
Poisson processes are observed over an 
interval of lengtll L. By sufficiency and 
the memoryless propedy, we merely need 
to l!onsider the total number of arrests over 
this time intelval. We denote tllis quantity 
by Xj. Conditional on OJ, Xj has a Poisson 
dishibution with mean OjL. 

We can calculate the conditional dish'i
bution of Xi given f3 by integrating out the 
parameter OJ: This results in 
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P(Xi = X;/,8) = r(a + Xi) (_,8_)0! 
r(a)r(Xi + 1) ,8 + L 

( 
L )Xi 

,8 +L ,Xi = 0, 1, 2, ... , 

a negative binomial dish'ibution. Again a 
and L are known. 

The Full Bayesian Approach 

In this approach a prior distribution for 
,8 is inh'oduced. The most convenient 
choice is to introduce the conjugate prior 
distribution for the negative binomial dis
hibution, the beta distribution. We let 
,8/(,8 + L) have a beta (a, b) prior distribu
tion. Th~ full hierarchical model then 
becomes: 

• ,8!(,8 + L) has a beta (a, b) distribu
tion, 

• Uh, .. " On)!,8 are independent with 
gamma (a, ,8) distribution, 

• XI, ... , Xn!O, ,8 are independent and 
Xi has a;Poisson (OiL) dish'ibution. 

One now wishes to find the posterior 
joint distribution of,8 and 01. ... , On given 
Xl, ... , Xn• This can be easily can'ied 
out, and we find 

8 ,8/(,8 + L)!XI, , , . , Xn has a beta (a + 
n 

na, b + 2: Xi), and 
i';' 1 

., Or, .. " On!,8, Xl, ... , Xn are condi
tionally independent with gamma (a + 
X/, ,8 + L) dish'ibution. 

One can now consh'uct Bayes estimates 
of the parameters. This requires the intro
duction of a loss function. For simplicity, 
consider nonsimultaneous estimation of 
the parameters based on the conditional 
mean. This would result in 

h L(a + na) 
,8 = --.:--~-

n 

b + 2: Xi - 1 
i = 1 

n 

e, = a + Xi . ( b + i~l Xi ) 
I Ln' 

a + na + b + 2: Xi 
i = 1 

For large n, these estimates are given 
approximately by 

~ = LaIx, 

e. = (a + x;)("x) 
I L(a + x) . 

Note that the estimate of OJ involves all 
the data. In addition, for large n, the 
choice of plioI' parameters (a, b) becomes 
immaterial. 

Empirical Bayes Approach 

The first step of this approach is to 
estimate,8 after integrating out O. We h'eat 
Xl, .. , Xn!,8 as being i.i.d. with negative 
binomial distribution. The maximum 
likelihood estimate is r3 = aLii, the same 
as the limiting version of the Bayes esti
mate of,8. 

To find the estimate of each 0;, we h'eat 
the following problem: 

III OJ has gamma (a, aLii) distribution, 
and 

o Xi!Oj has Poisson (OiL) distribution . 

One can then find the posterior dish'i
bution of Oi!Xj to be a gamma (a + Xj, L + 
aUK) distribution. The Bayes estimator 
would then be given by 

h (a + x;)x 
O· = 

I L(a + x) , 

which is again identical to the limiting 
fOlm of the Bayes estimate. 
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The Simultaneous-Likelihood 
Approach 

This method involves writing a simul
taneous likelihood, including that of the 
()i and Xi, 1 :::;; i :::;; n. One then maximizes 
over ()/ and f3. The log-likelihood is given 
by 

constant + nalogf3 + ~ (a + Xi - 1) 

10gOi - (f3 + L)~ ()i • 

The likelihood equations are 

a+Xi -l 
()i= ----

f3+L 

and 

~ ()i = naJ f3. 

These can be simultaneously solved to 
give 

and 

• aL 
f3 = ::::--1 ' x-

a + Xi - 1 
ei = ~ + L 

This estimate of f3 can be negative and 
even if positive is inconsistent. The point 
of this example is to give a simple illus
tration of a situation in which the method 
gives an unreasonable estimate. In other 
cases the method of maximum likelihood 
may not even provide an answer because 
infinite likelihood can be generated at 
some boundary of the parameter space. 

In summruy, either the full Bayes or 
empirical Bayes method should be used, 
if possible. The simultaneous-likelihood 
method should be avoided. 

PHASE DISTRIBUTIONS 

This section is intended to introduce 
the class of phase distributions and to list 

several properties of this class. These 
distributions have recently been redis
covered and extensively developed by 
Neuts (1981). The reader should consult 
this text for a complete treatment. 

Only continuous time phase distribu
tions are considered here. These distribu
tions arise naturally in the context of con
tinuous time Markov chains. A phase 
distribution arises as the amount of time it 
takes such a Markov chain to first reach a 
designated state in its state space. Con
sider a continuous time Markov chain 
with state space {I, 2, ... , m + I} and 
infinitesimal generator: 

Q = (qif) with qu < 0, qif ;::: ° 

and 

if i =!= j, ~ qif = 0, 
j 

qm+l i = 0, i :::;; m + 1. 
, > 

For the given assumptions about the 
qifs, it follows that state m + 1 is an 
absorbing state. For any other state i, tlle 
chain is held in the state for an exponen
tial period of time with mean 1/( -qu). 
One must also introduce an initial distri
bution, P = (PI, ... ,Pm+l)' The chain is 
started in a state selected at random from 
the dish'ibution p. Once tlle initial state is 
selected, the chain evolves according to 
Q. Eventually, the chain will reach state 
m + 1, and this is called the hitting time 
of state m + 1. This hitting time has a 
phase distribution with representation (p, 
QQ). Given this description, one can see 
that the (m + 1) x (m + 1) matrix Q has 
a block form given by 

where Qo is m X m. 
One problem with any parocular phase 

distribution may be that the (p, Qo) rep-
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resentation is not unique. This point is 
addressed in Neuts (1981). 

rhe following facts about phase distri
butions are useful. 

1. A phase dishibution puts mass Pm + 1 

on 0 and has density poexp(xQo)Ql on 
(0,00), where P = (Po, Pm + 1)' 

2. The Laplace-Stielges transfonn of 
the dishibution is given by 

1Jr (s) = Pm+l + p(sl - QO)-1 Ql 

for Re(s) ;;:: O. 

3. The nth moment of the dish'ibution 
is given by 

f.Ln = (-I)n n! (pQo -Item), 

where em = (1, ... , 1) and is 1 X 111. 

4. Suppose F and G are phase dish'ibu
tions with orders m and n and represen
tations (p, Qo) and (r, S), respectively. The 
convolution F *G is also a phase dish'ibu
tion with representation 

where QIRI is the 1n X n matrix with 
elements QUfj, for 1 :s i :s 111 and 1 :s j :s 
n. 

5. If one considers a renewal process 
with phase distribution F goveming the 
times between events, the equilibrium 
forward and backward recurrence time 
disb.'ibutions are also phase distributions 
with modified initial vector.6 This prop
erty is useful for correcting biases in data 
sets in which sampling is not random but 
rather is length biased (see next section). 

6. The family of phase distributions is 
also closed under the operations of "max
imum" and "minimum." Suppose X and 
Y are independent random vmiables with 

GSee Neuts (1981:52) for the exact representa
tions and p. 63 for a discussion of special properties 
of renewal processes govemed by phase distribu
tions. 

phase distIibutions given by F and G. 
Then the dish'ibution H1(t) = F(t)G(t) 
corresponding to max (X, Y) and H2(t) = 1 
- [1 - F(t)][1 - G(t)] corresponding to 
min (X, Y) are both of phase type (see 
Neuts, 1981:60). This property is useful 
for conshucting a competing-risk model 
of the times between crimes for multiple 
crime types, as was used above. 

The class of phase distributions is VelY 

large and explicitly contains a number of 
impOltant parameb'ic families. In particu
lar, the exponential, gamma, and general
ized gamma dish'ibutions are of phase 
type. They can be obtained by setting 
/-LI, i + 1 = -/-Lu and PI = 1. The dish'ibu
tion is tllen a sum of 111 exponential ran
dom variables with possibly different pa
rameter values. The hyperexponential 
can be obtained by setting /-Li,m+ 1 = -/-Li/, 
and more complex mixtures can be ob
tained similarly. The class of phase dishi
butions can be used to approximate any 
nonnegative continuous dish'ibution. A 
construction is given by Kelly (1979). In
deed the class of generalized gamma den
sities alone is dense in the family of 
nonnegative continuous dish'ibutions. 
This result is useful, since the class is 
smaller and easier to handle than others. 

Finally, note that the class of phase 
dish'ibutions is ideal for stochastic mod
eling. If one models some time (such as 
a recidivism time) as having a phase dis
h'ibution, by augmenting the state space 
with a single variable (which denotes the 
current phase) the model will retain a 
Markov structure, if it had one originally, 
This allows one to stay within a tractable 
family of models, while inh'oducing the 
flexibility of being able to approximate 
any nonnegative probability dish'ibution. 

CORRECTING BIASES IN SAMPLES 

This section addresses the problem of 
biases in data sets tllat arise from 
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nonrandom sampling from the offender 
population.1 The hierarchical-model ap
proach can be used to understand quan
titatively the nature of the bias and there
fore to COlTect for it. Several specific 
situations are considered in this section: 

1. biases arising fromrestrictillg atten
tion to offenders with at least one offense 
in.a «window period," 

2. biases that arise in self-report data in 
which the sample is restricted to a prison 
population, and 

3. biases that arise from estimating an 
individual crime rate from an individual 
record of a person who is caught in the 
midst of a period of high activity, so the 
estimates are biased upward. 

Window Arrest Data Sets 

Consider a general, delayed-renewal 
process with initial distribution G and 
general distribution F. Consequently, 
starting at time 0, the first event in the 
process occurs according to ilie distribu
tion G, while all subsequent interevent 
distributions occur according to F. In ilie 
setting of a hierarchical model, we allow 
F and G to depend on parameters, and 
these parameters have some distribution 
given by cdf H and density h. 

Suppose we select an individual at ran
dom from among the population of indi
viduals who have an atTest in [t,t + 8]. 
That is, we restrict our sampling to indi
viduals having this "window arrest" 
property. An offender satisfying this win
dow-atTest criterion will typically have 
more arrests than an individual randomly 
selected from the general oflEmder popu-

7Professor A. Goldberger has pointed out to me 
that t.1-jere is an extensive literature on correcting 
biases in samples in the educational psychology, 
economics, and evaluation research literature. This 
is treated under the rubric of selectivity bias, 
nonequivalent groups, and quasi-experiments. 
None of these, however; addresses the stochastic
process aspects dealt with in this paper. 

lation. The sampling plan thus is biased 
in favor of offenders with higher crime 
and alTest rates. If no adjustment is made, 
we 1Nill generate overestimates of crime 
rates, alTest rates, and the parameters of 
the superpopulation. It is; however, 
straightforward to correct the likelihood 
function to account for the bias in the 
window-arrest sampling procedure. We 
begin by calculating ilie likelihood of a 
criterion anest in [t,t + 8]. 

Let us take, first, the standard renewal 
theoretic case, where F = C. Define 

p(t) = P [renewal event occurs in 
(t,t + 8)], t ~ 0. 

The function p(t) gives the probability an 
offender has a criterion alTest in the spec
ified window [t,t + 8], 

By conditioning on the time of the first 
event, we can write an integral equation 
for p(t),8 

p(t) = F(t + 8) - F(t) 

+ J: p(t - x)dF(x). 

This equation can be solved (see Kat'lin 
and Taylor, 1975: 184) to find 

p(t) "'" F(t + 8) - F(t) 

+ J: [F(s + 8) - F(s)]dM(s), 

where M(t) = 2F(*n)(t) is llie renewal 
function. The quantity p(t) is thus deter
mined completely by the cdf F. 

The expression is somewhat difficult to 
interpret, because there are two . vari
ables, t and S, in addition to F. Some 
insight can be gained by considering the 
behavior of p(t) for large t. As t ~ 00, one 
can apply the key renewal theorem to 
find p(t) -7 p, where 

Bl\':ote that pet) is also a function of 8 but that it is 
ignored in the notation. 
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p = r\,[F(t + 8) -, F(t)]dt 

)0 m 

. and" 

m = (00 xdF(x) = f"" [1 - F(x)]dx 
)0 0 

is the mean time between events. 
Some simple algebra allows us to com

pute 

P = fll [1 - F(t)] dt. 
o m 

The integTand is itself a density func
tion. It represents the equilibrium back
ward or forward recurrence time dish'ibu
tions associated with F. The factor p, 
when treated as a function of 8, is a cdf. It 
begins atO and increases monotonically 
to 1 as 8 increases to 00. For vel')' small 
values of 8, P is approximately given by 
81m, while for large values it is 11eatly 
1. This is quite reasonable, sinqe as the 
window size 8 is increased, more and more 
individuals in the PQPulaticm can be 
included~ ~nd the window effect is re
d\ICed. 

We ate interested in the behavior of 
p(t) for all values of t, not just the asymp
totic bAhavior. The reason that p(t) varies 
with t is that we have an initial condition, 
namely, that an event occurs at time 0. It 
takes some time for the effect of this 
condition to wear off and fol' equilibrium 
to be approached. If we begin with the 
renewal process in equilibrium, then p(t) 
will no longer depend on t. 

We can also achieve equilibrium by 
using a delayed renewal process formula-

1 - F(t) 
tion with G'(t) = -_ .. -=''-. Thel'e are 

m 
two relevant integral equations. Let PDU) 
be the probability of a critet'ion atTest in 
the window [t,t + 8] for the (F,G) delayed 
formulatwn, while p(t) is the same quan
tity for the standard (F,F) formulation. 

C0nditioning on the time of the first event 
(if any) gives 

PD(t) = G(t + 8) - G(t) 

+ 1: p(t - x)dG(x), 

p(t) = F(t + 8) - F(t) 

+ J: p(t - x)dF(x). 

The second equation was solved earlier, 
and the resulting p(t) can be substituted 
jnto the first to find PD(t). We take G'(t) == 
[1 - F(t)]lm and do extensive algebra to 
find 

Jo
ll 

[1 - F(u)]du 

fJD(t) = =--=----
m 

which is independent of t. 

t> 0, 

The expression for PD(t) can be used as 
a correction factor for the likelihood func
tion. A given individual will have a crim
inal record that provides an enumeration 
of arrests that occurred prior to the win
dow [t,t + 8], as well as those that oc
curred within the window. There will, of 
course, be at least one arrest within the 
window. The likelihood function will be 
conshucted by multiplying the densities 
for the observed inter-event times; how
ever, it must be modified to account for 
the presence of at least one event in [t,t + 
8]. This entails a division of the likelihood 
by PD(t). 

Vie can consider the effect of this factor 
PD(t) on the posterior dish'ibution of the 
parameters of the superpopulation. The 
posterior distribution will be propor
tioned to h«())LlpD(t), where h«()) is the 
prior density of the superpopulation and 
L represents the likelihood function. 

An informative special case occurs 
when 8 is small so that PD(t) is approxi-
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mately 81m. The posterior distribution of 
(J is propOltional to h((J)rnLl8 or h((J)rnL. 
The exh'a factor m accounts for the sam
pling bias and weights the distribution 
more in favor of larger values of (J. 

An example will help to illustrate the 
utility of this calculation. Suppose the 
arrest process is Poisson with parameter 
A, and A is h'eated as a random variable 
with dish'ibution h. If we resh'ict atten
tion to individuals with an arrest in [t,t + 
8J for small 8, the posterior dish'ibution of 
A when con-ected for this sampling plan 
will contain an exh'a factor of l/A (since m 
= 1IA). This will tend to reduce the 
weight on large A and counteracts the 
attificially inflated likelihood, For exam
ple, suppose the prior were to have a 
gamma (a,{3) distribution. The posterior 
would be corrected to a gamma (ex - I,m 
dish'ibution and then used with the like
lihood function, which has been inflated 
by the required window arrests. This cor
rection is closely Telated to the length
biased sampling phenomenon of renewal 
theOlY. This posterior representation al
lows one to correct for the biases intro
duced by using only individuals with an 
atTest in the particular time window. 

As 8 incTeases, the size of the biasing 
effect is reduced, and, assuming an equi
librium fOlmulation is measured by US [1 
~ F(x)]dx}hn for any 8. For large 8, this 
factor is neat' 1. 

Biases in Samples of Prisoners 

Two other biases can arise in sampling 
and analyzing criminal justice data sets 
involving prisoners. First, individuals are 
generally sentenced to prison as a result 
of a high frequency of offenses. Individu
als with a high observed offense rate are 
much more likely to be imprisoned than 
comparable individuals with a lesser ob
senTed offense rate. Since individuals 
with high propensities to commit crimes 
will in general have high empirical of-

fense rates, this group can be expected to 
be overrepresented in prison popula
tions. Data drawn from prisoners are, 
therefore, not representative of the of
fender population. A hierarchical model 
can, however, help to understand and 
con-ect for this bias. 

A second issue concems the stochastic 
nature of the crime process. Imagine two 
individuals with the same crime-com
mitting propensity but different sample 
paths. The individual with the higher 
empirical fi'equency of offenses is more 
likely to be caught and sentenced. One 
may infer a higher crime rate for this 
individual than is actually appropriate, 
since indiv" \'als tend to be caught after a 
spurt of achvlty. 

This second type of bias has been the 
subject of a recent lively debate. The 
controversy has been fueled by a paper of 
Maltz and Pollack (1980), which chal
lenges the results of Murray and Cox 
(1979). The controversy centers on the 
evaluation of certain h'eahnent programs 
for juveniles. It was noted empirically 
that juveniles selected for certain h'eat
ment programs exhibited a steep rise in 
the rate of police contact per unit time 
before admission. Surprisingly, these ju
veniles then exhibited a substantially di
minished contact rate after admission to 
the program. The sh'ong drop in contact 
rate after admission to the program has 
been called a "suppression effect" and 
was ath'ibuted by Murray and Cox solely 
to the success of the program. 

This positive interpretation has been 
challenged by Maltz and Pollack (1980). 
They argue that the results could have 
been an artifact of a decision rule used by 
judges. Specifically, Maltz and Pollack 
assume that all individuals have the same 
value of A. They posit a selection rule 
whereby an individual is placed in a 
treatment program at a time t-provided 
he experiences a contact at t and has at 
least k other contacts in the last T time 
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units. At the time an individual is placed 
in a program, he will exhibit a contact
rate significantly higher tllan A (of course, 
tlns depends on A and k). If T is taken to 
be random with some appropriate dish'i
bution, the theoretical contact-rate curve 
matches the data velY well. This is done 
under the assumption of a common A. The 
judicial decision lUle produces the effect, 
not the treatment program. Once individ
uals are placed in tlle program, the rate 
returns to its normal, lower value. 

The impact of tlle work of Maltz and 
Pollack was reduced by Tierney (1983), 
who pointed out an error in their analysis. 
They had, in fact, not cOlTectly calculated 
tlle theoretical contact rate prior to assign
ment to the program. No firm conclusions 
have been reached by any of the authors. 
A recent paper by Pollack and Farrell 
(1984) added svme limited insight into 
tlle analysis but did not help to interpret 
tllese data. 

It is very reasonable to assume in both 
a juvenile and an adult context that sen
tencing is based on the type of crime 
committed, the number of crimes com
mitted, and the recent crime-committing 
behavior. If an individual has committed 
tlll'ee crimes, he might or might not be 
sentenced to prison. If the tlU'ee crimes 
were bunched near each other, commit
ment to prison is much more likely than if 
tlle previous crimes were committed over 
a long period. The decision rule articu
lated by Maltz and Pollack (1980) is quite 
reasonnble. However, Maltz and Pollack 
and Tierney should have paid much 
closer attention than they did to the time 
at which the crimes were committed. 
Suppose we assume an individual begins 
the crime process at age 12 and is sen
tenced according to the Maltz and Pollack 
lUle for some values of T and ,(. For a 
given value of A, we can compute the 
dish'ibution of the time (age) T at which 
the individual will first be sentenced. 
Clearly a large value of A tends to result in 

small T, since the offender commits 
crimes at a high rate. Conversely, if we 
observe T and attempt to infer A, a large T 
tends to be associated with a small A. 
There is information about A in T; how
ever, Maltz and Pollack and Tierney ig
nore tllis infcnmation by putting all indi
viduals on a common time scale with time 
o representing the time of admission to 
the h'eahnent program regardless of the 
actual age of the individual. 

The inclusion of tlle time random vari
able can help to correct biases. Let us 
assume an individual begins a contact 
process at time O. This might be age 12 for 
juveniles or age 18 for adults. Assume that 
contacts occur according to a Poisson 
process. We imagine that sentencing oc
curs at the time of the first contact having 
the property that there are also k other 
contacts within T units of time. We now 
compute the density function associated 
with the time of the sentencing event. 

We assume the Poisson process has 
parameter c. This refers to the contact 
process in the juvenile context or tlle 
parameter of the exponential times be
tween convictions in an adult case. We 
wish to make inferences about c. 

For clarity, we adopt a simple assump
tion concerning the sentencing lUle. We 
assume that sentencing-

c never occurs on the first contact, 
" occurs on the second contact only if 

the first was within the prior T time units, 
and 

" always occurs on the third contact, if 
not before. 

This lUle is reasonable, is in the spirit 
of Maltz and Pollack, and can be ex
tended to more complex versions. Unlike 
the problems encountered in Pollack and 
Farrell (1984), calculations can be carried 
out for more complicated versions of this 
rule. First, we assume that individuals 
have drawn their rate parameter c at ran
dom from a parent distribution h(c). We 
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focus on the group of individuals (in ei
ther the juvenile or adult context) who 
receive a first sentence and note the value 
of T for each. Notice that our data set i~ 
restricted to those who receive a sen
tence. This means that we will have a 
much greater likelihood of selecting a 
high 0 individual than a low 0 individual. 
Interestingly, the presence of the value of 
T will have a modifYing influence. If Tis 
small, the value of 0 is even more likely to 
be large, since the offender was sen
tenced at the beginning of the career. If T 
is moderate to lEn'ge, we should find that c 
is only slightly elevated. The individual 
was sentenced, but it took a long time to 
meet the critel'ia. If T is large, 0 should be 
small, since only low-rate offenders can 
avoid sentencing for a prolonged time 
period under this sentencing rule. We 
can quantifY these hetlristic comments by 
computing the density of T given C,!T(t). 
There are two caSes to consider. 

In tlle first case t ~ T, sentencing would 
occur on the second offense in (O,T). The 
time to the second offense has a gamma 
(2,0) density, so the density has the form 
02te-ct, ° < t < T. . 

After T, sentellcing can oectn' in two 
ways. First, ifTI is the time of the first arrest 
and T2 is the time of tlle second arl'est, 
incarceration will OcCllt ifT2 - Tl ~ T, i.e., 
if tlle individual falls into the window. 
Here T2 = t, Second, if T2 - TI > T, tlle 
individual does notfall in the Window, and 
sentencing will occut' on the tllird atTest. 

Suppose that al'rests form a renewal 
prOcess with interevent del1sity f [in this 
example, we assume f is exponential (0)]. 
For t > T, the density of the time T at 
which the contact or conviction leading to 
sentencing occurs has denSity 

f-J,t) = I' f(s)f(t - s)ds + r -7 f(s) 
1-7 Jo 

. J' f(tt - s) f(t - u)du ds. 
S+7 

One can see tllat the heuristics men
tioned earlier do indeed hold. For exam
ple, if 0 has a prior gamma (a, f3) distribu
tion, the posterior distribution of 0 after 
observing T ::;:: t would be a gamma (a + 
2; f3 + t) distribution if t ~ T. If t > T, 0 has 
a posterior distribution given by a mix
ture of gamma distributions, specifically 
with probability p :::: T/{T + (a + 2)(t -
T)2/[2(f3 + t)]), it is gamma (a + 2, f3 + t), 
and with complementary probability 1 -
p it is gamma (a + 3, (3 + t). The posterior 
mean, E(oIT = t), is given by 

a+2 
E(oIT = t) = -- t ~ 7' 

f3 + t' 

P -- + (1 - p) --, t > T. (a + 2) (a + 3) 
f3+t f3+t 

The conditional mean is thus larger than 
E( c) == aI f3 for small T = t, but smaller for 
large t. This shows that the individuals 
should not be placed on a common time 
scale but analyzed separately using thi:; 
hierarchical approach. One can update 
the prior distribution on c, 'TT, and esti
mate all tlle individual o's. These can 
then be compared with the empirical ar
rest records subsequent to intervention to 
gaill some insight into program effective
ness. 

SUMMAIW AND SUGGESTIONS FOI\ 
FURTHEll. EESEARCH 

This paper has inh·oduced two innova~ 
tions to the quantitative modeling of 
criminal justice problems: a general 
sh'uchlre of hierarchioal models and a 

. new stochastic model of It oriminal career. 
These models allow one to distinguish 

\ 
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variation between individual offenders 
and variations within an individual ca
reer. This is impOltant given the very 
large variability in the offender popula
tion. In addition, the hierarchical ap
proach allows one to conect for natural 
biases in a data set. Biases can arise be
cause the sampling is not at random from 
the offender population but rather is con
ditional on some event. For example, one 
might consider a set of anestees or pris
oners. This group tends to contain higher 
rate offenders than would be seen in the 
general population. The new stochastic 
model of a criminal career offers three 
advantages over the standard renewal
process models in common use. First, it 
introduces a two-state approach in which 
there are periods of high and low activity. 
Second, the "active crime set" approach 
results in a natural age effect in which an 
offender's average crime-commission rate 
diminishes over time. Third, the model 
allows for some decision making on the 
palt of the offender. 

There are a number of ways in which 
one could consider extending the sto
chastic-process model. The major need is 
to include imprisonment and behavioral 
changes that arise from imprisonment. 
Indeed, this author would like to include 
explicitly a parameter or parameters that 
allow for a change in the Ft and active
crime-set distributions depending on tlle 
fact of and Jength of sentencing. 

ItF',ppears tllat the next step is to fit this 
neW {,..lass of models Witll data, after first 
conecting naturaJ biases in the data. This 
should enable us to learn about the ex
planatOlY power in this class of models 
and to deternline to what class of phase 
distributions the interevent (crime or ar
rest) times can be restricted. Data are also 
needed to begin to detennine an appro
priate class of superpopulation dish'ibu
tions, not only for the parameters that 
detennine the phase distributions but 
also for tlle other behavioral parameters 
and the initial active-crime set. Finally, 

tlle possibility of combining the hazard
function approach of Flinn and Heckman 
with the phase-distribution approach 
given in this paper should be explored. 
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