If you have issues viewing or accessing this file contact us at NCJRS.gov.

.U.S. Department of Justice 108790
National Institute of Justice

This document has been reproduced exactly as received from the
person or organization originating it. Points of view or opinions stated
in this document are those of the authors and do not necessarily
represent the official position or policies of the National Institute of
Justice.

Permission to reproduce this copyrighted material has been
granted by

T1linois Criminal Justice Information
Authority

to the National Criminal Justice Reference Service (NCJRS).

Further reproduction outside of the NCJRS system requires permis-
sion of the copyright owner.




05779

Is Crime Predictable?

A Test of Methodoiogy
for Forecasting Criminal Offenses

July 1987

by
Caroiyn Rebecca Block, Senior Research Apalyst
Sheryl L. Knight, Research Analyst
Statistical Analysis Center

illinois Criminal Justice information Authority

William Gould, Chairman
J. David Coldren, Executive Director




Uncertainty is much more comfertable
when one is certain of it.

-=- Gerry Homan
Senior Policy and Planning Analyst
Correctional Service of Canada




Acknowledgments

The Predictability of Crime Project involved the participation of a number of
people at the Authority over several years. Roy Jung, an intern in the Statis-
tical Analysis Center (SAC), organized the (lata and carried out the initial
analysis and tentative model identitication for einch time series. Kenneth Grant,
a SAC analyst, was responsible for the analysis that is summarized in Appen-
dix 2. The final report benefits from the com/ments and suggestions of many
Authority statf members, especially Christine A. Devitt and Louise S. Miller.
The report was edited by Margaret J. Poethig.




< Table of Contents

Figures . . . . . ... oo

Tables ... ... ... ... .

.......

Introduction . .. ... .. ..o '
Predictive Accuracy, by Crime Type and Jurisdiction . . .
Methodological Goals ot the Predictability Project. . . .

Times Series Data Quality Assessment.. . . . . . . . ..
Predictive ModelingMethods . . .. . ... . ... ... ..
Resources Necessary for Prediction . . .. .. . . ...
Time Series Intervention Analysis . . . . . ... ... ..

Project Design and'Methods . . . . . . . . ... .. ...,
Sample . . . . .. e e e e
Analysis Method for Each Series . . . . . .. .. .. ...

Time Series Pattern Description . . . . . . . . . ... ..
Description of Seasonality .. . . . . .. . ... ... ...
Model Identification . . . . . .. ... .. AN o
Analysis of Predictive Accuracy . . . . .. . ... . ...
1984 Predictions . . . . . ... .o oo
Method of Measuring Predictive Accuracy . .. .. . .,
Method of Choosing the Best ARIMA Model . . . . . . ..
An QOverview of ARIMA . . .. . . . .. . . .. .. ... .
Criteria for ARIMA Model Identification . . . . ... .. ..
Chicago Intervention Analysis Method . . . . . .. .. ..

-

Patterns of Change Over Time . . . . ... ... ... ..
Time Series Pattern Description. . . . . . . ... . .. ..
Descriptive Seasonal Analysis . . . . . . . ... ... ..

Index Robbeary . . . . . . . . . o oo s
Index Aggravated Assault . . . ... ... ... ... ..
iIndex Burglary . . . . . . .. L
Index Larceny/Thett . . . . . . . .. 0 0o e e e
SUMMATY . v v v o o et e e e e e e e e
Discussion . . . . . . . v . o Lo

Is Crime Predictable? . . . . . .. ... ... ... .. ..
Predictability by Typeof Crime. . . . . . . ... .. ...
Index Robbery.. . .- . . . . . . . .o
Index Aggravated Assault . . .. ..., ...
Index Burglary . . . . . . . . o e e e
Index Larceny/Theft . . . ... .. ..., . ... .. ...
Summary: Predictability by Type of Crime. . . . . .. o

....................

....................

....................

....................

....................

....................

....................

....................

....................

....................

....................

.....................

....................

....................

....................

....................

...........

....................

.....................

....................

...................

....................

....................

....................

....................

.....................

....................

........

....................

....................

...................

lllinois Crimihal Justice information Authority

Page vii




Predictability by Jurisdiction. .. . .. .o o, R A 89

Arlinglon Heights . . 0 L L e e e e e e - ..89
CAurora . .. L. PO R S R 380
CCicero .. e S e 90
Decafur. . . . Do oL e L 92
Des Plaines. B S . 93
Elgin . . ... .0, L e e e e e e e e R 93
Evanston. . . . . o, o e s e el e . 84
Jobiet . .. ..o e e e e e e e e 94
CPeoria .. .. Lo e e e L 97
QUINCY . . . o o e e e e e e e e 97
Rocklsland 0 oL 0oL e e e . 99
RocKford. . . . . oo e e e e e e e s e o 101
SKOKIE . . . . e e e e e e e e e e 101
Springtield . . . . . e e e e 102
Summary: Predictability by durisdiction . . . . . ... 102
sSummary and DiSCUSSION. . & . . . o v e e e e e e e 1086
Methodological Goals . . . . . . . . L e e, ~ .. 1086
Predictive Accuracy. . . . . . . . . . . e S 112
Chicago Intervention Analysis . . . . . . . . L 115
Statistical Evidence of Intervention. . . . . . . . . ... e 115
Predictive ACCUracy. . . . . L i e e e e e e 118
Evidence of a Changeinthe Model. . . . . . . . . . . .. . ... ., . L oo 1186
Serendipitous Intervention Findings versus a Time Series Experiment . .. . .. .. .. ... 116
Index Rabbery. . . . . . . o e e e e e e e e e e e 117
Index Firearm Robbery . . . . . . e e e e e 117
Index Knife Robbery. . . . ... . ... .. .. .... e e e e e e e e e e e e 120
Index Robbery with Another Weapon . ", . . .. . . . . . . .. .. e 122
Index Strongarm Robbery. . . . . . e e e e 124
Index Aggravated Assault . . . . . . .. L s e, 126
Index Firearm Assault. . . . . . . L e e e .. 128
Index Knife Assault - .. . .. ... ... .. e e e 129
Index Assault with Another Weapon . ... . . . . . . 0 o L e e e 131
index Assault with the Body as aWeapon. . . ... .« . . . . . . i e 134
Summary and Discussion. . . . . L T 136
Index Robbery . . . . . . . o e e e e e s e 136
Index Aggravated Assault . . . . . L L L e e e e e e e e e e 137
Methods of Times Series Intervention Analysis .. . . . . . . . . . . o o000 138
Estimated Actual Change in Robbery and Assaull. . . . . . ... ... ... .0 139
AppendicedS . . . .. . L e e e e e e e 143
Appendix 1: Technical Methods. . . . . . . . . . . . o e e 145
Appendix. 2. Comparison of ARIMA Programs . . . . . . . .. . Lo ol 151
Appendix. 3. Best ARIMA Models by Jurisdiction .., . . v oL oL o s o 183
Appendix 4. Imputation of Data in the Uniform Crime Reports. . . .. . .. .. .. .. ... 159
Bibliography . . . . . . . . L e e e e e 163

lllinois Criminal Justice Information Authority

Pa‘ée vili




Figures

Figure 1. Predictions for Arlington Heights Index Larceny/Thett, 1978-1984 . . . . . . ., . .
Figure 2. Predictions for Elgin index Burglary, 1878-1884 ., . . . . . . . . ... . . ... ...
Figure 3. Predictions for Evanston Index Aggravated Assault, 1978-1984 . . . . .. . . ..
Figure 4. Predictions for Peoria Index Robbery, 1978-1984 . . . . ... .. . . . .. . .. ..
Figure 5. Predictions for Chicago index Firearm Robbery, 1880-1883. . . . . . . . ... . ..
Figure 8. Predictions for Chicago Index Knife Robbery, 1880-1983 . . ... . . . .. . .. ..
Figure 7. Patterns of Change Over Time in Rock Island Index Burglary, 1972-1983. . . . .
Figure 8. Patterns of Change Over Time in Chicago Index Firearm Robbery, 1974-1983. . .
Figure 9. Patterns of Change Over Time in Cicero Index Burglary, 1972-1883 . . . . . . .
Figure 10. Patterns of Change Over Time in Elgin Index Robbery, 1972-1983 , . . . . . . .
Figure 11. Patterns ot Change Over Time In Cicero index Larceny/Theft, 1972-1983. . . .
Figure 12. Patterns of Change Over Time in Evanston index Burglary, 1972-1983. . . . . .
Figure 13. Patterns ot Change Over Time in Decatur index Robbery, 1972-1883. . . . . . .
Figure 14. Patterns of Change Over Time in Rock Island Index Robbery, 1972-1983. . . . .
Figure 15. - Patterns of Change Over Time in Peoria Index Robbery, 1972-1983 . . . . . . .
Figure 18, . Patterns of Change Over Time in lllinois (non-Chicago) Index Firearm Robbery,
1875-1883 . . . . e e e e e e e e s

Figure 17. Patterns of Change Over Time in Joliet Index Robbery, 1972~1883. . . . . . ..
Figure 18. Patterns of Change Over Time in lllinois {(non~Chicago) index Aggravated

Assault with Hands, Feet, etc,, 1974-1883 . . . . . . . . . . . .. . ... ....
Figure 189. Patterns of Change Over Time in Cicero Index Aggravated Assauit, 1972-1983 . .
Figure 20. - Patterns of Change Over Time in Aurora index Burglary, 1972-1983 . . . . . . .
Figure 21. Patterns of Change Over Time in Elgin Index Burglary, 1972-1883 . . . . .. ..
Figure 22. - Patterns of Change Over Time in Joliet Index Burglary, 1972-1883 . . . . . . . .
Figure 23. Patterns of Change Over Time in Quincy Index Burglary, 1972-1983 . . . .. . .
Figure 24a. Patterns of Change Over Time In Rockford Index Burglary, 1972-1983. . . . . .
Figure 24b. Patterns of Change Over Time in Rockford Index Burglary, 1972~-1983

(Seasonally Adjusted) . . . . . .. e e e e
Figure 25. Patterns of Change Over Time in Skokie Index Burglary, 1972-1983 .. . .. . .
Figure 26. Patterns of Change Over Time in Aurora Index Larceny/Theft, 1972-1983. . . .
Figure 27. Patterns of Change Over Time in Des Plaines Index.Larceny/Theft, 1972-1983 . .
Figure 28, Patterns of Change Over Time in Elgin Index Larceny/Theft, 1872-1983. . . . .
Figure 29. Patterns of Change Over Time in Rockford Index Larceny/Thett, 1972-1983 .
Figure 30. Patterns of Change Over Time In Arlington Heights Index Larceny/Theft,

, 19721983 . . . . . e e e e e
Figure 31. Patterns of Change Over Time In Cicero Index Robbery, 1972-1883 . . . . ... .
Figure 32. Patterns of Change Over Time in Decatur Index Aggravated Assault,

18721983 . . . . . e e e e e e ‘
Figure 33. Patterns of Change Over Time in Joliet index Aggravated Assauit,

1972=-1983. . . . . o e e e e
Figure 34. Patterns of Changeé Over Time in Joliet index Larceny/Theft, 1972-1883. . . . .
Figure 35. Patterns of Change Over Time in Peoria Index Larceny/Theft, 1872-1883 . . . .
Figure 36. Paiterns ¢t Change Over Time in Peoria Index Burglary, 18972-19883. . . . . . . .
Figure 37.  Patterns of Change Over Time in Peoria Index Aggravated Assault,

187 2=1988 . . . L e e e e e e e e e e e e e
Figure 38. Patterns of Change Over Time in Rock Island Index Aggravated Assault,

18721883 . . . . . L e e e e

lllinois Criminal Justice Information Authority

Page ix

—_
O NN DLW

28
28
30
30
31
44
44
46

46
47

57
57
67
87
68
68
70

70
71
81
81
82
82



Figure 39.
Figure 40,
Figure 41.
Figure 42a.
Figure 42b,

Figure 43
Figure 44

Figure 45,
Figure 48.
Figure 47.
Figure 48.
Figure 489.
Figure 50.
Figure 51a.
Figure 51b.
Figure 52.
Figure 53
Figure 54.

Figure 58.

Patterns of Change Qver Time in Rock Island Index Larceny/Theft,

1872=-1983. . . . . e e e e e 100
Patterns of Change Over Time in Springfield Index Robbery, 1972-1983 . . . . . . 103
Patterns of Change Over Time'in Springfield Index Burglary, 1872-1883 . . . . . . 103
Patterns of Change Over Time in Springfield Index Larceny/Thett,

1872-1888. . . . . e e e s 104
Patterns of Change Over Time In Springfield Index Larceny/Theft, 1972~1983

(Seasonally Adjusted) . . . . ... . . o e 104
Patterns of Change Over Time in Chicago Index Knife Robbery, 1974-1983 . . . . 121
Patterns of Change Over Time in lilinois (non-Chicago) Index

Knife Robbery, 1978-18983 . . . . . . . . . . . . . e 121
Patterns of Change Over Time in Chicago Index Other-Weapon Robbery,

1974-1883. . . . . . e e e e e 123
Patterns ot Change Over Time in lllinois (non=-Chicago) Index Other-Weapon

Roebbery, 1875-1983 . . . . . . . . e e e e 123
Patterns of Change Over Time in Chicago Index Strongarm Robbery,

1974-1983. . . . . . e e e e e e 125
Patterns of Change Over Time in lllincis (non-Chicago) Index Strongarm

Robbery, 1975-1983 . . . . . . .« . s e e e e e e e e 125
Patterns of Change Over Time in Chicago Index Aggravated Assauit with

a Firearm, 1974-1883. . . . . . . . . . . . e 128
Patterns ot Change Over Time in lllinois (non~Chicago) Index Aggravated

Assault with a Firearm, 1974-1983. . . . . . . . . . . . . .. . . oo 128
Patterns of Change Over Time in Chicago Index Aggravated Assault with

aKnife, 1874-18983 . . . . . . e e e e e e 130
Patterns of Change Over Time in Chicago Index Aggravated Assault with

a Knife, 1874-1883 (Seasonally Adjusted) . . . . . .. .. ... ... ...... 130
Patterns of Change Over Time in lllinois (non-Chicago) Index Aggravated

Assauit with a Knite, 1974-1883 . . . . . . . . . . . e e 132
Patterns of Change QOver Time in'Chicago index Aggravated Assault with

Another Weapon, 1974-1883. . . . . . . . . . . . e 132
Patterns of Change Over Time in lllinois (non-Chicago) Index Aggravated

Assauit with Another Weapon, 1974-1983. . . . . . . . . . . . . . . ... 135
Patterns of Change Over Time in Chicago Index Aggravated Assault with Hands,

Feet,etc, 19741883 . . | . . . . . . o o e e e e s 135

iifinois Criminal Justice Information Authority

Page x

el Lo CRE N e i G LR A AP e 1




Table.s

Table A.
Table B.
Table C.
Table D.
Tabie E.
Table F.
Table G.
Tabie H.
Table 1.

Table J.
Table K.
Tabie L.
Table M.
Table N.
Table O.
Table P.

Population Characteristics of Jurisdictions in the Sample, 1880 . . . . . .. . ... .. 16
Index Crime Characteristics of Jurisdictionsinthe Sample . .. . . . . . .. ... ... 17
Index Robbery Seasonality Analysis; 1972-1883 . . . . . ... . . . . . . ... K
Index Aggravated Assault Seasonality Analysis: 1972-1983. . . .. . . . . . . .. .. 34
Index Burgiary Seasonality Analysis: 1872-1883 . . . . . . . . . . . . ... ... 35
Index Larceny/Theft Seasonality Analysis: 1872-1883. . . . . . . . . .. . ... .. 36
Percent Error of Predictions: Robbery . . ... .. . . . . . ... o 42
Index Robbery ARIMA Models: 1872-1883. . . . . . . . . .« . . o s 50
Percent Error of Predictions: Aggravated Assault. . . . . . .. . .. . ... ... .. 55
Index Aggravated Assault ARIMA Models: 1872~-1983 . . . . . . .. ... ... .... 60
Percent Error of Predictions: Burglary . . . . . . . . . . . . . e e 65 -
Index Burglary ARIMA Models: 1972-1983. . . . . . . . . . . . . .. 72
Percent Error of Predictions: Larceny/Thett. . . . . . . . .. . . ... ... ... .. 78
Index Larceny/Theft ARIMA Models: 1872~-1883 . . . . ... ., e Vs ee s .. 84
Chicago Intervention Analysis: Index Robbery, By Weapon . . . . . . . . .. ... ... 118
Chicago Intervention Analysis: Index Aggravated Assauit, By Weapon. . . . . . .. .. 127

Hinols Criminal Justice Information Authority -

Page xi




Executive Summary

Aithough law enforcement jurisdictions have numerous functions, cne of the most important
is to respond to crimes that become knowh to them through citizen reports or through their
own investigation. Because these "offenses known to the police" constitute a demand for faw
enforcement resources, it would be useful to predict the degree of this demand in the future.
There have been studies that atteimpted to model and predict the number of criminal oftenses in
the nation or by region, but when the Predictability of Crime Project began there was no sys-
tematic analysis of the degree to which crime is predictable tor specitic crime types and
specific jurisdictions, nor an analysis of the best methods to use to predict ¢crime. The Predic-
tability Project was designed o address these questions.

The Predictability Project was composed of two parts. In the first part, the question "Is
crime predictable?" for individual jurisdictions and for four types of crime was explored. in the
second part of the study, the results of the first part were used to analyze the effect of a 1983
change in the administration of recordkeeping in Chicago on the number of ofticially recorded
robberies and aggravated assaults.

Is Crime Predictable?

The -primary purpose ot the tirst part of the study was to discover whether it is possible to
predict, one month ahead or one year ahead, the number of Index robberies, aggravated as-
saults, burglaries, or larceny/thetts known to the police in specitic law enforcement jurisdic-
tions in llinois. Since the same statistical methods that generate accurate forecasts for other
kinds of data may not generate as accurate predictions for crime data, a second purpose was
to determine whether or not a standard method of forecasting (called ARIMA) could be suc-
cesstully applied to local-level criminal justice data.

To test the effectiveness of ARIMA projection methods with crime data, the project
analyzed the statistical adequacy of the models and the degree to which each model accurate-
ly predicted the number of crimes in each jurisdiction. This was done over a three-year period,
from 1981 through 1983. ARIMA was used to model the pattern of monthly Index robberies,
aggravated assaults, burglaries, and larceny/thefts known to the police in each of 14 selected
fllinois jurisdictions. With these models, the project predicted the number of crimes known to
the poiice in each month of 1982 and 1983, and compared these predictions with the crime
figures reported by the jurisdictions during those months. This way, the degree of accuracy of
the predictions from jurisdiction to jurisdiction and crime type to crime type could be analyzed.

Thus, the first part of the project was designed to answer two questions, the substantive
question, "Is crime predictable?” and the methodological question, "What is the best methed to
use to predict crimes known to the police? In addition, three goals of the project were:

1) to determine if the quality of available data is sufficient to conduct monthly time series
analysis for the seiected jurisdictions and crimes, ‘

In cases where a serendipitous intervention, an unpredicted sharp change in the level of crime, was suspected,
predictions were calculated for 1981, and sometimes for 1980 as well.
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2) to determine whether the types of statistical models commonly used for other kinds of
data can be used for crime data, and

3) to evaluate the resources required for accurate predictions ot iocai-level oftenses and
to weigh the costs against the benefits of such predictions to local law entorcement
agencies,

The most irmportant results of this part of the Predictability Project were the following;

Using a standard time series analysis methodology, it was possible to predict the number of
criminal offenses in some jurisdictions, and for some crime types. However, crime was much
more predictable jn certain jurisdictions than in others, regardless of the type of crime,.

The analysis required for accurate predictions is difficult and time-consuming. The iden-
titication ot a statistical model that wiil generate accurate predictions for a particular set of
data is neither an automatic nor a particularly objective process, but requires an expert who
has had extensive experience in model identification.

Serendipitous interventions, or unexpected sharp increases or decreases in the levei of
crime, occurred repeatedly. in a few jurisdictions, such an intervention occurred for every
type of crime analyzed; in burglary, the majority of jurisdicticns had a serendipitous interven-
tion. The presence of serendipitous interventions chalienges the assumption that officially
recorded crime patterns can be analyzed over time within a jurisdiction. Analysis should not
assume that an increase opr.decrease in offenses known to the police always reflect a
change in the actual number of crimes.

The analysis indicated that the degree cof predictability may be related to the quality of data
collection and recordkeeping. In certain jurisdictions, predictive accuracy was usually good
for every type of crime, while in other jurisdictions, predictive accuracy was usually poor tor
every type of crime. Moreover, some jurisdictions experienced a sudden ‘mprovement in
predictive accuracy that coincided with a serendipitous intervention. -

Index larceny/theft was, by far, the most predictable type of crime examined. The number
of offenses was predicted within 10 percent for at least one year in 11 cities, and in four
cities both 1982 and 1883 were predicted within 10 percent. For example, the model tor Ar-
lington Heights larceny/theft (see Figure 1) predicted 1982 within 1 percent and 1983 within
3 percent, using the intervention prediction method.?

Ot the 14 cities in which Index burglary was analyzed, only three models generated success-
ful predictions, two jurisdictions could not be successtully modeled at all, and in the remain-
ing nine the analysis discovered a serendipitous intervention. In Eigin (see Figure 2), predic-
tions for Index burgiary were relalively accurate tor both the total year (within 1 percent)
and the average month (within 15 percent) in 1982, but the 1983 prediction was 10 percent
too high, using the intervention prediction method.

2Two prediction methods were used In this study: the year-ahead method and the intervention-method. The

purpose of each of these methods is described in this report.
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Figure 3. Predictions for Evanston index Aggravated Assamt, 1978-1984
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Figure 4. Predictions for Peoria index Robbery, 1978-1884
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® The predictive accuracy tor Index aggravated assault ranged from very accurate to
completely. unpredictable, depending on the jurisdiction. In Evanston (see Figure 3), the
predictions for 1982 and 1983 were within 2 percent (intervention method). The average
monthly predictions were 27 percent and 21 percent inaccurate.

@ Overall, prediciability for index robbery was more successfui in jurisdictions with more rob-
beries per month. However, jurisdictions with tewer than 30 but more than 10 robberies per
month couid often meet the total year predictability criterion, if not the criterion for the
average month.3 Peoria (see Figure 4), for example, had more robbery offenses per month
than any other jurisdiction, and it was the only jurisdiction in which both the monthly and
yearly accuracy criteria were met for two years for index robbery. Robbery: offenses in
Peoria dropped in 1983, relative to previous years. 1982 was predicted within 1 percent
and 1981 within 10 percent. Because the 1983 prediction was 56 percent too high, and the
prediction for the average 1983 month was €9 percent wrong, we suspected a seren-
dipitous intervention had occurred in Peoria in 1983,

o In all 14 jurisdictions, there was some consistency from jurisdiction to jurisdiction in the
best-fitting type of ARIMA model for a certain type of crime. This information may make
model identitication in the future somewhat easier than it was in this project.

® Similarly, the seasonal patterns identified by the project showed some consistency. For ex-
ample, in Index robbery, the degree of seasonality seemed to be related to the number of of-
fenses in the average month. Index larceny/theft was strongly seasonal In every jurisdiction
analyzed.

An Application: The Chicago Intervention Analysis

The primary purpose of the second part of the Predictability Project, the Chicago Interven—~
tion Apalysis, was to demonstrate the utility of the prediction methods that had been explored
in the first part of the project. One of the most important practical applications of time series
analysis is to determine whether or not a change occurred in a time series. For example, a
police department might want to know if a burglary prevention program had any eftect on the
number of burglaries. An intervention anailysis of the number of burgiaries known to the police
before and after the program began might give some Iindication of its success. The Chicago in-
tervention Analysis was conducted for Chicago index robbery and aggravated assault, by
weapon type.

In addition to demonstrating time series methods with the Chicago Intervention Analysis, we
attempted to answer two practical questions:

1) Did the change in data collection and recording practices in Chicago in 1983 affect the
number ot crimes otficially recordad, or were the changes in the number of crimes due to
actual increases in crimes known to the police? and

3The criteria used to determine predictive accuracy in this project were accuracy within 30 percent for the
average month predictions, and accuracy within 20 percent for the total year predictions (year -ahead method). If an ARIMA
mode! did not meet these criteria for at least two years, it was rejected and the analysis continued to test other alternative
ARIMA models. In some cases, however, no model could meet these generous criteria. For details, see "Project Design and
Methods."
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2) How much of the increase in the number of each type of recorded crime was due t{o
recordkeeping, and how much to actual changes in ¢crime occurrences?

The most important results of this part of the Predictability Project were the following:

The amount of increase in Index robbery, due to the changes in data recording, depended on
the seriousness of the offense. The number of firearm robberies did not change at all, the
number ot knite robberies increased about 10 percent, the number of other-weapon rob-
beries increased about 20 percent, and the number of strongarm robberies increased about
40 percent.

Since tirearm robbery is a serious crime, it always had been accurately and completely
recorded, even before the administrative changes in recording practices. As can be seen in
Figure 5, the number of Chicago firearm robberies did not change in 1883. The predictive
accuracy of firearm robbery in Chicago in 1983 was better than the accuracy in 1981 or
1882. Also, the predictive accuracy in Chicago in 1983 was better than the accuracy in to-
tal lllinois (non-Chicago) in 1983.% Thus, the retorm in Chicago data recording practices had
no effect on the number of firearm robbery offenses in official records.

There were indications that the level of Chicago knite robbery offenses changed in 1983
(see Figure 6). The prediction for every month from May through December 1983 was too
jow, by an average of 26 percent. In conirast, there was no change in the number of knife
robberies in total lllinois (non-Chicago) in 1983. Theretfore, the number of otfficlally recorded
Index knife robbery offenses in 1983 in Chicago was apparently aftected by the change in
recording practices.

The number of Index aggravated assaults in Chicago generally increased more, due to the
change in recording practices, than the number of Index robberies. Firearm assaults in-
creased about 20 percent, knife assauits increased about 40 percent, and other-weapon
assaults increased about 30 percent.

There is some indication that the number of Index assaults with the body as a weapon (for
example, a karate attack) was underrecorded both before and att2r the change in recording
practices.

There was a serendipitous intervention--a precipitous decline--in the number of knife as-
saults and other-weapon assaults in Chicago that occurred early in 1981, and this unusually
low ievel continued through most of 1982,

The time series experiment design of the Chicago Intervention Analysis produced estimates
ot the amount of 1982-1983 change in ofticially recorded Chicago robbery and aggravated
assault that was due to the changes in crime recording practices. From this, we can es-
timate the amount of change, for each type of crime, that was due to an actual change in
crime, as reflected in crimes known to the police. The analysis estimated that, while some
types of crime (firearm robbery, knife robbery, and other-weapon assault) did increase,
some (other-weapon robbery and body-as-weapon assault) stayed the same, and others
(strongarm robbery, firearm assauit, and knife assauit) actually declined.

4The aggregate total of offenses in llinois, excluding Chicago, was used as a control group for the analysis of

change in the level of offenses in Chicago.
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Figure S. Predictions tor Chicago Index Firearm Robbery, 1980-1983
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Figure 6. Predictions for Chicago Index Knife Robbery, 1980-1883
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o The FBI, which also estimated the amount of change in actual offenses from 1582 to 1983,
concluded that total Index robbery offenses decreased about 8 percent, and total Index ag-
gravated assauit offenses declined by about 2 percent. Thus, the more painstaking and
detailed methods of the Chicage Intervention Analysis produce very different conclusions
trom the imputation methods of the FBL.

o The detailea Chicago Intervention Analysis concluded that, overall. the actual number ot In-

- dex robberies known to the police in Chicago did not change from 1982 to 1983, and that
tirearm and knitfe robbery increased at least 8 percent, other-weapon robbery did not
change, and strongarm robtery declined about 7 percent. For index aggravated assault, the
analysis concluded that the actual number, overall, decreased slightly, just as'the FBI es-
timate concluded. However, firearm assault and knife assault declined about 12 percent,
other-weapon assault increased at least 18 percent, and body-as-weapon assault probabiy
did not change.

lllinois Criminal Justice Information Authority

Page 8




Introduction

The intelligent allocation ot resources in the administration of justice depends upon the
ability of criminal justice officials to anticipate, with some degree of accuracy, the demand tor
those resources. Although law enforcement jurisdictions (police departments and sheriftis’ of-
tices) have numerous functions, one of the most important is to respond to crimes that become
known to them through citizen reports or through their own investigation. These "otfenses
known to the police” thus constitute a demand for law enforcement resources, and it would be
useful to predict the degree ot this demand in the future.

The primary purpose of the Predictability of Crime Project was, therefore, to discover
whether it is possible to predict, one month ahead or one year ahead, the number of index rob-
beries, aggravated assaults, burglaries, or larceny/thefts known to the police in specitic lllinois
law enforcement jurisdictions.> Since the same statistical methods that generate accurate
torecasts for other kinds of data may not be as successful for crime data, the second purpose
of the project was to determine whether or not a standard method of forecasting called
ARIMA could be successfully applied to local-levei criminal justice data.5

Predictive Accuracy, by' Crime Type and Jurisdiction

The Predictability Project was designed to model and forecast criminal offenses in specific
lHinois jurisdictions, because most law enforcement decisions are made at the ' il level. This
design had two advantages: 1) local predictions could provide useful infori. :.ion for local
decisions, and 2) local predictions wouid aliow the analysis to take intd account jurisdictional
ditferences in crime patterns or crime recording practices. Such jurisdictional difierences are
likely, because reported offenses not only vary with the nature of criminal activity, but also
vary with the way in which crime is recorded (MCCleary, et al., 1982). Howaever, it is only
recently that sutficient data have existed to permit the statistical forecasting ot offenses. Only
since 1972 has jurisdiction-level time series data on offenses known to the police been avail-
able in lllinois.” With these data, it is now possible to determine whether or not the number of
oftenses follow some predictable pattern over time, or whether they occur randomly.

The degree to which crime is predictable may vary not only by jurisdiction but also by
crime. For example, the best modei to describe and predict the number of robbery offenses
may not be the same as the best model for assault offenses. Both may differ from the best
model for burglary offenses. If robbery and assault follow different patterns over time, a model
of the two kinds of oifenses added together, as in total Index violent crime, is likely to produce
misleading results or incorrect forecasts. Because it may be misieading to attempt to model

SThe Crime Index is a group of eight serisus crimes that together give some indication of the level of criminal
activity in'a jurisdiction. The FBI created the Crime index in the 1930s. The bureau selected the crimes (murder, rape, robbery,
aggravated assault, burglary, théft motor vehicle theft, and arson) to be included in the Index on the basis of their seriousness,
. frequency of occurrence, consistency of definition across jurisdictions, pervasiveness in all geographlcal parts of the country, and
likelihcod of being reported to the police. See Miller and Block (13985).

8For a definition of ARIMA, see "Predictive Modeling Methods,” page 11.

7The number of offenses known to the police equals the total number of reported offenses minus thase that were
unfounded or referred to ancther jurisdiction.
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total index crime or even total violent or total property index crime, the Predictability Project
was designed to model and forecast individual index crimes--robbery, aggravated assauit,
burglary and larceny/theft.8 Thus, the results of the study are not only specitic to jurisdictions,
but are also specitic to {ypes of crime ;

Models of individual crimes are not only more accurate than models of total aggregate crime
categories, but they are also more useful to law enforcement managers. For example, the best
managerial response to an increase in larceny is not necessarily the same as the best
response to an increase in robbery.

In addition, models of offenses known to the police could be useful to prosecutorial, court,
or carrectional managers and administrators. - The progression of criminal justice through ar-
rest, court case filing, conviction, and prison commitment begins with the offense. Thus, the law
enforcement statistic--oftenses known to the police~- could be considered to be the starting

point from which aii other criminal justice system statistics tlow. As a result, the successtul-

prediction of offense data could be usetul tor law enforcement resource management decisions
and could also serve as input for modeis to project court caseload or prison population.

In summary, the Predictability Project was designed to answer the question, "Is crime pre-
dictable?” for each of four types of crime and for individual Hlinois jurisdictions. The project
modeled the pattern of monthly crimes known to the police in each selected jurisdiction for the
period 1972-1981, using a standard forecasting technique calied ARIMA. With these modeils,
the project then predicted the number of crimes known to the police in each month of 1982 and
1983, adjusted the prediction models when necessary, and then predicted the number ot crimes
in each month of 1884, Finally,the project compared the degree ot accuracy of these predic-~
tions from jurisdiction to jurisdiction and crime type to crime type.

Methodological Goals of the Predictability Project

The Predicability Project attempted to answer not only the substantive question, "Is crime
predictable?” but alsc the methodological question, "What is the best ARIMA model to use to
predict crimes known t{o the police?” Specifically, the project had the following four
methodological goals:

1) to determine it the quality of available data is sufficient to conduct monthly time series
analysis for the selected jurisdictions and crimes,

2) to determine whether the types of statisticai models commonly used for other kinds of
data will successtully model crime data,

3) to evaluate the resources required for accurate predictions of local-level offenses and
to weigh the costs against the benefits of such predictions to local law enforcement
agencies, and

4) {0 demonstrate the usefuiness of these prediction methods in a practical situation, an
analysis of the effect of a 1983 change in recordkeeping practices in Chicago.

BNote that each of these Index crimes includes attempts. See Miller and Block (1985). For a discussion of the
choice of these particular Index crimes for analysis, see "Sample,” page 15,
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Time Series Data Quality Assessment

While the latter three of the methodological goals listed above address the applicability of
various statistical methods for conducting time series analysis with crime data, the first
methodological goal addresses the availability of data that are appropriate for these statistical
methods to be used.

In the initial stages of the Predictability Project, it became clear that an unexpected
methodological goal would be accomplished-~-the determination of the quality and availability of
llinois offense data at the jurisdictional and crime-specific level for conducting time series
analysis. Even though relatively long monthly time series, beginning in 1972 in most cases,
were available on the books for almost every Index crime and jurisdiction, when the actual
monthly series were first examined for this project, a surprisingly high proportion contained at
least one missing or obviously erroneous monthly oftense total. This situation had not been
noticed earlier, because previous analysis had used aggregate groups of months, jurisdintions,
and crime types, It is ditficult to detect errors in aggregate data (Coldren, 1980).

In addition, by comparing the degree of predictability in one data set against another, the
Predictability Project examined the extent to which aspects of the data other than complete-
ness or accuracy might atfect time series analysis. Three aspects were particularly important:
the length of the series, the average number of offenses per month, and whether or not the
series contained extreme values or a iarge discontinusus increase or decrease.

Predictive Modeling Methods

The self-projecting approach to time series forecasting is based on an examination of the
historical behavior of the phenomenon to be predicted--in this case selected types of index of-
tenses known to the police each month in selected jurisdictions. It is cailed self-projecting be~
cause it derives projections solely on the basis of past crime trends, without including other
types of data. The salf-projecting method used in this study was ARIMA. ARIMA stands for
AutoRegressive, Integrated, Moving Average. The ARIMA method will not be explained in detail
here, because previous reports from the Statistical Analysis Center of the lilinois -Criminal Jus-
tice Information Authority (see Block, 1984b) and other references (e.g. Hoff, 1883) offer
simple but adequate explanations. However, the section "Method ot Choosing the Best ARIMA
Model" (page 22) and Appendix 1 do provide a quick overview of ARIMA concepts and the
statistical tests used in the Predictability Project.

An ARIMA model describes change over time in a variable by describing the relationship be-
tween each occurrence and the occurrence one, two, or more time periods previously. The
particular type of ARIMA model makes an assumption about these relationships from one time
period to the next. To choose the appropriate ARIMA model type, it is necessary to diagnose
the relationships from month to month in the time series.

ARIMA was developed for use with economic data. Whether or not it works with crime data
is a relatively unexplored question. Therefore, the project was designed to examine the par-
ticular categories of ARIMA model that work best with crime data. There are many possible
types of ARIMA model. The wrong choice of ARIMA model type for a series of data will prob-
ably generate inaccurate forecasts. Moreover, previous Authority analysis suggests that types
of ARIMA model that commonly fit economic data do not necessarily tit crime data. For ex-
ample, the X-11/ARIMA computer package (see Appendix 1) attempts to fit three standard
types of ARIMA modei--types that tit a high percentage of economic series. Out of nearly 100
crime series for which the X-11/ARIMA program has been used at the Authority, these stan-
dard ARIMA types succeeded in fitting only one or two series.
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Thus, the methodological goal of the Predictability Project was twofold:
1) to determine whether any type ot ARIMA model would successtully fit crime series, and

2) to determine whether certain types of model would tend to fit certain kinds of crime. or
crime in certain jurisdictions.

Resources Necessary for Prediction

Two universal concerns of any governmental agency, includifig law enforcement agencies,
are the degree to which timely answers are important and the degree to which resources to
obtain these answers are limited. While it may be useful for a law enforcement agency to be
able to predict offenses known to the police if the predictions are available in a few days and
with a small expenditure of resources, it may not be useful if the answer is not timely and the
costis great

in the Predictability Project, therefore, we attempted to determine the degree of ditticulty in
producing accurate (or the best possible) predictions ot four crime types in 14 lllinois jurisdic-
tions. The question was this: In order to produce accurate predictions, is it necessary for an
expert in time series analysis to spend days in the effort, or can accurate predictions of of-
fenses be calculated by knowledgeable crime analysts in a relatively short time?

A second concern was to try-to quantity the expert skills and experience necessary to
produce accurate predictions ot crime data. As part of this effort, we attempted to discover
whether or not certain types of model were so common with particular types of crime that an
analyst might try these model types as a standard shortcut to the involved process of model
identification. in addition, because prediction is an art, not a science, a record of the necessary
steps and decisions required to identify a well-titting and accurate model was kept and in-
cluded in this report. By identifying these steps, we hoped to make crime prediction less of an
art and more of a science, less subjective and more objective, and less the =.rview of the
statistical expert and more accessible to those who are expert in iocal-level conditions,

Time Series Intervention Analysis

In practical situations, one of the most important applications of time series analysis is to
deterriine whether or not a change cccurred in the series. For example, a police department
might want to know if a burglary prevention program had any effect on the number of
burglaries. Such an analysis is called an intervention analysis ot the number ot burglaries
known to the police before and after the program, or intervention, began, and is intended to
give some indication of the program's success. Another intervention analysis might be design-
ed to determine the extent to which a change in early release policy made a difference in the
prison population. Any new law, change in pollcy or practice, or new crime prevention program
might constitute an intervention.

Although the results of time series intervention analyses have obvious practical uses, such

studies must be carefully conducted. The effect of an intervention can take many torms
(MCCleary and Hay, 1980). A change may occur gradually or suddenly after the intervention.
In tact, it can even occur before the intervention, in anticipation of a law, for exampie. These
and other problems make the design of a good time series intervention analysis difficult. .One
solution to this problem Is the time series experiment (Campbell and Staniey, 1966). The

Predictability Project inciuded such a formaily designed time series experiment ot"ar.w inte'rven-‘
tion occurring in Chicago. This intervention involved the improvement of the administration of

data collection-and-the maintenance of criminal offense data. Following investigation by a local
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television station, which accused the Chicago Police Department of "killing crime” by tailing to
make an official record of some crimes reported to the department, and following an internal
audit supervised by the FBI (Chicago Police Department, 1983), the Chicago Police Department
instituted mechanisms to improve the accuracy and completeness of crime recording.

The purpose of these administrative mechanisms was to ensure that those crimes that
previously had been underrecorded would now be recorded completely and accurately. After
the department began to react to the investigation and audit early in 1983, the total number of
officially recorded offenses did, in fact, increase. However, this increase may not have been
due to the change in administrative practices, but due instead (or in addition) to a real increase
in crime. In the tirst place, it cannot be assumed that an across-the-board increase occurred
in the recording of every type of crime. The greatest increase probably occurred in those
kinds of crime that had previously been underrecorded the most. Aiso, the publicity surrounding
the investigation may have changed the tendency 4t victims to report particular kinds of crime
to the police. Thus, how can it be determined wnether actual Chicago crime occurrences in-
creased, decreased, or stayed at the same leve| before and atter the investigation and audit?

Intervention analysis for a particular crime type permits analysts to estimate the number ot
offenses that would have been recorded in 1983 it the previous recording practices had been
in effect. It the numbers actually recorded in 1983 were highear (or lower) than this estimated
range, or if the form of the ARIMA model changed in 1983, we would suspect that the new ad-
ministrative mechanisms accounted for the change. On the other hand, if the number of crimes
actually recorded in 1983 was within the estimated range and it the ARIMA modei for previous
years still appeared to fit 1983, we would suspect that the new mechanisms did not affect the
recording of that type of crime. We hypothesized, for example, that no change would occur in
those types of crime, in particular serious offerises such as firearm robbery, that had not been
undercounted prior to the 1983 changes.® (For the detailed design of the time series experi-
ment, see "Chicago Intervention Analysis Methods,” page 24.)

In summary, the final methodoiogica! goal of the Predictability Project was to conduct a field
test of descriptive time series intervention analysis methods. The prediction methods that had
been systematically tested in the tirst part of the project were used in a formally designed time
series experiment--the Chicago intervention Analysis—--in order to answer a practical question
about a change in the recording practices of Chicago crime data.

8This hypothesis is based on the findings of Block and Block (1980, 1984), which show that more serious
victimizations, specifically robbery with a firearm, are more likely to be reported to the police by the victim and, when reported,

are more likely to become official statistics.
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Project Design and Methods

Sample

The jurisdictions and crimes selected tor this study were not chesen randomly. The Predic-
tability Project was designed to see how well a method of analysis (ARIMA modeling) worked in

~a variety of situations involving ditferent jurisdictions and different crimes. The purpose of the

Predictability Project was make accurate predictions tor as many types ot jurisdictions and
crimes as possible, not to generalize findings to a universe of all jurisdictions and all ¢rime
types.

The four crimes used in this study--index robbery, aggravated assauit, burglary, and
larceny/theft~-were chosen because data collection for index crimes may be more uniform
across jurisdictions than for non-index crimes (FBI, 1983:1). Two other Index crimes, murder
and forcible rape, were not analyzed, because too few of these crimes.occur in most jurisdic-
tions to permit time series anaiysis (fewer than five per month). Index arson was not analyzed,
because statewide data are available only since 1983. Index motor vehicle theft was not
analyzed due to time constraints in the projact,

The goal ot the Predictability Project was to analyze crime patterns in as many lilinois juris-
dictions outside ot Chicago as possible, within the iimits of our time and resources. The sampie
included 15 lliinois .jurisdictions other than Chicago (see Table A). Seven of the jurisdictions in
the sample are in the Chicago metropolitan area, and the others are scattered throughout the
state. Berwyn was later eiiminated because of data quality problems.'% Quincy was included in
the anaiysis because the Authority had done a previous study of crime prediction with Quincy
data; thus the Praedictability Project was a basis for comparison with past analyses (Cooprider,
1984). Although Chicago was not part of the main study, Chicago aggravated assault and rob-
bery, as well as total lllinois (non-Chicago) aggravated assault and robbery, were analyzed in
the Chicago Intervention Analysis.

In each jurisdiction except Chicago, all four index crimes were analyzed if enough crimes
occurred monthly to permit ARIMA analysis. The criterion for "enough crimes” was a mean of
tive occurrences per month over the entire 1972-1983 time period (see Table B). All of the
jurisdictions had enough larceny/thefts and burglaries to permit analysis. However, four juris-
dictions did not have enough robberies and three did not have enough aggravated assaults.'?

As might be expected in a group of jurisdictions that vary in population, the crime rate per
100,000 population and the number of crimes in a typical month also vary widely {(see Table B).
The highest crime rates and crime numbers generally occur in the most populous jurisdictions,
but this is not always true. As Miller, Block, and Dykstra (1982) pointed out in their analysis of

10Opata for June 1979 are missing, and figures for September, October, and November 1978 are extremely high
(twice as high as any other month in the 1372-1983 time perlod)

11pes Plaines and Skokie had an average of more than five aggravated assaults per month over the entire
1972~1983 period, but had five or fewer per month, on the average in recent years. Therefore, they were not analyzed.

lllinois Criminai Justice Information Authority

Paga 1§




Table A. Population Characteristics of Jurisdictions in the Sampile, ‘1k980

‘ 19802 SMSAD
Jurisdicti : lati c : L Cj
Quincy , 42,554 Adams Not in an SMSA
Berwyn® 46,849 Coaok . Chicago
Rock Island 47,036 Rock Island Davenport, Iowa
Des Plaines » 53,568 Cook Chicago
Skokie B 60,278 Cook Chicago
Cicero 61,232 Cook Chicago
Elgin 63,798 Kane Chicago
Arlington Heights 66,116 Cook Chicago
Evanston 13,706 Cook Chicago
Joliet 77,956 Will Chicago
Aurora - 81,293 - Kane Chicago
Decatur ‘ 94,081 Macon Decatur
Springfield 99,637 Sangamon Springfield
Peoria 124,160 Peoria Peoria
Rockford 139,112 Winnebago Rockford
Chicago 3,005,072 Cook Chicago

aASource: General Population Characteristics~~lilinois: 1980 Census of Populiation, Part 15, Table 14 (August
1982) Bureau of the Census.

D" The general concept of a 'Standard Metropolitan Statlstlca! Area’ (SMSA} is one of a large population nucleus, together with
adjacent communities which have a high degree of economic and social integration with that nucleus.” General Popuiation
Characteristics--1llinois: 1980 Census of Population, Appendix A (August 1982), Bureau of the Census.

CBerwyn was not analyzed due tc data guality problems. For each Index crime, the figures for September, October, and
November 1978 are extremely high, and the June 1979 figure is'zero. Because the original police data files are no longer avail-
able, the problem could not be rasalvad. ’

illinois county data, crime rates are not necessarily higher for larger jurisdictions or lower for
smaller jurisdictions. They are low in- some jurisdictions {Arlington Heights) and high elsewhere
(Rock island, Cicero robbery) compared to other jurisdictions of similar popuiation.12

It would be a mistake to conciude that ditferences in crime rates from jurisdiction to juris-
diction retlect only difterences in the actual incidence of these crimes (see Miller and Block,
1985, Block and Block, 1984). -Official rates of crimes known to the police retlect not only the
occurrence of crime, but also the decisions made by both citizens and the police that affect
whether an incident is detined as a crime and also whether a crime ever becomes an officiai
statistic. Therefore, we would expect difterences from jurisdiction to jurisdiction, even if the

actual likelinood ot crime occurrence were the same. On the other hand, it data recording in-

each jurisdiction did not change over time, then ditferences over time would be attributed to
real differences in crime occurrence within that jurisdiction.

12Note that the jurisdictions in Table B are arranged in order of poputation size.
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Howeaver, administrative practices regarding the cocliection and maintenance of crime data
were known to have changed in Chicago. This is the subject ot the Chicago Intervention
Analysis part of the Predictablility Study. In addition, the analysis of other jurisdictions frequent-
ly discovered sharp changes in the number of otfenses, which this report calls serendipitous
interventions. These changes may have been due to administrative changes in crime record-
ing. Thus, the Predictability Project tests the assumption that crime patterns can be analyzed
over time . in a jurisdiction because recording practices seldom change within one jurisdiction
over time.

Table B. Index Crime Characteristics of Jurisdictions in the Sampie2

Aggravated

Robbery Assault Burglary Larceny/Theft
Jurisdiction
in order of 1980 { per 1980 # per 1980 & per 1980 # per
Eopulation Rate Month  Rate  Month  Rate Month Rate  Month
Quincy 42 3= 202 6 1,643 51 4,096 134
Berwyn 83 b 45 b 1,244 b 1,528 b
Rock Island 330 12 527 15 2,979 99 5,341 185
Des Plaines 78 3= 119 7== 1,092 46 2,978 126
Skokie 63 3 154 6% 1,279 58 2,963 161
Cicero 286 12 263 il 1,594 60 2,059 88
Elgin 160 7 252 12 2,389 97 3,874 183
Arlington Heights 27 1= 74 4 982 g4 2,367 150
Evanston ’ 260 16 308 16 2,614 118 4,814 291
Joliet 394 22 670 46 2,666 145 5,157 292
Aurora 214 15 418 23 1,837 114 4.417 267
Decatur 168 10 231 17 1,780 109 4,686 316
Springfield 343 23 813 30 3,169 218 5,112 371
Peoria 284 30 812 89 2,785 253 5,509 506
Rockford 352 28 522 42 2,997 265 4,845 502
Chicago® 541 1,536 . 340 896 1,141 3,092 3,423 8,178

8lndex offenses known to the police in 1980 per 100,000 population in 1980 (see Table A). Source: Crime in Illinois
(1880). Springfield, lincis: linois Department of Law Enforcement. Mean number per month, 1872 through 1983,

PNot calculated because of data quality problems (see Table A).

CFor robbery and aggravated assault, mean number per month, 1974 through 1983, The mean number for each weapon type
was firearm robbery (613), knife robbery (151), other-weapon robbery (184), strongarm robbery (588), firearm assault (248),
knife assault (341), other-weapon assault (242), body -as-weapon assault (65). For burglary and larceny/theft, mean number
per month, 1981 through 1883.

*Not analyzed because mean number of crimes per month was less than five,

**Des Plaines and Skokie had an average of more than five aggravated assaults over the entire time period 1972~1983, but
an average of five or less per month in recent years. Therefore, they were not analyzed.
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Analysis Method for Each Series

The tollowing is & concise description ot the standard method followed tor the analysis of
each time series. For a more detailed technical discussion of each step in the analysis, see
Appendix 1

Time Series Pattern Description

Because basic descrlptlon is a necessary prelude to time series analysis, the first step .in
- the Predictability Project was to describe the patiern of change over time in each series. This
was done by searching for the best time series pattern description. A time series pattern
description is a graph showing the original data with a superimposed /ine segment fit (see
Figure 7).

A line segment tit is a series of stiraight line segments connected to each other; it is calcu-
lated by spline regression (Block, 1983). The best line segment tit chosen for a time series
could be one straight line, a two-segment line, a three-segment line (as in the Rock island
burglary example, Figure 7), or a four-or-more-segment line. A computer program calculates a
package of line segment ftit alternatives, and the user chooses a fit that is simple. yet
accurate.'d For mare detail about time series pattern description, see Appendix 1, Grant
(1985), and Block (1983).

For some series, pattern description analysis revealed possible data quality problems.
These problems were resolved or corrected at this early stage of analysis.

Description of Seasonality

A complete description of patierns over time inciudes an answer to the question, "Is this
series seasonal?" This question is not easily answered with a simple yes or no, but depends
~upon the working definition of seasonality.'4 At this descriptive stage of analysis, Kallek's
(1978.15) simple and straightiorward detinition of seasonality was used:

Seasonality refers to regular perjedic fiuctuations which recur every year with about the
same timing and with the same inténsity and which, most importantly, can be measured and
removed from the time series under review.

To determine whether a series was seasonal according to this definition, the project used
the diagnostic tests available in a standard seasonal adjustment computer package, the X-11
(see Appendix 1 and Block, 1984b). This analysis not only told us whether or not the series
contained seasonai fluctuation by the above definiticn, but aiso provided, in cases in which the
series was seasonal, estimates of the pattern of seasonal fiuctuation--which months were high
or low and the degree to which they were high or low.

13The criterion for accuracy in the spline regression (line segment fit). program that is used at the Authority, ke
the criterion generally used in regression, is a minimum sum of squared residuals. See Block (1983) for more detail.

14For a complete discussion of alternative conceptual and operational definitions of seasonality, see Block
(1984b). \
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Figure 7. Patterns ot Change Over Time in Rock Island index Burglary, 1972-1983
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Model Identification

An ARIMA model describes change over time in a variable by describing the = :iionship be-
tween each occurrence and the occurrence one, two, or more time periods praviously. This is

~known as a description of the stochastic relationships in a time series. Each type of ARIMA

model makes a different assumption about the stochastic relationships from one time period to
the next.

Identifying the most appropriate ARIMA. model to calculate futurs predictions of crime invol-
ves several stages of analysis. First, a series of tests are used to diagnose ths relationships
from month to month in a time saries. Given the results of this diagnosis, the stochastic pat-
terns in the time saries are further explorad with the Durbin-ARIMA method of analysis.. Next, a
model that seems appropriate according to the diagnostic tests and the Durbin-ARIMA analysis -
is fit to the data, or estimated, using the Box and Jenking method. if the model is not an
adequate fit, the analyses are repeated. (See "Method of Choosing the Best ARIMA Model"
page 22, and Appandix 1 for the specific tests used to diagnose the relationships from month -
to month in a time serles.)

Durbin-ARIMA Analysis
Given an ARIMA mode! type, the mathemaﬂcal caiculation . of the best fit Is relatively

straightforward (see Appendix 2). However, two or more ARIMA models that seem appropriate
according to the Initial diagnostic tests may produce entirely different projections (Pierce,

" 1980:130; Block, 1984b), and it is ditficult to distinguish between the mcodels. Therefore, in this

analysis, we added a second diagnostic step: the Durbin-ARIMA analysis. As suggested by
Roberts (1884), Durbin~ARIMA analysis is a method for exploring the stochastic patterns in a
time series so that the most approprlate type of ARIMA model can be chosen.
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Model Estimation: Box/Jenkins Fits

The most appropriate ARIMA model, given the model identification process and the Durbin-
ARIMA analysis, was estimated using an iterative method developed by Box and Jenkins
(1970). After the model is estimated, it is subjected to statistical tests of adequacy. The
residuals ot each model (the difference between the modeled estimates and the actual figures)
are also subjected to statistical tests. (For details of these tests, see Appendix 1) Those
models that passed the statistical tests were used to calc siate future predictions.

Analysis of Predictive Accuracy

Each model was developed with data through 1981, and was used to calculate predictions
for each month of 1982, Actual 1982 tigures were then compared to the predicted figures for
each month, and two summary statlistics were calculated--the percent error tor the average
month and the percent error for the year 1982 (the sum of all 1982 predictions compared to
the total number actually occurring in 1982). If the model failed to predict within 30 percent for
the average month or within 20 percent for the total year, the model was rejected and a
search for a better one was conducted.

The 20 percent and 30 percent criteria were chosen as. the maximum amount of error tor
which any definition of accuracy seems reasonable. The purpose was to eliminate those
predictions that were the most inaccurate. Aithough predictive accuracy studies with economic
data (for example, Dagum, 1979) usually use much stricter criteria for accuracy, previous
Autharity analyses indicate that accuracy with crime data may not be as great. In order to ex-
plore the variation of predictive accuracy from crime type tc crime type and from jurisdiction
to jurisdiction, a high maximum criterion for accuracy was chosen.

It the model predicted 1982 adequately, the model was then recalculated using data through
1982, and the months of 1983 were predlcted Again, these predictions were compared to the
real figures, and the same criteria were used for accuracy-~30 percent for the average month
and 20 percent for the total year. i1 this prediction was not adequate, the search for a better
model! for the total series was conducted again, through 1983. Even though the model had
been adequate for predicting 1982, the succes= of the model may have been a coincidence. In
several cases, by reanalyzing the series at this point, not only was 1983 predicted more ac-
curately with the revised model, but 1982 was also predicted more accurately. The reasons
for this are twoftold: 1) the identitication of the best ARIMA model is not an entirely objective
process (see Appendix 2); and 2) the series through 1982 was shorter than the series through
1983

if the ARIMA model predicted 1882 successfully, but not 1983, the possibility that an inter-
vention had occurred in 1983 was considered. In other words, there may have been some
change in 1983, such as a crime prevention program, a sudden crime wave, or a change in
recordkeeping, that resulted in a sharp increase or decrease in ithe number of offenses known
to the police. Such an intervention is called a serendipitous intervention, because it was
not hypothesized at the beginning ot the Predictability Project, but was discovered in the
process of analysis. The analysis of each serendipitous intervention situation was a unique
problem, and each is discussed in detail in the results. In these situations, the criteria for iden-
tifying the best mode! were that the mode! must meet statistical and predictive accuracy stan-
dards in at least two years. If, for example, a serendipitous intervention apparently occurred in
1983, and the criteria were therefore not met tor 1983, then criteria had to be met tor 1981
and 1982. In a number of time series, 1980 and other years were also analyzed.
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1984 Predictions

Finally, it the ARIMA model through 1981 successfully predicted 1982 and the model through

1982 successfully predicted 1983, the model was then calculated using all data through 1983.

This model was again subjected to the tests of model adequacy (see Appendix 1), If the model
was not adequate, the entire process started again. At this point, any changes that were made
were slight. if the model through 1983 was accurate, however, it was used to predict each
month ot 1984.15 (At the completion.of the analysis, actual 1984 data were not yet available
to check the accuracy of 1984 predictions.)

Method of Measuring Predictive Accuracy

Two alternative methods were used {o measure degree of predictive accuracy-~the year -
ahead method and the intervention method. Both are equally sound, but they answer dit-
ferent questions about predictive accuracy. The year-ahead method, as its name implies,
predicts each month one year ahead. For example, a model based on the time period
1972-1982 might be used to predict each month ot 1883. The year-ahead method would be
used in most ordinary prediction situations, because usually we are interested in predictions
that are farther in the future than the next month. The intervention method predicts only one
month ahead and therefore would not be used to answer the question, "Is crime predictable?”
The intervention method is useful as a diagnostic tool in the analysis of prediction error. There-
fore, in research such as this, in which we are looking for the causes of error in predictions, the
intervention method and the year-ahead method both provide necessary, though ditfferent, in-
tormation.

The year-ahead method assumes that the underlying month-to-month pattern of the series,
the ARIMA model, does not change, and that the analyst does not know the actual number of
offenses that occurred in any month of the year being predicted. For example, using actual
monthly data through December, a model was identified and used to predict crimes that would
occur each month for the next 12 months. Thus, a year-ahead prediction tor January, based
on-a model estimated on data through the previous December, benefits from knowledge ot the
number of offenses that actually occurred in December. However, in calculating a prediction
for February, the year-ahead method uses the estimated, not the actual, January observation.
By the time the following December is predicted, information on actual offenses is 12 months
old.16

The Intervention method (Roberts, 1984) is the same as the year- ahead method in that the
monthly data in the year being predicted are not used to estimate the ARIMA model. However,
the two methods cditfer in that the intervention method prediction uses actual data, not es-
timated data. For example, each month of 1983 is predicted with a model (an ARIMA equation)
that was estimated on the time period 1972-1982. The ARIMA equation stays the same for
each prediction, but the observation used with the ARIMA equation to predict each month is the
actual observation, not an estimate. In a prediction of October, the intervention method as-
sumes that the number of actual offenses in each month through September is known.
However, the ARIMA equation, describing the relationship between each month and the
preceeding months, is the same for the October prediction as it was for the January prediction.

15These 1684 predictions are too voluminous to inciude here, but are available on request from-the Authority.

16This exariple assumes, of course, that the model in question describes each observation ac related to the
preceeding observation --these models are called first order models. In other types of ARIMA madel, called second
order models, the information to predict January would be taken from November (two months ago). For details, see Appendix
1, and "Method of Choosing the Best ARIMA Model,"” page 22.
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Thus, like the year -ahead method, the intervention method assumes that the ARIMA model does
not change. But in contrast to the year-ahead methad, the intervention method assumes that
the analyst knows the actual number ot offenses that occurred in the previous month.

With the year-ahead method, a large prediction error could have at least two causes. The
ARIMA model (description of the relationship between each observation and the next) could
have changed or the level ot the series (the number of crimes in a typical month) could have
changed. The best ARIMA maodel could change without an actuai change in crime level. Con-
versely the relationships from month to month in 1983 could be the same as the pattern of
retationships in previous years, but the numbers could be all higher or lower in 1983. It 1983
observations are much higher than all previous observations, for example, the level of the
series has increased, and predictions based on a 1972-1982 model probably wouid be too low.
The intervention method helps determine whether the prediction error found with the year-
ahead method was due 10 a change in model, a change in the level ot the series, or both.

The cause of a large prediction error with the intervention method is likely to be a change in
ARIMA model, not a change'in the leve! of the series. It the level of offenses increased in 1983
but the ARIMA model did not change, for exampie, the 1972-1882 model would be too low in
predicting January 1983. However, {he February intervention-method prediction wouid be es-
timated using actual January data (but the same 1972-1982 equation). Since the ARIMA model|
relates each month to the next month, the February prediction will be corrected for the actual
level of January.'7 Therefore, errors in prediction with the intervention method can be as-
sumed to indicate a change in the model, not a change in the level.

Method of Choosing the Best ARIMA Model

The Predictability Study found the best possible ARIMA madel tor the foilowing crime types
and jurisdictions:18 -

1) each of tour types of Index crime in 14 lllincis law enforcement jurisdictions,

2) each of four weapon types of index robbery in Chicago and in total lllinois (non-
Chicago), and

3) each of four weapon types of Index aggravated assault in Chicago and in total llinois
(non-Chicago).

To understand ARIMA models as they are discussed in this report, the tollowing section
provides a quick overview of ARIMA modeling and detinitions of a few important terms. There
are other sources available for a complete treatment of ARIMA models,'9 and more detailed in-
formation can aiso be found in Appendix 1.

1 7Agam, this assumes a first order model, but the same logic could apply to a secand order or 12th order model.

18eor same types of crime in some jurisdictions, the identification of an ARIMA model was not possible because
the number of offenses in a typical month was five or fewer (see Table B). For Index robbery, these jurisdictions were Arlington
Heights, Des Plaines, Quincy, and Skokie. For Index aggravated assauit, only Arlington Heights had fewer than five offenses per
month over all years, but Des Plaines and Skokie had fewer than five offenses per month in the final years of the series.

18For an elementary review of the ARIMA method, see Hoff (1983) or Block (1384b),
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An Overview of ARIMA

ARIMA models are classified as (p,d.q)(Sp,$d.Sq), where each term specifies the number of
serial (month-to~-month) or seasonal (every 12 months) autoregressive orders, degrees ot dif-
terencing, or moving average orders. Most models contain zero, one, or two orders of auto-
regression (p) and zero, one, or two orders of moving average (q), and may require Zero, one,
or two degrees of difterencing (d). In addition, an ARIMA model may or may not be seasonal,
requiring one or two orders of seasonal autoregression (Sp), one or two orders of seasonal
moving average (Sq), or one or two degrees of seasonal differencing (Sd) in the model. There=-
fore, to .understand what an ARIMA model means, it is necessary to understand the concepts ot
autoregressive processes, moving average processes, and ditterencing.

In an autoregressive (AR) process, the current observation is a function of a past obser-
vation. An AR(1) autoregressive process means that the current observation is atfected by the
previous observation. An AR(2) autoregressive process means that the current observation is
attected by the second previous observation. A seasonal autoregressive process, AR(12),
means that the current observation is affected by the observation one year age.

In a moving average (MA) process, the current observation is a function of a past error,
not of the total observation. An error is a statistical term for the part of an observation that is
unpredictable and unmeasurabie. An MA(1) moving average process means that the current
observation is affected by the error of the previous observation. An MA(2) moving average
process means that the current observation is atfected by the error of the second previous
observation. A seasonal moving average process, MA(12), means that the current observation
is aftected by the error of the observation one year ago.

Betore it is possible to identify an ARIMA model, it may be necessary to transform a time
series by differencing (see Appendix 1 for detail). ARIMA modeis cannot be calculated un-
less there is no change over time in the level or the variance of the series. This condition is
called stationarity. Most actual time series violate this condition. However, If they are trans-
formed by differencing, the transformed data often can be modeled. In first ditferencing, each
observation is subtracted from the neighboring ocbservation. In 12th ditterencing, each obser-
vation is subtracted from the observation 12 months away.

Thus, the letters (p.d,q) and (S5p.5d,Sq) summarize the autoregressive, difterencing, and
moving average components of an ARIMA modei; p and Sp reter to seriai and seasonal auto-
regressive processes, d and Sd refer to serial and seasonal degrees of differencing, and g and
Sq refer to serial and seasonal moving average processes. For example, an ARIMA
(2,1,0)(1.0,0) model contains AR(1), AR(2), and AR(12) processes, and required first (serial) dif-
ferencing but not 12th (seasonal) difterencing.

In effect, the terms (p.d.q)(Sp.Sd,Sq) describe the class of ARIMA model type. if two time
series can be described by the same class of ARIMA model, they follow the same statistical
patterns over time. They are similar in the relationship each observation in the series has to
previous observations and later observations.

Criteria for ARIMA Mods! Identificaticn

in the Predictability Project, the decision as to the best ARIMA model type was based on the
following criteria:

1) Residuals ot the model had to fluctuate randomly over time.
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Residuals are the difference between the modeled figures and the actual figures. Thus,
they are the month-to-month variation that the ARIMA modei does not explain. Qee Ap~-
pendix 1 tor specific tests {or random fluctuation.

2) The tinal model had to be;simbler than alternative models (known as parsimony).

- Of two ARIMA models, the model wnh ~any of the following characteristics was con-
sidered to be the simpler:;

a) the model was autoregressive or moving average, but:not both, and

b) the model contained fewer AR or MA terms (tor' exampie, an AR(1) mode| would be
simpler than an AR(2) model).

3) The tfinal model had to have better predictive accuracy for 1981, 1982, and 1983, year-
ahead method, than alternative models. For the Chicago Intervention Analysis, the model
had to have better predictive accuracy tor 1981 and 1982.

Note that each model chosen as best was a better predictor for that series than alternative
models, but not necessarily an adequate predictor according to the 20 percent yearly and 30
percent monthiy criteria.

In some cases that are discussed in detail below, a model would predict several years ac-

~ curately, but not one year. For example, a model might predict 1980, 1981, and 1983 accurate-

ly, but not 1982. In such a situation, we considered the possibility that a serendipitous interven-
tion had taken place in the given year. In other words, some unexpected event may have oc-
curred (a change in crime prevention or enforcement or a change in recordkeeping) that
caused a rapid increase or decrease in the number of offenses. The identification of the best
ARIMA model (or maodels) was complex in such situations, and the analysis is discussed for

~each case as it arises. However, the general rule in identifying the best model in such a series

was that the mode! should predict within the 20 percent yearly and 30 percent monthiy criteria
in at least two years.

Chicago Intervention Anaiysis Method

The purpose of the Chicago Intervention Analysis was to use the time series analysis
methods of the first part of the Predictability Project to answer a practical question: What was
the effect ot the change in crime recording practices in Chicaga in 1983 on the number ot ot-
fenses known to the police? Two methods of analysis were used to answer this question, both -
of them essentially descriptive--time series pattern description (see page 18 and Appendix 1),
and an analysis of predictive accuracy over several years, as measured by the year-ahead
method and the intervention method.2? These analysis methods were part of a research design
called an interrupted time series quasi-experiment with a nonequivaient no-treatment control

group (Cook and Campbeli, 1979:214) that is intended to measure the effect of a change, or in-

tervention. This was done for eight types of crime: Index robbery and index aggravated as-
sault, by four weapon types.

207his project was limited to descriptive methods for analyzing an intervention because, at the time of the
analysis, the exact specification of an ARIMA mode! to include the eftect of an intervention (a transfer functlon) was very difficult
to do wnth available Authority computer packages.
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Because the reform in data collection and recording practices in Chicago in 1983 was
interided to reduce the undercounting of crimes in official statistics, then it is reasonable to
assume that the degree of change in thie number of officially recorded crimes is related to the
degree to which sach crime had been previously undercounted. The degree of undercounting
was hypothesized to be related to the seriousness of the crime, In order to control for the
possibie effect ot crime seriousness on the likelihood that a crime would become ofticially
recorded, each Index crime was divided into the smallest categories for which data are avail-
able in Chicago, that is, four weapon categories for each Index ¢rime: firearm, knife, other
weapon, and body-as-weapon (strongarm robbery and assault with hands, feet, etc.).

Thus, the Chicago intervention analysis used eight types of crime: firearm robbery, knife
robbery, robbery with another weapon, strongarm robbery, firearm aggravated assault, knife
aggravated assault, aggravated assault with another weapon, and aggravated assauit with
hands or feet as a weapon {for example, a karate attack). Note that these are Index crimes.
Therefore, each category of robbery includes attempted robbery, and each category of ag-
gravated assauit includes aggravated assault (threat), aggravated battery, and attempted mur-
der.2!

The tirst step of the analysis was to find the best ARIMA model for the period
1974-1982.22 To do this, the same analysis method was used for each series as in the first
part of the Predictability Project. A modei was identitied for the period 1974-1980, and 1981
was predicted. If the 1981 prediction was accurate, the same type of ARIMA model was iden-
titied for the period 1974-1981, and 1982 was predicted. If the 1982 prediction was accurate,
the game type of ARIMA model was identitied for the period 1874-1982, and 1983 was predic~-
ted.23

The analysis then compared the predicted vailues to the actual vaiues for 1983, All things
being equal, if the change in Chicago's recordkeeping practices did not affect the number of
crimes, then the 1883 prediction should be -at least as accurate as the 1981 and 13882 predic~-
tions. Although it is never possible to be sure that all things are egual, the design of the
Chicago Intervention Analysis used a conirol group to ensure that most things were equal.
Specifically, to control for the possibility that some statewide change could have atfected the
number of offenses, the analysis used total lllinois (non-Chicago)2% as a control group. if the
change in the number of recorded offenses in Chicago was due to the change in the administra-
tion ot recordkeeping that occurred at that time only in Chicago, then predictions for the total
year and the average 1983 month in Chicago (year-ahead method) would be less accurate
than predictions for 1983 tor lllinois (non~Chicago) for the same crime. Thus, the Chicago In-
tervention Analysis had the usual design of a time series experiment (Cook and Campbell,
1979).

2y g impossible to differentiate between completed and attempted Index robberies, or between the three types
of Index aggravated assault (attempted murder, aggravated battery, and aggravated assault/threat) in Chicago during the time
period of the study.

22weapon ~specific robbery data are not available before 1974 in Chicago, or before 1875 in the rest of the
state. Weapon-specific assault data are not available in Chicago or the rest of the state before 1974, In addition, for some
types of robbery or assault, the analysis had to begin with 1975 or 13976, because pattern description analysis and model-building
analysis showed that the initial year or two of the series was different from the later years.

231n some cases, a serendipitous intervention was found in 1981. In these cases, a model for the period
1974-1979 was also identified. Each of these analyses is discussed in detail later in the paper.

247 otal lllinois (non-Chicago) refers to the aggregate total of all crimes known to the police in Winois outside of
Chicago.
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Patterns of Change Over Time

Before any attempt to forecast the future, it is necessary to describe the past. Therefore,
the analysis ot each time series began with two descriplive analyses: time series pattern de-
scription and descriptive seasonal analysis. The line segment graph, or spline regression line,
produced by time series pattern description describes the overall patterns in the past, answer-
ing the questions:

@ Did the number of offenses generally increase, decrease, or stay at the same level over
the time period?

® Did the number ot offenses change direction, for example, from increasing to decreasing?
e It the number of offenses did change direction, roughly when did that happen?
A descriptive seasonal anaiysis answers the question:

e Did the number of offenses fluctuate with the seasons, and if so, what was the pattern of
this Huctuation?

Time Series Pattern Description

Time series pattern description served three purposes--a check for data quality, an ex-
ploration of possible discontinuous breaks or extremes in the series, and an exploration of
stationarity in the series.25 Although space does not permit a discussion of every pattern de-
scription here, this section will review the more interesting findings.

The line segment tits of a number of crimes anaiyzed in the Predictability Project showed a
discontinuity between the first two 'years and the rest of the series. For some crimes, the
number of offenses in the first year or two was much higher, and for other crimes the number
was much lower, than in succeeding years. This was the case, for example, in Chicago Index
firearm robbery (see Figure 8) and in Cicero Index burglary (see Figure 9). In both cases, the
initial pattern descripticn indicated that the first year or two ot the time series might not follow
the same ARIMA pattern as the other years. It Is common khowledge among time series
analysts that a new time geries may produce different information in the first year or two fol-
lowing initial data collection than after data collection procedures become more familiar. A
possible reascn for this is that data detinitions may become clearer atter they have been used
in the tield for a year or two. In lilinois, 1972 was the first year the Department of Law En-
torcement (now the Department of State Police) collected statewide Unitorm Crime Report
data, and 1974 was the tirst year in which Index robbery and assault data were coilected by
weapon type. ‘

25Stationarity, a term used in ARIMA madeling, refers to the requirement of constant level and constant variance.
For details, see Appendix 1.
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Figure B. Pattarns of Change Over Time in Chicago index Fnrearm Robbery, 19741983
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Figure 9. Patterns of Change Over ime in Cicero Index Burglary, 1972-1983
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Exploratory time series pattern description also can heip to identity apparent changes in
data detinition, either In a single month or between an earlier and a later time period. The
existence of an outlier (an extremely high or low value) may be the first indication ot a data
detinition problem that must be resoived betore other analysis is possible. For example, In
November 1977, the number of Index burglary offenses in Cicero (see Figure 9) dropped to
zero--a situation highly unlikely considering previous monthly tigures in Cicero. The pattern
description of Cicero burglary also suggests a discontinuity (a sharp change) between the high
number of offenses in 1978 and the relatively low number in 1979. Both the exiremely low
number of oifenses in November 1977 and an apparent changs or discontinuity in 1978-1979
are seen in every crime type analyzed in Clcero.

in Elgin Index robbery (see Figure 10), there were several axtreme values in 1974.26 This
made it ditticult to identify a good ARIMA model for the entire 1972-1983 period, but the period
19875-1983 was succeassfully modeled,

One of the decisions necessary for ARIMA modeling Is whether the series is stationary (has
a constant level and constant variance). H the series I8 not stationary, an ARIMA model is im-
possible to calculate unless the series is transtormed in some way, such as first or 12th dit-
ferencing (see Appendix 1). A graph helps to detsrmine whether such a transtormation is
necessary. Figure 9is an example of a series that is not stationary.

A graph with a superimposed line segment tit may also focus the analyst's eye on variations
from the general fit, such as seasonal fluctuations or other cycles. it sometimes happens that a
time series will fluctuate with the seasons during certain years, but not during other years. In
the Cicero Index larceny/theft series for example {see Figure 11), a practiced eye might notice
a cycilical pattern in 1978, 1979, and 1980 that is not apparent in earlier years. In tact, the
ARIMA analysis for Cicero \ndex larceny/theft found two separate models, one for the period
1972-1977 and a second (with. much more se&asonality) for the period 1978~1983. Such
cases of changing seasonality indicate that something basic about the time series, perhaps the
way in which the data were colliected, has changed.

As another example, a change in seasonal fiuctuation In the time periods &~ .re and after
18979, which is suggested in the line segment fit of Evanston Index burglary (see Figure 12) and
was also apparent in the descriptive seasonal analysis resuits, was the first indication that two
different ARIMA modeis would be nesded to describe the time series. Eventually, atter con-
siderable analysls, it was concluded that Evanston Index burglary followed one ARIMA pattern
trom 1972 to 1978 and another from 1979 to 1983 (see "ls Crime Predictable?-- index
Burglary,” page 83).

2B7he fine segment fit for Elgin robbery (see Figure 10) is an exception to the general rule (see Appendix 1) that
no line segment should be shorter than 12 months. The extreme values in 1974 created a discontinuity between 1974 and 1875,
and the line segment fit in the graph was chosen so that this discontinuity would be described. The same thing happened in the
line segment fit for Cicero burgtary {5ee Figure 9. )
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Figure  1 0. Patterns of Change Over Time in Elgin Index Roobbery, 1912-*1983
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Figure-11. Patterns of Change Qver Time in Cicero Index Larceny/Theft, 1972-1983
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Figure 12. Patterns of Change Over Time in Evanston index Burglary, 1972 1283
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Descriptive Seasonal Analysis

This section presents the results of descriptive seasonal analysis using the component
method. In this method, the time series data are divided into three components~-the
trend/cycle, the seasonal, and the irreguiar (error). Various statistics based on these com-
ponents give the user an idea of the proportion of variation over time in the serigs that is due
to the seasonal component, relative to the other components. Specifically, the statistics
presented in the tables of this section include the contributions of the seasonal component and
the irregular component to the month-to-month variation in the data (given as percents of the
total month-to-month variation), and the stable seasonality F value. For details about these
statistics, see Appendix 1 and Block (1984b).

As an Indicator of the presence of seasonal fluctuation (at the descriptive stage of
analysis), the Predictability Project used the Plewes rule of thumb (ses Appendix 1), which re-
lates the F of stabie seasonality and the percent contribution of the irregular component over a
one-month span 27 The F value is analogous to a measure of significance.

In additlon, the Predictabilily Project used the percent contribution of the seasonal com-
ponent, which is analogous to a measure of association. Even if the Plewes criteria indicated
no stable seasonality, when the seasonal component contributed at least 40 percent of the
variance from month to month, the hkenhood of seasonal tiuctuation had to be seriously con- -
sidered. '

27For a more complete discussion, see Appendix 1, Block {1984b), and the studies listed in the latter's annotated
bibliography. '
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The following summarizes the descriptive seasonral analysis resuits. Two criteria were
used: the Plewes rule ot thumb and the percent contribution ot the seasonal component. Each
descriptive seasonal analysis was conducted twice, once under the additive assumption of in-
dependent components, and once under the muitiplicative assumpticn of dependent companents
(see Appendix 1).28

A ftinal, but important, piece of information in the descriptive seasonal analysis resuits in
tables C through F is that those analyses with a signiticant F of moving seasonality are starred.
When a significant F ot moving seasonality occurs, the results of the seasonal analysis are not
trustworthy, and should be ignored. If the analysis under either the additive or multiplicative
assumption, but not both, has a significant F ot moving seasonality, use the resuits ot the other
analysis.

index Robbery

None of the 10 lilinois (non-Chicago) jurisdictions for which Index robbery could be
analyzed (see Table C) had significant seasonal tiuctuation according to the Plewes criteria.29
In only one jurisdiction was the contribution of the seasonal component over 40 percent: in E|-
gin {multiplicative assumption) it was 47 percent. However, the F value for Elgin robbery was
relatively low. In contrast, tirearm robbery and strongarm robbery in total lliinois (non-Chicago)
showed a high seasonal contribution and a relatively high F value. However, Index robbery with
a knite or another weapon showed no evidence of seasonal fluctuation, either in total Hinois
(non-Chicago} or in Chicago.

Thus, robbery was not seasonal in any individual jurisdiction, according to the descriptive

seasonal analysis. However, two types of robbery--firearm robbery and strongarm robbery -~
showed signs of seasonal fluctuation in lllinois (non-Chicaga).

Index Aggravated Assault

None of the 12 lilinois (non~Chicago) jurisdictions for which index aggravated assault could
be analyzed (see Table D) contained a signiticant amount of seasonality according to the
Plewes criteria, although Decatur, Peoria, and Springtield had seasonal ¢ontributions of at least
40 percent.30 In the Decatur additive adjustment, the seasonal contribution was 40 percent, in
the Peoria. multiplicative adjustment, it was 44 percent, and in the Springtield multiplicative ad-
justment, it was 40 percent. In addition, the stable seasonality F values for these three jurisdic~
tions were relatively high for aggravated assault, ranging from 83 In Decatur to 145 in
Peoria.3' This suggests that these aggravated assault series may contain some seasonal fluc-
tuation.

284inder the additive assumption, the three components are assumed to be independent; under the multiplicative
assumption, they are assumed ta be dependent (see Block, 1984h).

28The significant moving seasonality F for Rockford Index robbery and Chicago firearm robbery, additive
adjustment, indicates that the results of the multiplicative adjustment (which does not have a significant moving seasonality F)
should be used.

307he significant moving seascnality F values for Cicero and Springfield, and non-Chicago firearm, knife, and
other-weapon Index aggravated assault, additive adjustment, indicate that the additive results are not trustworthy and that,
therefore, the multiplicative results should be used. Elgin had significant moving seasonality F values under both the additive and
the multiplicative assumption. This suggests a problem with the data (see "Is Crime Predictable? ~~index Aggravated Assault,”
pa‘ge 53).

31pecatur had an F of 7.3 under the multiplicative assumption, but because the F was higher under the additive
assumption, we assumed that the additive assumption was correct, Thus the best F for Decatur is 8.3.
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in contrast, the aggregate total of all lllinois (non-Chicago) Index aggravated assauit
showed a high seasonal contribution for every weapon type--~from 41 percent for assault with
a knife (additive adjustment), to 60 percent for other-weapon assault (additive adjustment). In
fact, the total llinois (non-Chicago) other weapon series comes close to meeting the Plewes
criteria. In Chicago, the seasonal contributions are not as high, but again, the contribution for
other-wezpon assault is highest--52 percent in the multiplicative adjustment.

Table C. Index Robbery Seasonality Analysis: 1872-1883

o gt G b S o s o &

Additive Assumption Multiplicative Assumption
Stable % Contribution Stable % Contribytion

Arlington Heights? Zero Observations
Aurora 2.6 21% 75% 2.9 23% 75%
Cicero 1.4 20 80 Zero Observations
Decatur 2.8 20 80 2.5 8 92
Des Plaines? Zero Observations
Elgin 2.9 40 59 3.1 47 53
Evanston 2.0 26 73 1.6 22 77
Jeliet 1.5 19 81 1.2 12 88
Peoria 6.8 29 68 6.3 24 74
Quincy? Zero Observations
Rockford 7.5¢ 28 72= 6.8 27 73
Rock Island 2.1 21 79 1.9 21 79
Skokie? . . Zero Observations
Springfield 6.6 32 66 7.1 32 67
Firearm 9.5 34~ 64~ 11.6 31 68
Knife 4.2 25 75 4.2 17 83
QOther Weapon 5.0 21 79 5.1 15 85
Strongarm 6.0 21 79 6.0 19 81
Non-Chjicago**
Firearm 22.3 54 45 22.8 59 40
Knife 2.3 23 77 2.3 26 74
QOther Weapon 2.9 18 81 3.0 i7 83
Strongarm 15.6 40 59 17.1 42 58

aNot analyzed because mean number of crimes per month was less than five (see Table B),
*F yalue of moving seasonality greater than or equal to 2.41, indicating that this adjustment is not trustworthy.
**years 1975-1983 analyzed.
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‘Table D. Index Aggbravaktjedessault Ssasonality Analysis: 1872-1983

Additive Assumption Multiplicative Assumption
‘ o Stable % Contribution - Stable % Contribution
Arlington Heights? : ‘ Zero Observations
Aurora : 3.6 31% 68% 4.0 L32% 68%
Cicero 1.4= 18+ 78* Zero Observations
Decatur 8.3 40 58 7.3 32 . 68
Des Plaines? Zero Observations
Elgin 5.2 28 - 71 4.9* 25 75+
Evanston 5.7 21 79 6.8 30 70
Joliat 2.9 23 74 1.8 26 72
Peoria 14.1 41 58 14.5 44 55
Quincy 1.3 19 81 Zero Observations
“Rockford 6,0 21 8 5.7 16 83
Rock Island 4.4 25 75 Zero Observations
Skokie 3.3 28 N 3.0 22 77
Springfield 10 2= 41 57+ 10.9 40 58
s;h!'caggtl *
Firearm 17.9 40 59 14.7 38 62
Knite 11.9 32 67 11.2 29 3!
Other Weapon . 27.7 49 51 26.0 52 47
- Hands, Feet, stc. 4.5 22 77 5.1 22 77
Non-Chicago**
Firearm 20.0= 49 49 21.4 48 50
Knife 15.0% 41 56+ 17.5 42 - 86
- Other Weapon 45 .4+ 60 39* 54.8 60 49
7 42 56

Hands, Feet, etc. 17.3 42 885 20.

aANot analyzed because mean number of crimes per month was less than five,
*F value of moving seasonality greater than or equal to 2.41, indicating that this adjustment is not trustworthy.
*2Years 1974~-1983 analyzed.
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Index Burglary

None of the 14 index burglary series (see Tabie E) was significantly seasonal according to
the Plewes criteria.32 The highest percent contribution of the seasonal component was in
Rockford, with 46 or 47 percent. Since Rocktord's stable seasonality F value ‘was also high
(21.8), Rocktord burglary may fluctuate with the seasons. One other jurisdiction, Rock !stand,
had a high seasonal contribution (42 percent), but its stable seasonality F value was only 7.6.
On the other hand, burgiary in Peoria and Skokie had both relatively high seasonal contributions
(38 and 34 percent, respectively) and relatively high F values (13.2 and 13.1, respectlvely)
suggesting that some seasonal fiuctuation was present.33

Table E. Index Burglary Seasonality Analysis: 1872-1983

Additive Assumption Multiplicative Assumption

Stable % Contribution Stable % Contribution
Jurisdiction E value Season. Irrea. E_value Season. Irred.
Arlington Heights 8.8 28% 71% 8.5 24% 76%
Aurora 3.7* 23 73 4.0° 21= 76+
Cicero 1.0 16 83 1.3 2 98
Decatur 3.4 22 77 3.0 21 77
Des Plaines ‘6.1 29 70 6.2 29 70
£lgin 2.6 30 67 3.0 30 66
Evanston 6.2* 32= 66 5.7 27 65
Joliet 7.7 22 75 8.4 27 €9
Peoria 13.2 38 60 12.9 39 60
Quincy 2.5 24 72 2.3 24 72
Rockford 21.6 45 51 19.0 47 51
Rock Island 7.4¢ 33 63* 7.6 42 85
Skokie 13.1 34 64 13.1 32 66
Springfield 1.8 20 80 1.2 19 77

*Moving seasonal F value greater than or equal to 2.41. This indicates that the results of this adjustment are not trustworthy
and should be ignored,

32The significant moving seasonality F values for Evanston and Rock Island Index burglary, additive adjustment,
indicate that the additive results are not trustworthy and that the multiplicative resuits should be used. Aurora had significant
moving seasonality F values under botr the additive and the multiplicative assumption. This indicates a problem with the data.

33Because the additive F value was higher (13.2), the additive assumption was used here for Peoria. With the
additive assumption, the seasonal contribution is 38 percent.
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Index Larceny/Theft

Index larceny/theft (see Table F) showed the most seasonal tluctuation of the four Index w
crimes analyzed In the descriptive seasonal analysis.3* The only larceny/theft series ihat
showed no sign of seasonal fluctuation was Cicero 35 Aithough none ot the 14 jurisdictions
was signiticantly seasona! according to the Plewes criteria, nine had a seasonal contribution

higher than 40 percent--Arlington Heights, Decatur, Des Plaines, Elgin, Evanston, Joliet, Peoria,
Rocklord, and Springtield.3® The highest seasonal contribution was in Rockford, which had 67
percent. All of the larceny/theft series except Cicero had a stable F higher than 10.0, and eight
of the 14 had values higher than 20.0.37 B
Table F. Index Larceny/Theft Seasonality Anaiysis: 1872-1883 -
Additive Assumption Multiplicative Assumption
-
Stable % Contribution Stable % Contribution
Jyurisdiction E vajus Season, Irreq. E value Season, Irreg.
Arlington Heights 24 .2 50% 50% 24.8 42% 57% d
Aurora 49 .2 80 38 42.7% 66* 38*
Cicero 3.7 19 78 2.8 9 89
Decatur 43.8 52 46 46.3 52 47 w
Des Plaines 23.3 44 56 23.6 43 57
Elgin 19.4 53 486 20.1 83 46
Evanston 20.6 52 48 20.7 60 40 -
Joliet 16.1 32 45 17.3 55 43
Peoria - . 21.5 43 57 25.3 385 64
Quincy 10.5 35 63 11.4 36 61 )
Rockford 56.0 67 32 51.5 64 35 w
Rock Island 1.1 27 71 11.7 34 64
Skokie 14.9 37 62 14.1 35 65
Springfield 34.2 50 46 29.2= 46* 50+ oW
*Moving seasonal F value greater than or equal to 2.41. This indicates that the results of this adjustment are not trustworthy .'
and should be ignored.
w
w
34This is consistent with the findings of Biock (1984a:25-28), L

355ARIMA analysis indicates that Cicero Index larceny/theft was not seasonal before 1978, but may have become
seasonal in the later years (see Figure 11)..

3Baurora had significant F values for moving seasonality under both the additive and the multiplicative -
assumption. This indicates that the Aurora X-11 results cannot be trusted. Therefore, Aurora is not included in this list. Burglary
“in Aurora had the same problem; thus seasonal fluctuation of burglary and larceny/theft possibly changed oveér time in Aurcra.
378ecause both of Aurora’s adjustments had a significant F of moving seasonality, neither can be used here.
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sSummary

Not one of these offense series contains enough seasonal fluctuation so that it meets the
Plewes criteria for seasonality, However, a number of them had high seasonal contributions
and stabie F valuss, so that the presence of some seasonal fluctuation was a reasonable con-
clusion. This was especially true for Index larceny/theft, in which nine of the 14 jurisdictions
had some indication of seasonality.

There is considerable variation in seasonal fluctuation from jurisdiction to jurisdiction tor the
same type of crime. The F of stabie seasonality for index larceny/theft, for example, varies
from 3.7 in Cicero to 56.0 in Rockford (see Table F). The other Index crimes also vary widely
in their F values. The stable F value tor Index robbery (see Table C) varies from 1.4 (Cicero)
to 22.8 (lllinois non~Chicago firearm); for Index aggravated assault (see Tabie D), it varies from
1.3 (Quincy) to 54.8 (lllinois non-Chicago other weapon), tor index burglary (see Table E), it
varies from 1.3 (Cicero) to 21.6 (Rockford). in general, crime in some jurisdictions tends to
tluctuate with the seasons, regardiess of the type of crime, while crime in other jurisdictions
does not.

This variation among jurisdictions in the amount of seasonal fluctuation in cofficially recorded
criminal offenses may be evidence of variation from jurisdiction to jurisdiction in crime
measurement, Block {(1984a) argues that crime does not necessariiy occur in seasonal pat-
terns, but becomes officialiy known to the police in seasonal patterns. In other words, vic-
tim reporting practices and police recording practices~-in some jurisdictions but not all--have
the unintended effect of being more inclusive in. some months (usually the summer) than in
others. Thus, seasonality of crime within a jurisdiction may have more to do with the police
depariment’'s data administration practices than with actual crime patterns.

The descriptive seasonal analysis discussed in this section is based on a different detinition
of seasonality than the ARIMA modeling method. The Plewes criteria are reiatively conserva-
tive; they look for strong, consistent seasonal fluctuations. ARIMA models may sometimes in-
clude very small seasonal relationships, if by including them, the predictive accuracy is im~
proved. Thus, even though none of these crimes was seasonal according to descriptive
seasonal analysis, it is possible that the best ARIMA model may contain a seasonal term,

Discussion

This descriptive analysis of patterns of change over time was the basis of the unexpected

‘assessment of time series data quality, which became a methodoiogical goal ot the Predic-

tability Project. The simple description of each time series uncovered that some could not be
analyzed (for example, Berwyn) and others could be analyzed only by some correction of the
data (see footnotes to tables H, J, L and N).

Another indicator of data quality is that so many of these offense series contain significant
moving seasonality. In previous analysis of numerous crime data series (Block, 1984a), the
Authority found that moving seasonality was very unusual, and that, if moving seasonality did
occeur, it aimost never occurred under both the additive and the multiplicative assumption, as
happened with Aurora Index burglary and larceny/theft and Elgin Index aggravated assault.
Moving seasonality may indicate some discontinuity or sudden change in data definition that
violates the baslc assumptions of descriptive seascnal analysis, and also of ARIMA modeling.

In addition to the discovery of missing or obviously incorrect observations, the initial
descriptive analysis also pointed out characteristics of each time series that would affect later

llinois Criminal Justice Information Authority

Page 37




ARIMA modeling. Discontinuities in the data were tound, such as an increase or decrease after
1973, or the obvious changes in Rock Island Index aggravated assault after 1981, Decatur
Index burglary after 1981, Evanston index burglary after 1978 Rock Island index burglary after
1978, or Cicero index Iarceny/theft after 1977.
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Is Crime Predictable?

Predictability by Type of Crime

In this section, the question, "Is crime predictable?” Is answered. For each Index crime, we
first discuss whether the crime was predictable by the yearly and the monthly criteria tor ac-
curacy in 1982 and 1983.38 Seécond, we discuss the most common types of ARIMA model for
each Index crime.

These analyses were done for four Index crimes and 14 jurisdictions, except in instances
where there were too few offenses in the average month (five or fewer) for ARIMA analysis to
be possible (see Table B). In addition, as part of the Chicago Iintervention Analysis,
predictability analyses were done for four types of robbery and four types of aggravated
assauit in Chicago and in total lllinois (non~Chicago). The total lllinois (non-Chicago) results
are presented here, but not the Chicago results: because 1983 was not expected to be
predictable in Chicago. Predictability of Chicago Index robbery and Index aggravated assauit
wiil be discussed in the section, "Chicago Intervention Analysis” (page 115).

index Robbery

The list below summarizes the resuits ot the analysis of predictability of index robbery in
each of the 10 jurisdictions that had enough offenses per month tor analysis ~~3 ot the four
weapon types of Index robbery in totai lllinois (non-Chicago).3% The list bei. = ncludes, for
each Index robbery series, the best-titting type ot ARIMA model (p,d.q)(Sp.S4d,Sq).

Models Meeting Yearly but not Monthly Criteria

(p.d,q)(Sp.5d,Sq)

Aurora (2,1,0)(1,0,0)
Cicero (1,0,0)(0,0,0)
Elgin (1975-1983) (1,0,0)(1,0,0)
Evanston (0,1,1)(0,0,0)
Rockford S (2,0,0)(0,1,1)
Springfield (1,0,0)(1,0,0)

38Predictability for 1981 was also calculated. The results do not appear in the tables in this section, but are
" discussed in the narrative when applicable. ) :
89The Chicago findings are not included here, but are discussed later in this report.
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Decatur (1982) {0,1,2)(0,0,0)
Joliet (1982 & 1983) (0,0,2)(0,0,1)
Peoria (1983) : (1,0.0){0,1,1)

Rock Island (1982) - (0,1,1)(0,0,0)

S ful Predicti
Knife ‘ (2,1,0)(1,0,0)
Other Weapon (1,0,0)(0,0,0)
Strongarm {(0,1,2)(0,1.1)
Ss.r.en.dini.mu__lmu.eum

Firearm (1983) (0.1,1)(0,1,1)

The robbery series in this list are categorized according to their degree of predictability for
the total year and the average month of 1982 and 1983 with the year-ahead method as given
in Table G. The criteria for a successful predictive model is very generous --accuracy within

20 percent for the total year and 30 percent for the average month, for both years. in cases

where serendipitous intervention was discovered in 1982 or 1983, ARIMA modeling and predic-
tion was done for 1981.40 For Joliet, ARIMA modeling and prediction were done for 1980 and
1981. If a model did not successfully predict at least two years, it would have been
categonzed as a poor predictive model here.

Predictability

None of the index robbery local-level time series was predictable by both the yearly and
monthly criteria in both 1982 and 1983. Robbery was predictable for the total years 1982 and
1983, though not on a monthly ‘basis, in six of the 10 Jjurisdictions (Aurora, Cicero, Elgin,
Evanston, Rockford, and Springfieid). In contrast, ail four weapon types of total iilinois (non-
Chicago) Index robbery were highly predictable (see Table G).41

The ability to predict the year but not the months may be related to the number of observa-
tions. in each month. In the six locai-level Index robbery time series in which both years were
predictable but the average month was not, the number of Index robberies known to the police
per month (see Table B) ranges from seven in Elgin to 23 in Springfield. Such a iow number ot
crimes means that a 30 percent error in any given month would be reiatively likely, For ex~
ample, Aurora averaged 15 index robberies per month, so that an error of five either way
would exceed the 30 percent criterion. In comparison, all the total lilinois (non-Chicago) Index
robbery time series contained higher numbers in the average month, and it was possible to

4Cpecatur met yearly but not monthly criteria in 1981 and 1983, but also had a possible intervention in 1882
4Firearm robbery in ilinois (non-Chicago) was highly predictable in 1981 and 1982, although the drop in 1983
was not accurately predicted (see “Chicage Intervention Analysis," page 1185). ’
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predict the months more precisely.*2

Support for the argument that predictive accuracy is related to the number of observations is
tfound in a detailed look at the predictability of Index robbery in each jurisdiction in ‘which the
year was accurately predicted, but not the average month In the largest of these six
jurisdictions--Springfield with 23 and Rockford with 28 Index robberies per month on the
average (see Table B)-- the ARIMA mode! predicted the average month zccurately in three of
the four possible comparisons.*3 In both jurisdictions, the error of the 1982 prediction for the
average month (year-ahead method) was only slightly over the criterion (31 percent in
Rockford and 32 percent in Springfield) In contrast, Elgin, which averaged only seven Index
robberies per month, did not reach the monthly predictability criterion in either year or by either
method. Aurora, Cicero, and Evanston, with an intermediate number of Index robberies in the
average month (15, 12, and 16, respectively), each met the monthly predictability criterion in
two of the four possible comparisons. This may indicate that Index robbery is predictable both
vearly and monthly in those jurisdictions where the number of occurrences in the average
month exceeds 20 or 30, but predictable only yearly in those jurisdictions where the number
per month is fewer.

Because the total of all Hlinois (non-Chicago) robberies is much higher per month than any in-
dividual jurisdiction (see note 42), it might be expected that predictions would be more ac-
curate. in fact, 1982 predictions were very accurate. For every weapon type, 1982 robberies
were predicted within 10 percent with the year-ahead method. In 1883, however, only the
prediction for strongarm robbery was within 10 percent. Actual firearm robbery offenses were
23 percent higher than the prediction, and actual knife and other-weapon robbery offenses
were respectively 10 percent and 17 percent lower than the predictions. For both 1982 and
1883, all monthiy predictions were within 30 percent. The worst monthly predictions, for
other-weapon robbery, may reflect the reiatively low numbers for that weapon type (34 per
month).

In the other four jurisdictions (Decatur, Joliet, Peoria, and Rock Island), and in total lilinois {(non-
Chicago) Index firearm robbery, robbery was predictable in 1981, 1982, or 1983, but not in all
years. .In each jurisdiction, predictability results suggest that the level of Index robbery was
unusually low in the year or years that could not be predicted successfully. At the same time,
however, the total number of index firearm rcbberies in lllinois (non-Chicago) increased in
1983. Thus, the drop in total Index robbery in Decatur, Joliet, Peoria, and RocK Island seems to
have been contrary to an increase in one kind of robbery for tha total state.

42The mean number per month over the period 1975 to 1983 was 261 for firearm robbery, 62 for knife robbery,

34 for other-weapon robbery, and 295 for strongarm robbery.
43The four possible comparisons in Table G are year-ahead 1882 and 1983 and intervention 1982 and 1983.
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Table G. Percent Error of Predictions: Robbery

Year-Ahead Method ~ Intervention Method
1982 1983 1982 1983 1982 1983 1982 1983

‘ Total  Total Avg. Avg. Total - Total Avg. Avg.
Jurisdiction Year  Year Menth Menth Year  Year Month Month
Arlington Heights? : ' :
Aurora 6%* 10%* 23%* 54% 2% 6%* 28%: 57%
Cicero 14+ 6* 40 15+ j2= 6* 41 14+
Decatur® 37 18t 65 54 0* 13+ 30= 37
Des Plainesd
Elgin 14« 6 47 34 1% 4= 46 37
Evanston 8 12¢ 47 27« 7= 2= 41 29*
JolietC 99 74 1 86 2* 6* 31 6
Peoriad Ix 56 26+ 69 1* 35 27 49
Quincy?
Rock Island® 71 10 1R 23* 30 8* 72 22«
Rockford 11 16+ 31 21 P g* 6* 30+ 16=
Skokie?d
Springfield 7* 5= 32 22 4= 28 27 21
Chicago
Firearm 17« 8 26® 1= 1= 4= 24 I
Knifef 9 20* 29 26* 7= 19= 28 26
Other Weapon 2 38 20 36 3* 28 18 28*
Strongarm 11 42 18+ 39 7* 27 20 26*
Non-Chicago
Firearmd 9= 23 13 24 0= 0= 11= 142
Knife 1= 10* 14« 14% 2F 2t 15= 1=
Other Weapon 4 17+ 29 27" 3= 10= 22% 23+
‘Strongarm 7 1* 1= 12 2* 3 6* 12

*Meets predictability criteria: 20 percent for total year predictions, 30 percent for average month predictions.

2Not analyzed because average number of crimes per month was less than five (see Table B).

bpredictions for 1981 in Decatur, using the same ARIMA model (0,1,2)(0,0,0), were much better than in 1982--within 8 per -
cent for the year and 31 percent for the average month (year~ahead method). This suggests that 1982 was unusually low.

CPredictions for 1981 in Joiiet, using the same ARIMA modei (0,0,2)(0,0,1), were much better—--within 7 percent for the year-~
ahead method and 12 percent for the intervention method. Year-ahead predictions for. 1980 were within 14 percent for the year
and 27 percent for the-average month, The bad predictions in 1982 and 13983 suggest interventions in both years.

din Peoria, the same ARIMA model (1,0,0X0,1,1) predicted 1981 within 10 percent and the average 13981 month within 18
percent (ygar-ahead method).

®predictions for 1981 in Rock lsland, using the same ARIMA model (0,1,1)(0,0,0), were much better than predictions in

1982--within 10 percent with the year-ahead method and within 4 percent with the intervention method. This suggests that

1982 was an exceptionally low year for Index robbery in Rock Island.
fBased on an ARIMA model (0,0,0)(1,0,0) (see Table H).
9Predictions for 1981 were 1.5 percent too high for the year and 10 percent wrong for the average month (year ~ahead),
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Decatur

Although the best pattern description for Decatur robbery (see Figure 13) shows that the
typical number of offenses increased steadily from 1974 through 1983, the ARIMA analysis in-
dicates that the number declined from October 1981 to July 1982. All of the monthly predic-
tions for this period were too high, and the total 1982 prediction (year-ahead method) was 37
percent higher than the actuai number. In contrast to the low number of robberies in these 10
months, the number in the two tollowing months, August and September 1982, was extremely
high. However, even though the levei of robbery appeared to fall in these 10 months, the best
ARIMA model did not change. The same ARIMA model (0,1,2)(0,0,0) produced an almost perfect
prediction ot 1982, measured by the intervention method (see Table G). The 1983 prediction
was within the 20 percent criterion, but was not particularly accurate (within 18 percent with
the year-ahead method and 13 percent with the intervention method). This was partly due to
another extreme month. In December, there were oniy five offenses, compared to the predic-
ticn of 18.2. Overall, the general impression of Decatur robbery in this analysis is that it con-
tains a number of extremely high or low months, and is not very predictable.

Rock Isiand

The pattern of Rock Island Index robbery (see Figure 14) was aiso very erratic, especially
in the years 1972 through 1981. An ARIMA model (0,1,1)(0,0,0y was a good statistical fit for
this period, but the predictions this model generated were usually poor. As can be seen in the
graph, high or low extreme months were frequent from 1972 to 1981, For example, the predic-
tion for the year 1980 was 41 percent too high, and the prediction for the average 1980 month
was in error by 72 percent (year—-ahead method). One of the monthly predictions in 1980 was
357 percent wrong. In 1981, the prediction ot the totai year was much more accurate, within
10 percent, but the average error for 1981 months was 49 percent. Although the extreme
number of offenses in August 1981 accounted for part of this inaccuracy, the predictions for
other 1981 months .were also in error, by as-much as 181 percent. These large predictive er-
rors-in 1980 and 1981 do not seem to be the resuit of an intervention (a change in level or
ARIMA model), but simply the result ot erratic change from month to month that was not ex-
plained by the best model. In other words, Rock Island robbery seems to have been unpredict-
able during this period.

In contrast, the month-to-month pattern of Rock Island robbery seems to have become less
erratic and more predictable in 1882 and 1983. There was a drop in 1982, which can be seen
in Figure 14, and which was nat predicted by the ARIMA model. However,in 1983 there was no
extreme month, and the degree of predictability was very high, higher than in any other year
analyzed. Thus, the years up to 1981 were erratic and thersfore unpredictable, the year 1982
was unusually low and was therefore not accurately predicted, but 1983 was accurately
predicted. it such an orderly month~-to-month fluctuation continues, index robbery will be pre-
dictable in Rock Island in the future.
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Figure 13. Patterns of Change Over Time in Decatur index Robbery, 1972-1983
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Figure 14. Patterns of Change Over Time in Rock Island index Robbery, 1872-1983
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Peoria

The drop in 1983 In Peoria Index robbery was found in the pattern description graph (see
Figure 15), as well as In the ARIMA analysis The ARIMA model tor Peoria Index robbery predic-
ted the year 1981 within 10 percent, the average 1981 month within 18 percent, the year 1982
within 1 percent, and the average 1982 month within 26 percent (year-ahead method). Thus, if
we were to consider only the years 1981 and 1982, Peoria would be the only individual juris-
diction in which index robbery met both the yearly and the monthly predictability criteria, One
reason for this may be that, of all the jurisdictions other than Chicago, Peoria had the most In-
dex robbery offenses in the average month (30) (see Table B).

On the other hand, the 1983 pradiction for Peoria Index robbery with the same ARIMA model
(1,0,0)0,1,1) was 56 percent too high, and the predi«tion for the average 1983 month was 69
percent wrong. Since the predictions calculatead with the intervention method were aiso inac-
curate for 1983 (see Table G), and since the ARIMA model is statistically good by the tests in
Appendix 1 for the 1972-1980, 1972-1981, and 1972-1982 time periods, but not as good for
the 1972-1983 time period, it is possible that the best model for Index robbery may have
changed in 1983.44 In any case, the level of robbery seems to have dropped in 1983 in Peoria.

Total /llinois (non-Chicago) Firearm Robbery

The number of Index firearm robbery offenses per month in total lilinois (hon-Chicago)
dropped steadlly from a peak in 1379 to 1983 (see Figure 18). However, ARIMA analysis indi-
cates that this steep decline may have stopped in mid-1983. Monthly predictions for July to
Dacember 1983 are all {00 low, by as much as 47 percent. In total, the number of firsarm rob-
bery cifenses in 1983 was 2,406, but the predicted number was only 1,842, which is 23 per-
cent too low. In contrast, the same modei predicted the year 1981 within 2 percent and 1982
within 9 percent (year-ahead method). Also, the intervention method prediction for 1983 was
very accurate, with an error of only 0.07 percsni. Theretfore, the ARIMA model appears to
have remained the same, but the number ot firearm robberies appears to have stopped declin-
ing, and leveied off, in the second haif of 1883.

Joliet

In Jollet Index robbery (ses Figure 17), the ARIMA analysis discoverad drops in 1982 and In
1983. Predictions for both 1982 and 1983 were much higher than the actual numbers, 99 per-
cent in. 1982 and 74 percent in 1983 (year-ahead method). The predictions ot the average
month were even worse (errors of 111 percent in 1982 and 86 percent In 1983). However,
predictions of 1981, using the same ARIMA model, were very good, within 7 percent (year-
ahead method) and 12 percent (intervention method). Also, the 1980 prediction with the same
model was accurate within 14 percent. The high degree of accuracy of the 1982 and 1983
yearly predictions with the intervention method (2 percent high and 8 percent high, respective-
ly) suggests that the change In both years was a decrease In level, not a change in the best-
fitting ARIMA model. This decrease in 1982 and 1983 can bs seen in the pattern description
graph of Joliet index robbery, which shows a peak at the beginning of 1981 foliowed by a rapid
decline.

44There is conflicting eviderce about a change in the ARIMA model for Peoria Index robbery. An ARIMA
(2,0,0)(0,1,1) model is a better fit statistically for the period 1872-1383 than the ARIMA model (1,0,0X0,1,1) in Table H.
However, the (2,0,0)(0,1,1) model does not generate 1983 predictions (either method) that are any more accurate than
(1,0,0(0,1,1). ,
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Figure 17. Patterns of Change Over Time in Joliet Index Robbery, 1972,-‘1983‘
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Summary

Thus, in four lllinois jurisdictions, the ARIMA predictions offer some evidence that a
precipitous drop in the number of Index robberies known to the police occurred in 1982 or
1983. In other words, an intervention of some kind may have occurred in index robbery in
these four jurisdictions.45 This is not, ot course, experimental evidence of a time series inter-
vention, because no intervention had been hypothesized in advance. The iack of predictive ac-
curacy in one or two years does not tsil us, in itseif, whether there was an actual change in
level or ARIMA model in that year, or whether robbery in that jurisdiction is simply unpredict-
able. The preponderance of evidence from both ARIMA analysis and pattern description sug-
gests that robbery in Decatur was unpredictable. On the other hand, Rock Island robbery ap-
pears to have dropped in 1982, Peoria robbery to have dropped in 1883, and Joliet robbery to

have dropped in 1982 and remained low in 1983. In contrast, the steady drop In total lllinois

(non-Chicago) firearm robbery may have reversed at the end of 1983.

454s discussed earlier, Elgin (see Figure 10) may also have experienced a change or.intervention, but in 1974,
For this reason, the Eigin ARIMA modei (see Table H) is based on data from 1975 to 1983. ’
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Best ARIMA Models for Predicting index Robbery

ls there a particular class of ARIMA model that seems to provide a better it for index rob-
bery than others? Table H lists the ARIMA modei type for each Index robbery series, and in-
ciudes the parameters (estimated weights) for each term, For example, the Aurora model
(2,1,0)(1,0,0) contains a seasonal autoregressive term, which means that each observation is
related to the observation 12 months ago. The best estimate of the strength of this relation-
ship (see under "Seasonal Autoregressive Estimate” in Table H) is .15, the low estimate is ~.03,
and the high estimate is .32. This means that the sirength of the AR(12) eftect is very small
and may even be zero.48 Thus, the Aurora model may be compared to other models containing
an AR(12) term, such as Elgin, Springfield, and many of the Chicago and lllinois (non-Chicago)
robbery series.

What similarities are there among these Index robbery ARIMA models? Very few of the
models are exactly the same, if we consider both the serial part of the model (p.d.g) and the
seasonal part (Sp,3d,5q) simuitaneously. However, there are some similarities it we consider
the two parts separately.

Serial Relationships

The most common model {or serial relationships (p,d.q) in the 10 llinois (hon-Chicago) juris-
dictions was ARIMA (1,0,0)(Sp,Sd,Sq), which described Cicero, Elgin, Pearia, and Springtieid.47
ARIMA (1,0,0)(5p.5d.Sq) is a very simple serial model that says that each observation is related
to the preceeding observation. In Cicero and Elgin, this relationship was small (.15 and .25,
respectively), and each of the low estimates reach or approach zero. In contrast, the es-
timated weight of the AR(1) relationship in Pearia and Springtield was moderate (.43 In Peoria
and .40 in Springfieid). In addition, the model for index robbery in Rockford, ARIMA
(2,0,0)(Sp,Sd,8a), was similar, except that there were two autoregressive terms instead of only
one. Both AR(1) and AR(2) weights were moderately high, indicating that Peoria, Springfieid,
and Rockford had similar serial terms in Index robbery ARIMA modeis.

The models of Evanston and Rock island, ARIMA (0,1,1)(0,0,0), were similar to each other in
both serial and seasonal terms. Both modeis thus required first differencing and a moving
average term. The weights of the moving average terms (.75 and .81) were close to each
other, and in fact; the estimates plus and minus two standard errors overiap each other. This
means that, from the standpoint of an ARIMA model, the patterns over time in Index robbery in
Rock Island and Evanston were essentially the same. in addition, the Peoria and Rockford
ARIMA models were very similar to each other. It the Pecoria model were actually ARIMA
(2.0,0)(0,1;1) as analysis suggested may be the case (see note 44), models for the two juris-
dictions would be the same.

The four total lilinois (non-Chicago) Index robbery series had modeis that were not unique,
but similar to the best modsls in individual jurisdictions. The serial madel for other-weapon
robbery was the same ARIMA model (1,0,0)(Sp.Sd.Sq) as in Cicero, Elgin, Peoria, and
Springfield, and the serial model for firearm robbery was the same ARIMA model
(0,1,1)(5p.Sd,5q) as in Rock Island and Evanston. The ARIMA model (2,1,0)(1,0,0) for totai ll-
linois (non-Chicago) knife robbery was the same as the model for Aurora robbery, and the
serial model (0,1,2)(Sp.Sd,Sq) for total lllinois (non~Chicago) strongarm robbery was the same
as the model for Decatur.

45Although one criterion for model adequacy (see Appendix 1) was that the parameter estimate not cross zero
plus or minus two standard errors, in this case, an ARIMA (2,1,0)(1,0,0) model with a very small AR(12) weight was better by
other criteria than alternative modeis.

47The phrase ARIMA (1,0,0)(Sp,5d,Sq) means that the (p,d,q) serial part-of the ARIMA model is {1,0,0), but that
the (5p,Sd,Sq) seasonal part of the model could be anything.
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It is interesting that the serial term for Chicago strongarm robbery before the hypothesized
intervention in 1983 was similar to one of the two most common robbery models,
(1,0,0)(Sp.Sd.Sq), and that the serial term after the intervention was similar to the other most
common model (0,1,1)(Sp.Sd.Sa). The ARIMA modeis for the other Chicago robbery series,
however, were more similar to each other than to models for the other Illinois jurisdictions.

Seasonal Relationships

These Index robbery time series show rejatively little seasonal fluctuation in their ARIMA
models. Five series~-~Cicero, Decatur, Evanston, Rock island, and total lllinois (non-Chicago)
robbery with annther weapon--had no seasonal term (Sp,Sd.8q). at all; in other words. the
seasonal part ot the model was ARIMA (p.d.q)(0,0,0). This agrees with the findings of the
descriptive seasonal analysis (see Tabie C), where the F of Stable Seasonality was less than
3.0in all cases.

Each of the best ARIMA models for four other jurisdictions~-Aurora, Elgin, Joliet and
Springtield--had an AR(12) or MA(12) seasonal term, but the estimated weights of these terms
were smalil.48  An ARIMA (p.d.q)(1,0.0) model was also the best tit for total llinois (non-
Chicago) knife robbery, but in this case the estimated weight of the seasonal AR (12) term was
higher (.41).

In contrast, Peoria, Rockford, Chicago firearm robbery, total lllinois (non-Chicago) firearm
robbery, and total liinois (non-Chicago) strongarm robbery contained more seasonal fluctua-
tion. Their models, ARIMA (p.d.q)(0,1,1), required seasonal differencing and an MA(12) term.
Peoria and Rocktord are the most populous non-Chicago jurisdictions in the study, and total II-
linois (non-Chicago) firearm robbery and strongarm robbery had many miore crimes per month
than the other two robbery types (see note 42). It is possible, therefore, that a seasonal
ARIMA term of (p.d.9)(0,1,1) will appear only it the number of observations is large. On the
other hand, even though each of the tour Chicago Index robbery time series had many observa-
tions per month (see Table B), only one--firearm robbery--was modsi=d by ARIMA
(p.d,q)(0,1,1; for the seasonal term. Thus, a high number of observations may = 2 necessary
but not a sufticient condition for the (p.d.q)(0,1,1) model.

The other three Chicago Index robbery time series, both before and after the hypothesized
intervention in 1883, had the same seasonal term (p,d.q}(1.0,0) in the best ARIMA model, al-
though the weight of this AR(12) term was usually very small. In addition, the best mode! tor
total lllinois (non-Chicago) knife robbery was also (p,d,9)(1,0,0). The tact that every ARIMA
model for Chicago index robbery, whatever the weapon type or time period, contained a
seasonal term indicates that Chicago robbery fluctuated with the seasons, at least slightly.

Thus, the most common seasonal term in lllinois (non-Chicago) jurisdictions was no
seasonal term, although a few jurisdictions had AR(12) or MA(12) models with very smail es-
timated weights for the seasonal terms, and Peoria and Rockford had strong seasonal models.
Also, the total lllinois {non-Chicago) type of robbery that had the fewest offenses in the
average month--other-weapon robbery with 34 offenses per month--had no seasonal term in
its best ARIMA model. In contrast, the best seasonal term in the two most populous jurisdic-
tions and in the total lilinois (non-Chicago) robbery types with the most cases in the average
month was either ARIMA (p.d.g){0,1,1) or ARIMA (p.d,q){(1.0,0) with a large estimated AR(12)
weight. In Chicago, the seasonal term was either ARIMA (p,d,0)(0,1,1) or ARIMA (p.d,3)(1.0,0).

48The estimated weights are AR(1) =.15 for Aurora, AR(1) =,20 for Elgin, MA(1) = -.22 for Joliet, and AR(1) =
.20 for Springtield (see Table H).
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Table H. index Robbery ARIMA Models, 1972-1983

L et

Autoregressive
Estimate
Model ‘ ,
Jurisdiction {p.d.a)(Sp.Sd.Sa) Mean Low Best High
Aurora (2,1,0)(1,0,0) - -.78 -.62 ~-.45
' -.45 -.28 -.12
Cicero (1,0,0){0,0,0) 11. ~-.02 15 .32
Decatur {(0,1,2)(06,0,0) -- -- -- -~
Elgin {1,0,0){(1.,0,0) 6. .06 .25 .44
71975-1983
Evanston (0,1.,1)(0,0,0) - -- - -
Joliet (0,0.2)(0,0,1) 21. - - -~
Peoriad (1.,0,0)(0,1,1} - .27 .43 .58
Rockford {2,0.,0){(6,%.1) - .14 .31 .48
.22 .39 .56
Rock Island (0,1,1)(0,0,0) - -~ -- -=
Springfield {},0,0)(1,6,0) 22. .24 .40 .56
Chicago {0,0,3)(0,1.,1) -- -- -- -~
Firearmd
Non-Chicago (0,1,1)(0,1,1) -- _— e -
Firearw®
§ A & u U |

Moving Average
Estimate

.57 . .13 .89

.03 .20 .37

.54 .75 .86

zerc
zero

47 .62 .78

Low Best High ng___ﬁgil__ﬂish

T § =

Seasonal

Autoregressive k

Estimate

.03 .15 .32

18 .20 .21

Seasonal

“'Moving Average

Estimate

.39 -.22 -.05

.84 89 .94

.83 .88 .93

.80 .81 .94

.19 .87 .95

A




Jurisdicti

Chicago Knife
1975-1882
1975-1983

‘ Non-Chicago
KnifeC

Chicago
Other-Weapon®

v Non—ChiCago
Other-Weapon®

~Chicago
Strongarm
1975-1982
1975-1983

Non-Chicago
Strongarm®

(2.1,0)(1,0,0)

(0,0,3)(1,0,0)

(1,0.0}(0,0,0)

(1,0,0)(1.6,0)
(0,1.1)(1.0,0)

(0,1.,2}(0,1,1)

145.
149.2

[~3

186.0

34.3

Autoregressive
Estimate

-.09 . 10 .30

-.03 .17 .37
03 (24 .44

-.79 -.61 -.42
-.56 -.38 -.19

.24 .42 .60

Moving Average
Estimate

.41 .58 .74

.31 .51 .M
.02 .22 41

Seasonal
Autoregressive
Estimate

-0l .11 .24
V415 15

.23 .41 .59

02 17 0 .32
.14 - .34 .55

Seasonal

Moving Average

Estimate

2Data for August 1979 are missing, and the figure for September 1879 was about twice as high as other Septembers. This is true for every Index crime. For this analysus one

half of the Seplember figure was used for August and September.

bMc:del based on 1976-1983 data. MA{1) and MA(2) estimates crossed zero within two standard errors, and were set to zero in the final model.
CMode! based on. 1975-1983 data. :
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Summary: Index Robbery

The degree of accuracy of yearly predictions for index robbery in the 10 jurisdictions
analyzed was fairly good. In seven of them, predictions for at Isast one year were accurate
within 10 percent (year- ahead method). Analysis in four of the 10 suggested that an interven~
tion may have occurred in 1982, 1983, or in both years. Even these tour jurisdictions,
however, had accurate predictions in other years. For example, the Peoria model predicted
1981 within 10 percent and 1982 within 1 percent. Althocugh index robbery was not predictable
in all years in those jurisdictions, the analysis did reveal some interesting information--that
robbery in certain years was much lfower than its normal level. In contrast, total llinois (non-
Chicago) Index tirearm robbery was slightly higher in 1983 than its normal level.

In total Hllinois (non-Chicago), the year-ahead predictions for strongarm robbery were within
10 percent in 1982 and 1983, and the predictions for firearm robbery were within 10 percent in
1881 and 1982. Predictions for knife robbery and other-weapon robbery were not, in general,
as accurate, though they were within the 20 percent yearly and 3Q percent monthiy criteria.
This may reflect the relatively low number of offenses per month in these two weapon types,

Predictive accuracy for the next year seems to be possible in Index robbery, but varies
widely trom jurisdiction to jurisdiction, and may aiso vary by weapon type. The most accurate
1982 and 1983 predictions were in Aurora and Springtield. In addition, Peoria predictions were
very accurate in 1981 and 1982, pbut the drop in 1983 was not accurately predicted, and Rock
Island predictions were within 10 percent in 1981 and 1983, but the drop in 1982 was not ac-
curately predicted. No other jurisdiction had Index robbery predictions that came within at
least 10 percent for at least two years. Thus, in general, iIndex robbery is predictable in the to-
tal year. However, in jurisdictions having fewer than 20 or 30 robberies per month, Index rob-
bery is not predictable in the average month. The one jurisdiction in which Index robbery
predictions were accurate both yearly and monthly for two years (1981 and 1982) was Peona
which had 30 offenses per month.

While there is no single class of ARIMA model that fits every Index robr - ¢ time series,
some model classes seem to appear more often than others. The ser. ierm, ARIMA
(1,0,0)Sp.Sd.Sqg), was the most common, and ARIMA (0,1,1)(Sp.5d.Sq) was the second most
common. In general, robbery time series had either no seasonality or a very slight degree of
seasonality in their best ARIMA maodel. Jurisdictions and robbery typaes with more Index rob-
beries in the average month were more likely to have a seasonai term in the modsl than rob~-

- bery time series with fewer observations on the average.

in summary, the analysis found the following to be true for Index robbery:

® The accuracy of index robbery predictions varied widely from jurisdiction to jurisdiction.

@ In many jurisdictions, Index robbery was predictable for the next year, but not for the 7

next month.

® The predictability of Index robbery tended to be better in jurisdictions and robbery types
with more otfenses per month.

® Firearm robbery and strongarm robbery were the most prediciable types of robbery in
total illinois (non-Chicago).

@ The best model for Index robbery depended on the number of oftenses per month. For
example, jurisdictions with more robberjes were more likely to have a.seasonal model.
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Index Aggravated Assault

The list below summarizes the results ot the analysis of predictability of Index aggravated
assault in each of the jurisdictions that had enough otfenses per month for analysis (11 of the
14 jurisdictions) and of predictability in the four weapon types of Index aggravated assault in
total lilinois (non-Chicago) 4¢ Quincy, which did not have enough cases for the analysis of In-
dex robbery, did have enough for the analysis of aggravated assault {(six per month) (see
Table B). Cicero and Rock isiland met yearly but not monthly criteria; they also had a possible
intervention. Since poor predictability was expected in Index aggravated assault in Chicago in
1983, the Chicago findings are not included here, but are discussed in the section, "Chicago In-
tervention Analysis.” The list below also includes, for each Index aggravated assault series, the
best-titting type ot ARIMA model (p.d,q)(Sp.Sd,Sq).

Successful Predictive Models

(p,d,q)(Sp,Sd,Sq)

Evanston (3.0,0)(0,1,1)
Joliet (6,71,1)(0,0,0)
Peoria (0,1,1)(2,0,0)
Rockford (0,1,1)(0,1,1)
Springfield (2.1,0)(2,0,0)

Aurora (0,1,1)(1,0,0)
Elgin (0,0,2)(1,0,0)
S ™ I {
Cicero (1983) (0.1,1)(0,0,0)
Quincy (1983) (3,0,0)(0,0,0)
Rock Island (1972-1981) (0,1,1)(0,0,0)
(1972-.1983) (0,1,1)(0,0,1
Boor Predictive Model
Decatur (0,1,1)(0,1,1)
Succassful Predictions
Firearm (3,0,0)(0,1,1)
Knife (1,0,0)(0,1,1
Other Weapon (1,0,0)(0,1,1)

4’Qﬁdthougl'\ this predictive accuracy analysis was not done with Skokie, seasonality analysis was done (see Table
D).
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Body-as-Weapon (1983) C(1,1,0)(0,1,1)

Predictability

The exact degree of predictability tor each Index aggravated assault time series, for the to-
tal year and the average month of 1982 and 1983, and for the year-ahead and intervention
method, is given in Table |, and the overall results of the year-ahead predictive accuracy
analysis are summarized in the list above. The criteria in this list for a successtul predictive
model are very genercus--accuracy within 20 percent for the total year and 30 percent for
the average month, ior both yesars, One model, in Decatur, did not meet even these criteria, and
is therefore categorized as a poor predictive modei. Two models, in Aurora and Elgin, met the
yearly but not the monthly criterion. In cases of a serendipitous intervention being discovered
in 1982 or 1983, ARIMA modeling and prediction was done for 1981. For Cicero, it was done
for 1980 and for 1981.5°

Predictability was somewhat more successful in index aggravated assault than in Index
robbery, perhaps because the average number of occurrences per month was higher in most
jurisdictions. In five of the i1 lllinois (non-Chicago) jurisdictions in which ARIMA analysis could
be done (Evansion, Joliet, Peoria, Rockford, and Springfieid), Index assault was predictable with
ihie vear-ahead method for 1982 and 1983, for the average month as well as the total year. in
Evanston, Joliet, and Rocktord, both yearly predictions were accurate within 10 percent (see
Table ). These five jurisdiclions had relatively high numbers of assauits per month, ranging
from 16in Evanston to 89in Peoria. In three of the four lllincis (non-Chicago) index ag-
gravated assault time series, each of which had at least 250 oftenses per month, the models
also generated successful yearly and monthly predictions with the year-ahead method in both
years, all within 10 percent for the year and 15 percent for the average month,5!

Index assauit in three jurisdictions--Aurora, Elgin, and Rock Island--was predictable in both
1982 and 1983, but not always in the average month. Because Aurora had 23 Index assauits
per month over the 12 years, and Elgin and Rock Island had 12 and 15, respectively, the lack of
accuracy in monthly predictions could be due to low numbers. Compared to Index robbery
predictions, which were often based on even lower numbers, Index aggravated assaull predic-
tions were better. In Aurora, the 1983 average month was predicted within 38 percent, and in
Eigin it was predicted within 31 percent.52 in index robbery by comparison, the prediction tor
the average 1983 month was 54 percent wrong in Aurora and 34 percent wrong in Eilgin.53

5°C|cero and Rock island met yearly but not monthly criteria for at least two years; they also had a possible
|marventlon

517he average number of offenses per month from 1974 to 1983 was 317 for firearm assault, 284 for knife
assault, 285 for other -weapon assault, and 396 for body -as -weapon assauit.

52R0ck Island was unusual, in that a change in model type may have occurred. See the following sections for
details. _ »

53The significant moving seasonality under both the additive and the muitiplicative assumption for Index
aggravated assault in Elgin indicates a possible data quality prablem. See’ "Descriptive Seasonal Analysis,” page 31. Aurcra
burglary and larceny/theft, but not aggravated assault, had the same problem.
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Table I. Percent Error of Predictions: Agygravated Assauit

Year-Ahead Method : Intervention Method
1982 1983 1982 1983 1982 1983 1982 1983
Total Total Avg. Avg. “Total = Total Avg. Avg,
Arlington Heights2 ;
Aurora ; 12%* 13%* 30%: 38% 5% 4% 34% 36%
Cicero® V4= 49 44 47 3 8t 58 36
Decaturc 50 12+ 50 47 14+ 12= 20% 34
Des Plainesd
Elgind 10+ J7% 19+ 31 20* 3+ 23 25
Evanston 6* 3= 25% 20 A = 27 21
Joliet & 1% 22+ 16* 1= 1* 21 18+
Peoria 14+ 3* 18« 14= 2* 4x 15+ 162
Quincy 5+ 23 38 31 5+ 13+ 47 30=
Rock Islande 11# 15+ 29+ 42 5= 8« 20« 41
Rockford 2* 8* 22+ 23 0= 7= 17= 22
Skokie?
Springfield 2* 15= 14« 25+ 2 4= 13+ 19
Chicaqo
Firearm 16 35 18 3 2= 8 1 16
Knife! ’ 10* 38 23 37 12= 16* 14= 17+
Other Weapon 5* 45 16* 38 0= 17+ 19+ 17
Hands, Feet, etc. 1# 36 27+ 34 12¢ 15+ 24 20~
Non-Chicago
Firearm 5* 9= 10= 12« Al 4= 9= 8
Knife 3= 5« 6* N 1* 2* 7= 7
Other Weapon 6* 8+ 9= 1= 1= 3= 6= 1=
Hands, Feet, etc.9 16* 29 16* 36 3* g g 13+

*Meets predictability criteria: 20 percent for. total year predictions, 30 percent for average month predictions.

" @Not analyzed because average number of crimes per month was less than five (see Table B). In Des Plaines, the mean over ~
all number from 1972 to 1983 was 7.3 per month, but the mean from 1975 to 1983 was 5.0 per month. In Skokie, the mean from
1972 to 1981 was 6.3 per month, but the mean in 1982 and 1383 was 4.5 per month; i

Pwith: the same ARIMA model (0,1,1X(0.0,0), 1981 was predicted within 18 percent for the year ‘and 30 percent for the :
average month (year -ahead methad). :

CThe 1982 predicted monthly values for November and December 1982 were negative.

dan ARIMA model (0,0,2)(0,0,1) yielded better forecasts for 1382 but worse forecasts for 1883 than an ARIMA model (0,0,2)
(1,0,0) (see Table J). The model used in this table was (0,0,2) (0,0,1).

©Based on an ARIMA modet-(0,1,1)(0,0,0) (see Table J).  With this model, predlctnons for 1881 were within 3 percent (year -
anead) and 1 percent (intervention),

fBased on an ARIMA model (0,1,1)(0,1,1) (see Table J).

SThe same ARIMA model (1,1,0)(0,1,1) predicted 1981 within 1 percent (year-ahead) and O percent (intervention).
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The predictability analysis of Index aggravated assault, like the analysis ot Index robbery,
suggested that interventions may have taken place in some series. However, serendipitous .in-
- terventions were not as common in aggravated assault as in robbery, and the presence of an
intervention was not always so clear-cut. For example, the 1983 prediction in Quincy was 23
percent too low, but this may refiect the extremely small number of offenses in Quincy (six in
the average month).

Tatai lllinois (nan-Chicago) Index Aggravated Assault with Hands, Feet, etc.

The 1983 prediction for Index aggravated assault with the body as a weapon in Hlinois
(non-Chicago) (see Figure 18) was 29 percent too high, even though 1581 was predicted
within 1 percent and 1982 within 16 percent.54 Aithough the prediction for January 1983 was
fairly accurate, every prediction after that was too high. The degree of error increased over
- time, until the prediction for December was too high by 107 percent. As Figure 18 shows, the
number of body-as-weapon assaults in lliincis (non~-Chicago) dropped sharply in 1983, after
having climbed steadily since 1977.

Cicereo

in Cicero, the pattern of Index aggravated assault over time was very erratic (see Figure
18). Although an ARIMA model (0,1,1)(0,0,0) tits well statistically In every time period ex-
amined, the predictive errors ot this model are large in every time period. The model was 41
percent too low in predicting 1978, 62 percent too low in predicting 1879, and 103 percent too
low in predicting 1980 (year-ahead method), indicating that some change in Cicero aggravated
assault took place in all three years. Predictions for 1981 and 1982, with the same model,
were somewhat better, 18 percent too low and 14 percent too low, respectively. Because
these predictions were within the 20 percent criterion, Cicero assauit technically qualifies as
predictable, aithough its predictability over the years 1978 to 1982 is borderiine at best. In
1983, the same ARIMA modei (0,1,1)(0,0,0) was 49 percent too low in predicting the 300 actual
oftenses, an average error of 47 percent in each 1983 month. As the pattern description graph
shows, there may actually have been a sharp increase in 1983, over and above the general in-
creasing pattern since 1976. However, given the consistently poor performance of Cicero ag-
gravated assault predictions in aimost every previous year, it does not seem likely that this
serendipitous intervention indicates an actual increase in oftenses known to the police.55

S4The degree of predictability decreases from 1981 to 1982 to 1983, but there is nc indication that the ARIMA
model changed for total llinois (non-Chicago) Index assault with the body as a weapon. The AR(1) and MA(12) weights are
almost the same for models of time periods 1972~1980, 1972-1981, 18972~1982, and 1372-1983. Also, the Box-Pierce
statistic (see Appendix 1) indicates that the residuals are random for medels of each time period.

55n Cicero, because the number of index aggravated assaults in the average month over the entire 1972~1883
period was only. 11, it is not surprising that monthly predictions do nat meet the 30 percent criterion.
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SR 'Flgm’e 18. Patterns of Change Over Time in lllinois (non-Chicago) index Aggravated
- Assauit with Hands, Feet, otc., 1874-1983 ' :
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Decatur

The Decatur Index aggravated assauit series was \iery difficult to model, and the best
model generated very poor predictions. The best 1981 prediction was 70 percent too high,
and the prediction ot the average 1981 month was 134 percent wrong (year-ahead method).
Although predictions for 1982 and 1983 were somewhat better than for 1981, they stili did not
meet the rather generous 20 percent and 30 percent criteria. The best model predicted 1982
within S0 percent, the average 1982 month within S0 percent, 1983 within 12 percent, and the
average 1983 month within 47 percent (year-ahead method) (see Tabie 1).

Two extreme values, in November and December 1981, affected the accuracy of both 1981
and 1982 Decatur predictions. However, predictability was not improved by correcting the two
extreme values. It is worth noting that the Decatur Index robbery series contained numerous
high or low extreme months and was not reajly predictable, even though it did meet the 20 per-
cent yearly criterion in two years.

Best ARIMA Models for Predicting Index Aggravated Assauit

s there a particular class of model that tends to fit Index aggravated assault? Table J lists
the best ARIMA model for each Index aggravated assault time series. As with Index robbery,
we will consider the two parts of ihe model separately, the serial (p.d.q) part and the seasonal
(Sp,5d,5q) part.

Sarial Relationships

The serial term of the ARIMA model for aggravated assauit in many jurisdictions—~Aurora,
Cicero, Decatur, Joliet, Peoria, Rockiord, and Rock Island--was best described by ARIMA
(0.,1,1)(Sp.Sd,Sq).56 The estimates of the MA(1) weight in these models were all positive and
relatively high, ranging from .46 in Joliet to .82 in Aurora. In addition, the same ARIMA serial
term (0,1,1)($p,Sd.50) was the best model for Chicago Index knife robbery in the later years.
in general, if an Index assault series requ:red tirst ditterencing, the best serial model was usually
ARIMA (0,1,1)(Sp.Sd,8q).57

Only two other types of ARIMA model were best for more than one aggravated assault time
series. The best model in Springtield and Chicago tirearm assault was ARIMA (2,1,0)(Sp,$d.Sq).
the related ARIMA (1,1,0)(Sp.5d,Sq) ‘was the best model in body-as-weapon index assault in
total lllinols (non-Chicage). The other model that appearesd more than conce was ARIMA
(3.0,0)(Sp.5d,8q) in Evanston, Quincy, Chicago knife assault in the early years, and lllinois (non-
Chicago) tirearm assaulit.

Seasonal Relationships

In Index aggravated assauit models, there was less consistency in the seasonal term than in
the serial term. Three jurisdictions--Cicero, Joliet, and Quincy--had no evidence of seasonal
fluctuation, and in Rock Isiand, seasonal fluctuation was evident oniy in the final two years. All
the Chicago and the total lilincls (non-Chicago) index assault seriesg, as well as eight of the 11
linois (noen-Chicago) jurisdictions, had some sort cf seasonal ARIMA model. However, the form
of this model differed.

SBgince the Decatur madel is nat a good fit statistically, the reader should place little emphasis on Decatur
results.
S57For a discussion of first ditterencing, see Appendix 1.
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The seasonal term in all four of the total lllinois (non-Chicago) assauit types, all four of the
Chicago assauit types, as well as Index assault in three other jurisdictions--Decatur, Evanston,

. and Rockford--was ARIMA (p.d.9)(0,1,1).58 Aurora, Elgin, Peoria, and Springfieild had modeis

with one or two: autoregressive seasonal terms, ARIMA (p.d.q)(1,0,0) or ARIMA (p.d.q)(2,0,0).
Thus, while most Index aggravated assault series had some evidence of seasonality in the best
ARIMA model, some had no seasonal term at ail. Of the assault series with a seasonal term,
some indicated a very slight amount of seasonality, such as Rock Island in the final two years,
and others indicated strong seasonal fiuctuation, such as Peoria and Springtield.

Model Change in Rock Island

Even though 1982 and 1983 predictions for aggravated assauit were within the 20 percent
criterion in Rock Island, predictive accuracy with the year-ahead method decreased steadily
from 3 percent in 1981 to 11 percent in 1982 to 15 percent in 1983. In addition, the best
ARIMA model {for the period 1972-1981 did not meast statistical tests after 1982 and then 1983
were added to the series, as well as it did for the 1972-1981 pericd alone. Together, these
facts suggest that index aggravated assauit in Rock Island, like index robbery in Rock island,
changed in 1982 and 1983 relative to the pattern in earlier years.

The early years in Rock Isiand show no evidence o! seasonal fluctuation, but a seasonal
term improves the model in the final two years. The best modsl for the period 1972-1981 was
ARIMA (0,1,1)(0,0,0), but the addition of a seasonal term, ARIMA (0,1,1)(0,0,1), produced a
statistically better model for 1972~1983. Because an ARIMA mode! cannot be estimated with
oniy two years of data, it was impossible to estimate a separate model for 1982 and 1983.
However, the strength of the MA{12) parameter appears to increase over time:

Estimates
Time Period MA(1) MA(12)
1972-1981 .74 -.08
1972-1982 .73 ~. 10 g
1972-1983 A -.13

Even though the MA(12) weight is stiil very small in the 1972-1983 mode! and could be es-
timated to be zero (see Table J), the statistical dlagnostics (Appendix 1) are good. If this pat~
tern continues, the best mcdel for Index aggravated assault in Rock Island will have an even
stronger MA(12) weight when 1984 and succeeding years are added to the data.sS

Predictive accuracy for 1982 and 1983 was better with the ARIMA model (0,1,1)(0,0,1).
The year 1982 was predicted within 1 percent, the average 1982 month within 35 percent, the
year 1983 within 7 percent, and the average 1983 month within 35 percent (year-ahead
method). Because the number of Index aggravated assault oftenses per month in Rock Island is
only 15 (see Tabie B), the low accuracy of monthly predictions is not surprising. :

58The high MA(12) estimates in these ARIMA (p,d,q)(0,1,1) seasonal terms, which range from .86 for Chicago
firearm assault. to .92 for lilinois (non-Chicage), and Chicago other-weapon assault, may indicate that seasonal differencing was
not necessary (see Appendix 1).

59The model used to predict 1984 was ARIMA (0,1,1)0,0,1).
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Table J. Index Aggravat»‘ed Assault ARIMA Models, 1972-1983

Seasonal Seasonal
Autoregressive Moving Average Autoregressive Moving Average
Estimate Estimate Estimate ‘Estimate
: Model
Aurora (0,1,1)(1,0,0) - -- - - .73 .82 .92 .03 .20 .37 -- im= --
Cicero? (0,1,1)(0,0,0) -- -- -- -- .40 .54 .68 -- -- -- -- -- --
Decatur - (0.1.1)(0.1.1) - . 6] .73 .85 . 81 .87 .92
Elgin (0,0,2}(1.,0,0) 11.8 - - -- zerco® .18 .32 .45 -- - -
-.45 ~.28 -:.12
Evanston (3,0,0)(0,1,1) - .03 .20 .38 -- - - “- — -— .85 91 .97
-.03 .14 .32
.03 .20 .37
Joliet (0,1,1)(0,0,0) - -~ -- ~-- .31 .46 .61 -- -- -- -- -- -~
Peoria® (0,1,1)(2,0,0) -= S .50 .63 .76 19 .33 .47 —- e e
' .33 .48 .62
? Quincy {(3.0,0){0,¢,6) 6.2 -.00 .16 .32 -= -- -- - == -- - -= -=
: zerob
.13 .29 .45
; Rockford (6.,1,1)(0,1,1) -- - -- - .59 .71 .85 -- -- -- .31 .87 .92
: Rock Island .
1972~1981 {6.3,1)(0,0,0) - -~ -- - .63 .76 87 -- - -- - _— -
1972-1983 (6,1,1)(0,0,1) -- - - - .60 .71 .83 -- -- -- 30 -.13 05
Springfieldd - (2,1,0)(2,0.0) - .13 -.57 -.4% .- -- . .04 .19 .34 -- -- --
.45 .29 13 .34 .49 .65
Chicago (2,1,0){(0,1,1) -- .76 ~-.55 -.35 -- -- -- -- - -= .76 .86 .96
F’i‘rearme .42 .21 .01
C I T =« a § & & & & ®u =&
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, Seasonal Seasonal
Autoregressive  Moving Average - Autoregressive Moving Average
; Estimate Estimate Estimate - Estimate
’ ~Model : ' , ‘ ‘ B i
durisdiction {p.d.a)(Sp.5d.Sa)  Mean Low PRest Hiah  Low Best Hish  Low HBest Hiah  Low Best High
Non-Chicago (3.6,0)(0,1,1) 30 .50 .70 e= - - e 84 90 .97
Firearm! o 3 .14 .35 .56 : ‘
o~ T e -.34 -.14 .06
Chicago'waife o IR
1974-1980 (3.0,0)(0,1,1) == zerob el =s -- -- -- - .13 .85 .96
' © zerobd
E 01 .24 .48
1974-1983 (0,1,1)(0,1,1) - - == -- .51 .66 .81 -- -- -- .80 .86 .95
Non-Chicago {1,0,0)(0,1.,1) 15.3 .20 .38 .56 -- - - -- -- -- .8i .87 .93

Knifef - :

& Chicago {2,0,0)(0,1,1) -- .91 .69 .88 -— == -- -- -- -- .87 .92 .97
Other-Weaponf 07 .25 0 .44 '
Non-Chicago (1,0,0)(0,1,1) 9.4 .23 .41 .59 —— e s — e e .86 .92 .98
Other-Weapon'

Chicago Hands, (0,0,3)(0,1,1) -- N -.45 -.26 -.06 - == -- .82 .88 .94
fFeet, otc.® -.45 -.25 -.08 ;

g -.63 -.44 -.24
Non-Chicago (1.1,0)(0.1,1) -- -.56 -.38 -.20 - == - R .86 91 .96
Hands, Feet! o

@November 1979 is an extreme value, 41.- The mean of all other Novembers is 6.6.

bM;ﬂ\(i) parameter crassed zero in Elgin, and MA(1) was set to zero in the final model. In Quincy, the same thing happened with the AR(2) parameter.

CData for August 1879 are missing and the figure for September 1879 was about twice as high as other Septembers. This is true for every Index crime. For. this analysis, one
haif of the September figure was used for August and September.. Updated figures obtained from the Department of State Police.

dUpdaled tigures obtained from the DSP.
, eModel based on 1975-1983 data.
P fModel based on 1974-1983 data.




Summary: index Aggravated Assault

Compared to Index robbery, Index aggravated assault was more often predictable for both
years and tor both the total year and the average month. However, this may have been due to
the higher number of assault offenses per month in most jurisdictions. In Index robbery, all of .
the total llinois (hon-Chicago) models successfully predicted both the years and the months,
and six of the 10 jurisdictions successfully predicted at least the years. In aggravated assault,
three of the four lilinois (non-Chicago) models and tfive ot the 11 jurisdiction models successtul- -
ly predicted both the year and the average month in 1982 and 1983, and two additional juris- -
dictions successfully predicted at least the two years.

In iIndex aggravated assault, as in Index robbery, the analysis in several jurisdictions dis- -
covered a serendipitous intervention in 1982 or 1983. However, there were fewer interven-
tions discovered in aggravated assault than in robbery, and for most of these the existence of
an actual change in the level of offenses was not clear. When an intervention is discovered
through analysis and not hypothesized beforehand, the cause could be that the predictive ac- L4
curacy for the analysis of that series tends to be poor for every year. In Quincy, with only six
offenses per month on the average, a predictive error of 23 percent should not b surprising in
any year. In Cicero, predictive accuracy in most years was poor; it may be an accident that [ B
1981 and 1982 were predicted within the 20 percent criterion, while 1983 was not. In lllinois
(non-Chicago) body-as-weapon assault, the 1982 error (15 percent) was suspiclously high.
However, in such cases, the line segment fit can provide additional evidence as to whether or

not there was an actual increase or decrease in the number ot offenses. In Cicero (see Figure -
19) we can see an increase in 1983, and in lllinois body ~as-weapon assauit (see Figure 18) we
can see a decling in 1983.

LB

Except tor Rock Island, the jurisdictions and crime types in which the predictability resuits
suggested an intervention were not the same for Index robbery as for Index aggravated as-
sault. In Decatur, Joliet, and Peoria, the number of robberies may have drop==24 in 1982 or 8
1583, but not the number of assaults.’0 Non-Chicago tirearm robbery incr: = :d slightly in
1983, but firearm assault did not. On the other hand, the number of body-as-weapon assaulls
in lllinois (non~Chicago) dropped sharply in 1983, while the number of strongarm robberies did )
not. Cicero Index aggravated assault increased in 1883, but Index robbery did not. However, -
in Rock Island, both Index robbery and index aggravated assauit changed in 1982 and in 1983,

Predictions for Index aggravated assault were very accurate In three jurisdictions-- N
Evanston, Joliet, and Rockford; both 1982 and 1983 were predictaed within 10 percent (year-
ahead method). In a fourth jurisdiction~-Rock Island--the ARIMA model (0,1,1)(0,0,1) predicted
1982 and 1983 within 10 percent. The 1982 and 1983 predictions for total (non-Chicago) li- .
linols Index aggravated assault with a firearm, knife, or other weapon were also accurate well v
within 10 percent. In Elgin, Peoria, Quincy, and Springfield, at least one yearly prediction was
accurate within 10 percent (year-ahead method). In contrast, no prediction in Aurora or Cicero
was accurate within 10 percent, and Decatur aggravatad assauit could not be successtully B
modeted at all. Thus, the predictive accuracy tor Index aggravated assault ranged from very
accurate to completely unpredictable, depending on the jurisdiction.

Even though the number of offenses per month was usually higher in Index aggravated as-
sault than in Index robbery, it was often difficult to identify a good model in Index aggravated
assault. The Decatur assauit time series could not bs successfully modeled, even by the
generous Predictability Project criteria. Also, the Cicero assault series barely met the criteria. w
In contrast, every Index robbery time series was successfully modeled within the 20 percent
yearly criterion for at least two years.

w
80Because of the poor model for Decatur, littie can be said about aggravated assault in 1982 and 1983, but it
apparently did not decline.
»
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In assault, more than in robbery, there is a single class of ARIMA mode! that is likely to
describe lilinois (non-Chicago) jurisdictions, at least their serial relationships. Seven of the 11
lllinois (non-Chicago) jurisdictions were best described by ARIMA (0,1,1)(Sp.Sd.Sq).

Although the degree of seasonal fluctuation found in these Index aggravated assault series
was generally very small, this smail degree of fluctuation was found in more jurisdictions than
for Index robbery. Also, in contrast to index robbery, the degree of seasonality did not seem
to be related to the number of offenses in the average month. For exampie, Joiiet, with 46 in~
dex assaults known to the police in the average month, had no seasonal term in the best ARIMA
model, but Eigin, with only 12 assaults on the average, had a seasonal term of ARIMA
(p.d.9)(1,0,0) with a moderately high AR(12) estimate of .32.

In summary, the analysis found the following to be true for Index aggravated assaulit:

¢ Index aggravated assault predictions varied from very accurate to completely inaccurate,
depending on the jurisdiction.

@ Aggravated assaull had reiatively few serendipitous interventions.

® There was some consistency from jurisdiction to jurisdiction in the best ARIMA model for
aggravated assault. The serial term tended to be (0,1,1)(Sp,Sd,8q).

® The higher degree ol predictability in index aggravated assault, compared to Index rob-
bery, seemed to be related to the higher number of oftenses per month.

e The degree of seasonality in Index aggravated assault was not related to the number of

offenses per month. Some large jurisdictions had no seasonality, while assault In some
small cities was seasonal.

Index Burglary

The list below summarizes results of the analysis of the predictability of Index burglary in
each of the 14 jurisdictions. All ot the jurisdictions had enough burglary otftfenses per month tor
analysis (see Table B), though the average number ranged from 46 in Des Plaines to 265in
Rockford. Neither Chicago nor total lllinois (non-Chicago) burglary was analyzed in the Predic~
tability Project. The list below also includes, for each Index burglary series, the best-fitting
type ot ARIMA model (p.d,q)(Sp.Sd,5q).

Successful Predictive Models

(p.d,qj(Sp,Sd,Sq)

Cicero (0,1,1)(0,0,0)
Peoria (0,1,2){0,1,1)
Springfield (0,1,2)(0,0,0)

Model Meeting Yearlyv but not Monthly Criteria

Arlington Heights (2,1,0)(0,1,1)
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Aurora (1983) - (3,1,0)(0,0,0)

Dacatur (1972-1981) (0,1,1){0,0,0)

(1972-1983) (0,1,2)(1,0,0)

Elgin (1983) (0,1,1)(0,0,0)

Evanston (1972-1978) (0,1,2)(0,0,0)

(1979- l983) (1,0,0)(0,1,1)

Joliet (1983) - {2,0,0){0,0,1)

Quincy (1981 & 1983) (0.1,1)(0,0,1)

Rockford (1982) (0,1,1)(1,0,0)

Rock Island (1972-1978) (0.1,2)(0,0,1)

(1979- 1983) (0.1,1)(0,0,0)

Skokie (1982) {(1,0,0)(0,1,1)
Poor Predictive Model

Des Plaines : (2,0,0)(1,0,0)

Predictability

~ The degree of predictability for each index burglary time series, for the total year and the
average month of 1882 and 1983, and with the year-ahead methiod and the intervention
method, is given in Table K, and the overall resulis of the year-ahead predictive accuracy
anaiysis are summarized in the list above. The criteria in this list for a successful predictive
model are very generous--accuracy within 20 percent for the total year and 30 percent for
the average month, for both years. Even so, the best model for Des Plaines did not qualify as
successful, and is. categorized as a poor predictive model. In cases of a serandipitous interven-
tion being discovered in 1982 or 1983, ARIMA modeiling and prediction was done for 1987. Be-
cause of their comp!exzty a number 01 burgiary time series were analyzed for several addition-
al years..

In general, it was harder to Identity a successful ARIMA model for Index burglary than for
. the other three Index crimes, even though the number of burglary offenses per month was
never less than 46 in any jurisdiction (see Table B). Of the 14 jurisdictions in which a model for
Index burglary was attempted,5! only three models (Cicero, Peoria, and Springtieid) successful-
ly predicted both 1982 and 1983 tor the total year and for the average month by the generous

20 percent and 30 percent criteria with the year-ahead method Only the Peoria model predic-

ted 1982 and 1983 within 10 percent.

Of the 14 Index burglary analyses, nine indicated a serendipitous intervention. In six of
these-~--Aurora, Elgin, Joliet, Quincy, Rocktord, and Skokie--the level of the saries apparently
changed. In three other jurisdictions=-Decatur, Evanston and Rock Island-~the best model ap-
parently changed.

- Blgince the Chicago Intervention Analysis was not done for Index burglary, only llinois (non-Chicago) jurisdictions
are analyzed here,
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Table K.' Percent Error of Predictions: Burglary

Year~Ahead -Method - Intervention Method:

1982 1983 1982 1983 1982 1983 1982 1983

Total. Total Avg. Avg. Total - Total Avg. Avg.

Arlington Heights 9%= 16%= 25%* 3% %= 7% 26%* 29%:
Aurora2 v 15* 34 19+ 37 - 0* 5= 21+ 18=
Cicero 14+ 8= 15* 22 1= 0= 14+ 20+
Decaturd 25 23 32 32 3 g« 22= 24
Des Plaines 40 40 47 48 18+ 21 31 28~
Elgin® 6% 38 14+ 45 0 10* 13+ 26*
Evanston d 6* d 18+ d 4= d 15+
Joliet® 2* 30 14 34 3= 10= 12* 21«
Peoria 6* 2 27+t 12+ 1* 7= 23+t 16+
Quincy ; 6* 27 29+ 43 0= 11= 32 38
~'Rock Island - h 6* h 18 h 1= h 16*
Rockfordd 21 4 26 1= 1= 2= 14= - 11+
Skokiel 27 15* 40 4] 1= 3 25* 31
Springfield 14= 9= 20* 15« 6* 2* 12* 13

*Meets predictability criteria: 20 percent for total year predictions, 30 percent for average mor.th predictions..

3The same ARIMA model (3,1,0%0,0,0) predicted 1981 within 10 percent (year-ahead) and O percent (intervention), and
within 10 percent and 14 percent for the average month, in Aurora.

Bin these predictions, an ARIMA model (0,1,1)(0,0,0) was used for Decatur burglary. However, in 1982 and 1983 the model
changed to(0,1,2)1,0,0) (see Table L).. This model predicted 1981 within 8 percent and the average month within 24 percent
(year-ahead method).

CIn Elgin, the same ARIMA model (0,1,1)(0,0,0) predicted 1981 within 8 percent (year~ahead) and 1 percent (intervention) and
the average 1981 month within: 16 percent and 14 percent.

din Evanston, a 1979=1982 model was used to predict 1983, This series was toa short to predict 1982 (see text, page 75).

€in Joliet, 1981 was predicted within 2 percent, and the average 1981 month within 11 percent (year-ahead method).

fin 1982, there is one extremely low month, January, with only 72 Index burglaries, compared to 256 for the average month,
if this month is excluded, the other 1982 months were each predicted within 15 percent (year -ahead) and 11 percent (interven-~
tion) on the average.

SAn ARIMA model {0,1,1)(1,0,0) for Rockford burglary predicted 1881 within 1 percent (bath year-ahead and intervention
methods), but the 1982 year -ahead prediction was 21 percent too high. As the pattern description indicates (Figure 24a), there
was a Jdrop in 1982, ‘ ,

vhln Rock Istand, a 1979-1982 model was used to predict 1983, This series was too short to predict 1982 (see Table L).

iThe same ARIMA madel {1,0,0)(0,1,1) for Skokie burglary (see Table L) predicted 1981 within 4 percent (year-ahead) and 2 ;
percent (intervention). The 1982 year-ahead prediction was too high because January and February 1982 were extremely low.
The-other 10 months of 1982 were prédicted within 18 percent. on the average (see Figure 25).
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Arlington Heights

In Arlington Heights, the best modsel predicted 1982 within 9 percent, the average 1982
month within 25 percent, and the year 1983 within 16 percent, but the prediction for the
average 1883 month was slightly worse than the 30 percent criterion (31 percent). Because
the statistical fit of the ARIMA model (2,1,0)(0,1,1) is not particularly good (aithough better than
the tit of aiternative models for Arlington Heights), it is probable that the poor prediction in
1983 Is symptomatic of an erratic, unprediciable series, rather than of a real change in the
number of burglary otfenses.

Des Plaines

Index burgiary in Des Plaines could not be successtully modeled at all. The best model was
22 percent toc high in predicting 1981, 40 percent too high in predicting 1882, and 40 percent
too high In predicting 1983 (year-~ahead method).

Aurora

Despite indications of data problems in Aurora Index burglary (see Figure 20), a model was
identified that successfully predicted 12981 and 1982. There were two indications of data
probiems. First, the number of burglary otffenses was extremely high in {wo months, September
and October 1977, when thera were 315 and 304 burglaries known to the police.2 Second, in
the descriptive seasonal analysis, there was a signiticant F of moving seasonality under both
mathematical assumptions (see Table E). However, the year 1981 was predicted within 10
psrcent, 1982 was predictad within 15 percent, and the average month was predicted success-
tuily in both years (year-ahead method). in 1883, the same ARIMA model (3,1,0(5,0,0) was 34
percent too high, and the monthly predictions in 1983 were an average of 37 percent in error,
The model predicted that about 164 offenses would occur in each month of 1983, but there
were actually about 122 oftenses. Because the intervention method predictions for 1983 were
accurate, it appears that the modet did not change. Ratier, the deciine of mid-1981 to 1982
became steeperin 1983.

Elgin

In Elgin, a similar thing seems to have happened in 1983. The hest model, ARIMA
(0,1,1)(0,0,0}, predicted 1981 and 1982 accurately, within 8 percent in 1981 and 6 percent in
1982. However, the same model was 38 percent too high in predicting 1983. This decline was
found not only in the ARIMA analysis, but also in the pattern description (see Figure 21). Thus,
the increase in burgiary in Elgin that occurred from 1978 to 1982 was reversed in 1983.

Joliet

In Jollet (see Figure 22), 1981 and 1982 were each predicted within 2 percent and the
average months within 11 and 14 percent, respectively (year-ahead method). However, the
prediction for 1983, using the same ARIMA model (2,0,0)(0,0,1), was 30 percent toc high. As
for Aurora and Elgin, the predictions with the intervention method were accurate, indicating iiat
the pbest ARIMA model did not change. The pattern description graph of Joliet index burglary
(see Figure 22) suggests that the years 1980 to 1982 were generally deciining. However, in
1983, the number of index burgiary offenses seems to have declined even more than would be
expected from the earlier pattern.

B2)n contrast, overall there were 144 Index burglaries per month in Aurora.
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Figure 20. Patterns of Change Over Time in Aurora Index Burglary, 1872-1983
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Figure 21. Patterns of Change Over Time in Eigin Index Burglary, 1972-1983
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~Figure 22. Patterns of Change Over Time in Joliet Index Burglary, 1972-19883
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Figure 23. Patterns of Change Over Time in Qulncy index Burgiary, 1972-1983
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Quincy

In Quincy (see Figure 23), predictability results indicate that the pattern over time of index
burglary may have changed not only once, but twice. After a relatively stable pattern that
lasted from 1975 through 1980, the number of burglary offenses dropped in 1981 and the same
decline continued in 1982. In 1983, the decline was even sharper than the 1981 to 1982
decline, These changes are reflected in the predictive accuracy of the ARIMA model
(0,1,1)(0,0,1), which was a good statistical tit in all years:

Percent Prediction Error: Quincy

Year-Ahead Method Inte, ventjon Method

Year Average Year Average
Month Month
1979 12% 13% 2% 11%
1980 ] 29 5 24
1981 48 53 8 22
1982 6 29 0 32
1983 27 43 11 35

As can be seen, predictive accuracy for Quincy burglary was fairly good in 1979 and 1980,
but the prediction for 1981 was 48 percent toc high. Predictive accuracy with a 1972~1981
model was again good for 1982, because the same declining pattern of 1981 continued through
1882. However, the 1983 prediction was 27 percent too high. It appears, then, that the num-
ber of Index burglaries in Quincy-dropped in 1981 and 1982, and dropped even more in 1983,

Rockford

In Rockford, a drop in Index burglary apparently occurred in 1982, accordihg to ARIMA
analysis. Both 1881 and 1983 were predicted very accurately, 1981 was pr- “cted within 1

‘percent and 1983 was predicted within 4 percent (year-ahead method). Ho. ~ .er, the same

ARIMA model (0,1,1)(1,0,0), based on 1972~1981 data, was 21 percent too high in predicting
1982, and the months were in error by 28 percent, on the average. All 1982 months except
December were actually much lower than the ARIMA prediction. This drop in 1982 is not im-
mediately apparent in the pattern description graph of Rocktford burglary otfenses (see Figure
24a). However, according to descriptive seasonal analysis (see Table E), burglary fluctuated
with the seasons more in Rockford than in any other jurisdiction analyzed. This relatively
strong fluctuation could obscure other patterns in the Rockford data. In fact, when the
seasonal fluctuation is removed (see Figure 24b), the drop that ARIMA analysis found in 1982
becomes clear.63 Rocktord burglary oftenses dropped in 1982, and remained at that low level
through 1983.

B3The seasonally adjusted figures in Figure 24b were calculated by the X-11/ARIMA program, under the additive
assumption (see Appendix 1).
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Figure 25. Patterns of Changé Over Time in Skoklé Index Burglary, 1972-1983
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Skokie

The situation for Skokie Index burglary (see Figure 25) was somewhat different. The year-
ahead predictions tor 1981 and 1983 (see Table K) were fairly accurate (within 4 percent and
15 percent, respectively), but the prediction for 1982 indicates that the number of Index
burglaries dropped somewhat in 1982, relative to the other years. Actually, the predictions tor
most months ot 1982 were well within the 30 percent criterion, with two exceptions. The
January prediction was 154 percent higher than the actual number (24), and the February
prediction was 137 percent higher than the actual number (22). Thus, in Skokie, Index burglary
was generally predictable, except for two extremely low months in 1982.

Best ARIMA Models for Predicting Index Burgiary

Because Index burglary was, in general, more difficuit to model, we might expect less con-
sistency in the type ot ARIMA model that tinally produced successtful predictions and statistical
diagnostics. However, as Table L shows, there were some types of model that tended to be
successful for burglary. '

‘Serial Reiationships

The most common ARIMA modei type for the serial term of index burglary was ARIMA
(0,1,1)(Sp.$d,Sq), which occurred in Cicero, Decatur (1972-1981), Elgin, Quincy, Rockford, and
Rock Island (1979-1983). This, as we have seen, was the most common type of ARIMA serial
model for index aggravated assault, and also for Index robbery in the larger jurisdictions.
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* Table L. index Burglary ARIMA Models, 1972-1983

Jurisdiction  (p.d.0)(Sp.Sd.Sg) Mean

_Arlington
Heights

Aurora

Cicero?
Decatur

1972-1981
- 1972-1983

Des Plaines
Elgin

Evanston
-1972-1978

1672-1983

Joliet
Peoriab

Quincy

Model
(2,1,0)(0,1,1)

(3,1,0)(0,0,0)

(0.1,1)(0,0,0)

{0,1,1)(0,0,0)
(6,1,2)(1,0.,0)

{2,9,0)(1,0,0)
(0,i,1){0,0,0)

(0,1,2j(0,0,0)
{1,0,0)(0,1.,1)

(2,0,0)(0,0,1)
(0,1,2)(0,1,1)

(0.1,1)(0,0,1)

46.

Autoregressive
Estimate

Low Best High

-.76 -.58 ~-.40
-.32 -.15 .03

~.22 -.05 .12
-.38 =-.19 -.02
-.30 -~.12 .05

.36 .51 .67
A1 .26 40

Moving Average
Estimate

.64 .75 .86

.45 .60 .78
.40 .87 .74
.02 19 .36

A7 .34 5i
Jd2 .29 .47

.44 .58 .72

Seasonal
Autoregressive
Estimate

| Best Higl

Seasonal
Moving Average
Estimate
Lnu.;_ﬁzil.;ﬂlah

.84 .89 .04

.1 .84 .97

.82 .87 .92



1 "-, I. l-
Rockford

- Rock Island
1972-1978

1879-1983
- Skokie

Springfield

Model
(0,4,1)(1,0,0)

(0.1.2)(0.0.1)
{0,1,1)(0,0,0)
(1,0,0)(0,1,1)

{0,1,2)(0,0,0)

Autoregressive
Estimate

Moving Average

.36

.08
A7
.20

.28

.19

Estimate

.51

.29
.38
.43

.44
.35

{p.d.0){Sp.5d.S0) Mean Low Best High Low Best High
.66
.50

.59
.66

.60
51

Seasonal
Autoregressive
Estimate

I B Higt

.47 .60 .13

Seasonal
Moving Average
Estimate o
Low Best Hiah
-.32  -.08 16
.84 90 .95

AIn Cicero, the number of crimaes known to the police in November 1977 was extremely low relative to other Novembers. This was true for every index crime. For Index burgiary,
there was one burglary in November 1877, but an average of 57 burglaries in all other Novembers. The other 11 months of 1977 averaged 55 burglaries. This led us to suspect the
accuracy of the Noevember 1977 figure, but we were unable to obtain additional information from Department of State Police. Therelfore, in the analysis.in this report, 57 is used for

November 1977.

Ppata for August 1978 are missing, and the figure for September 1979 was about twice as high as other Septembers. This is true for every Index crime. For this analysis, one

half of the September figure was used for August and Septemboer.




The second most common serial term for Index burgiary was ARIMA (0,1,2)(Sp.$d,Sq),
which occurred in Decatur (1872-1983), Evanston, (1972-1978), Peoria, Rock Island
(1972-1978), and Springfieid. As can be seen in comparing tables H, J, and L, ARIMA
(0,1,2)(Sp,.Sd,Sq) was not a common serial mode! type tor Index robbery or aggravated
assault.5¢ The only other serial model type appearing more than once in burglary models was
ARIMA (1,0,0)(Sp.Sd,Sq), which was the best model tor Evanston (1979-1983) and for Skokie.

Seasonai Relationships

In most jurisdictions, the best ARIMA model for index burglary showed little seasonal fluc-
tuation. Two ot the three successtul models, in Cicero and Springtield, had no seasonal term.
On the other hand, the third jurisdiction with a successful ARIMA mode!, Peoria, had a model
containing strong seasonal fluctuation. This agraes with the descriptive seasonal analysis
above (see Table E), in which the F of stable seasonality was less than 2.0 for Cicero and
Springfield, but more than 10.0 for Peoria.

The six jurisdictions in which the level ot Index burglary apparently changed also differed
greatly in the degree of seasonal tiuctuation in their best ARIMA model. The modeis for Aurora
and Eigin had no seasonal term. However, the Joliet model had a seasonal moving average
term with an estimated ~.27 weight, the Quincy mode] had a seasonal moving average term with
a very small -.13 weight, the Rockford model had a sessonal autoregressive term with an es-
timated .60 weight, and the Skokie models required 12th differencing. Rockford's ARIMA model
(p.d,9)(1,0,0), with an AR(12) weight of .60, indicates a relatively high level of seasonal fluctua-
tion. The descriptive seasonality analysis (see Table E) agrees with this. Rockford had the
highest seasonal contribution and F value of any burglary time seriss.

Thus, there seems to be no consistency in the type of seasonal term in index burglary
ARIMA models, and even no consistency in whether or not an Index burgilary ARIMA model con-
tains a seasonal term at all. In tact, in the three jurisdictions with an apparent intervention in
maodel type, the change in model involved 3 change from nc seasonal term to a seasonal term,
or vice versa. These models are discusised in the following sections.

Model Change in Decatur

in Decatur, a relatively simple ARIMA model (0,1,1)(0,0,0) provided a good statistical fit tor
the period before 1982. With this model, the year 1981 was predicted within 8 percent and the
average 1981 month within 24 percent, However, this simple model provided neither good
predictions for 1282 and 1983, nor an acceptable statistical fit for the 1972-1882 or
1972~1983 time period.

It is impossible to fit an ARIMA model {o only two years of data, 1982 and 1983. However,
an ARIMA model (0,1,2){1,0,0) tit the total time periods 1972~1982 and 1972-1983 better, ac-
cording to statistical diagnostics (see Appendix 1), than the simpler ARIMA model (0,1,1)(0,0,0).
In addition, predictions for 1982 and 1983 were more accurate with the more complex model
(0,1,2)(1,0,0).65

Perhaps the more complex ARIMA model (0,1,2)(1,0,0) was actually the best model tor the
entire 1972-1983 time period, including the earlier years. As a check on this, we estimated
ARIMA (0,1,2)(1,0,0) tor the time period 1972-1980, and compared the results to ARIMA
(0,1,1)(0,0,0). The simpler model was better statistically and also produced more accurate

B4ARIMA (0,1,2)(Sp,5d,Sq) did occur as the serial term'in two Index robbery models --in Decatur and in total linois
{non~-Chicago) strongarm robbery. .

55H0wever. the 1982 and 1983 predictions with ARIMA (0,1,2)(1,0,0) were still not particularly accurate. The
1982 prediction was. 22 percent too high, and the 1883 prediction was 21 percent too high.
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torecasts of 1881. Therefore, we concluded that the best ARIMA model fof Index burgiary in
Decatur changed in 1982. Before 1982, there was no seasonal fluctuation in Decatur burgiary;
but in 1982 and 1983, there was a slight amount of seasonal fluctuation.56 Aithough the degree
of seasonality in the 1972~1983 modei was slight, a seasonal AR(12) term was still necessary
for-a weli-titting model '

Model/ Change in Evanston

There weie two best-fitting models tor Index burglary offenses in Evanston (see Figure
12), one for the time period 1972-1878, and another for the time period 1979-1983. The best
model tor the earlier time period was ARIMA (0,1,2)(0,0,0). The MA(1) and MA(2) estimates for
such a model, fit to three time periods, were the following:

Time Period MA(1) MA(2)

1972-1977 .37 .18

1972~1978 .38 .09

1972-1979 .37 -.01 N

The MA(1) estimate is about the same in all three models, but the MA(2) estimate obviously
changes. The estimated weight is .18 for the earliest time period, but with the addition ot 1978
and 1979, it becomes zerc. There is one other indication that the model may have changed.
Although the ARIMA model (0,1,2)(0,0.0) is statistically adequate (see Appendix 1) for the
1972-1977 period, it is less so for the 1972-1S78 period or for the 1972-1979 period. On the
other hand, the model's prediction of 1978 was good, within 1 percent for the total year and 28
percent for the average 1978 month.87 In contrast, the prediction for 1979 was somewhat less
accurate, 13 percent toc low. This suggests that the change in the best ARIMA model occurred
between 1878 and 1978. .

The five remaining years, 1979 to 1983, are not really enough to identify a reliable ARIMA
model, but exploratory analysis indicated that the later period seemed to contain much less
serial fluctuation, and a great deal more seasonal fluctuation, than the earlier years. The best
model for these later years was ARIMA (1,0,0)(0,1,1), with the following estimates for the AR(1)
and MA(12) terms: ‘

Time Period AR(1) MA(12)

1879-1982 .24 .84
1979-1983 .26 .84

The prediction for 1983 with an ARIMA (1,0,0)(0,1,1) model was within 6 percent with the
year-ahead method and within 4 percent with the intervention method. The average month
was predicted within 18 percent and 15 percent, respectively. An alternative model with no
serial pattern over time and no serial ditferencing, ARIMA (0,0,0)(0,1,1), predicted 1983 just as
well, but was not a good statistical tit.

‘There seems to have been a rather radical change in the pattern over time of Index burglary
in Evanston, beginning about January 1979. The period alter that date had strong seasonal
fluctuation, but very slight serial tluctuation. The period betore that date had weak or

88The AR(1) weight of the ARIMA model (0,1,2)(1,0,0) for the period 1972-1983 was estimated at .19 (see
Table L). :
67The accuracy of the prediction for the 1578 average month was decreased by the prediction for January,
which was 72 percent too high. January 1978 had an extremely low number of burglaries (59) compared to.the overall mean
(118) or compared to the three previous Januaries (163, 100; and 99). '
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nonexistent seasonal fluctuation but reiatively strong serial fluctuation. This change, even
though it is a change in the ARIMA model and not in the number of burglaries, is strorg encugh
to see in a graph (see Figure 12).

This apparent change suggests that the phenomenon being measured in the earlier time
period may not be the same as the phenomenon being measured In the later time period. It is
possible, tor example, that an increased proportion of burglary occurrences were reported to
the police in the later years. As a matter of fact, there was an increased emphasis on burglary
prevention in Evanston beginning in 1979, and it is possible that this prevention program could
have increased public awareness of burglary. This might have resulted in greater likelihood
that a burglary offense, whatever its seriousness, would be reported to the police. If the
burglaries reported after the prevention campaign fluctuated with the seasons more than the
burglaries reported befora the campaign, then the total Index burglary time series would be-
come seasonal However, because the apparent intervention in 1979 had not been
hypothesized beforehand, we cannot say with any certainty that a change actually occurred.

Modei Change in Rock Isiand

An ARIMA modei (0,1,2)(0,0,1) for Rock island burglary (see Figure 7) had the following
parameters for four time periods:

Time Period MA(1) MA(2) MA(12)
1972-1977 .25 .30 -.13
1972-1978 .29 .38 -.08
1672-1979 .46 .02 -.22
1972-1980 .48 .15 -.19

The two earlier and the two later time periods seem to ditfer in their MA(1) and MA(2) es~
timated weights, and possibly aiso in their MA(12) estimated weights.68 The 1972~1977 model
fit well statistically, and predicted 1978 within 12 percent. The 1972-1578 modei also fit well
statistically, but was 21 percent too low in predicting 1979 (see Figure 7)., The 1972-1979
model was also a good fit, but was 74 percent too high in predicting 1980. The monthly 1980
predictions were wrong by as much as 190 percent. Further, the model for the 1972-1980
time period was a very poor fit statistically. All this suggests that the best ARIMA model for
Rock istand Index burglary changed in 1980, and possibly as early as 19789,

The best mode! for the periods 1979-1982 and 1979-1983 was ARIMA (0,1,1)(0,0,0). This
can be estimated only In an exploratory sense, because the time period Is so short. The es-
timated MA(1) weight was .43 for both the 1979-1982 and the 1979-1983 model, and the
statistical fits were adequate. With this model, 1983 predictions were correct within 6 percent,
and the average 1983 month was predicted within 18 percent (year-ahead method).

Thus, in Rock Isiand as In Decatur, the pattern of Index burgiary seems to have changed
trom a s=asonal pattern to a pattern without seasonal tluctuation.

B8The low MA(12) estimate could be zero in each of the four models, However, in the earlier time periods, an
MA(12) term is necessary for a good fit.
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Summary: Index Burglary

Ot the 14 jurisdictions in which Index burglary was analyzed, only three modeis generated
successfiul predictions, two jurisdictions could not be successtully modeled at all (Des' Plaines
and Arlington Heights), and in the remaining nine the analysis discovered a serendipitous inter -
vention. ) '

In general, the degree of predictive accuracy tfor Index burglary is less than for index rob-
bery or aggravated assault. In only one jurisdiction, Peoria, was the number of burgiary of-
fenses accurately predicted within 10 percent for 1982 and 1983. In {our other jurisdictions--
Elgin, Evanston, Joliet, and Rocktord--at least two years were predicted within 10 percent. In
Elgin, 1981 and 1982 were predicted within 8 percent and & percent, raspectively, but the
sharp decline in 1983 was not predicted accurately. Although there was apparently a change
in the best model in Evanston, the years in which prediction was possibie were both accurately
predicted (within 1 percent in 1978 and € percent in 1983). The number of Index burglary of-
tenses was predicted within 2 percent in Jollet in 1981 and 1982, but the drop in 1983 was not
predicted accurately. Rockford burglary was predicted within 1 percent In 1981 and 4 percent
in 1983, but the drop in 1982 was not predicted accurately. Thus, index burglary appears to
be predictable in Peoria, and also may be predictable in Elgin, Evanston, Joliet, and Rockford.

In tive other jurisdictions, Index burglary was predicted within 10 percent in 1982 or 1983,
but not in both years. The <legree of accuracy in these jurisdictions--Arlington Heights, Cicero,
Quincy, Rock Island and Springfield--was not, therefore, particularly high. However, it was still
better than the accuracy in Aurora, Decatur, and Skokie,59 which were not predicted very ac-
curately in any year, and in Des Plaines, where Index burglary could not be modeled at all.

What type of ARIMA model was best for index burglary? The serial term in the best ARIMA
model for Index burglary in these jurisdictions was likely to be either ARIMA (0,1,1)(Sp.8d.Sq)
or ARIMA (0,1,2)(Sp,Sd.Sqg). In contrast, the seasonal term in Index burglary models had no
consistency from jurisdiction to jurisdiction. Many of the best-fitting and best-predicting
models had no seasonal term at all, ARIMA (p.d.g)(0,0,0). However, many others had terms
describing a strong pattern of seasonal tiuctuation.

Not only is there no consistency from jurisdiction to jurisdiction in the seasonal term in
burglary models, but there Is not necessarily any consistency in the seasonal term over time
within the same jurisdiction. In the .jurisdictions in which there was an apparent change in
ARIMA model over time, ail three changed from seasonal to nonseasonal or vice versa. The
1972-1981 model in Decatur had no seasonal term, but the 1972-1983 model had an ARIMA
(p.d.q)(1,0,0) seasonal term. Similarly, Evanston had no seasonal fluctuation in its 1972-1978
modei, but rather strong seasonal fluctuation in the 1979-1983 model. Rock Island, on the
other hand, changed from a slightly seasonal model in 1972-1978 to a model with no seasonal
term in 1979-1983.70 .

in summary, the analysis found the following to be true for index burglary:

e Burglary was not predictable in the majority of jurisdictions analyzed, either in the total
year or in the average month,

® A high proportion of jurisdictions had a serendipitous intervention in Index burglary.

69Although the accuracy of the Skokie predictions in 1982 and 1983 is not high, this is due only to two extreme
months in 1982.
7O Index aggravated assault in Rock Island, the change was in the opposite direction, In the model for the early
time period, 1872-1981, there was no seasonal term, but when the years 1982 and 1983 were added to the series, the model
-became seasonal,
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® There was no consistency from jurisdiction to jurisdiction in the type ot ARIMA model
(especially not in the seasonal part of the model) that best fit iIndex burglary.

Index Larceny/Thaft

The list below summarizes resuits of an analysis of the predictability of Index larceny/thett
in each ot the 14 jurisdictions. On the average, there were more larceny/theft offenses than
the other three types of offense per month (see Tabie B). The average number of offenses
ranged from 88 in Cicero to 508 in Peoria. Thus, larceny/theft could be analyzed in all jurisdic-
tions. However, Index larceny/theft was not analyzed s in Chicago or total llinois (non-
Chicago). The list below aiso includes, for each index larceny/theft series, the best-titting type
of ARIMA model (p.d.q)(Sp,5d,5q).

Successful Predictive Models

(p,d.q)(Sp,Sd,Sq)

Arlington Heights (0,1, 1)(0.1. 1)
Decatur (0,1,1)3(0,1.1)
Evanston (6,1,1)(0,1,1)
Joliet (0.1.2)(0.,1,1)
Peoria (1,1,0){(0,1,1)
Quincy (0,1,1)(2,0,0)
Rock Island (2,0,0)(0,1,1)
Skokie (3.1,0)(0,1,1)
Springfield (1,0,0)(1,1,0)
Serendioitous Intervention

Aurora (1982) (0,1,2)(0,1,1)
Cicero (1972-1977) ‘ (2,1,0)(1,0,0)
(1978-1983) (1,0,0)(0,1.,1)

Des Plaines (1983) (2,0,0)(0,1,1)
- Elgin (1982 & 1983) {0.1,1)(0,1,1)
Rockford (1983) ~ {6,1,2)(0,1,1)

Pradictability

The degree of predictabliity tor each Index larceny/theft time series, for the total year and
the average month of 1982 and 1983, and for the year-ahead and intervention method, is given
in Table M, and the overall resuits of the year-ahead predictive accuracy analysis are sum-

~marized In the list above. The criteria in this list for a successtul predictive model are very
generous--accuracy within 20 percent for the total yvear and 30 percent for the average
month, for both years. There was no index larceny/thet{ series that was categorized as a
poor predictive model under these criteria. In cases in which a serandipitous intervention was

discovered in 1982 or 1983, ARIMA modeling and prediction were done for 1981. For Elgin and

Clcero, the analysis was done for a number of years.
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Table M. Percent Error of Predictions: Larceny/Theft

Year‘-Ahead Mathod Intervention Method

1982 1983 1982 1983 1982 1983 1982 1983

' . Total Total = Avg. Avg Total Total = Avg: Avg.

Arlington Heights 6% 3% 19%s 13%: 1% 3% 16%= 14%:

Aurorad 29 g 29= 13 4 2 122 - 10
Cicerob a 3 a 17= a pad a A7e
Decatur 15+ 1= 17 17 \= 3 )= Vi
Des Plaines® 7= 27 12« 28+ 1= 10 12+ 12+
Elgind 21 26 22« 3 2% 10* 10= 15«
Evanston 1= 12¢ T1= 22¢ 0* 8* To* T4+
Joliet 2 9 16* 11= I 3 11+ i=
Peoria ji= 18+ 24 22 Q= A 24 12
Quirncy 2 1= 0= 14~ 1= 1* 1= 16*
Rock Island 52 6* 15= 10 4= 3 16* 12
Rockforde 2= 27 13 28+ 1= g 7 10t
Skokie 8 18+ 14= 21> 1* 1* 152 13
Springfield 10 13 12= 15+ 3* 3 10t 14*

‘Meets. predictability criteria: 20 percent for total year predictions, 30 percent for average month predictions.

An Aurora, the same ARIMA madel (0,1,2)0,1,1) predicted 1981 within 2 percent for the year ard 11 percent for.the
average month (year~-ahead method) and within 2 percent for the year and S percent for the avera: « month (intervention
method).

bBased on 1978-1982 madel, ARlMA (1,0,0)0,1,1). Note that this is only five years of data. A model predicting 1982 with
four years was not.attampted (see Table N). -

%n Des Plaines, the same AKMA model (2,0,0%(0,1,1) predicted 1981 within 4 percent for the year and 18 percent for the
average the month (year-ahead methad) and within 1 percent for the year and 14 percent for the average month (intervention
methad). :

din Elgin, pradictions for 1981 with an ARIMA model (0,1,1X0,1,1) are better than predictions for 1982--within 4 percent for
the year and 15 percent for the average month (year-ahead method). The same model predlcted 1980 within 7 percent and
1979 within 17 percent.

®n.Rockford, the same ARIMA model €0,1,2)(0,1,1) predicted 1981 within 3 percent (year-ahead method) and 1 percent (in-
tervention method), and the average month within 9 percent (year-ahead) and 8 percent (intervention).

- Index larceny/theft was, by far, the most predictable ot the Index crimes examined (see
Table M). All of the 14 larceny/thett series wers possible to model. in nine of them, the best
ARIMA model successiully predicted both 1982 and 1983, both the total year and the average
month. In five, the analysis suggested a possible intervention. In Aurora, Des Piaines, Eigin, and
Rockford, there was an apparent change in lavel, and in Clcero there seemed to be a change in
the best ARIMA model.
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Aurora

In Aurora (see Figure 26), an ARIMA model (0,1,2)(0,1,1) predicted 1981 within 2 percent,
and the average 1981 month within 11 percent. The 1982 prediction, however, was 28 percent
too high. Because the 1982 prediction with the intervention method was accurate (within 4
percent), and because the same ARIMA model successfully predicted 1983 (see Table M), it
seems that the level of larceny/theft, but not the best model, changed in 1982. This slight drop
Is not easy to see in the pattern description graph, because it is obscured by seasonal fluctua-
tion.”! However, notice that the peak months in 1982 are lower than the peak months in 1981,
Also, the number of larceny/thefts in 1983 remained at about the 1982 level.

Des Plaines

Des Plaines index larceny/theft (see Figure 27) was quite predictable in 1981 and 1982. An
ARIMA modei (2,0,0)(0,1,1) predicted both years within 10 percent--1981 within 4 percent and
1982 within 7 percent (year-ahead method). However, the 1983 prediction was 27 percent
too high. In fact, the actual number of larceny/theft otfenses in every 1983 month was lower
than the predicted number, by as much as 67 percent (in November). The number of lar-
ceny/thetts in Des Plaines had been declining since 13980, but apparently the drop in 1983 was
even sharper than the previous decline.

Elgin

In Elgin, the number of Index larceny/theft offenses apparentiy fell slightly in both 1982 and
1983 (see Figure 28), although the best ARIMA model did not seem to change. ARIMA
(0,1,1)(0,1,1) tit each time period from 1972-1978 through 1972-1983; according to the diag-
nostic tests in Appendix 1, and the estimated MA(1) and MA(12) weights were about the same
for models in each time pericd. However, as can be seéen below, neither the 1982 prediction
nor the 1983 prediction was within the 20 percent criterion. The actual number in both years
was lower than the predicted number. in fact, every month in 1982 and every month except
March in 1983 had fewer larceny/theft oftenses than the predicted number. The 119 offenses
that actually occurred in December 1983 were 132 percent less than the predicted number of
251. Thus, the slight decline in Elgin larceny/theft that began in 1979 continued and apparently
became an even steeper decline in 1982 and 1983,

Parcent Prediction Error: Elgin
Year-Ahead Method Intervention Methed
Average Average
Yaar Month Yaar Month
1979 17% 17% 8% 9%
1980 7 9 3 9
1981 4 185 1 15
1982 21 22 2 10
1983 26 3 10 15

71The seasonally adjusted series cannot be analyzed for Aurora larceny/theft, because the seasonal adjustment
under both mathematical assumptions contains significant moving seasonality (see Table F) and therefore cannot be trusted.
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“Figure 28. Patterns of Change Over flma in Aurora index Larceny/Theft, 1972-1883
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Figure 28 Pattarns of Change Over Time in Elgin lndex Larceny/Theft
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Figure 28. Patterns of Change Over Time in Rockford Index Larceny/Theft, 1972-19@3
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Rockford

in. Rockford (see Figure 28), as in Des Plaines, the number of index larceny/thefts was
somewhat low in 1983 The number in 1981 was predicted within 3 percent, and the average
1981 month within @ percent (year-ahead method). In 1982 the same model was correct
within 12 percent for the year and 13 percent for the average month. However, the 1983
prediction was 27 percent too high. In fact, the number of larceny/thett otffenses in every
1883 month was lower than the predicted number, from 10 percent lower in April to 63 percent
lower in December. Since the intervention method prediction for 1983 was accurate within 8
percent, the best ARIMA model apparently did not change. However, the number of Index lar-
ceny/thefts, which had been steady since 1879, feill in 1983,

Best ARIMA Models for Predicting Index Larceny/Theft
Serial Relationships

A moving average model seems to be the most common ARIMA model type for index lar-
ceny/theft (see Table N). In five of the 14 jurisdictions, the serial term in the best ARIMA model
was (0,1,1)(Sp.8d,Sq), and In three others, the best serial term was ARIMA model
(0,1,2)(5p.Sd,5qd). In fact, as with Index aggravated assault, if the series required first ditferenc-
ing, the best serial term was usually moving average ARIMA (0,1,1)(5p,5d.SqQ) or
(0,1,2)(Sp.5d.Sq).

On the other hand, several ot the best ARIMA models tor Index larceny/theft were auto-
regressive in the serial term. In this respect again, larceny/theft patterns are similar to ag-
gravated assauilt patterns. The serial terms for Cicero (1978-1983), Des Plaines, Rock Island,
and Springfieid were ARIMA (2,0,0)(Sp,$d,8q) or ARIMA (1,0,0)(Sp.5d,Sq).

Seasonal Relationships

Seasonal fluctuation in Index larceny/theft was generally strong (see Table N). The most
common model type was ARIMA (p,d,9)(0,1,1), which described 12 of the 14 jurisdictions.

Cicero was the only jurisdiction in which the descriptive seasonal analysis (see Table F) in-
dicated no seasonal fluctuation in larceny/theft. However, the ARIMA analysis found that the
later years of the series (1978 to 1983) contained much more seasonal fluctuation than the
earlier years. '

Model Change in Cicero
The best ARIMA model for Cicero larceny/theft (see Figure 11) in the early yeai's was

ARIMA (2,1,0)(1,0,0). This modsl had the following AR(1), AR(2), and AR(12) weights when es-
timated for six time periods:

Time Period AR(1) AR(2) AR(12)
1972-1977 -.30 -3 -.34
1872-1978 -.28 -.38 - .45
1972-1979 -.31 -.27 -.02
1972-1980 ~-.34 -.25 .04
1972-1981 -.36 -.25 .05
1972-1982 -.35 -.25 ,08
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“Table N. Index Larceny/Théﬂ ARIMA Modeis, 1872-1983

Autoregressive
Estimate

1, ‘.‘l» |~

‘Arlington
~Heights

Aurora
Cicero?
1972-1977
.1878-1983
Decatur

Des Plaines

Elgin
- Evanston

Joliet

Peoriab

Quincy

Rockford

Model
(0.1,1)(0,1.1)
(0,1,2){0,1,1)

(2,1,0)(1,0,0)

{1,0.0)(0,1,1)

.(0,1,1)(0,f;l)

{2,0,0)(0,1.,1)

{(0,1,1)(0,1.,1)

{0,1,1)(0,1.,1)

(0,1.2)(0,1,1)

(1,1,0)(0,1,1)

{6,1,1)(2,0,0)

(0,1,2)(0,1,1)

.30
.31
.37

{p.d.a)(Sp.Sd.Sa)  Mean Low Best High

-

.06
.07
.61

Moving Average
Estimate

Seasonal
Autoregressive
Estimate

Seasonal
Moving Average -
Estimate -

.55 .68 .81

.28 .45 .62
.10 .27 .44

.54 .68 .81
.76 .85 .94

.21 .38 .55
A3 .30 .47

.50 .63 .76

.28 .46 .64
.03 .21 .39

.87 .91 .95

83 .88 .94

.66 .80 .94
.86 .91 .96

.84 .89 .94

.84 90 .96
.88 92 - .97

.81 .87 .93

.19 .85 .91

.83 . .89 .94




Rock Island

Skokie

Springfield

Model

Autoregressive

Estimate

{n.d.g}{Sp.5d.5a) Mean Low _Best High

(2,0,0)(0,1,1)

(3.1,0)(0,1.,1)

(1.0,0)(1,1,0)

.25
.04

-.82
~.69
-.54

.62

.43
.21

-.66
-.51
-.37

.14

.60
.38

-.50°

-.33
-.20

.86

Moving Average
Estimate

Seasonal
Autoregressive
Estimate

-.73 -.66. -.58

Seasonal
Moving Average
; Estimate

Low Best High

.86 9] .96

4in Cicero, the number -of ¢rimes known 1o the police in November 1977 was extremely low relative to other Novembers. This was true for every index crime. For Index

larceny/iheft, there were 8.in November 1977, but an average of 85 in all other Novembers. -The other 11 months of 1977 averaged 69. This led us to suspect the accuracy of the

November 1977 figure, but we were unable to cbtain additional information from Department of State Police. Therefore, in the anaysis in this report, 85 is used for Ncvember 1977,
bCorrected data for August and September 1979 (see Table 12). Also, data were corrected based on updated Department of State Police files.




" The estimated weights of the AR(1) and AR(2) terms remained fairiy constant over time, but

©the weight ot the AR(12) term changed as 1979 and later years were added to the series. In

addition, the statisticai diagnostics (see Appendix 1) of an ARIMA modei (2,1,0)(1,0,0) were not
good for-the models 1972-1979 and later. In particular, the residuals of these models indlcatﬂd
that seasonai fluctuation was not accounted for by AHIMA (2,1,0)(1,0,0). :

For ;a!lf these reasons, the project searched for another ARIMA modei for the period
1978-1983.  Although this six-year pericd is short for reliable model-fitting, the best model ap-
peared to be ARIMA (1,00)(0,1,1). The estimated weignhts of the AR(1) and MA(1) terms for
the tmai two time pericds were the folicwing:

Tim@ Period AR(1) MA(12)
i978-1982 .36 .82
1978-1983 .37 .80

in summary, the best ARIMA model for Cicero Index larceny/theft in the later years con~
tained. much more seasonal fluctuation and much less serial fluctuation than the best ARIMA
model for the earlier years. The model for 1978-~1983 required 12th (seasonal) difterencing,
but not first (serial) differencing.”2 With this ARIMA model, (1,0,0)(0,1,1), 1983 was precicted
within 3 percent and the average 1983 month within 17 percent (year-ahead method). Such
accurate predictions indicate that the level of the series did not change in 1983. As the pattern
description graph (see Figure 11) shows, larceny/theft in Cicero increased steadily from 1978,
The ditterent patterns in 1972-1277 and 1978-1983 can also be seen in the graph.

Summary: Index Larceny/Theft

Index ilarceny/thett was, by far, the most predictable type of crime that the Predictability
Project examined. The number of offenses in the total year was predictad within 10 percent in
at least one year (1981, 1982, or 1983) in 11 jurisdictions, and in four cities both 1982 and
1983 were predicted within 10 percent. Further, in the four jurisdictions in which there was a
change in level in 1982 or 1983, the year 1981 was predicted within 10 percent (2 percent in
‘Aurora, 4percent in Des Plaines, 4 percent in Elgin, and 3 percent in Rockford). In Cicero,
which had such a complex larceny/thett time series that only 1983 could be predicted, that
1983 prediction was correct within 3 percent.

Even the years indicating a change in level in larceny/theft were predicted more accurately
than intervention years in other Index crimes. The most inaccurate prediction for index lar-
ceny/theft was 29 percent in- 1882 in Aurora. Compare this to the most inaccurate yearly
prediction for index burglary (40 percent in Des Plaines), for index aggravated assault (49 per-
cent in Cicero), or for Index robbery (99 percent in Joiiet).

Compared to the modeis for the other Index crimes, the models for index larceny/theft were
more similar to each other. The serial term was likely to be ARIMA (0,1,1)(Sp.5d,Sq) or ARIMA
(0,1,2)(Sp,5d,Sq). and the ssasonal term was likely to be ARIMA (p.d,g)(0,1,1).

why Is Index larceny/theft more predictable than the other index crimes? One reason may
be that there are many more observations per month (see Tabie B). The average number of
larceny/thett offenses ranged from 88 in Cicero to 506 in Peoria. Burglary, in contrast, ranged
tfrom 51 in Quincy to 265 in Rocktord. Another resason tor the comparatively good predictions
may be that every larceny/theft time series contained strong seasonal fluctuation, and in
almost every series this fluctuation was modeled by a simple (p.d,q)(0,1,1) seasonal term.. A

- "2Note that these changes in the best ARIMA ‘model also occurred in-Evanston burglary.
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great deal of the variation in larceny/thaft can be described simply by knowing this seasonal
pattern. This produces accurate forecasts rather easily.

In summary, the analysis found the following to be true for index larceny/theft;

8 Of the tour types of crime analyzed by the project, Index larceny/theft was by far the
most predictable.

e The best model for a larceny/thett series was likely to be a moving average, seasonal
model, ’

e There was more consistency from jurisdiction to jurisdiction in the best ARIMA model tor
larceny/thett than for the other crime types.

@ Index larceny/theit was strongly seasonal in every jurisdiction analyzed.

Summary: Predictability by Type of Crime

One answer to the question, "is crime predictable?” seems to be that some types of crime
are predictable and others are not. In general, the number of Index larceny/theit offenses
known to the police was likely to be predictable within 10 percent for the next year and within
20 percent for the next month (year-ahead method). Even when a serendipitous intervention
was apparent in a larceny/theft time series, the year in which the change in level occurred was
still predictable within 25 percent.

In contrast, index burglary was usually not predictable in the 14 sampled jurisdictions, using
the methods ot this study. Only three jurisdictions had successfui burglary predictions, by the
20 percent yearly and 30 percent monthly criteria, for both the total year and the average
month in 1982 and 1983. These three successful cases show that, even though it was usually
difticult to identity a burglary model that fit well and predicted accurately, it was not impossible.
Howaver, even in the three successtul burglary predictions, the degree of accuracy tended o
be less than for larceny/theft. In general, successful yearly predictions in Index burgiary were
accurate within 10 percent to 20 percent, In comparison to successful index larceny/theft
predictions, which were accurate within 5 percent to 10 percent.”3

The most interesting characteristic about the predictability of index burglary, when com-
pared to the other index crimes that were examined, was the high proportion of jurisdictions in
which an intervention may have occurred. Why were there so many more serendipitous inter -~
ventions in burglary than in the other Index crimes? One possibility is that the time period we
happened to choose for the Predictabllity Project, 1972-1983, was a volatile period tor
burglary victimization In lilincis. There may have been a number of successful programs aimed
at reducing the number of burgiaries. There also may have been changes in the likelihood of
citizens to report burglaries to the police, or changes in the administration of recording those
burglaries that were reported. Alternatively, Index burglary may simply not be predictable, and
the apparent interventions found by the ARIMA modeis may retlect only the essentiaily random
character of the number of burglaries over time.

it Index larceny/theft and Index burgiary represent the two extremes of predictable and un-
predictable crime types, Index robbery and Index aggravated assault represent a middie
ground. Index robbery was predicted within 20 percent tor at least iwo years in every
jurisdiction analyzed, and within 10 percent in some jurisdictions. In contrast, Index aggravated

73The one exception to this was Peoria, where Index burglary was predicted within 6 percent in 1982 and 2
percent in 1983, ’
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assault predictions ranged from very accurate to completely unpredictable, depending on the
jurisdiction.

There were many serendipitous interventions discovered in Index robbery, and, unlike Index
larceny/theft, the accuracy of robbery predictions in years with possible interventions was
usually very bad. This inaccuracy for intervention years, like the inaccuracy for monthly
predictions, may reflect the low number of observations per month in most Index robbery time
series. Thus, for example, Index firearm robbery in total lllinois (non-Chicago) had a seren-
dipitous intervention, but with 261 oftenses in the average month, the prediction in the interven-
tion year was only 23 percent in error. In conirast, robbery predictions in individual jurisdic-
tions with an intervention were as much as 99 percent in error (Joliet).

Cf the four Index crimes analyzed, aggravated assault was the least likely to show a seren-
dipitous intervention. In only one of the 14 jurisdictions, Cicero, was there a definite change in
level. (In Quincy, the 23 percent inaccuracy of the 1983 prediction may have been due to small
numbers. The analysis in Rock islang indicated a possible change in the model, not in the level.)
The reason for this is unclear. One possible explanation is that the actual number of assault
victimizations is less likely to change suddenly than other types of victimization. Because as-
sault is a violent, impulsive crime usually committed between friends or relatives, perhaps it
responds less dramatically to crime prevention measures or to other societal changes than
does a property crime such as burglary. A second possible explanation is that the recording in
official records of Index aggravated assault may have been more consistent over the time
period analyzed than the recording of other crime types.

In.contrast, the analysis of Chicago Index aggravated assault by weapon type, which is dis-
cussed in detail in the Chicago Intervention Analysis, suggests the presence of not one but two
interventions. One of these, a drop in the humber of offenses with a Knite, other weapon, or
body as a weapon in 1981 and 1982, may have been due to a drop in victimizations resuiting
from increased enforcement. The second,‘a- 1983 increase in offenses, may have been due to
a change in recordkeeping practices.

Predictions for Index aggravated assault were generally more accurate for totai illinois
(non-Chicago) offenses by weapon type than for sach individual jurisdiction. As for Index rob-
bery, this greater accuracy may reflect the higher numbers in the total lllinois series. Even
when a serendipitous intervention was discovered--1983 Index assault with body as a
weapon--the year was predicted within 29 percent (year-ahead method). This was more ac~
curate than the 1983 prediction in Cicero, which was apparently aiso an intervention year. The
year-ahead prediction was 49 percent wrong.

Low observations may affect the accuracy of monthly predictions of index robbery. The
only average monthly predictions that were within 30 percent for two years were in Peoria in
1981 and 1982, and Peoria had the most robbery offenses per month of any lilincis (non-
Chicago) jurisdiction analyzed (see Table B). In the four weapon types of robbery in lllinois
outside Chicago, all predictions were within 30 percent for the average month. The number of
observations per month for these four weapon types ranged from 34 to 295 (see note 42).

In Index aggravated assault as well, there seemed to be some relationship between the de-
gree of predictabllity and the number of occurrences per month. In general, those time series
. with fewer than 20 or .30 offenses per month over the 1972-1983 period were less likely to
have ARIMA models that predicted each month, although the models often successtully predic-
ted the total year.

This does not appear to be an explanation for the difficuity of model-titting and the low
predictability in Index burglary. The number of index burglary offenses in the average month in
any jurisdiction was never fewer than 40, and most jurisdictions had 90 or more per month. On
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the other hand, perhaps burglary is difterent from robbery or aggravated assauit. The minimum
number of oflenses per month that is required for adequate predictability may be larger for
burgiary. The ons Index burglary time series that could not be modeled was in Des Plaines,
which had the fewest number per month ef any burglary series, 46. Arlington Heights, which
had 54 offenses per month, did not reach the monthly predictability criterion. However, Quincy,
with §1 offenses per month, and Skokie, with §5, were among the nine jurisdictions in which a
change in level may have occurred, and Cicero, with 80, was predictable by all criteria.

What are the most common types of ARIMA model? In all four Index crimes, the most com-
mon serijal term was (0,1,1)(Sp,Sd,5q), although for Index robbery this was likely toc be the best
model only in series with more than 30 offenses per month. The second most common type of
serial ARIMA model depended on the type of crime. In index robbery and Index larceny/theft,
autoregressive modeis were common-—(1,0,0X(Sp.Sd,8q) or (2,0,0)(Sp.$d,8q). The third order
autoregressive model (3,0,0)(Sp,Sd,Sq) was the best mode! for several Index aggravated as-
sault series. However, for Index burglary the second most common serial term was
(0,1,2)(Sp.Sd.Sq), which was also seen in some robbery and larceny/theft series but never in
aggravated assauit.

The most common seasonal term in the ARIMA models varied not only by the type of crime
but also by the number of crimes per month. In robbery and aggravated assauit, the majority of
jurisdictions had no seasonal term at all, or a very slight degree ot seasonality. In burglary,
several of the best-~fitting and best~predicting models had no seasonal term. in contrast, every
larceny/thett model had some sort of seasonal term. If a jurisdiction did have a s asonal term,
it was likely to be (p,dg)(0,1,1), but (p.d.q)(1,0,0) also occurred, especially in smaller jurisdic-
tions and in robbery and aggravated assault.

Overall, then, Index larceny/theft is the most predictable of the Index crime types analyzed,
index burglary the least predictable, and index robbery and aggravated assauit fall between the
two extremes. However, the range of predictive accuracy within each crime type was great,
Index larceny/theft is not as predictable in every jurisdiction; Index burglary is more predictable
is some jurisdictions than others. in the following section, the question, "ls crime predictable?”
is answered for each of the 14 jurisdictions.

Predictability by Jurisdiction

Some of the consistency in successtul predictions seems to occur within jurisdictions, not
within types of crime. In certain jurisdictions, predictive accuracy was usually poor, whatever
the crime type. In other jurisdictions, predictive accuracy was usually good, whatever the
crime type. In this section, the predictability of crime in each jurisdiction will be discussed. For
a list of the best ARIMA modsi for each jurisdiction, see Appendix 3.

Arlington Heights

Wwith only one Index robbery and four Index aggravated assaults per month over the
1972-1983 period (see Table B), Arlington Heights had enough observations for analysis In
only burglary and larceny/theft (see Figure 30).

The burglary model predicted 1982 and 1983 fairly accurately, but the 1983 predictions
were slightly over the 30 percent criterion for the average month. The ARIMA model
(2.1,0)¢0.1,1) tor Index burglary, though it was better than alternative burglary models, did not
fit as well after 1982 and 1983 were added to the series as it did to the 1972-1881 time
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period. The Box-Pierce statistic (see Appendix 1) at lags 12 and 50 were good for the earlier
time period, a little worse when 1982 was added, and not reaily good at all after 1983 was
added.”# The larceny/theft model, on the other hand, was very successtul, predicting 1982
within 6 percent, 1983 within 3 percent, and the average month wuthm 19 percent and 13 per-
;cent respectively.

Thus, in general, Arlington Heights burglary and larceny/theft offenses appear to be pre-
dictable. However, the degree of predictability is higher for larceny/theft than for burglary.
Further, because even the best burglary model is still not particularly good statistically, the
confidence in a burglary prediction is not as high as in a larceny/thett prediction.

Aurora

In Aurora, Index robbery and aggravated assault models predicted the total 1982 and 1983
years successfully, but not the average month. The average number of oftenses per month
‘over the entire 1972~1983 period was 15 Index robberies and 23 Index aggravated assaults
(see Table B). These smail numbers could acccunt for the lack of accuracy in monthly predic-
tions. However, Aurora Index robbery yearly predictions were among the most accurate in the
jurisdictions analyzed.

Index burglary and Index larceny/theft had significant moving seasonality under both the
additive and the multiplicative assumptions, which suggests the presence of data quality
probiems. Indeed, the pattern descriptions {see Figures 20 and 26) of these two series show
extreme values in 1977. Despite this, however, both series were successfully modeied. In
both, an intervention may have occurred. The model for Index burglary was 34 percent too
high in predicting 1983, and 1981 and 1982 predictions were not very accurate. The model for
Index larceny/theft was 29 percent too high in predicting 1982, but 1981 and 1983 were both
predicted within 10 percent.

In Aurcra, predictive accuracy depended on the type of crime. index robbery and lar-
ceny/thetft were generally predicted accurately, but not Index aggravated assault or burglary.

Cicero

Wwith only 12 index robbery otfemses and 11 Index aggravated assault offenses per month
(see Table B), Cicero predictions for these crimes would not be expected to be particularly ac-
curate. Howaeavaer, Index robbery (see Figure 31) was predicted more accurately in Cicero than
in most jurisdictions for the total years 1982 (within 14 percent) and 1983 (6 percent), though
not for the average month.

In contrast, Index aggravated assault (see Figure 18) was not predictable in most years,
though 1981 and 1982 were predicted within 14 percent and 18 percent, respectively. The ac-
tual number in 1983 was 49 percent more than the predicted number. Even though Cicero ag-
gravated assault predictions were poor in many vears, inciuding 1978, 1979, and 1980 as well
as 1983, the pattern description graph indicates that the serendipitous intervention in 1983 may
be the result of a real increase rather than the reflection of a poor model.

74The Box-Pierce statistic (see Appendix 1) is 14.3 at lag 12 and 66.2 at lag 50 for the 1972-1983 model.
However, alternative model types have worse diagnostics.
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Burglary was modeied successfully in Cicero, but predictions were not very accurate. The
1982 prediction was within 14 percent, and the 1983 prediction within 8 percent. Again the
pattern description graph (see Figure 9) of Cicero burglary indicates that a precipitous change

-~ took place midway through the time period. In November 1977 there were extraordinarily few

burglary offenses. This was followed by a high number in 1978, and-a sharp drop in 1978.

There was zalso an apparent model change in Index larceny/theft (see Figure 11). The best
ARIMA model tor 1978-1983 was not the same as the best mode! for the period 1972-1977.
However, the only year in which it was possible to calculate a prediction, 1983, was predicted
within 3 percent of the actual number.

Actually, a change in 1977 or 1378 can be seen in the pattern description graphs of ail four
Cicero Index crimes. The graph of index robbery suggests a change in 1978, and the graph of
Index burglary suggests a sharp drop between 1978 and 1979, Both the graph of Index ag-
gravated assault and ti:2 ARIMA analysis suggest that there was not only an increase in 1983,
but also changes in 1877, 1978, and 1979. In addition, for each of the four crimes, the number
of index offenses in November 1977 was extremely low reiative to other Novembers. For ex-
ample, there was only one burglary offense in contrast to an average of 57 in the other
Novembers.

It models for all four crime types were shown to have changed between 1977 and 1978, it
would indicate that the change in the larceny/theft model in Cicero was not unique to lar-

ceny/theft. This would suggest that the change in the number of larceny/theft offenses known

to the police did not reflect change in the number of larceny/theft victimizations, but reflected
rather a change in police administration. A hypothesis for further study would be that there
was a change in the administration of data collection and maintenance in Cicero that aftected
all types of crime and occurred at the end of 1977.

Thus, overall, the predictability analysis in Cicero was characterized by serendipitous inter-
ventions in every type of crime. Possibly because of this, predictive accuracy in Cicero
depended on the crime. Although robbery and larceny/theft were predicted fairly accurately,
burglary was predicted with less accuracy, and predictions for aggravated assault were not

kaccurate at all.

Decatur

Decatur Index robbery (see Figure 13) was exceptionally low during the ten months be-
tween QOctober 1981 and July 1882, predictions for every month in this period were too high.
In 1983, predictions were still Inaccurate. The prediction of the 1983 year was 18 percent too
high, and the extremely low number of robberies in December 1983 made that prediction aimost
three times as high as the actual number (five).

Index aggravated assault (see Figure 32) could not be successfully modeled. Predictions
with the best model were 70 percent too high in 1981, and predictions for the average 1981

‘month were 134 percent in error, and as much as 658 percent wrong. The 1982 prediction

was 50 percent too low, and the 1983 prediction was 12 percent too high. Although the
prediction for the total 1983 year seems to be fairly good, the prediction for the average 1983
month was wrong by 47 percent.

The best ARIMA model changed for Index burglary in 1982 and 1983, and even though the
alternative model fit better, it still generated inaccurate predictions.

The most successful Decatur model was for Index larceny/theft, but even larceny/theft
showed signs of a change in 1982 and 1983. The ARIMA model (0,1,1)(0,1,1) that fits the
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1972-1981 period is not a good fit when 1982 and 1983 are added to the series.”5 Also,
Decatur was the only jurisdiction ot those analyzed in which Index larceny/theft was not
predicted within at least 10 percent in at ieast one year.

In general it seems that crime in Decatur was not predictable in 1982 and 1983 with the
methods used hers. The numbers ot offenses in these years seem to increase and decrease
erratically, following no pattern that can be described easily by an ARIMA statistical model.
This occurs in every crime examined in Decatur.

Des Plaines

In Des Plaines, only two models were attempted--one for index burgiary and the other for
Index larceny/thett--because the average number of Index robbery (three) and Index ag-
gravated assault (tive from 1975 through 1983) offenses in the average month was too small
tor analysis (see Table B). Burglary could not be successfully modeled, and there was an ap-
parent change in the level of Index larceny/theft in 1983. The actual number of larceny/theft
oftenses known to the police in 1983 was 27 percent fewer than the predicted number (see
Figure 27).

Even though the Index burglary modei was poor, the Index larceny/theft model was very
good, by any measure. For exampie, statistical diagnostics (ses Appendix 1) for an ARIMA
model (2,0,0)(0,1,1) were adequate for each of the four time periods from 1972-1980 through
1972-1983. Predictions were within 4 percent for 1881 and within 7 percent for 1982. Thus,
the decline in 1983 indicated by ARIMA analysis is probably a real decline and not due to er-
ratic changes in the time series.

Unlike the situation in Decatur, predictive accuracy seems to be possible in Des Plaines.
Even though Index burglary could not be modeled, the maodel for index larceny/theft was not
problematic.

Eigin

Index robbery Iin Elgin (see Figure 10) was predicted successtully for the total years,
though not for the average month. Also, one yearly prediction was accurate within 10 percent,
but the other was not. This was also true for Index aggravated assaull. Since there were only
seven robbery offenses and 12 aggravated assault offenses par month over the 1972-1983
period (see Table B), low numbers may account for the low accuracy of these predictions.

Predictions for Index burglary in Eigin (see Figure 21) were better. They were relatively
accurate for both the total year (within 10 percent) and the average month (within 20 percent)
in 1981 and 1982. However, the 1283 prediction was 38 percent higher than the actuai number
of burglary offenses. In addition, aithough both 1982 and 1983 predictions for Index lar-
ceny/theft (see Figure 28) were somewhat higher (21 percent and 26 percent, respectively)
than the actual numbers, 1981 was predicted within 4 percent, and 1980 within 7 percent.

Despite the problems of low numbers, serendipitous interventions, and the extreme 1974
months in robbery, a well-fitting ARIMA model was identified for each type of crime in Eigin, and
these models generated predictions that were accurate within 6 percent to 17 percent for totai
years without interventions, and within 21 percent to 38 percent for years with interventions.
Thus, these four Index crimes seem to be somewhat predictable in Eigin.

75The Box~Pierce statistic (see Appendix 1) at lag 50 is 64.9 for the 1972-1983 period. However, alternative
models for this period have even worse statistical diagnostic results,
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Evanston

In.Evanston, Index robbery was successfully predicted for the total years, and index ag-
gravated assault and Index larceny/theft were successiully predicted by all criteria. The de-~
gree of accuracy was usually high. Even though there were oniy .16 Index robbery and 161in-
dex aggravated assault offenses per month (see Table B), robbery and assault were predicted
‘more accurately in Evanston than in some larger jurisdictions. Robbery was predicted within &
percent in 1982 and 12 percent in 1983, aggravated assault within 6 percent (1882) and 3
percent (1983), and larceny/theft within 1 percent (1882) and 12 percent (1983).

A change In the model (and the level) of index burglary offenses (see Figure 12) apparently
occurred in 1979. Because of this change, no bhurglary prediction could be calculated for 1882.
However, the prediction for 1983 was correct within 6 percent. Further, the model for the ear-
lier years predicted 1978 within 1 percent and 1979 within 13 percent.

All five models (two for burglary) were statistically sound, according to the diagnostic tests

discussed in Appendix 1. in general, then, the four Index crimes examined in this study were
predictabie in Evanston.

Joliet

in Joliet, the number of Index robbery offenses (see Figure 17) apparently dropped sharply
in 1982 and remained low i 1983. In addition, the number of index burglaries (see Figure 22)
apparently declined more sharply in 1883 than the decline of the previous years. However,
neither Index aggravated assault (see Figure 33) nor Index larceny/thett (see Figure 34)
seems to have declined in 1882 or 1983. Thus, the serendipitous Interventions in robbery and
burglary seem to reflect change in these two crime types only, not in-all crime in Joliet.

Except tor the years in which the level of the time series appeared to change, predictions in
Joliet were generally accurate, and the models were statistically sound. Index robbery
offenses were predicted within 14 percent.in 1980 and within 7 percentin 1981. Joiiet had the
most accurate predictions for Index aggravated assault offenses of the jurisdictions
analyzed--5 percent in. 1882 and 1 percent in 1983. Index burglary was predicted within 2
percent in both 1981 and 1982, and Index larceny/theft was predicted within 2 percentin 1982
and 9percentin 1983.

Models in Joliet were gensrally well-fitting, according to the statistical tests in Appendix 1.
The exception to this was the burglary model, which did not have perfect statistical diagnos-
tics, but which did generate good predictions. Overall, then, these four Indéx crimes seem to be
predictable in Joliet.
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Figure 32. Patterns of Change Over Time in Decatur Index Aggravated Assauit,
1972-1983 _ '
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Figure 33. Patterns of Change Over Time in Jolist index Aggravated Assault, 1872-1983
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| Figure 34. Patterns of Change Over Time in Joliet Index Larceny/Theft, 1872-1983

Oftenses
—eim
500 Number of Crimes Known to the Police
T T T
| ! i ; f i . i i : i
450 p— i i i | '
: ! iy : i | ;
400 ' "l I"l’ l 2 ﬂ ' ll : Il
Tt b i ST
' i | ol [ I
. (\éi\“ o L "*"‘ilj,‘ﬂ-:v"
] h v Ty
LA DN Ay LR
MIAT ¢ N LeE (T
; ¥ /
Al IR R R
250 > ol L — +
Rz (oo
200 [ t ¢ / 1
n ‘ n f :
150 : [
|
100
50
i
9 1872 1873 1374 1975 1978 1877 1978 1975 1960 1984 1982 1982

Months, January 1972 through Cecember 1983

Source: Illinois Criminal Justice Information Authority version of I-UCR Qata

Figure 35. Patterns of Change Over Time in Peoria Index L.arceny/Theft,.1872-1983
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Peoria

The four Index crimes were more consistently predictable in Peoria than in most other juris-
dictions. Although the number of Index robbery offenses (see Figure 15) dropped In 1983, rela-
tive to previous years, 1982 was predicted within 1 percent and 1981 within 10 percent. In
tact, Peoria was the only jurisdiction in which both monthly and yearly accuracy criteria were
met for two years for Index robbery. The number of index aggravated assault offenses was
predicted within 14 percent In 1882 and 3 percent in 1983, Predictions of the number of index
burglary offenses were accurate within 6 percent in 1982 and 2 percent in 1983, making Peoria
the oniy jurisdiction in which burgtary was predicted within 10 percent for two years.

The number of Index larceny/theft offenses was predicted within 11 percent in 1982 and
18 percent in 1983. This degree of accuracy is rather low for larceny/theft predictions, com-
pared to the accuracy in other jurisdictions. However, the relatively low accuracy in Peoria is
accounted for by one extreme month, January 1982 (see Figure 35). There were only 188 of-
tenses in that January, but 388 on the average in the other Januaries. The average 1982
month was predicted within 24 percent, it January is counted, but the months other than
January were predicted within 10 percent on the average. It is interesting that Index burglary
offenses (see Figure 38) and Index robbery offenses (see Figure 15) aisc were exceptionally
low in January 1982, but that Index aggravated assault offensass (see Figure 37) were not.’6
Perhaps some clerical change in the recording of property offenses took place in Peoria in that
month.

Except for the 1972-1983 index robbery model, which suggested a possible intervention, all
the Peoria models were exceptionally well-fitting. Even the Index burglary model tits very well
for all time periods, which is unusual for burglary models. In fact, burglary and robbery predic-
tions were more accurate in Peoria than in any other jurisdiction analyzed. Overall, the four In-
dex time series In Peoria were sasy {0 model, and produced accurate preadictions.

Quincy

Quincy, the least populous jurisdiction in the sample, had too few Index robberies per month
(three) (see Table B) for a modsel to be attempted. The best model for Index aggravated as-
sault was accurate within 5 percent in predicting 1982, but was 23 percent too low in predict-
ing 1983, which may reflect the small number of assault oftenses per month (six) in Quincy.

Index burglary (see Figure 23) had enough offenses per month (51) to model, but there
were two serendipitous interventions, a decline In 1881 that continued through 1982, and then
an additional decline in 1983. However, predictions for index burglary were accurate in other
years: within 12 percent In 1978, 1 percent in 1980, and 6 percent in 1982.

In contrast, index larceny/theft was successfuily predicted by all criteria. In fact, the lar-
ceny/theft predictions in Quincy were more accurate than predictions in any other jurisdiction
analyzed. The number of offenses in 1982 was predicted within 2 percent, and 1983 within 1
percent.

75A|though January 1982 was not exceptionally low, there were unusually high numbers of aggravated assault
offenses in Peoria in December 1981 and December 1982 (see Figure 37).
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| Figure 36.

Figure 37. Patterns of Change Over Time In Peoria Index Aggravated Assauit, 1872~-1983
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Statisticai diagnostics indicated that the three Quincy models {it the data. The fits were
either excellant (aggravated assault) or adequate (burglary and larceny/theft). In general, then,
larceny/theft and probably aggravated assault were predictabie in Quincy. Although the pat-~
tern of index burglary offenses was somewhat erratic the burglary time series was possible to
madel, and the model produced accurate predictions for most years. Overall, the analysis in
Quincy demonstrates that it is possible tor crime to be predictable, even in a jurisdiction In
which the average number of offenses per month is relatively iow.

Rock Island

Rock Island robbery (see Figure 14) seems to have followed an erratic pattern trom 1972
to 1981, but to have become sasier to model and to predict In 1983.° The number of index rob-
bery offenses in 1982 was 71 percent lower than the predicted number, but the same model
predicted 1983 quite accurately (within 10 percent), especially considermg that there was an
average of only 10 offenses per month in 1983.

The analysis of Index aggravated assault (see Figure 38) was also compiex in Rock Island:
the best ARIMA model apparently changed in the last two years (see Table J). Despite this
compiexity, however, pradictions were accurate. Even with the old model, 1981 was predicted
within 3 percent, 1982 within 11 percent, and 1983 within 15 percent (year-ahead method).
With the new ARIMA model (0,1,1)(0,0,1), predictions were sven better—-1982 within 1 percent
and 1983 within 7 percent.

index burglary (see Figure 7) was no exception in Rock Island; it was also difficult to model.
The best ARIMA model for the period 1972-1978 was different from the best modei for the
period 1879-1983. However, in the years in which predictions were possibie, they were fairly
accurate: within 13 percent in 1978, 12 percent in 1979, and & percent in 1983.

Index larceny/theft was the only straighttorward modeil in. Rock Island, and even this time
series was rather erratic in the early years. in fact, Rock isiand larceny/theft dropped sharply
between 19786 and 1977, and there were several extremely high months in 1979 (see Figure
39). This was followed by a relatively smooth, predictable period from 1980 through 1983.
Despite the erratic pattern of the early years, the larceny/theft model generated accurate

predictions, within 5 percent in 1982 and 6 percent in 1983.

Extreme vaiues in 1979 are seen not only in Rock Island larceny/theft, but also in burglary
and aggravated assault, ‘iiough not in robbery. In fact, all four crimes seem to have followed
two different patterns, one month-to-month pattern in the early years through 1978 or 1980,
and another pattern in the later years from 1980 or 1981 through 1883. This suggests the
hypothesis that some basic change took place, perhaps a2 change in crime recording, in Rock Is-
land between 1979 and 1980,

However, the years 1982 and 1983 were both predicted within 10 percent for all four Index
crimes (except 1982 burglary, for which a prediction was not possible). Thus, crime in Rock Is-~
land seems to be predictable in the more recent time period, though it was not predictable in
the early years of this analysis.
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Flgure 38. Patterns of Change Over Time in Rock Island Index Aggravated Assauit,
1972-1983
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Figure 39. Patterns of Change Over Time in Roek Island Index Larceny/Theft,
1872~ 1982
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Rockford

Rocktord was the most populous jurisdiction, except for Chicago, analyzed in the Predic-
tability Project (see Table A), and all four Index crimes had sufticient oftenses per month for
analysis. However, even in Rockford, Index robbery was not aiways predictable in the average
month. Although the years were predicted within the 20 percent criterion-~1981 within 10
percent, 1982 within 11 percent, and 1883 within 16 percent--the average 1981 month was
predicted only within 29 percent, the average 1982 month within 31 percent, and the average
1983 month within 21 percent.

The model for Index aggravated assault had very good statistical diagnostic results, and
predictions were within 2 percent in 1982 and 8 percent in 1983. This was one of the most
accurate aggravated assault predictions of any jurisdiction analyzed.

The Rockfecrd models for Index burglary and Index larceny/theft also had good statistical
diagnostics, but indicated serendipitous interventions. The number of burglary offenses ap-
parently fell in 1982 and remained iow in 1983 (see Figures 24a and 24b), and the number of
larceny/theft offenses fell in 1983 (see Figure 29). On the other hand, predictions for the other
years were very good: Index burglary was predicted within 1 percent in 1981 and 4 percent in
1983, and Index larceny/theft was predicted within 4 percent in 1981 and 12 percent in 1982.

In general, crime in Rockford seems to be predictable. Each of the four time series. was
relatively easy to model. Except for the two serendipitous interventions, most crimes and
yvears were predicted within 10 percent.

Skokie

In Skokie, there were too few Index robberies (three) and Index aggravats- assauits (six)
per month tor either model to be attempted.”7 -

The Index burglary mode! in Skokie predicted 1981 within 4 percent, and the average 1981
month within 16 percent. However, two months of 1982 were extremely low, and were not
predicted within the 30 percent criteria (see Figure 25). Because these 1982 months were so
low, and the model used them to predict 1983, the accuracy of 1983 predictions in those
months was also low. Except for thcse months, however, Index burglary was predictabie in
Skokie.

Skokle Index larceny/theft was predictable by all criteria. (Unlike index burglary, January
and February 1982 wers not extreme months for index larceny/theft.) However, the degree of
predictive accuracy tor larceny/thett was less in Skokie than in most jurisdictions--8 percent
in 1982 and 18 percent in 1983.

In summary, index burglary and larceny/thett in Skokie were predictable by the generous 20
percent yearly and 30 percent monthly criteria. However, in both crime types, the degree of
accuracy was less than in other jurisdictions that were considered predictable,

7Tskokie aggravated assault had an average of more than five per month if the entire 1972-1983 period is
considéred, but had fewer per month, on the average, if only the final years of the time period are considered. Therefore, it was
not analyzed.
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Springfield » >

In Springtieid, ail four Index crimes were predictable. Even Index robbery (see Figure 40),
which had only 23 offenses per month, was predictable within 7 percent in 1982 and 5 percent
in 1983, the most accurate of any jurisdiction analyzed. The 1982 prediction for the average
month was only slightly too high (32 percent).

All tour crimes were ditficult to modei in Springtield, but Index aggravated assault was the
most difficult. The best assault model had relatively poor statistical diagnostics, but 1982 was
still predicted within 2 percent, and 1983 within 15 percent.”8

Although Index burgiary and Index larceny/theft were sometimes difficult to model ‘in
Springtield, the final models produced accurate predictions. Index burglary had an extremely
high month in 1978 (see Figure 41), and the year 1975 was high for Index larceny/theft (see
Figure 42a). The high number of larceny/theft offenses from January 1975 through March
1976 is not an artitact of seasonal tiuctuation, because it is also seen aiter seasonaiity has
been removed from the series (see Figure 42b). Despite these difficuities, the statistical diag-
nostics of the index burglary and the Index larceny/theft models were good, and so were the
predictions. Burglary was predicted within 14 percent in 1982 and 9 percent in 1983, and lar-
ceny/theft within 10 percent in 1982 and 13 percent in 1883.

Although ail four Index crimes were difficuit to model in Springfield, the models that were
tinally identitied generated accurate predictions. The Index robbery model was quite
accurate--within 10 percent in both years. However, the modeis for the other three crime
types generated predictions that were more than 10 percent wrong in at least one year.

Summary: Predictability by Jurisdiction

Although the circumstances of each jurisdiction are unique, it is possible to make some
generalizations about the degree of predictability of the four index crimes in the 14 jurisdictions
analyzed in the Predictability Project.

Jurisdictions in which Crime was Usually Predictable

In five of the 14 jurisdictions the four Index crimes were, in general, predictable. In these
jurisdictions, for each Index crime with at least five observations per month, it was possible to
identify an ARIMA model that had adequate statistical diagnostics according to the tests in Ap-
pendix 1. This model generated forecasts that were more accurate than the forecasts
generated tor the same crime in other jurisdictions. These jurisdictions were the following:

e Elgin

® Evanston
& Joliet

o Peoria

@ Rocktord

78The Box-Pierce statistics at lag 12 are all right, but the statistics at higher lags are not good. This is true for
every model from §972-1981 through 1972~1883.
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Figure 42a. Patterns of Changé Over Time In Springf}eld Indé& Larceny/Theft, 1872-1983
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Figure 42b. Patterns of Change Over Time in Springfield'lndex Larceny/Theft,
1972~19883 (Seasonally Adiusted)
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In these tive jurisdictions, ail four Index crimes were predictable, with no qualitfication, The
time series were easy to model. Predictions were usually within 10 percent for each year and
20 percent for the average month. Even Index robbery, which was problematic in most juris-
dictions, was adeguately predicted in these jurisdictions.

‘These jurisdictions were some ot the most populous in the sample. Peoria and Rockford
were the two largest jurisdictions analyzed, except for Chicago, and Elgin, the smailest of these
tive, still had a population of 63,798 in 1980.

Jurisdictions in which Some Crimes, but not Others, were Predictable

Three of the tollowing four jurisdictions had too few robberies. and two had too few ag-
gravated assauits, for analysis. Of the crimes that could be analyzed, only one or two ot the
models were both weli-fitting and predicted accurately. These jurisdictions and their predict-
able crime types were:

@ Arlington Heights: larceny/theft

& Aurora: robbery and larceny/thett
@ Des Plaines: larceny/thett

@ Quincy: larceny/theft

The best model for Arlington Heights burglary was neither accurate nor a good statistical fit,
but the laréeny/thett model predicted 1982 and 1983 within 10 percent. Aurora Index robbery
predictions were among the most accurate in the jurisdictions analyzed, and predictions for lar-
ceny/theft were within 10 percent for two vears, However, aggravated assault and burglary
were not predicted accurately.

The Des Plaines-burglary mode! was poor statistically, and also inaccurate in the predictions
it generated, but the larceny/thett model {it and predicted well. In Quincy, the pattern of index
burglary over time was somewhat erratic, and the number of observations was very low for
aggravated assault. However, predictions tor Index larceny/theft were better than those In
any other jurisdiction, and considering the small numbers, predictions for other crime types
were good in Quincy.

Jurisdictions with Serendipitous Interventions in Every Crime

The jurisdictions with serendipitous interventions in every crime were:

@ Cicero
® Rock !sland

In Cicero, the analysis of each of the four crime types indicated that a change had occurred
in 1977 or 1978. Robbery and larceny/iheft were predicted fairly accurately, burglary was
predicted with less accuracy, and the aggravated assault predictions were not accurate at all.

In Rock Island, the period before 1980 was generally erratic and unpredictable, but after
1980, all four Index crimes had very accurate predictions.
Jurisdictions with Borderline Predictability

Two other jurisdictions had various difficuities in analysis, but in the end had adequate
predictions, according to the generous 20 percent yearly and 30 percent monthly criteria:
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® Skokie
® Springfield

In Skokle, both burglary and larceny/theft-~the only crimes analyzed--were predictable
within 20 percent for both 1982 and 1983. However, larceny/theft was predicted within 8 per-
cent in 1982 and 18 percent in 1983, which is not particularly accurate for larceny/theft.
Burglary was predicted accurately in 1381 (within 4 percent), but 1982 was only predicted
within 27 percent and 1983 within 15 percent.

In Springfield all four Index crimes were difficult to model, and the predictive results were
borderline. All ot the years were predicted within 20 percent, but only half within 10 percent.
Jurisdiction in which Crime was Not Predictable

There was one jurisdiction in which crime was not predictable:

® Decatur

All'of the models in Decatur were poor statistical fits and did not predict accurately. The

most accurate predictions, in larceny/theft, were less accurate than larceny/theft predictions
in any other jurisdiction.

Summary and Discussion

Methodolagical Goals

Time Series Data Quality Assessment

One of the methodological goais of the Predictability Project was to assess the availability
of data of sufficient quality and quantity to conduct time series modeling and prediction
analyses. :

Quantity of Data

The analysis discovered that the minimum number of observations per month that is neces-
sary in order to caiculate accurate monthly predictions of criminal offenses with ARIMA is
about 20. Crimes with fewer than 20 occurrences per month are not as likely as crimes that
occur more frequently to meet either the statistical fit criterion or the predictive accuracy
criterion. This is one reason why index larceny/thett, which occurs more frequently than the
other three types of crime, was predictable in more jurisdictions than the other crime types. In
the three jurisdictions where only one crime was predictable, it was larceny/theft that was
predictable; in the one jurisdiction in which two crimes were predictable, the crimes were rob-
bery and larceny/theft.

The minimum number of years of data necessary to identify a model was especially impor-
tant in Index burglary because the analysis discovered unexpected evidence of an intervention
in most jurisdictions. The period available for a separate model after the occurrence ot an in-
tervention may be only a year or two. Generally, the project was not unable to identity a
model when the number of years of monthly data was five or fewer. However, the practical
experience of this project indicated that, for some series, model identification and accurate
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prediction seam to be possible with five years of monthly data, instead of the minimum of seven
that is usually recommended.

Alsc, In many of the situations in which an unexpected intervention occurred in the last year
or two, the project was able to determine whether or not the levei or the ARIMA model prob-
abiy had changed in the final year or two of the series. Although a separate ARIMA model can-
not be identitfied tor only one or two years and we did not use a computer package that would
have measured the exact ettect of an intervention, it seemed to be possible to determine
whether a change in model may have occurred in the final vear or two. In a number of time
series, changes in level or even model were identified, even when the change apparently occur-
red in the finai year. Even without calculating an exact transfer function, much can be dis-
covered about change In a time series by the relatively simple and straighttorward comparison
of intervention-method versus year-ahead method projections, and by the comparison of
model parameters as each vear is added to the series.

Quality of Data

The initial pattern description analyses that were conducted routinely on every series
revealed missing or obviously questionable data in many cases. These apparent errors had not
been noticed earlier because previous analyses had used aggregate groups of months, jurisdic-
tions, and crime types. This indicates that, for the continuing improvement of data quality, pat-
tern description analyses should be conducted on a routine basis, as a check for missing data
and outliers. This routine analysis should not be conducted on aggregate totals, but rather on
the smallest available data categories.

An additional data-quality issue arises because of the surprisingly high number of seren-
dipitous interventions found in the analysis of these 14 jurisdictions. The results of this study
suggest that it would be dangerous to assume that the number of index burglaries in Hlinois
jurisdictions tollow a simple, consistently defined pattern from year to year. Whether the dis-
continuous changes in the number of officially recorded burglaries in a given jurisdiction is due
1o change in the number of burglary victimizations, in the willingness of victims to report
burglaries to the police, or in police recordkeeping practices, cannot be ascertained from the
Predictability Project analysis. However, other research (Cook, 1985:483) suggests that "the
traction of all robberies reported to the police (and included in the police departments’ annual
crime reports) differs among cities and varies over time."

It is often argued that, although Uniform Crime Reports offense data may not be comparable
from jurisdiction to jurisdiction, the data can be used to compared over time the level of crime
within the same jurisdiction. Howaever, this analysis found a surprising number of cases in which
this was not so. This argues against the assumption that crime patterns can be analyzed over
time within a jurisdiction. Therefore, analysts should not assume that a rapid increase or
decrease In officiaily recorded crime is due to an Increase or decrease in the number of vic-
fimizations; unieas there is corroborative evidence that this is the case,

Predictive Modeling Methods
This methodological goal of the Predictability Project was twotold:

1) to determine whéther any type of ARIMA model would successtully tit crime series, and

2) to determine whether certain kinds ot model would tend to fit certain kinds of crime, or
crime in certain placses.
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Statistical Adequacy and Predictive Accuracy

In the process of trying to tind the best ARIMA model for each of the locai-level offense
series in this project, we discovered that an ARIMA model could generally be found to fit most
but not aill of them. However, the project also discovered that merely finding a good-fitting
model, by statistical criteria, is not enough to insure that accurate predictions would be
generated. This is true for two reasons. in the first place, these crime series contained many
unexpected (serendipitous) interventions, few of which could have been predicted before they
happened. in the second place, a good statistical fit is not the same thing as predictive ac-
curacy.

In the course of analysis, it often occurred that an ARIMA mode! that seemed to be a per-
fect fit according to statistical diagnostic tests was actually a terrible predictor. On reflection,
this should not be very surprising. The adequacy of a statistical fit is based on analysis ot the
residuals--the difference between the fitted data and the actual data. These residuals must be
random for the tit to be considerad adequate. However, though the residuals are required to . be
random, they are not required to be small. In other words, there is no requirement that the {it-
ted data (or the predicted data) be close to the actual data, only that the difference between
the titted and the actual data be random. Therefore, as the analysis progressed, it became
clear that the criterion of predictive accuracy (in predictions for 1981, 1982, and 1983) was
just as important as the requirement for statistical adeqguacy in determining whether or not a
particular ARIMA model successtully tit a crime series.”8

Common Types of ARIMA Model for Crime Data

If we knew that a certain type (or types) of ARIMA model was very common for a particular
type of crime in most jurisdictions, it would be possible to construct standard programs that
would attempt {o fit the more common ARIMA model types for a given type of crime. Were
there particular types of ARIMA models that seemed to fit certain types of crime, or crime in
certain jurisdictions? -

In the 14 jurisdictions analyzed, there was some consistency from place to place in the
best-fitting type of ARIMA model for a certain type of crime. Similarly, the seasonal patterns
identitied by the project showed some consistency. For example, in Index robbery, the degree
ot seasonality seemed to be related to the number of offenses in the average month. Index
larceny/theft was strongly seasonal in every jurisdiction analyzed. This information may make
model identification in the future somewhat easier than it was in this project.

What are the most common types of ARIMA modei? In all four Index crimes, the most com-~
mon serial term was (0,1,1)(Sp.Sd.Sq), although for Index robbery this was likely to be the best
model only in series with more than 30 offenses per month. The second most common type of
serial ARIMA mode! depended on the type of crime. In Index robbery and Index larceny/thett,
autoregressive models were common--(1,0,0)(Sp,Sd,Sq) or (2,0,0)(Sp,Sd,Sq). The third order

794 good, practical example of this arose in analysis conducted after the Predictability Study had been completed.
in an attempt to model the number of Index forcible rape (criminal sexual assault) offenses per month in Chicago from 1872
through 1986, the mode! for the periods 1974-1980, 1974-1981, and 1974-1982 were all very good statistical fits, but the
predictions were extremely erroneous. For example, the prediction for the average 1981 month was B2 percent wrong. Since
the monthly errors were randomly positive and negative, the problem seems to be an erratic series, not a change in level. After
the reform in data collection practices in 1983 and 1984, the best-fitting ARIMA modei is exactly the same as the model for the
earlier period. However, the predictions are much more accurate. The prediction for 1985 was only 2 percent too low, and the
average 1985 month was predicted within 7 percent; the prediction for 1986 was § percent too low, and the average 1386
month was predicted within 14 percent. Also, the level of the series increased in 1983 (by about 50 percent) and 1984 (by
about 12 percent). It is tempting to conclude that the reform in data administration not only increased the number of Index rapes
known to the police, but also decreased the random and erratic nature of the data.
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autoregressive model (3,0,0)(Sp,5d,8Sq) was the best model for several Index aggravated
assault series. For index burglary the second most common serial term was (0,1,2)(Sp.5d.Sq),
which was also seen in some robbery and larceny/theft series but never in aggravated assault.

The most common seasonal term in the ARIMA models varied not only by the type of crime
buf also by the number ot crimes per month. In robbery and aggravated assauilt, the majority ot
jurisdictions had no seasonal term at all, or a very slight degree of seasonality. In burglary,
several of the best-fitting and best-predicting models had no seasonal term. In contrast, every
larceny/theft model had some sort of seasonal term. If a jurisdiction did have a seasonal term,
it was likely to be (p,d.g)(0,1,1), but (p,d,9)(1,0,0) also occurred, especially in smaller jurisdic-
tions and in robbery and aggravated assauit.

Resources Necessary for Prediction

How difticult and time-consuming is the accurate prediction of criminal offenses with the
ARIMA method? What expert skills are needed? Can these skilis and decisions be quantified
into a list of standard instructions that can be followed by anyone who wants to predict crime?

In the Predictability Project, the identiticatian ot the best type of ARIMA model for a par-
ticular time series, using the dual criteria ot statistical adequacy and predictive accuracy, was a
ditticult and lengthy process. It was also somewhat subjective. Once a model type has been
identitied, a number of computer packages will estimate the model. See Appendix 2 for a com-
parison of {our of these packages. However, identilying the best type of model is difficult and
subjective. Two models that are equally good according to statistical tests may actually de-
scribe the stochastic process in the series very differently, and produce completely different
forecasts.

The difticulties presented by the ARIMA method were analyzed in a comparison of the ac-
curacy of forecasting methods conducted by the best time series forecasters in the world
(Makridakis, et a/., 1984). In this comparison, over 1000 economic time series were used. The
ARIMA Box-Jenkins method was found to require the most time, even for these experts (Mak-
ridakis, et al., 1984:105). Each analysis required over an hour, on the average. This was much
more time than the other methods required, partly because the ARIMA analyses could not be
automated to be run mechanicaily. They depended to a great extent on the judgment ot the
expert.

In the Predictability Project, the ability to find a model that met both statistical and accuracy
criteria appeared to be strongly related to the experience of the analyst. The time series
analyses were all done twice, once by a less experienced analyst and again by someone more
experienced. Although the initial models were successtul according to the generous criteria of
the project, they tended to sutter from several problems. These problems are mentioned here
as examples of possible pittalls in ARIMA modeling for the unwary analyst.

The initial models tended to be very complex, containing in most cases AR as well as MA
terms. This improved the statistical diagnostics, but the predictive accuracy of these models
was not good. The simpier models presented in this report do not always tit perfectly, accord-
ing to statistical tests, but they compensate by predicting much more accurately than the more
complex models.

The initial models tended to fit well or predict well in one time period, but not in all time
periods. In the final analysis, we strengthened the criteria for mode! fitting--models had to fit
and to predict for at least two years, and if there was any question, the analysis was done for
a third year to be sure. In addition, the final analysis set formal criteria for model-fitting in the
case of a serendipitous Intervention.
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Thus, the analysis of each series in the Predictability Project included not only the usual
ARIMA process of model identification, but the repetition of this process for at least two, usual-
ly three, and often many more time periods, as well as analyzing monthly and yearly predictive

-accuracy by two methods--intervention and year-ahead. This involved analysis generated a -
great deal ot information about each series, but required a correspondingly great amount of
analyst's time. In fact, each series required days of work in all, much more than the time
required in the Makradakis forecasting study.

Is ARIMA analysis worth the expenditure of resources? Can it be useful on a daily basis in
the field, or is it .appropriate only for large-scale research projects? The ARIMA analysis as it
was conducted in the Predictability Project is obviously useless to answer a quick question in
the ftield that might require an answer within an hour or two, uniess some background work has
already been done. On the other hand, it would be possible to build on the knowledge obtained
from the successes and failures of the Predictability Project to 1) quickly update the predic-
tions for each of the ottenses anaiyzed in the 14 jurisdictions of the project, and 2) to expand
the projections to other jurisdictions, on reguest.

Once a well-fitting ARIMA model has been identified for a certain jurisdiction and crime type,
the resources required to update the predictions yearly or monthly are much less, and the
benelits of doing so are potentially high. For example, with any of the four c¢rime types in the
14 jurisdictions analyzed in the Predictability Project, predictions for 1984, 1985, 1986, and so
on could be calculated relatively easily and automatically, and updated on a regular basis. Any
deviation (high prediction errors) could be analyzed, using the methods described in this report,
to determine whether such a deviation indicates a true increase or decrease, or onily erratic
changes in the time series. In the following section, we discuss some rules of thumb for making
this determination. '

Tirne Serias Intervention Methods
The Discovery of Serendipitous Interventions

An unexpected result of the predictability analysis was that it occasionally uncovered an
apparent change in level of the series or ARIMA model, indicating that an intervention had taken
place, even in jurisdictions, crimes, and times where no intervention had been predicted. Soms
of these unexpected findings are intriguing. For example, the best ARIMA model for Evanston
burglary appears to be different in the time periods 1972-1978 and 1979-1883. The later
period contains much more seasonal fluctuation. In addition, the number of burglaries is higher.
‘A cause of both changes could be the burglary prevention program that began in 1979. One
goal of # burglary prevention program wouid be to educate citizens to reccgnize and report
suspiciols situations. |f there is an increase in the number of reported burgiary attempts, and if
these incidents foliow a seasonai pattern, then the effects of a prevention program could be in-
creased Incidents known to the police and increased seasonality. ,

Time series pattern description, with its simpie description of the generai pattern over time,
can often find, and point out to the user, a sharp change or discontinuity in the time series. For
example, the drop in 1983 in the number of robbery oftenses in Peoria, which can be seen in
the pattern description graph (see Figure 15), was aiso found in the ARIMA analysis. However,
the more precise and painstaking ARIMA analysis also discovered some serendipitous interven-
tions that were too subtle to have been discovered in the pattern description graphs. Some of
the interventions, Rock Island Index burglary for example, were changes in ARIMA model, not in
the level of the series. However, ARIMA analysis also occasionally found increases or
decreases in level that had not been discovered in the pattern description graph. Usually this
happened when the number of offenses had been increasing or decreasing steadily for several
years, and then suddenly the increase or decrease became much sharper. (For example, see
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the discussion of total lllinois (non-Chicago) firearm robbery and Joliet Index robbery, page
45)

When an intervention is discovered through analysis and not hypothesized beforehand, the
cause could be that the predictive accuracy tor the analysis of that series tends to be poor tor
every year. How is it possible to ditferentiate between a series that is generally unpredictable,
and a series that has an actual change in level? With the time series analyzed here, the Predic-
tability Project found the following rules of thumb to be helpful:

® Look at the prediction errors for each individual month. Most monthly errors should be in
the same direction (negative or positive) as the prediction error for the total year.
Otherwise, there was probably not a real change in level. For example, it the prediction
for the total year is too low, the predictions for most months should also be low, or they
should become increasingly negative over time. It the monthly predictions are highly er-
roneous but some errors are in the positive direction and others are in the negative direc-
tion, the series is probably erratic.

@ Conduct both pattern description analysis and ARIMA analysis. The resulis of these
should agree.

9 in the ARIMA analysis, predict several years, not just one year. |f most years are unpre-
dictable, then the series is probably unpredictable.

® Look for a change in the degree ol predictive accuracy, occurring a year or two after the
suspected intervention. It the same ARIMA model predicts much more accurately in the
years after the suspected change in level took place than in the years before, an im-
provement in the consistency of data recording may be the reason. This may have hap-
pened with Chicago sexual assault data (see note 79).

Year-Ahead versus Intervention Predictions

The praoject found the calculation ot year-ahead predictions and intervention predictions to
be a usetul tool, at ieast at the exploratory level, lor describing the possible reasons for a
change in a time series. (For a review of these two predictive methods, see "Method of
Measuring Predictive Accuracy.” page 21).

It the year~ahead predictions for a year and the average month in that year are not ac-
curate, but the intervention predictions for the same time period are accurate, then there is
some indication that the level of the series changed (increased or decreased) but not the best
model, Conversely, it both the year~-ahead predictions and the intervention predictions are not
accurate, there is then an indication that the best ARIMA model changed.

However, these are expioratory indications only, not proot. To provide a convincing argu-
ment that the level or the model reaily changed, the indications from the year-ahead predictions
and intervention predictions need to be backed up by corrobatory evidence, in the case of a
suspected change in level, this evidence would be the rules of thumb just discussed above--
pattern of monthly errors, agreement of pattern description analysis, analysis over several
years, and a change in error patterns over time. in the case of a suspected change in model,
the following would provide additional evidence that a change in ARIMA model type, suggested
by intervention method predictions, in fact occurred:

o Statistical diagnostics of the model, such as the Box - Pierce statistics at lags 12 and 50,
were good before the suspected model change, but not after.
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e Estimated weights for AR or MA terms changed (change Is indicated when the AR or MA
term becomes zero within two standard errors, or increases more than two standard
errors higher than the estimate was betore the intervention occurred).

_® A different model tits better and predicts better than the old model for the.additional
years, but the old model still tits and predicts better for the earlier period.

These are relatively simple analyses to do at an exploratory ievel, in order to decide
whether or not a change in level or model is a reasonable hypothesis. At a more formal level,
such hypotheses can be tested with an experimental design like the Chicago Intervention

- Analysis described in the following section or by the statistical analysis of a hypothesized

transfer function. However, the descriptive methods discussed here should help to avoid the
misspecification of these formal hypotheses.

Predictive Accuracy

What is the degree of accuracy that may be expected with crime data? Criteria for predic-
tive accuracy for economic data are often set at 10 percent for the following year or month. If
that criterion were used for these local-level criminal offense time series, most of them would
be categorized as unpredictable. However, certain crime types, and crime in certain jurisdic-
tions, did meet these classical criteria.

The reader may have noticed that predictions for 1981 and 1982 are often as accurate or
more accurate than predictions for 1883. There were very few cases in which 1983 predic-
tions were more accurate than 1982 predictions. However, this does not mean that radical
changes took place in 1983 throughout lllinois. The poorer 1983 predictive accuracy was sim-
ply a result of the design of the study. Model-fitting was done first for the earlier years, and
then models fitting the early years were fit to the later years.

Predictability by Type of Crime

It is often argued that, although Uniform Crime Reports offense data may not be comparable
from jurisdiction to jurisdiction, the data can be used for comparisons over time of the lavel of
crime within the same jurisdiction. However, this analysis found a surprising number of cases in
which this was nof so. - Serendipitous interventions, or unexpected sharp increases or
decreases, occurred repeatedly,

Index larceny/theft was by far the most predictable type of crime that the Predictability
Project examined. The number of offenses in the total year was predicted within 10 percent in
at least one year in 11 jurisdictions, and in four jurisdictions both 1982 and 1983 were predic-
ted within 10 percent. ‘

Ot the 14 jurisdictions in which index burglary was analyzed, only three models generated
successful predictions, two jurisdictions could not be successfully modeled at all, and in the
remaining nine the analysis discovered a serendipitous intervention.

The predictive accuracy for Index aggravated assault ranged from very accurate to com-
pletely unpredictable, depending on the jurisdiction.

Overall, predictability for Index robbery was more successful in places with more robberies
per month. However, jurisdictions with tewer than 30 but more than 10rocbberies per month
coulid often meet the yearly predictability criterion, if not the criterion for the average month.

Jilinois Criminal Justice Information Authority

" Page '141 2




Predictability by Jurisdiction

Predictive accuracy is related to the jurisdiction as well as to the type of crime. The
Predictability Project found that, in general, Index larceny/theft was likely to be predictable, but
that Index burglary was not very predictable. Index robbery and aggravated assault were pre-
dictable in some jurisdictions but not in athers. However, in certain jurisdictions, predictive ac-
curacy was usually poor, whatever the crime type, and in other jurisdictions, predictive ac-
curacy was usually good, whatever the crime type. Therefore, it seems that the answer to the
guestion, "Is crime predictable?” depends on the jurisdiction as well as on the type of crime.

Why do oftenses officially recorded by the police follow a predictable pattern is some juris~
dictions, but not in others? It does not seem reasonable that the actual number of victimiza-
tions of a certain type of crime would be random and unpredictable in some jurisdictions but
patterned and predictable in other jurisdictions. The definition and recording of crime is not al-
ways completely objective (Miller and Block, 1685). To become a crime known to the police,
an incident first must be reported to the police,80 and then must be recognized and recorded by
the police as a crime (Block and Block, 1980). Whether or not a crime actually occurred is of-
ten a matter of interpretation. Therefore, the number of crimes known to the police each month
is related not only to the number of crimes that cccur but also to the law enforcement jurisdic-
tion's adminisirative practices in defining and recording crime. Thus one result of the Predic-
tability Project was that even though crime itseit may be predictable, administrative decisions
may be unpredictable, at least in some jurisdictions.

80The victim or a witness may repart the incident to the palice, or the palice may discover the incident in other
ways, such as through: police patrol, offender’s confession, and so on.
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Chicago Intervention Analysis

The primary objectives of the Predictability Project were to determine whether or not crime
is predictable for certain jurisdictions and particular types of crime, and to discover the best
methods for making such a determination. An additional objective was to use the methods ot
crime prediction that were tested and refined in the first part ot the Predictability Project in an
analysis of the eftect of an actual intervention in Chicago--s change in the collection and main-
tenance of criminal offense data.

Tha Chicago Intervention Analysis measures the effect of the change in the administration
of recordkeeping-~the intervention-~ on the number of occurrences of offenses known to the
police. The time series experiment design ot this analysis is discussed in the sections,
"Methodological Goals" (page 10) and "Project Design and Methods” (page 15). Here, we
present and discuss the results of that analysis.

Answers to two practical questions were sought in the Chicago intervention Analysis:

1) Did the change in data collection and recording practices in Chicago in 1883 affect the
number of crimes officially recorded, or were the changes in the number of crimes due to
actual increases in crime occurrences? and

2) How much of the increase in the number of each type of recorded crime was due to
recordkeeping, and how much to changes in crime occurrence?

Statistical Evidence of Intervention

This section explains in detail the methods and criteria the study used to defermine whether
or not a change in the number of offenses for a particuiar crime type could have been due to
the change in the administration ot data collection and maintenance in Chicago.

The study hypothesized that if an intervention had occurred in the coilection and recording
of Chicago offense data tor a particular crime in 1983, this change would result in an increase
in the number of crimes known to the police, relative to the number in previous years. The ac-
curacy of the prediction of 1983 would be less than the accuracy of the prediction of 1982 or
1981. The best ARIMA model might also change when the year 1983 was added to the series.
In addition, the pradictive accuracy for 1983 would be less than the predictive accuracy for the
same year and the same crime in lllinois (non-Chicago).

Predictive Accuracy

If a change in the number of crimes was due to a change in recordkeeping practices occur -
ring in 1983, predictions for the total year 1983 and the average 1983 month (year-ahead
method) would be less accurate than predictions for 1981 or 1982, using the same model.
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In addition, if the change in the number of recorded offenses in Chicago was due to the
change in the administration of recordkeeping that occurred at that time only in Chicago, then
predictions tfor the. total year and the average 1983 month in Chicago (year-ahead method)
would be less accurate than 1883 predictions for illinois "mon-Chicago). for the same crime.

Evidence of a Change in the Model

Other evidence of an intervention in Chicago would be a change in the best ARIMA maodel
- when the year 1983 was added to the data set. In other words, the best model for the period
1974~1982 would not be a good-titting model for 1983 Unfortunately, a one-year period is
too short to tit a separate model that could be compared to the best 1974-1982 ARIMA
model.81 Therefore, the project considered any of the following to indicate the presence of a
change in ARIMA model in 1983:

® The adjusted Box-Pierce statistics (see Appendix 1) for important lags (such as 12 or
30) are worse in the 1974-1983 model than in the 1974-1981 model or the 1974~1982
model.

¢ The low or high estimate for one of the AR or MA weights crosses zero in the 1974-1983
model, but not in the 1974-1982 mode] or the 1974-1981 modei.

9 The estimates of the AR or MA terms are much higher or lower in the 1974-1983 model
than in the 1974-1982 modei or the 1974-1981 modeil.

¢ Using the intervention method, 1983 predictions are less accurate than 1982 or 1981
predictions. '

Serendipitous Intervention Findings versus a Time Series Experiment

In the tirst part.of the Predictability Project, a number of jurisdictions and crimes showed a
change in the number of events in a typical month or a change in the best ARIMA model, both of
which indicate a possible intervention. What is the difference between the discovery of an in-
tervention in the tirst part of this project, and the analysis of an intervention in the second part
ot the project--the Chicago Intervéntion Analysis?

In the process of identifying the best ARIMA model for each crime and jurisdiction, the
Predictability Project first predicted 1981, then 1982, then 1983, then 1984.82 The 1981, 1982,
and 1983 predictions were compared to actual figures for those years. For some crimes and
jurisdictions, the best model for predicting 1981 and 1982 did not predict 1983 accurately, For
others, the best modei for predicting 1981 and 1983 did not predict 1982 accurately. These
results were considered to suggest the presence of an intervention (see "Is Crime Predictable,”

page 39).

These findings of possible interventions were serendipitous; they had not been expected
when the Predictability Project was designed. Because the apparent interventions were dis-
covered in the course of analysis and not predicted beforehand, it cannot be said that a par-
ticular event caused the intervention. For example, even it the timing of the intervention
coincided with an event that could provide a reasonable explanation for it, as in the case ot

B1at the time this report was written, a program that could compute a transfer function was not available at the
Authority. A transfer function would orovide an exact measure of the effect of an intervention. However, the exploratory
measures used here provide other evidence of the presence of an intervention.

_ 82predictions for each month of 1984, using the models in tables H, J, L, and N, are available on reguest.
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Evanston burglary, we cannot conclude that the increased emphasis on burglary prevention in
Evanston caused the change in the Evanston Index burglary time series.

In contrast. the design ot the Chicago Intervention Analysis stated in advance that. because
of the occurrence of an intervention (a change in the administration ot recerdkeeping), certain
changes were expected to have occurred at a certain time in the number ot certain types of
criminal offenses. Greater change was expected to have occurred for some crime types than
for others,.

To eliminate the possibility that some alternative explanation accounted for the changes in
Chicago offenses, for example an unknown event that may have atfected crime in lllinois as a
whole, the design included a control group (total non-Chicago liinois). Such a design is called
an interrupted time series quasi-experiment with a nonequivaleni no-treatment control group
(Cook and Campbell, 1979:214). The terms "quasi-experiment” and "nonequivalent” indicate
that this intervention design is not a classic experimental design in which cases would be as-
signed randomly to a treatment group and a no-treatment group. The change in the administra-
tion of recordkeeping in Chicago did not, of course, occur randomly. However, even a non-
equivalent control group provides much stronger evidence for causality than do the descrip-
tions and post hoc explanations of the analysis of serendipitous interventions. Thus, for ex-
ample, if an increase in index robbery or aggravated assaulit offenses occurred both in Chicago
and in lllinois (non-Chicago), then the cause of this increase could not possibly be the change in
Chicago recordkeeping practices.

index Robbery

The totai number of officially recorded Index robbery offenses increased in Chicago in
1983, compared to previous years. This increase was attributed by some to Chicago crime
recording practices, which began to change at the beginning of 1983 at the time of the press
accusations and the internal audit (Chicago Police Department, 1983), and which had become
official practice by the end ot the year. However, the Chicago Intervention Analysis
hypothesized that this increase in otlicially recorded offenses did not occur for every type of
crime. If a type of robbery had been completely and accurately recorded before the ad-
ministrative reforms, then the retorms would have had no etfect on it.83 The tollowing analysis
suggests that firearm robbsery was just such a crime,

index Firearm Robbery

If the number of firearm robbery offenses in Chicago (see Figure 8) increased in 1983, the
ARIMA prediction for 1983 would be lsss accurate than either the 1981 or the 1982 prediction.

- However, the 1983 prediction was more accurate (see Tabie O). Even though the tive-year

period from 1976 through 1980 is short tor reliable model-titting, an ARIMA model (0,0,3)(0,1.1)

838y the same token, a type of crime that had been undercounted before the reforms took place might still be
undercounted afterwards; provided that the reforms had no effect onit. Such a type of crime would also show no change in
1883
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did predict 1981 within 15 percent for the total year and 23 percent for the average month.84
The same ARIMA model, based on 1976~1981 data, correctly predicted 1982 firearm robberies
within 17 percent (year-ahead method). In contrast, 1983 firearm robbery offenses were
predicted within 8 percent Thus, the number of Chicago tirearm robbery offenses does not
appear to have changed in 1983. ’

By comparison, firearm robbery offenses in total lllinois (non-Chicago) were predicted
within 2 percent in 1981, within 9 percent in 1982, but only within 23 percent in 1983 (year-
ahead method), The actual number of offenses in 1983 was 23 percent higher than the predic-
ted number. As Figure 16 shows, the number of firearm robberies in total lllinois (non-Chicago)
dropped beginning in 1980. However, ARIMA analysis suggests that the number began to level
oft in mid-1983. All 1983 predictions from July through December were too low.

In summary, it our criteria are those discussed in the section, "Statistical Evidence of an In-
tervention” (page 115), the number ot Chicago firearm robberies did not change in 1983. First,
the predictive accuracy in Chicago in 1983 was not worse than the accuracy in 1981 or 1882,
Second, the predictive accuracy in Chicago in 1983 was not worse than the accuracy in total il-
linois (non-Chicago). In fact, the predictive arccuracy in Chicago in 1983 was better, not worse,
in both cases.

Other evidence of an intervention would be a change in the mode! in 1983, but the model
does not appear to have changed. The best ARIMA model in all time periods examined for

Chicago tirearm robbery was (0,0,3)(1,0,0). The MA(3) and MA(12) estimates for this model
were similar in all time periods.85

Time Period  MA(1)  MA(2) MA(3) MA(12)

1976-1980 zero zero -.60 .87

1976-1981 zero 2ero -.62 .90

1876-1982 zero zero -.49 .90

1976-1983 zero zero -.40 .87 ol

All four models have an MA(3) term but no MA(1) or MA(2) term. In other words, each ob-
servation is related to the error of the observation three months ago. but unrelated to the
previous month or to the observation two months ago (see Appendix 1).

In summary, there is nothing in the” ARIMA diagnostics to indicate a model change in 1983.
Also, the intervention method predictions tor Chicago in 1983 (see Table O) are as accurate,
and even slightly more accurate, than the 1982 intervention method predictions. This, again,
argues that there was no change in the ARIMA model in 1983.

Theretore, an intervention does not seem to have occurred in the number ot firearm rob-
beries known to the police in Chicago in a typical month of 1983, compared to the number
known to the police between 1976 and 1982. The change in the adminisiration of data collec-
tion and maintenance apparently had no etiect on the likelihood that index firearm robbery of-
fenses would become part of the official record.

B4Because the initial pattern description of Index: firearm robbery in Chicago (see Figure 8) indicated that the
pattern changed in 1978, and because subsequent ARIMA diagnostic tests and model -fitting attempts agreed with this, the
analysis for firearm robbery begins in the year 1876,

85The estimate of the MA(3) term may have decreased after 1982 was added to the series, but this may be due
only to the short number of years available for analysis. Also, the estimate of the seasonal MA(12) term is the same in each of
the four models, and all of the models fit well according to statistical diagnostics (see Appendix 1).
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3 Since tirearm robbery is a serious crime, it always had been accurately and completely
- recorded, even before the administrative changes i recording practices. Thus, the changes
~had no effect on the number of firearm robbery offenses in otficial records.

Table O. Chicago Intervention Analysis: Index Robbery, by Weapon
Percent Error of Predictions
Year-Ahead Method Intervention Method
1981 1982 1983 1981 1982 1683

Total Avg. Total Avg. Total Avg. Total Avg. Total Avg. Total Avg.
Year Month Year Month Year Month Ysar Month Year Month Year Month

Firearm
Chicago? 15% 23% 17% 26% 8% 11% 9% 16% 1% 24% 4% 1%
NonChicago 2 10 ] 13 23 24 2 10 0 11 0 14
Knife
Chicago® 15 24 9 29 21 27 13 24 7 28 19 26
NonChicago 14 14 i 14 10 14 i 14 2 18 2 i
Other Weapon
Chicago (R} 19 2 20 38 36 4 14 3 18 28 28
NonChicago 14 23 4 29 17 27 8 25 3 22 10 23
Strongarm
Chicago® 12 20 1 18 42 39 7 17 7 20 27 26
NonChicago 1 1 7 11 1 12 1 1 2 6 3 12

3The period 1976-1980 was too short to calculate 1981 predictions reliably.
beredictions of an ARIMA modet (0,0,0)(1,0,0) (see Table H).
CPradictions of an ARIMA moadel (1,0,0,)(1,0,0) (see Table H).
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index Knife Bobbery

There are indications that the best model for Chicago knite robbery (see Table H) changed
in 1983.86 The best mode! for the period 1975-17"3 was (3.0,0)(1.0Q). a relatively simple
model that predicts the c..rent observation with the .,bservation that occurred three months
ago and the observation that occurred 12 months ago. However, the best model for the period
1975~-1982 was not the same. The parameter weights for ARIMA (3,0.0)(1,0.0) in three time
periods were the following: ‘

Time Period AR(Y) AR(2) AR(3). AR(12)

1975-1981 .02 .03 .18 212
1975-1982 -.02 .04 .18 .12
1975-1983 .10 A7 .24 .18

The AR(1) and AR(2) estimates were essentially zero in the two earlier models. However, in
the 1975-1983 model, they were both higher (though still not significant--10 and .17, respec-
tively), and were needed for the mode| to be considered adequate according to the statistical
diagnostic tests (see Appendix 1). Thus, there appears to have been a change in the ARIMA
model in 1983.

Further evidence for a change in the ARIMA model is this: An ARIMA mode! (0,0,0)(1,0,0) tit
the 1975-1981 period very well, with a lower Box-Pierce statistic (see Appendix 1) at lag 30
than the alternative ARIMA model (3,0,0)(1,0,0). ARIMA (0,0,0)(1,0,0) predicted 1981 within 15
percent and 1982 within 9 percent, but the actual number in 1983 was 21 percent higher than
the predicted number (see Table 0). The intervention method prediction with ARIMA
(0,0,0)(1,0,0) was 19 percent too low in 1983, indicating that the change in 18983 was a com-
bination of a change in level and a change in model type. Also, an ARIMA modei (0,0,0)(1,0,0)
was not a good statistical fit tor the 1975-1983 period.87 .

In addition to a change in the best ARIMA model, there was also a change in the leveil of
Chicago knife robbery offenses in 1983. The year-ahead 1983 prediction with ARIMA
(0,0,0)(1,0.0) was 21 percent too low, and the prediction with ARIMA (3,0,0)(1,0,0) was 18 per~-
cent too low. In fact, the prediction for every month from May through December 1983 was
too low, by an average of 27 percent. The number in November (242) was 94 percent higher
than the predicted number. This rapid increase in 1983 can be seen in the pattern description
graph {see Figure 43). -

in contrast, there was no change in the number of knite robberies in total lllinois (non-
Chicago) in 1983 (see Figure 44). The best model for total lllincis (non-Chicago) index knite
robbery predicted 1981 within 14 percent, 1982 within 1 percent, and 1983 within 10 percent.

86The analysis of Index robbery with a knife began in 1975, because time series pattern description analysis
suggested that 1974 differed from the following years,

87The Box -Pierce statistic (see Appendix 1) at lag 30 is 47.1 for an ARIMA (0,0,0)(1,0,0) model fit to the
1975-1983 time period, but 31.1 at lag 30 for the 1975-1882 period.
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Figure 43. Patterns of Change Over Time in Chicago Index Knife Robbery, 1974-1983
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Therefore, the number of officially recorded Index knife robbery offenses in 1983 in
Chicago was apparently aftected by the change in recording practices. If the same conditions
had existed in 1983 as in the period 1975-1982, the number of Index knite robberies known to
the police in Chicago in 1983.would have been closer to the ARIMA model (0,0,0)(1.0,0) year-
.ahead prediction of 1,703 than was the actual figure of 2 ‘50 8 Taking into account the 10
percent year-ahead prediction error for 1983 in total liinois {(non-Chicago), we can estimate
that there were at least 10 percent more knife robberies in Chicago in 1983, due to the change
in recording practices. (This figure was calculated by subtracting the 10 percent illinois (non-
Chicago) error from the 21 percent Chicago error, and rounding.)

index Robbery with Another Weapon

The number of index robberies with another weapon in Chicago (see Figure 45) increased
even more sharply in 1983 than the number of Index robberies with a knife. Every month ex-
cept April was actualiy higher than the number predicted with the year-ahead method and the
average monthly error was more than 36 percent.8%5 An ARIMA model (0,0.3)(1,0,0) for the
number of Chicago Index robbery oftenses committed with another weapon (not a firearm or a
knife) predicted 1981 and 1982 within .11 percent and 2 percent, respectively, but the 1983
prediction was 38 percent too low (see Table 0).90

Because the intervention method prediction for 1983 was also too low, by 28 percent (see
Table O), there may have been a change in the best ARIMA model as well as in the number of
offenses. Although-the type of model did not change, the estimated weights of the terms in the
model did change, as can be seen below:

Time Period MA(T) MA(2) MA(3) MA(12)
1975-1981 -.07 ~.08 -.19 12
1975-1982 -.05 -.09 -.20 12
1975-1983 -.33 -.33 -.42 .14

The MA(1) and MA(2) estimates were ciose to zero in the two earlier lime periods, but be-
came signiticantly negative when 1983 was added to the series (see Table H).9! This, coupled
with the fact that the prediction error for 1983 was stili high with the intervention method (see
Table O), indicates that the ARIMA model may have changed in 1983.

While the number of other-weapon robbery offenses increased in Chicago in 1983, it ap-
pears that the number in total lllinois (non-Chicago) declined slightly (see Figure 48). This
decline can be seen in the pattern description graph, and was also found in the ARIMA analysijs.
In 1981 and 1982, a very simpie ARIMA model (1,0,0)(0,0,0) predicted the total years within 14

. -percent and 4 percent, respectively, but the 19883 prediction was 17 percent too high. In fact,

the prediction for each 1983 month, except one, was too high by an average of 27 percent.

88The figure 1,847 is the year -ahead prediction with an ARIMA model (0,0,0)(1,0,0) based on 1975-1982 knife
robbery data. N

89predictions for the eleven months except April were too low: by an average ot 39 percent.

90Note that models begin in 1975, because time series pattern description analysis (see Figure 45) suggested a
change between 1974 and 1975. .

91 This change in the best model is similar to the change in the model for Index knife robbery in Chlcago as
discussed on page 120. In the case of Index knife robbery in Chicage, the AR(1) and AR(2) estimates were close to ze€ro unti
1983 was,added to the series. ‘
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S ; Figure 45 Patterns of Change Over Time in Chicago Index Other —Weapon Robbery,
- : 1874-1983
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This indicates that the 1983 increase in Chica‘go Index robbery with another weapon was at

least partially due to the administrative changes in recordkeeping practices. It the same condi~

tions had existed in 1983 as in the years 1975-1982, the number of other-weapon robberies
known to the police in Chicago would have been about 20 percent less in 1983 than it was.
(This tigure was calculated by subtracting the 17 percent non-Chicago error from the 38 per-
cent Chicago error, and rounding.)

index Strongarm Robbery

The number of Index strongarm robbery ottenses in Chicago (see Figure 47) increased
more in 1983 than any other type of robbery. The best model, ARIMA (1,0,0)(1,0,0), predicted
1981 within 12 percent and 1982 within 11 percent (year-ahead method) (see Table Q). The
average 1981 month was predicted within 20 percent, and the average 1982 month within .18
percent. However, Chicago strcngarm robbery predictions tor 1983 were much worse, 42 per-
cent too low for the total year and 39 percent wrong for the average month. The prediction
for every 13983 maonth from February through December was too high, and the degree of error
was largest in the second half of the year (51 percent on the average in the last six months).

In contrast, totai linois (non-Chicago) predictions for 1983 were just as accurate as 1981
and 1982 predictions had been, within 1 percent for the year and 12 percent for the average
month. Predictions for 1981 and 1982 were within 1 percent and 7 percent for the year and 1
percent and 11 percent for the average month, respectively. The pattern description graph
(see Figure 48) shows no indication of a change, certainly not an increase, in. 1983. Instead, it
indicates that the number of strongarm robbery offenses declined siowly but steadily from
1981 through 1983.

In addition to the change in the number of strongarm robbery offenses in 1983 in Chicago,
there also may have been a change in the best ARIMA model. ARIMA (1,0,0)(1,0,0) predictions
with the intervention method were good for 1981 and 1882, within 7 percent in both years, but
the 1983 prediction was 27 percent too low. Was the best-titting ARIMA model for Chicago
strongarm robbery in 1983 the same as the best ARIMA model for the periods 1975-1981 and
1975-19827 Below is a summary of the characteristics of ARIMA models (1,0,0)(1,0,0) for
three time periods:

Box-Pierce Statistic

Time Period AR(T) AR(12) Lag 50 Lag 12
1975-1981 .41 .15 48 .3 8.7
1975-1982 .33 A7 57.0 14.1
1975-1983 .76 .18 £8.6 24.0

In the 1975-1983 model, the high Box-Pierce statistic at lag 12 (see Appendix 1) and the
sharp increase in the AR(1) estimate indicate that the ARIMA model (1,0,0)(1,0,0) was not a
good fit. The high AR(1) weight suggests that an ARIMA model (0,1,1)(1,0,0) would fit better,
and indeed, it did (see Table H).92 Such a model for the 1975~1983 time period was statisticai-
ly sound according to the tests discussed in Appendix 1. For example, the Box-Pierce statistic
atlag 12 was 11.9 for an ARIMA model (0,1,1)(1,0,0).

92p high AR(1) weight suggests an ARIMA (0,1,1)(1,0,0) model because an autoregressive process of 1.00 would
mean that every observation was coirelated perfectly with the preceeding observation. This would be equivalent to a trend in the
series, which can be removed by a first difference transformation. See Appendix 1 or Block (1984b) for more detail,
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; Figure 47. Patterns of Change Over Time in Chicago Index Strongarm Robbery,
- 1874-1983
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Strongarm robbery meets several criteria for the presence of an intervention. The 1983
Chicago predictions were less accurate than 1981 or 1982 Chicago predictions; they were
also worse than 1983 predictions for the rest of lllinois. In addition, the type of ARIMA model
appears to have changed in 1983. Theretfore, the increase in the number of Index strongarm

robbery oftenses known to the Chicago police in 1983 probably was due to a great extent to

administrative changes. The number was about 40 percent higher (42 percent error minus the
1 percent error tor the non=Chicago lllinois, rounded) than it would have been it all conditions,
including recordkeeping practices, had been the same in 1983 as in the earlier years.

Index Aggravated Assault

The total number ot otficially recorded Index aggravated assault offenses increased in
Chicago in 1983, even more than the number of Index robbery offenses increased. Again, the
questions are whether this increase was due to data recording practices, and if so, what is the
amount of change in the number of arrests that can be attributed to the change in data record-
ing.

it is not entirely clear how to apply to aggravated assault the hypothesis that change in
more serious olfenses would be less than the change in less serious offenses. index ag-
gravated assault inciudes several offense types that vary in seriousness. The three types of
offense defined as Index aggravated assault are attempted murder, aggravated battery, and
aggravated assault. Attempted murder and aggravated battery are actual attacks, but ag-
gravated assault is the threat to commit serious injury. It is difficult to measure the relative
seriousness of the difterent types ot aggravated assault with available data because injury in-
formation is nat availablie for aggravated assault. The only availabie information is the type of
weapon. ‘ :

Index Firearm Assault

in contrast to Index firearm robbery, which did not change in 1983, Index firearm assault
apparently did change. An increase in 1983 was apparent, both in the pattern description graph
(see Figure 49) and in the ARIMA analysis (see Table P).

An ARIMA model (2,1,0)(0,1,1) for Chicago Index . aggravated assauilt with a firearm predic-
ted 1981 within 12 percent and 1982 within 18 percent (year-ahead method). Though these
predictions were not extremely accurate, the prediction for 1983 was much worse~-- it was 3%
percent too low for the year and 31 percent wrorig for the average 1983 month. In tact, the
prediction for each 1983 month from April through December was too low.

in contrast, the best model for index firearm assault in lllinois (non-Chicago) predicted 12881
within 3 percent, 1982 within 5 percent, and 1983 within 9 percent (see Table P). The pattern
description graph (see Figure 50) shows a steady downward trend from 1979 through 1983
There is no evidence, sither in the pattern description or in the ARIMA analysis, of an increase
in 1983. This indicates that the 1983 increase seen in Chicago firearm assauit probably was
due more to the change in data collection practices in Chicago than to an actual increase in the
number of crimes.

In Chlcago predictive accuracy for firearm assault was good when calculated with the in-
tervention method, within 4 percent in 1981, 2 percent in 1982, and 8 percent in 1983. This in-
dicates that there was no change in the best ARIMA model. Other evidence for this is that the
AR(1), AR(2), and MA(12) estimates (see Table J) were about the same for ARIMA models
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(2,1,0)(0,1,1) tor each time period from 1974-1980 to 1974-1983, and that the statistical
diagnostics were equally good for modeis for each time period.

Thus, although the best ARIMA model! for Chicago Index aggravated assault with a firearm
did not change in 1983, the level ot the time series changea The number of Index aggravated
assaults with a firearm in 1983 was at least 20 percent higher (the 35 percent error in Chicago
minus the 9 percent error for non-Chicago lllinois, rounded) than it would have been if there had
been no change in the conditions of the earlier years (including recordkeeping practices).

Table P. Chicago Intervention Analysis: Index Aggravated Assauit, by Weapon
Percent Error of Predictions
Year-Ahead Method Intervention Maethod
1981 1982 i983 1981 1982 1983

Total Avg. Total Avg. Total Avg. Total Avg. Total Avg. Total Avg.
Year Month Year Month Year Month Year Month Year Month Year Menth

Firearm
Chicago 12% 22% 16% " 18% 35% 31% 4% 23% 2% 17% 8% 16
NonChicago 3 10 5 10 9 12 2 8 2 9 4 8
Knife
Chicago? 45 51 10 23 38 37 20 28 12 14 16 17
NonChicago 8 8 3 6 s 8 2 8 7 7 2 7

Other Weapon

ChicagaoP 69 76 5 16 45 38 36 40 ] 19 17 17
NonChicago 15 15 6 9 8 N 2 8 1 6 3 11

Hands, Feet, etc.

Chicago® 65 70 1 27 31 31 32 42 12 34 13 23
NonChicago i 8 16 16 28 36 0 S 3 8 8 13

3The errors for Chicago knife assault in this table are for an ARIMA model (0,1,1)(0,1,1). The best model for the pernod
19741980, however, is ARIMA (3,0,0)(0,1,1) (see Table J). Based on data through 1978, this modei predicted 13980 within 11
perceht for the year (Both methods) and 17 percent (year ~ahead method) and 18 percent (intervention method) for the average
month. However, the 1981 prediction with ARIMA model (3,0,0X0,1,1) was 59 percent too high for the year and 66 percent
wrong for the average month (year ~ahead),

BThe same model, ARIMA (2,0,0)(0,1,1), predicted 1980 within 15 percent (year-ahead method) and 6 percent (intervention
method).

Cpredictions for -1 880 with the same ARIMA model (0,0,3)(0,1,1) were within 6 percent (both methods), and the average 1380
month was predicted within 22 percent (year-ahead) and 28 percent (intervention).
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Figure 49. Patterns of Change Over Time in Chicago index Aggrévated Assauit with a
Firearm, 1974~-1983
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Figure 50. Patterns of Change Over Time in illinois (non ;Chiéago) Index Aggravat ™
Assault with a Firearm, 1974-1983 ;
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Index Knife Assault

The pattern over time of Index knife assault in Chicago was even more compiex than the
pattern over time of Index tirearm assaull. ARIMA analysis indicated that the number ot Index
aggravated assaults with a knife in Chicago changed in 1981, as well as in 1983.

An ARIMA model (3,0,0)(0,1,1) tor the time period 1974-1979 (see Table J) predicted 1980
within 11 percent for the totai year and within 17 percent tor the average 1980 month (year-
ahead method). However, the prediction for 1981 with the same model was 59 percent higher
than the actual number of index knite assault offenses known to the police, and 66 percent
wrong in the average 1981 month.93 in tact, every monthly prediction in 1981 was too high.
This drop in 1981 can be seen in the pattern description graph (see Figure §1a), and it is even
clearer in the graph of the seasonally adjusted data (see Figure 51b). The seasonal tluctuation
in the raw data obscures the precipitous drop at the beginning of 1981.8¢ Apparently, the num-
ber of Index aggravated assaults with a knife in Chicago fell sharply in the first months of 1981,
possibly as much as 59 percent. Note that Chicago firearm assault ailso dropped in 1981 and
1982 (see Figure 49), but not as precjpitousiy as knife assault. The best ARIMA prediction for
firearm assault was only 12 percent too high in 1981, compared to the prediction tor knife as-
sault, which was 59 percent too high.

In addition to the decline in level in 1981, the best ARIMA model also changed. Although an
ARIMA modetl (3,0,0)(0,1,1) fit well statistically tor all of the time periods-~ 1874-1978,
1974-1980, and 1974-1981--the weights of the terms in the model changed. In the two ear-
lier time periods, the AR(1) and AR(2) terms were.zZero (see Table J), but in the 1974-1981
time period both AR(1) and AR(2) estimates were significantly positive.95 Actually, the best
model for 1974~-1981 was not ARIMA (3,0,0)(0,1,1), but ARIMA (0,1,1)(0,1,1). The latter was
not a good fit for the early time period 1874-1980, but was a good statistical fit tor
1974-1981. In addition, an ARIMA model (0,1,1)(0,1,1) had good statisticai diagnostics (Appen-
dix 1) for the 1974-1982 and 1974-1983 periods. This model, when fit to four time periods,
had the following MA(1) and MA(12) estimates:

Time Period MA(1) MA(12)
1974-1980 .87 .84
1974-198] .78 .86
1974-1982 .76 .86
1974-1983 .66 .88

The MA(12) estimates are about the same {or models tor all four time periods, indicating
that the seasonal pattern did nGgt change over time. However, the MA(1) estimate decreases
somewhat at two points--once when 1981 is added to the series and again when 1983 is
added to the series. This suggests that the model changed twice, in 1981 and in 1983.

93Note that these predictions are for an ARIMA model (3,0,0X0,1,1); they are not the predictions made with an
ARIMA madel (1,0,0%0,1,1) in Table P {(see Table J and the footnotes to Table P).
94Figures 51a and 51b are both pattern descriptions of Chicago Index aggravated assault with a knife. Figure
51a is a description of the raw data, and Figure 51b is a description of the data adjusted for seasonality. In Figure 51b, seasonal
fluctuations have been removed, so that month-to-month and long term patterns are clearer (see Appendix-1).
95The AR(3) and the seasonal MA(12) estimates are essentjally the same in the madels of all three time
periods.
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Figure S1a. Patterns of Change Over Time in Chicago index Aggravated Assault with a
Knife, 1974-19883 '
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Figure 51b. Patterns of Change Over Time in Chicago Index Aggravated Assault with a
Knite, 18974-19883 (Seasonally Adjusted)
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Predictive accuracy resuits (see Table P) agree with the pattern description analysis and
with the results of model-titting: the number of Index aggravated assaults with a knife
decreased sharply in 1981, climbed somewhat in 1982, and increased sharply in 1983. An
ARIMA model (0,1,1)(0,1,1) was 45 percent tao high in predicting iIndex knite assauits in
Chicago in 1981, 10 percent too low In predicting 1982, and 38 percent too low in predicting
1983 (year-ahead method).

In contrast, predictive accuracy for the same crime in the rest of lllinois was much better--
within 8 percent in 1981, 3 percent in 1982, and S percentin 1983. This stability is reflected in
the pattern description graph (see Figure 52). in total itlinois (non-Chicago), there is no sign of
the radical changes that took place in 1981 and 1983 in the number of Chicago Index knife as-
saults, Outside of Chicago, the number of knife assauits was almost stable in every year trom
1980 through 1983.

Predictions with the intervention method tor Chicago index aggravated assauit with a knife
were better than predictions with the year-ahead method, but they were still not very ac-
curate. The predictinn tor 1981 was 20 percent too high, the 1982 prediction was 12 percent
too low, and the 1983 prediction was 16 percent too low. Thus, these predictions do not sup-
port the idea of the model changing in 1981 and 1983, but do not really contradict it, either.

In summary, there appear to have been two interventions in the number of Index aggravated
assaults with a knite known to Chicago police, a serendipitous intervention in 1981 and the
hypothesized intervention in 1983, In 1981, the actual number of crimes was 45 percent to 59
percent lower than it would have been had.1974-1980-conditions continued; in addition, the
ARIMA model probably changed in 1981. In 1882, the number of knite assaults increased
gradually, but the number was still low compared to 1974-1980. A prediction ot 1982 based
on 1974-1980 data was 47 percent too high, and the average 1982 month was 40 percent too
high. By early 1983, however, the 1980 level of Knife robberies had again been reached. Then,
in July 1983, the number of offenses increased precipitousiy, and the ARIMA mode} may have
changed as well. There were about 30 percent more offenses known to the ~ _ e in Chicago
in 1983 than would have been expected based on past history (38 percent ..nus the non-
Chicago lllinois change of § percent, rounded off).

Index Assault with Another Weapon

Like Index aggravated assault with a knite, Index aggravated assauit with a weapon other
than a firearm or knife aiso decreased sharply in 1981, increased in 1882, and then increased
sharply in 1983 (see Figure §3). The increase in other-weapon assault in 1983, in fact, was
much sharper than the increase in knife assault in 1883.

Although an ARIMA modal (2,0,0)(0,1,1) predicted 1980 within 15 percent and the average
1980 month within 26 percent (sse footnote to Table P), the prediction for 1981 was 89 per-
cent too high, and the average month was wrong by 76 percent (year- ahead method). Thus, a
model based on the years 1974-1880Q predicted 2,843 other-weapon assaults, but there ac-
tually were only 1,682. The prediction for one 1981 month was 157 percent too high. Though
the numbers increased in 1982, they were still lower than usual; the actual 2,193 assault figure
was over 30 percent lower than the number predicted by a 1974-1980 model. By November
1982, however, the number of other-weapon assaults had returned to the 1880 level.
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, Figure 52. Patterns of Change Over Time in lllinois.(non-Chicago) Index Aggravated
~Assault with a Knite, 1974-1983 '
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Figure 53. Patterns of Change Over Time in Chicago Index Aggravated Assault with
Another Weapon, 18741983
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In addition, the intervention-method prediction for 1981 was 36 percent too high, indicating
a possible change in the model. The type of ARIMA model does not appear to have changed,
since statistical diagnostics for an ARIMA model (2,0,0)(0,1,1) (see Appendix 1) are good when
estimated for ail' time periods. However, the estimated weights of the terms may have changed,
as can be seen below:

Time Period AR(1) AR(2) MA(12)
1974-1979 .22 .38 .86
1974-1980 28 .26 .88
1974-1981 42 .33 .86
1974-1982 .42 .33 .86

1974-1983 .69 .25 .92

The MA(12) estimate is about the same in the first four models, either .85 or .886. This indi-
cates that the seasonal pattern did not change during that time. However, the AR(1) estimate
increased when 1981 was added to the series. This, coupled with the poor intervention method
prediction in 1981, suggests that the model as well as the level of the series changed in 1981.

in contrast, the AR(1), AR(2) and MA(12) estimates were exactly the same for 1974-1981
and 1974-1982 models. Also, the same ARIMA model (2,0,0)(0,1,1) predicted 1882 within §
percent and the average 1982 month within 16 percent (year-ahead method). A prediction
based on only 1974~-1980 was 30 percent too high in predicting 1982 with the year-ahead
method. However, when the low numbers in 1281 are taken into account.a-prediction based on
the 1974-1981 period was only § percent too high in predicting 1982. The intervention method
prediction for 1982 was almost identical to the actual tigures--within 0.3 percent. This sug-
gests that 1982 was the same as 1981 in both level and model. As can be seen in the pattern
description graph (see Figure $3), the number of other-weapon assaults dropped steadily
throughout 1981, and then increased steadily throughout 1982.

However, in 1983, the situation was different. The AR(1) and the MA{12) estimates both
may have changed, and the 1983 intervention prediction was 17 percent too low. Further, the
prediction for 1983 with the year-ahead method was 45 percent too low, and the prediction
for the average 1983 month was 38 percent wrong (see Table P). Monthily errors were con:--
centrated in the second half of the year. Beginning in April, every prediction was too low, arfd
the degree of error increased with each month. The average error for the months August to
December was 61 percent. Thus, Chicago Index aggravated assault with another weapon in-
creased sharply in 1983, especially in the second haif of the year. In addition, the best ARIMA
model, describing month-to-month patterns, may have changed in 1983.

In contrast, predictions for the same crime in lllinois {(non-Chicago) (see Figure 54) were
much more accurate, reflecting an essentially stable pattern over time. The year 1981 was
. predicted.within 15 percent, 1982 within 6 percent, and 1983 within 8 percent. Monthly predic-
tions and intervention metnod predictions were aiso accurate (see Table P). ‘

In summary, the pattern over.time of Index aggravated assault with another weapon was
similar to the pattern of Index aggravated assault with a knife. Both decreased sharpiy in 1981,
and then increased sharply in 1983. In 1983, the number of aggravated assault otfenses with a
weapon other than a firearm or knife was alrmost 40 percent higher than it would have been had
1974-1982 conditions continued (45 percent error in Chicago minus the 8 percent error for
non-Chicago lilinois, rounded). ’
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index Assault with the Bedy as a Weapon

An aggravated assault with the body as a weapon is an unarmed assauit in which the body
of the assailant can be considered to be a weapon. for example an attack by a person trained
in karate Such assauits are also referred to as "aggravated assault with hands, feet, etc.” .in
Chicago, the number of body-as-weapon aggravatea assaults known to the police is very
small, compared to other kinds of assault. There were only 65 per month over the 1975-1983
period, compared t0 an average of 248 firearm assaults, 341 knite assaults, and 242 other-
weapon assaults per month. In contrast, llinois (non-Chicago) had more body-as-weapon as-
saults in the average month (396) than firearm assauits (317), knife assaults (294), or other-
weapon assaults (285). Thus, there were many more body-as-weapon aggravated assaults in
lllinois (non~Chicago) than in Chicago (396 versus 65), even though the numbers of tirearm,
knife, and other-weapon assauits were about equal in Chicago and illinois (non-Chicago).

If the proportion of body~as-weapon assault victimizations to all victimizations were actual-
ly the same in Chicago as in lllinois (non-Chicago), then the low proportion of these body-as—~
weapon assaults that are known to the police in Chicago suggests that the likelihcod of a
body-as-weapon assauit victimization becoming officially recorded is less in Chicago than in
the rest of:lllinois. If this is true, then the change in Chicago data recording practices in 1983
might have had a greater effect on the recording of body-as-weapon assault than on other
kKinds of assauit. If body-as-weapon assault had been undercounted more than other kinds of
assadult, then the reformi in data recording should have atfected it more strongly. However, this
was not the case. The pattern description graph (see Figure 55) for Chicago body-as-
weapon aggravated assauit shows an increase in-the number-of offenses.in 1983, and ARIMA
analysis agrees with this. However, the amount of increase In body-as-weapon assault in
1983 was less, not greater, than the increase in other-weapon assault.

The best ARIMA model, (0,0,3)(0,1,1), predicted 1982 within 1 percent, but the prediction for
1983 was 31 percent too low (see Table P). Body-as-weapon assault decreased in 1981, as
did knife assault and other-weapon assault. The 1981 prediction was 65 percent too high, and
the prediction for the average 1981 month was 70 percent wrong. However, with this same
model, 1980 was predicted within 6 percent, and the average 1980 month within 22 percent
(year—-ahead method).

At the same time that body-as-weapon aggravated assault increased in Chicago in 1983, it
apparently decreased in lilinois (non-Chicago) (see Figure 18). An ARIMA model (1,1,0)(0,1,1)
for body-as-weapon aggravated assault in total lliinois (non-Chicago) predicted 1981 within 1
percent and 1982 within 16 percent, but the 1983 prediction was 29 percent too high and the
prediction for the average 1983 month was 36 percent wrong. - Since all of thess models fit
very well statistically, and the estimates for the AR(1) and MA(12) weights were much the
same from year to year, there does not seem to have been a cihange in model. :

. .The number of Index .aggravated .assauit offenses with the body as a weapon increased in
Chicago in 1983, by about 31 percent, while in illinois (non~-Chicago)-it decreased by 29 per-
-cent. Thus; the amount of.change in Chicago and lllinois (non-Chicago) was the same, though
Chicago body~as-weapon assaults increased and those-in lllinois' (non-Chicago) decreased.
Given this anomaly as well as the apparent drop in 1981, it is difficult to estimate the amount ot
change in 1983 dus to the change in data recording practices. Judging from the comparison
with change in the control group, we could say, conservatively, that the 31 percent increase in
Chicago body-as-weapon assault was within the realm of possibility and not due to the change
in data collection practices. However, judging from the predictive accuracy in 1982, which was
within 1 percent, we could say that tha change in 1983 due to recording practices was 30 per-
cent.. _
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in Chicago, aggravated assault with the body as a weapon had the least number of otfenses
of any kind of assault, while in Hllinois (non-Chicago) it had the most. It the actual number ot
body-~as-weapon assault victimizations is really much higher than the number ot firearm, knife,
or other-weapon assault victimizations in Chicago, as the number of reported assaults in lllinois
(non-Chicago) might suggest, then the number in Chicago may have been undercounted before
1983 even more than the number of other kinds of assault. If 50, then why was the increase in
body-as-weapon assaults in 1983 less than the increase in the number of other kinds of as~
sault? It may be that the change in recording practices affected the undercounting of other
kinds of Index aggravated assauilt much more than it afiected the undercounting of body-as-
weapon assault.

Summary and Discussion

index Robbery

In 1983, the numbers of knife robberies, other-weapon robberies, and strongarm robberies
in Chicago were higher than they would have been if previous conditions, such as
recordkeeping practices, had not changed. The increase seems to have been greatest in the
second half of the year, as might be expected from the timing of the administrative changes.
The media charges of undercounting began in December 1982 and January 1983, but the audit
(Chicago Police Department, 1983) was not published until April, and the official administrative
changes took etffect late in the year. Knife robberv began to increase in May, other~weapon
robbery aiso began {0 increase in May, and strongarm robbery, the type of robbery that
increased most, began to increase in February.

~In contrast, the number ot firearm robberies in Chicago was not any higher in 1983 than it
would have been if previous conditions had remained the same. |n fact, the amount of change
in firearm robbery offenses in 1983 was less than the change in previous years. Therefore, the
change in the administration of data collection and maintenance that occurred in Chicago in
1983 apparently did not affect the number of Index firearm robbery offenses known to the
police, though it did aftect the number of all other kinds of index robbery offenses.

it seems logical that the reason that Index firearm robbery did not increase in 1983 was
that it had always been recorded as completely as possible. The new stricter recording
policies did not, therefore, atfect the likelihood that a firearm robbery would become an otficiai-
ly recorded offense. Though the definition of robbery may seem objective and ciear-cut to the
average citizen, the application of that definition in real situations often requires subjective in-
terpretation (Miller and Block, 1985). Another analysis of Chicago robbery (Block and Block,
1980) found that both the victim’'s decision to report a robbery victimization to the police and
the police decision to record a. robbery .incident in official records were more ukely n the

weapon was a firearm. : :

—The Chlcago lnterventlon Analysis estlmated that Index- kmfe robbery increased by about 10 e

percent in 1983, Index other-weapon robbery increased by about 20 percent, and Index
strongarm robbery increased by about 40 percent, relative to the number of offenses that
would have been officially recorded if recordkeeping practices had remained the same as in the
years before 1983,

Thus, the admj mstratwe changes in Chicago data collection and maintenance had the
greate$t effect on strongarm robbery, less etfect on other-weapon robbery, little effect on
knite rophery, and ro effect at all on firearm robbery. It these four types of robbery form a
rough scale of seriousness, the most serious type of robbery did not change when

lllinois Criminal Justice Information Authority

Page 136

ind & ST N 3 i o5 A St 5 e s 8 AT s S A8 o 8 A0 Y S P 6 B o 22 i P4 e e BN o B e b ) SO et e s <



. recordkeeping changed, the least serious type of robbery-changed the most, and the other

types of robbery changed an intermediate amount.

Index Aggravated Assault

Unlike the number ot firearm robbery offenses, the number of firearm assault offenses did
change in 1983. The number known to the police was at least 20 percent higher than it would
have been it earlier conditions, such as recordkeeping practices, had continued. The timing of
the increase corresponded to the timing of the administrative changes. Beginning in April, all
vear~ahead predictions for 1983 months were too low In the second half of 1983, the actual
number in each month was 41 percent higher than the predicted number, on the average. This
increase can be seen not only in the predictions, but also in the pattern description graph (see
Figure 49). It was argued earlier in this report that firearm robbery was always compietely
recorded, even betfore the change in recordkeeping practices. Therefore, it did not increase in
1983. Because firearm assault did increase--by 20 percent--it might be concluded that it had
teen undercounted before the change in recordkeeping practices. '

On the other hand, compared to other types of Index aggravated assauit, firearm assault in-
creased less in 1983, While Index assault with a firearm increased 20 percent, Index assadiit
with a knite increased by about 30 percent and Index assault with another weapon increased
by about 40 percent. The actual number of knife assaults in every 1983 month was higher than
the predicted number, by as much as 54 percent (in Movember). The last six months of the
year were 42 percent higher on the average. From April to December 19823, the actual number
of assaults with another weapon was higher than the predicted number, and the amount of er-
ror increased with each month. The number in December was 63 percent higher than the
predicted number, and the last six months were high by 59 percent on the average.

In the same way, predictions for every month from April through December 1983 were too
low for assault with the body as a weapon. The average error in the last six months was 46
percent. However, the number of body-as-weapon assaults in the control group, lllinois (non-
Chicago), declined in 1983 more than the number in Chicago increased. The average error in
the last six months ot 1983, in tact, was 56 percent, more than that in Chicago. Therefore, the
conservative conclusion would be that the 1983 change in Chicago was random, and not
necessarily due {o the change in recording practices,

Why did firearm assault increase more than firearm robbery? Perhaps weapon type is not a
good indicator of the seriousness of an aggravated assauit. The extent of injury might be a
better measure, but these data are unavaiiable. Assault offenses in general, even firearm as-
sauit otfenses, are considered to be less serious than firearm robbery offenses; butitis impor-
tant to realize that Index aggravated assault consists of three types of offense: attempted
murder, aggravated battery, and aggravated assault. Attempted murder and aggravated bat-
tery are actual. attacks, but aggravated assault is the threat to commit serious-injury. A police

-..ofticer might. mediate such a.threat.on the-scene, and record it.as a service call. -In other-cir--.
- cumstances; an aggravated assault might be written.-up as a crime. Therefore, it is. quite pos- -
-.sible that; under-the new. rules, less serious Index firsarm assault occurrences were 20 percent

more likely to be officially recorded as crimes.

Patterns over time of all types of Index assault, except for firearm assault, are similar to
each other. In all types ¢f aggravated assault except firearm assault, a change seems to have
occurred in 1981 as well as in 1983. Index knife assauit declined 45 percent to 59 percent in
1981, Index other-weapon assault declined by as much as 69 percent, and Index body-as-
weapon assauit declined by about 65 percent, relative to the predictions by a model based on
the number ot offenses in previous years.
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The cause of the sharp drop in the number of offenses in 1981 can only be guessed, but it
may be related to the Chicago Police Department’'s campaign against street crime, particularly
youth gang related street .crime, which began in 1981 and continued to 1982. If so, this
demonstrates that administrative practices can affect not only the recording of crime, but the
nurpber of crimes that actually occur

"On the other hand, even if the police department's campaign against street crime was
responsible for the.rapid decline in Index aggravated assault with knives, other weapons, or
body-as-weapon, it apparently had no effect (or only a very slight etiect) on the number of In-
dex aggravated assaults with & firearm. The pattern description graph (see Figure 49) shows
a decline, but the ARIMA model analysis indicates that the number of firearm assauit offenses
was only slightly lower in 1881 and 1982 than it had been in previous years.

It is difficuit to know whether the change in the number of knite, other-weapon, and body-
as-weapon assaults was due to the administrative changes or to a return to the normal number
ot offenses after the intensive campaign against street crime was stopped. However, as can
be seen in the three graphs (see Figures 51a, 53, and 55), the return to normal apparently oc-
curred in late 1982. Thus, the increase in the second half ot 1983 is likely to have been due to
the reform in data recording practices. ‘

In summary, the intervention analysis of Index aggravated assault in Chicago was complex
but revealing. It showed not only the increase in 1983 that had been expectsd, but also
revealed an unexpected (serendipitous) decrease in 1981 in three of the four types of assault.
The cause of the 1983 increase was, to a great extent, administrative change in the recording
of offenses. In contrast, a likely cause of the 1981 decline was a decline in the actual number
of victimizations. Thus, the analysis of aggravated assault in Chicago exemplifies two of the
many possible reasons tor inaccurate predictions of offense data.

Methods of Time' Series Intervention Anaiysis

o

The Chicago Intervention Analysis had a methodological as well as a substantive purpose.
Not only did it attempt to determine the effect of the reform in data recording practices in
Chicago in 1983 on the number of officially recorded robberies and aggravated assaults, but it
also served as a practical test of the methods developed in the first part of the Predictability
Project.  in particular, the analysis demonstrated the feasibllity of using relatively simple ARIMA
modeis in 3 time series quasi-experimental design as a gauge of the effect of an intervention
on local-level crime statistics.

The combination of year-ahead and intervention prediction methods was, in general, suc-
cessful in specitying whether there was a change in the model or a change in the level ot the
series. In fact, the Chicago analysis discovered an unexpected (serendipitous) intervention in
-1981, in addition to describing.the effect of the 1983 intervention. The rules of thumb used to
ldentity a change in the level of.the series or a change in.the best-titting model.seemed to work -
- well. (For a specific-list of.these: rules; see "Evidence of a Change in. the Model* page 116, and
- "Methods of Time Series Intervention,” page 138.) it is.important to remember that much of our
confidence in the results of the Chicago Intervention Analysis did not stem from the statistical
analysis, but rather from the design of the study. In the first place, the intervention had been
hypothesized beforehand. In the second place, the analysis was designed with a control group.
Control groups in such time series experiments are seldom it ever perfect, and this study was
certainly no exception. The choice of total lllinois (non-Chicago) meant, for example, that we
were comparing patterns in Chicago to patterns in rurai, small-town, and small—city filinois. On
the other hand, had we chosen other large cities--for example, the five most populous
American cities--as controls, there would aiso have been problems of comparability.
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Estimated Actual Change.in Robbery and Assauit

The total number of officially recorded Index robbery and Index aggravated assault
oftenses in Chicago increased sharply trom 1982 to 1983. The time series experiment of the
Chicago Intervention Analysis was designed to estimate the amount of this increase that was
due to the change in data recording practices. The total amounts of increase are illustrated in
the following tables:

Change in Index Robbery 1982 to 1983

Gfficiallv Recorded Offenses Minimum %
Change due to
% Change Recording

1982 1983 1982-1983 Practices
Firearm Robbery 5,373 6,356 +18.3% 0%
Knife Robbery 1,581 2,150 +36.0 10
Other-Weapon Robbery 2,120 3,406 +60.7 20
Strongarm Robbery 7,233 11,558 +59.8 40
Total 16,307 23,471 +43.9%

Change in Index Aggravated. Assault, 1982 to 1983

Qfficiallv Recorded Offaenses Minimum %
Change due to

% Change Recording
1982 ,1383 1982-1983 Practices
Firearm Assault 2,357 3.211 +36.2% 20%
Knife Assault 3,167 4,497 +42.0 30
Other-Weapon Assault 2,193 4,742 +116.2 40
Body-as-Weapon Assault 600 880 +46.7 0-30
Total 8,317 13,330 +60.3%

Because the estimates ot the change due toc data collection praciices for each type of
crime were derived not only from an analysis of predictlve accuracy, but also from comparison
with change in a control group (totai non-Chicago lilinois), they are fairly retiable. However,
they ara conservative estimates; they state that the amount of change due {o administrative
data collection and maintenance was at least as great as the given estimate. Therefore, to use

.these estimateas.of the amount of change due to.change in data recording practices to calculate
. = the~amount-ot;aetual change in.the number- of otienses, it would-not be-particularly .accurate to
.- ~gubtract.the:percent duexto.adminisirative changes trom the total change. While-this would
. :give you the maximum amount of change that could be actual change, it would not give you the
best estimate. However, the calculation of a best estimate for change due to an actual change

in the number of offenses is possible, as shown below.

For each crime type, the best ARIMA model predicted the number that would occur in 1983,
given that patterns of eariier years continued. By comparing this prediction of 1983 to the
number ot otficially recorded oftenses in 1982, we have an estimate of the actual change In
crimes known to the police from 1982 to 1983, the change that would have occurred it there
had been no change in data recording practices. The astimates of actual change in Index
robbery and Index aggravated assault are listed in the following tables:
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Estimated Actual Change in Index Robbery, 1982 to 1983

1982
Gfficially 1983 ‘
- Recorded Year-ahead % Change
' Of fenses Prediction 1982-1983
Firearm Robbery §.373 5,842 +8.7%
Knife Robbery 1,581 1,703 +7.7
Other-Weapon Robbery 2,120 2,108 -0.6
Strongarm Robbery 7,233 6,714 -1.2
Total : 16,307 16,367 +0.4%

Estimated Actual Change in Index Agaravated Assault. 1982 to 1983

1982

Officially 1983

Recorded Year-ahead % Change

Offenses Prediction 1982-1983
Firearm Assault 2,357 2,075 -12.0%
Knife Assault ) 3,167 2,773 -12.4
Other-Weapon Assault 2,183 2,596 +18.4
Body-as-Weapon Assault 600 607 + 1.2
Total 8,317 8,051 - 3.2%

According to the ARIMA predictions, if it were not for the change in data coilection practices
in Chicago in 1983, the total number ot Index robberies would have stayed about the same in
1983 as it was in 1982, and the total number of index aggravated assaults would have declined
slightly (3 percent). However, the 1982-1983 change would have been different for each type
of Index robbery and for each type of index aggravated assault; some would have increased,
some would have decreased, and others would have stayed at the same ievel.

We have, then, estimated two components of the total change in officiaily recorded
offenses from 1982 to 1983--change due to the change in recording practices, and actual
change in crimes known 1o the police. However, when the sstimates of these components are
added together, they do not equal the total amount of 1982-1983 change. For example, the
total 18.3 percent increase in firearm robbery is not accounted tor by the zero percent change
due to the change in data recording practices pius the 8.7 percent increase dua to an actual
increase in crime; the total 38 percent increase in knite robbery is not accounted for by the 10
percent increase due to the change in data recording. practices pius the 7.7 percent increase
due to an actual increase in crime; and so on. Why is this the case? ‘

The changes in these two components do not add up to the totai amount of 1982-1983
change in officially recorded crime because the estimates of change due to sach cause are
exactly that--estimates, in addition, the estimate of the change due to recording practices is a
conservative estimate. The amount of change is probably not less than, but could be more
than, the estimate. However, because the estimate was based on a time series experiment
research design, we can be fairly contident in these conservative results. In contrast, the es-
timate of the change due to an actual change in crime was not a part of the time series experi-
ment. (The control group had not experienced a change in data recording practices such as
Chicago's, but there might have been a change in actual crime.) Therefore, we have less
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confidence in the estimate of actuai reported crime; it could ba higher or lower than the
year-ahead prediction figures above.

Because the time series experiment design gives us a reliable estimate of the minimum
amount of change due to the change in data recording practices, and because we Know how
much total change really occurred, we have an idea of the range of actual change in reported
crime in Chicago from 1982 to 1983. These estimates are the following:

® The number ot reported firearm robbery offenses probably increased about 8.7 percent
from 1982 to 1983, and couid not have increased any more than 18.3 percent.

@ The number of reported knite robbery offenses probably increased about 7.7 percent
from 1982 to 1983, and could not have increased any more than 26 percent.

& The number of reported other-weapon robbery offenses probably did not change from
1982 to 1983, and could not have increased any more than 40.7 percent.

@ The number of reported strongarm robbery offenses probably decreased about 7.2 per-
cent from 1982 to 1983, and could not have increased any more than 19.8 percent.

@ The number of reported firearm assault offenses probably decreased about 12.0 psrcent
from 1982 to 1983, and couid not have increased any mors than 16.2 percant.

® The number of reported knife assauit offenses probably decreased about 12.4 percent
from 1982 to 1983, and could not have increased any more than 12 percent.

® The number of reported other-weapon assault offenses probably increased about 18.4
percent from 1982 to 1983, and could not have increased any more thar 772 percent.

® The number of reported body-as-weapon assault offensses did not change from 1982 to
1883; it probably could not have increased any more than 186.7 percent, but the increase
may have been greater,

The FBIl also estimated the percent change in sach Index crime (except homicide) in
Chicago between 1982 and 1983, but used a ditferent method. First, Instead of estimating the
number of 1983 offenses that wduyld have occurred It data recording practices had not
changed, the FBIl estimated the number of 1982 offenses that would have occurred if the data
recording practices of 1983 had been in effect In 1982. Second, the maethod the FBI used to
estimate 1982 was based on the assumption that Chicago’'s proportion of all crime in the United
States remained constant from year to year-~that the change in the actual number of crimes
known to the police in Chicago between 1982 and 1983 was the same as the change in the
nation as a whole. (See Appendix 4 for a discussion of the FBI/UCR estimation method.)

The Chicage Intervention Analysis method, on the othe} hand, did. not associate change In
Chicago with change in the nation. It did use a control group, but the purpose of the control

- group-was completely different from the use of the total United States except Chicago as a

benchmark in the FBI estimation method. The control group (in this case, total non-Chicago lI-
linois) was not used to estimate the change from year to year in Chicago. It was used, rather,
as a guide to predictive accuracy. For example, 1983 predictions of tirearm robbery in liiinois
(non-Chicago) were accurate only within 23 percent (see Table O); therefore, we would not
expact 1983 predictions of firearm robbery in Chicago to be any more accurate than 23 per-
cent. In fact, the 1983 prediction for Chicago was accurate within 8 percent (see Tabie O).
The conclusion from this is that the 1983 Chicago figures were not artificially inflated by the
change in data recording practices. |t we had used the lllinols (non-Chicago) 1982-1983
change as a benchmark tor the Chicago 1982-1983 change, as the FBI estimation method
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does; we would have assumed that Chicago firearm robbery actuaily increased or decreased

by exactly the same percent as lllincis (non-Chicago) firearm robbery. Thus, since lllinois

(non-Chicago) tirearm robbery dropped 5.5 percent from 1982 %0 1983.96 we would have
concluded that Chicago offenses dropped $.5 percent, instead of the 8.7 percent to 18.3 per-
cent increase estimated by the Chicago Intervention Analysis method.

The FBI method estimated that the number of reported Index robbery offenses in Chicago
fell more than 8 percent between 1982 and 1983, and that the number of reported aggravated
assault offenses fell declined more than 2 percent. The Chicago iIntervention Analysis time
series experiment estimated that actual total index robberies did not change, and that the ac-
tual number ot total Index aggravated assaults decreased slightly. The estimated change in the
total number- of aggravated assaults was about the same as the FBIl estimate. However, the
estimated change for each type of aggravated assault, as well as the estimated change for
each type of robbery, was quite difterent than the FBIl overall estimates.

98/f’.lthough the number of offenses fell, the prediction was 23 percent lower than the actual number. Based on
the pattern in previous years, the ARIMA mode! predicted that the drop in 1983 would be much sharper than the drop that actually
occurred, ‘ '

" IWinois Criminal Justice information Authority

Page 142




Appendices ‘
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2: Comparison of ARIMA Programs. . .

3 Best ARIMA Models by Jurisdiction ,

4: imputation of Data in the Uniform Cnme Reports
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Appendix 1: Technical Methods

Time Series Pattern Description

Time series pattern description provides concrete and readily understandable answers to
simple descriptive questions about the generaj pattern of change over time in a variable. It tells
the user, in nonstatistical language, whether the variable generally increased, decreased, or
stayed the same during the period in question; whether there was a change in the pattern (for
example, from an increase to a decrease); and, it there was a change, approximately when the
change occurred.

The mathematical tool used for times series pattern description is spline regression. For
this descriptive, exploratory purpose, the Authority’'s Statistical Analysis Center has found
spline regression to meet the criteria of simpliicity, accuracy, and ease of communication. A
linear spline regression tits a least squares regression line with two or more connected seg-
ments to the data. This line is continuous in that all the segments are connected. It is analyti-
cally discoritinuous in that the detinition ot one segment is not the same as the definition of the
next. We have found these properties to be useful in exploratory analyses.

The choice of the best spline regression, or line segment fit, for a series is not completely
objective, but depends upon criteria for simplicity and accuracy (see Block, 1983). In the
Predictability Project, the search tor the best time series pattern description for each time
series took the following steps:87

-1) The Ertei/Fowlkes program searches for the best spline regression given options defined by

the user and using a criterion of minimizing the sum of squared residuals.98 A package of al-
ternative line segment fits is produced having at least three aiternative fits in the package
(at least a three-segment fit, a two-segment fit, and a straight-iine fit).

2) The choice among these alternatives was made using accuracy and simplicity criteria. The
criterion for accuracy utilizes the Cp statistic (Block, 1983). Criteria for simplicity in the
Predictability Project were that no line segment would be shorter than one year, and that
the fit with the smaller number of line segments with a given accuracy wouid be chosen.

3) While the Ertel/Fowlkes search is based on the smallest sum of squared residuals, it is not
.exhaustive. - However the Hudson/Fox computer program does an exhaustive search for
the best two-segment fit; theretore, the Hudson/Fox program was always run as a check
-.when.the Ertel/Fowlkes results indicated that a two-segment fit-was the best alternative.

87For more detail about each step, and for a flowchart showing the relationship of the steps to each other, see
Bates (1987).
98ror a complete description of the Ertel/Fowlkes algorithm, see Black (1983) and Bates (1987).
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Descriptive Seasonal Analysis

There are two major approaches to detining and detecting seasonality - Although the two
approaches are mathematically similar, there are practical differences i» their emphases. One
approach, which we refer to here as descriptive seasonal analysis emphasizes the
separate description of seasonal tluctuation. The other approach, the most common exampie
ot which is ARIMA, emphasizes forecasting the future with a model that incorporates
seasonality The first approach focuses on seasonhality itself, while the second focuses on
seasonality as it affects the accuracy of a forecast

In the initial, descriptive, stage of analysis, the Predictability Project used a standard kind ot
descriptive seasonal analysis, the seasonal adjustment, or X-11, method. In this method, the
analvst imagines that each time series may have three components. The trend/cvcle com~
ponent consists of long~-term trend and any nonseasonal but regular fluctuations. The seasonal
component is "the intrayear pattern of variation which is repeated constantly or in an evolving
fashion from year to year” (Shiskin, et al/., 1967.1). The irregular component consists of
everything else, including error, or the residual variation. The problem of detecting and describ-
ing seasonality then becomes a problem ot dividing a series into its three components, and
comparing the relative strengths of the three. A statistic used for this comparison is the F of
stable seasonality.

Two seasonality computler programs, a quick screener and a complete analysis, were used
in the Predictability Project. The Beill/Canada program (see Block, 1984b; Bates, 1987) was
used to screen each series for the presence of seasonal fluctuation. For each series with a
Beli/Canada F of stable seasonality equalling at least 2.41, the X-11/ARIMA program was also
run.8® Both programs were run twice (except for series with one or more zero values), once
under the additive assumption and again under the multiplicative assumption. Under the additive
‘assumption, the three components are assumed {¢ be independent; under the multiplicative as-
sumption, they are assumed to be dependent (see Block, 1984b).

Of the many diagnostic tests available in X~11/ARIMA results, the most important for the
Predictability Project were the F of stable seasonality, the percent contribution of the irregular
component, and the percent contribution of the seasonal component.100

Because it cannot be assumed that observations in a time series are independent, the F of
stable seasonality value must be interpreted as only one indicator of the degree of seasonaiity,
not as an exact measure of significance. The Plewes rule of thumb uses the irregular com-
ponent as a means of interpreting the the F value. The Plewes criteria are:

1) if the irreguiar component contributes 30 percent or more of the total month-to-month
variation, there is no stable seasonality in the series, regardless of the F value;

2) it the percent contribution of the:irregular component is 25 to 29 and the F value is at
--.least 15-0r if-the percent contribution of the irregular-component is between ‘15 and 24
. and the F'value is at least 2.41, the series is considered to be seasonal; and

3) it the F value is less than 2.41, there is no stable seasonality, regardless of the irregular
contribution.

99The X~-11/ARIMA program generates projections with ARIMA, then uses them in the calculation of seasonal
ﬂuctuatlon This allows the analysis to utilize the entire time series for seasonal adjustment. For more detail, see Block (1984b)
and Dagum (13879),

100gee Block (1984b) for more details about the interpretation of these statistics and other X~11 resuits.

lllinois Criminal Justice Information Authority

Page 146




For some series that were seasonal or possibly seasonal, a line segment tit of the seasonal-
ly adjusted data was very useful as part of the compiete pattern description analysis. In
seasonal adjustment, which is one option of X-11 analysis, seasonal fluctuation is removed
from the series. The remainder after the seasonal component is removed is the seasonally ad-
justed series. For example, Figure S1a is a pattern description of Chicago index aggravated
assault with a knite from January 1974 to December 1983, and Figure 51b is a pattern descrip~
tion of the same series, seasonally adjusted. Even though this series does not meet the Plewes
criteria, the contribution of the seasonal component is rather high (34 percent) (see Table D),
and this is enough to affect the line segment fit for the raw data. An additional line segment
emerges in the beginning of 13982 in the seascnally adjusted data, because vanahon due to
seasonal fluctuation has been removed.

Model Identification

In order to identify the best type of ARIMA model for each time series, the Predictability
Project used routines avaiiable in the Interactive Data Analysis (IDA) computer package to con-
duct the following analyses:

1) plot of standardized values (an indicator of constant level and constant variance),

2) number of runs above and below the mean (another indicator of constant level; also an
indicator ot the presence of cycles),

3) correlogram of 50 lags (standard ARIMA diagnostic),

4) partial correlogram (used with correlogram as a standard indicator of the type of ARIMA
model)

8) normal cumulative probability plot (shows the degree to which the series is distributed
normally), and

8) cumulative periodogram (good diagnostic for the presence of seasonal fluctuation).

ARIMA models cannot be identified for a data series that does not have constant level and
constant variance over time (this property is calied stationarity). Therefore, for every series
that did not, according to tests 1, 2, and 3, have a constant level, the series was transformed
by a first difference.'0! The first difference transtormation was then diagnosed for constant
level with tests 1, 2, and 3. If these tests indicated stationarity, and it the standard deviation of
the first difference was less than the standard deviation of the raw data, then the first aqif-
ference transformation was assumed to be stationary.

This'was usually enough to produce a series with a constant level that couid -be modeled
with ARIMA. However,; for some series, it was necessary to transform the series with 12th dif-

10%n 3 first ditference, each observation is subtracted from its neighboring observation (see Block, 1984b).
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ferencing, square roots, or logs.'92 For other series, it was necessary to truncate the series or
to divide it into two separate time periods, and to analyze each separately. '

Durbih -ARIMA Analysis

Given an Arima mode!l type, the mathematical calculation of the best tit is relatively
straightforward (see Appendix 2). However, two or more ARIMA models that seem appropriate
according to the initial diagnostic tests may produce entirely different projections (Pierce,
1980:130; Block, 1984b). It is difficult to distinguish between these models. Theretore. a
second diagnostic step-- Durbin-ARIMA analysis--was added to the procedure. As suggested
by Roberts (1984), Durbin-ARIMA analysis is a method for exploring the stochastic patterns in

. a times series so that the most appropriate type of ARIMA model can be chosen.

The Durbin-ARIMA method (see Durbin, 1960) estimates an autoregressive model by lagging
the series one, two, or three months, and regressing the original series on these lags. A moving
average model is more difficuit to estimate, since in a moving average model the current obser—
vation is related to previous errors; and by definition, error is not measurable. However, the
Durbin=ARIMA method estimates a moving average model by using the residuals of the above
regression, lagging them one, two, or three months, and then regressing the original series on
these lags.

Box/Jenkins Estimate

With the IDA pragram, the most appropriate ARIMA modei-~given the above diagnors-_ lests
and the Durbin/ARIMA analysis--was calcuiated using the iterative method developet ..y Box
and Jenkins (1970).

A model was rejected if a parameter reached or exceeded 1.00 (this is statistically unac-
ceptable). Also, most models with either of the following qualities were rejected:

1) sum of moving average weights exceeds .90 (a sign of overdifferencing) (see Dagum,
1981),

2) the estimated weight of an AR or MA term, minus two standard deviations, was negative,
but the estimated weight plus two standard deviations was positive (in other words, the
weight of the term was likely to be zero).

..A model with either. of these cuauties was. accepted only it after a thorough search no better
model could be found.

in addition, simplicity was a criterion. It two alternative modeis performed equally well on
other criteria, the simpler of the two models was accepted, A model was considered to be
simpler it it had only autoregressive or only moving average parameters, but not both; it it had

102None of the models finally chosen as the best had log transformations or more than one degree of
differencing. However, such transtormations were part of the diagnostic analysis for several difficult-to-model series. Often,
. these difficuit series contained an apparent intervention. When the senes was split into- two sub-series, the model for each half
was easier to identify.
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fewer degrees of ditferencing,; if it had fewer total parameters or it it contamed serlal or
seasonal parameters, but not both.

Diagnostic Tests of Residuals

The residuals of each acceptable model were subjected to the following diagnostic tests:
1) correlogram of 50 lags (the residuals should vary randomly over time), and

2) cumulative periodogram (there should be no evidence of seasonal ﬂ'uctuation in the:
residuals).

Analysis in this report refers to the Box-Pierce statistics, which is an objective criterion tor
randomness in a set of sample autocorretations. This is also known as the Q statistic (Box and
Fierce, 1970; Nelson, 1973:115). The Box-Pierce statistic is distributed approximately -as chi~
square, with degrees of frezdom equal to the number of lags in the correlogram, minus the
number of autoregressive and/or moving average processes in the model. It is used as a
gauge of the degree of randomness in the correlogram

The cumulative periodogram is also very useful in evaluating the residuals of a model!, espe-

. cially when the series may contain seasonal fluctuation. It gives you the same sort of informa-

tion as a correlogram, but from the perspective of spectral analysis.
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Appendix 2:
Comparison of ARIMA Programs

A comparison of the results of four computer programs, all of which estimate an ARIMA
model using the methods developed by Box and Jenking (1970), was done using sgme of the
data from the Predictability Project. The analysis compared ARIMA equations generated by
MINITAB, SPSS, X-11/ARIMA, and IDA, using the same type of ARIMA modei. This appendix
summarizes the results of that comparison.

The purpose of this exercise was not to determine whether or not the class of ARIMA
model was the best possible model for the series, but rather to determine whether, given this.
model class, the equations generated by the four packages were equivalent.

At the time of the comparison, the Predictability Project had identified models for 42 time
series, and a sample ot 10 of these was used. The main criterion for selection was complexity
of ARIMA model class. Complexity was measured by the presence or absence of seasonal as
weil as serial terms, moving average as well as autoregressive parameters, and second order
as well as first order moving average and autoregressive terms. All but one ot the 10 sampied
time series display some combination of autoregressive and moving average parameters; and
half contain both serial and seasonal differencing.

Statistical packages tend to vary slightly with respect to the Box/Jenkins algorithm each
employs. This can lead to differences in the models and in the forecasts the — znerate. The
purpose of this analysis was to compare the outputs of four available Box/Jenxins programs in
order to uncover any of these equation differences. Therefore, the same class of ARIMA
mode! was entered into the Box-Jenkins routine of each program.

Differences in the Structure of Output

Each statistical package Is unique with respect to the structure of its output tables. The
output relevant to this analysis is the estimate of each term, called the Beta value. Beta values
refer to the relative forecast weights assigned to each component of a given modei class.
Confidence intervals are a test of statistical significance that take the following torm:

Beta + or - 2 standard errors of estimates
The widely accepted criterion for statistical signiticance is that both elements of the con-

fidence interval possess the same sign. If this is not the case, and the @S percent contidence
interval does include zero, then there is a reasonable possibility that the parameter either

- makes no contribution to the forecast (i.e.. the "true” Beta value is 0), or that the parameter af-

fects the forecast in the opposite direction as had been assumed (i.e., the true” Beta value has
the opposite sign of its initial estimate).
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A’nother téstf of parameter sig’niﬁcVance is the T statistic. It is equivalent to the confidence
interval, but takes a slightly difterent form:

T=Beta/Standard Error

.,ﬁ s'taﬂ‘s’tical criterion'of T>2.001is used for acceptabiity of the model.

Td

,The following tabie summarizes the differences in output of these statistics in the four

" programs:
Statistical Test Calculates Statistical
Eroaram for Beta Values Constant? Test for K?
IDA ‘ Confidence Interval Yes "None
MINITAB T Statistic Yes T statistic
SPSS T Statistic : Yes T statistic
X-11 None No None

Comparison of ARIMA Program Final Model Resuits

The Beta values and forecast results of the IDA, MINITAB, SPSS, and X-11 ARIMA
Box/Jenkins subroutines were for the most part similar. However, in two of the 10 time serles,
IDA generated a final model that was deemed statistically acceptable, based on the criterion
that no autoregressive Beta parameter exceed 1.00, while one or more of the other statistical
packages yieided a.tinal model that would have been rejected on the same criterion. Aiso, in
each of the 10 time series at least one Beta value was generated that deviated at least 10
percent from the corresponding tigure generated by IDA. In some cases, this deviation was
much farger.

- One area in which no wide discrepancy between programs was found, however, was in the
statistical tests of standard errors. There was no case in which a Beta value generated by one
program was statistically significant, but the other programs failed to find it significant.
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_Appendix 3: Best ARIMA Models by Jurisdiction, 1972 to 1983 ' , , '

.10 .21 .44

Seasonal Seasonal
Autoregressive Moving Average Autoregressive Moving Average
Estimate Estimate Estimate Estimate
L Model _ . ; ,
Jurisdicti (n.d.a) (Sp.Sd Se) Mean I Best Higl | 8 Higt I Best Hial Lo Best High
Arlinaton
‘Robbery?
i Aggravated
"Assault?
Burglary (2,;1,0)(0,1,1) -- -.76 -.58 -.40 - - -- -~ -- -- .84 .89 .94
=32 -.15 03
Larceny/Theft (0,1,1){(0,1,1) - - - .55 .68 .81 - - - .87 81 .95
Aurora
Robbery (2.,’0)(].0,0) .78 ~-.62 .45 - ~-- - .03 .15 .32 - - -
.45 -.28 12
Aggravated (0.1.13(1.0,0) ail e an 73 .82 .92 .03 .20 .37 e ed s
Assault
Burglary (3,1,0)(0,0,0) .22 -.05 12 = -- - -- -- - -= -- -
j .35 -.19 .02
.30 -.12 .05
Larceny/Theft {0.1.2)(0,1.1) -- -- -- .28 .45 .62 == =" =T

.83 .88 .94

i




’ , Seasonal ~ Seasodal o
Autoregressive ~  Moving Average Autoregressive -Moving Average
: , . Estimate Estimate Estimate . Estimate
L : " Model , o
i Cicero
| Robbery (1,0,0)(0,0,0) e  -02 .15 .32 - - TR lwm Ee T e e
| Aggravated (0,1.1)(0,0,0) - - - - .40 .54 68 - e - - - -
i Assault
ff'aurglary - (6,1,1)(0,0,0) -- -~ - -- .64 .75 .86 -- -- -- - - -
' Larceny/Thef tb v ‘
1972-1977 (2.1,0)(1,0,0) -- -.54 -.30 -.08 -- == e- .59 -.34 -.10 S
E , -.85 -.31 -.07
1978-1983 (1.0,0)(0,1,1) -- 13 .37 .61 ~-= -- - -= -~ -- .66 .80 .94
| Robbery (0,1,2)(0,0,0) -~ T e 57 .13 .89 e A T
| ' .03 .20 .37 o
| Aggravated (0.1,1)(0,1,1) -- - - .61 .73 .85 - -81 .87 .92
Assault
| Burglary ,
* 1972-1981 (0,1,1)(0,0,0) —~ - - 45 60 .15 S - e -
- 1972-1983 (0,1,2)(1,0,0) -- - e .40 .57 .74 01 .19 .37 STt
PN : 02 .19 .36
. Larceny/Theft (0,1,1)(0,1,1) -- -- - S .57 .69 .82 - - - .86 91 .96
' Robbery?
E,Aggrbvated

- Assault?

4
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{cont.)

Burglary
iLarceny/Theft

Elain

Robbery
1975-19383

Aggravated
Assault

Burglary

Larceny/Theft

Evanston
Robbery

- Aggravated
Assault.
Burglary

1972-1978

= 1978-1983

Larceny/Theft

Model

{2,0,0)(1,0,0)

(2,0,0)(0,1,1)

(1,0,0)(1,0,0)
(0,0,2)(1,0,0)

(0,1,1)(0,0,0)

(0,1.1)(0,1.1)

(0,1,1)(0,9,0)

(3.6.0)(0.1,1)

{6,1.2}(0,0,0}

(1,0,0)(0,1,1)

(0,1,1)(0,1,1)

ALmJ_LSn‘_SLSn).Mnn

46.4

Autoregressive
Estimate

Low  Best High

.24 .40 .57
.08 .20 .37

.25 .42 .58
A8 0 31 .48

: .06 .25 .44

.03 .20 .38

.03 .20 .37

Moving Average

Estimate

Seasonal
Autoregressive
Estimate

Seasonal
Movgng Average
Estimate

.51

.54

.64

1]

.76

zerof
-.28

.64

.68

.15

.38
.09

.85

.16

.81

.86

.61
.31

.94

00 1S .31

.18 20 .21

.18 .32 .45

.84 .89 .94

.1 .84 .97

.88 .92 .97



: Seasonal Seasonal
Autoregressive Moving Average Autoregressive Moving Average
: : , Estimate Estimate _Estimate ﬁstimate
Jurisdiction  {o.d.g}(Sp.Sd.Sq) Mean  Low Best Hish  Llow Best High  Low Best Hish  Low Best High
" Robbery ; (0.,0,2)(0,0,1) -~ 21.5 -- == -- -.51 -.35 -.18 -- -- -- -.39 -.22 -.05
- o . -.43 -.21 -.10 - )
 Aggravated  (0.1,1)(0,0,0) -- - e - 31 .46 .6l O T R
Assault '
Burglary : (2,0,0)(0,0,1) 144.0 .36 .81 .67 -- -~ -~ -~ -~ -~ -.44 - -.21 -.10
R .26 - .40
lLarceny/Theft (0,1.2){(0,1.,1) - -- -- - .21 .38 .85 - -- -~ .81 .87 .93
13 .30 .47
Peoriad
Robbery (1,0,0)(0,1,1) ~- 27 .43 .59 -- -- -- -- -~ -- .84 .89 .94
Aggravated {0,1,1)(2,0,0) -- -- - -- .50 - .63 .76 19 .23 .47 - .- --
Assault®’ .33 .48 .62
Burglary (0,1,2){0,1,1) - -- -~ -- A7 .34 .51 -= -- -- .82 .87 = .92
12 .29 .47 '
Larceny/Theft (1,1,0)(0,1,1) -- - -.66 -.52 -.37 -- -- -- -- -- - .79 - .85 .91
5 Robbery?
Aggravated (3,0,0)(0,0,0) 6.2 -.00 .16 .32 -- -- -- -- -- -- - == --
Assault , zerof



WL U v Y

SR
Quincy {cont.)
-Burglary

Larceny/Theft

Rockford

Robbery

Aggravated

Assault

Burglary

Larceny/Theft

Rock Island

Raobbery

Aggravated

Assault.
1972-198}
1972-1983

- Burglary

1972-1978
1979-1983

Larceny/Theft

Model

(o,l.l)(o,o.n'

(0,1.1)(2,0,0)

{2.0,0)(0,1,1)
(0,1,1)(0,1,1)

(0,1,1)(1,0,0)

(0,1,2)(0,1.1)

(0,1,1)(0,0,0)

(0,1,1)(0,0,0)
{0,1,13(0,0,1}

(0,1,2){0,0,1)

(0,1.1)(0,0,0)

(2.0.0)(0.1.1)

.14
.22

.25
.04

.31
.39

.43
.21

Autoregressive
Estimate

.48
.56

.60
.38

Moving Average

.44

.50

.59

.36

DON
Y OO

.1

.63
.60

.08
A7
.20

Estimate

.58

.63

N

.51

.46
.21

.81

.76
N

.29
.38
.43

.72

.16

.85

.66

.64
.39

.91

.87
.83

.50
.59
.66

.09
.18

Seasonal
Autoregressive
Estimate

.25
.34

.40
.50

Seasonal

Mbving Average

-.30

.83

.81

.83

-.30

-.32

.86

Estimate

-.13

.88

.87

-89

=13

-.08

.91

{p.d.9)(Sp.Sd.Sq}  Mean Low Best High Low Best High Low Best High Low Best High

.04

.93

.92

.94

.05

.16

.96



Seasonal - Seasonal

Autoregressive Moving Average k Autoregressive Moving'Average
v . , Estimate Estimate Estimate ' Estimate SRR
v L : . Model - . . | - :
. A' i | 4
‘Robbery?
' Aggravated
~ Assault?
. Burglary C{1.0,0)(0,1,1) 1.6 .23 .39 .55 U, . e 84 .90 .95
Larceny/Theft {3.1,0)(0,1.,1) -- -.82 -.66 -.50 -- - -- -- -- -~ .84 .90 .96
' R -.89 -=.51 -.33 : :
; -.54 -.37 -.20
‘ ”S . f; 1d
Robbery - (1,0,0)(1,’0,0) . 22.7 .24 .40 .56 - - -- .05 .20 .35 -= -= -
Aggravated : (2,1,0)(2,0,0) -- -.713 -.57 -.41 .- - - .04 .19 .34 - == =
Assault® : -.45 -.29 -.13 .34 .49 .65
Burglary {0,1,2)(0,0,0) -- - - e .28 .44 60 - e - —. e e
: ' .19 .35 .51
 Larceny/Theft (1,0,0)(1,1,0) -- .62 .74 .86 -- -- -- -.73 -.66 -.58 - -- -
aNot analyzed due to Iowi numbers (seé Table B). ‘
vbln Cicero, the number of ¢rimes known to the police in November 1877 was extremely low relative to other Novembers. This was true for every index crime. For Index
: “ . Jarceny/theft, there were eight in November 1977, but an average of 85in all other Novembers. The other 11 months of 1977 averaged 69. This led us to suspect the accuracy of

the November 1977 ﬁgure. but we were unable 1o obtain additional information from Department of State Police. Therefore, in the analysis in this report, 85 is used for November
SRR Ta ’ ' ; ' '
L CMA(1) p"a,rameter crossed zero in Elgin, and MA(1) was set to zero in the final model. I Ouincy, the same thing happened with the AR(2) parameter;
dpata for August 1979 are missing, and the figure for September 1978 was about twii~ ! tigh as other Septembers. This was true for every Index crime. For this analysis, one
half of the September figure was used for August and September.
‘ €Updated figures obtained from the Department of State Police.




Appendlx 4: !mputatlon of Data
in the Uniform Crime Reports

The method used in the Chicago Intervention Analysis can be considered an alternative to
the Federal Bureau of Investigation's method of estimating percent change from year to year in
situations in which a change in recording practices occurred.'93 The method of estimation
used in the Chicago Intervention Analysis differs from the method used by the FBIl in their
Unitorm Crime Reports (UCR) in two important ways. First, in the Chicago Intervention Analysis,
individuyal categories of crime are estimated, not iIndex crime aggregate totals. Second, rather
than assuming that Chicago patterns are the same as patterns in the nation as a whole, the
Chicago Intervention Analysis method uses the past experlence in the city itseit to estimate the
percent change from year to year.

Because published FBI/UCR statistics are meant to be total counts of alli crimes in the
United States, not an estimate based on statistical sampling techniques, the issue of how to es-
timate national and state totals, when certain agencies within the nation or state might not have.
reported in a given month or year, has been a problem since the UCR began more than fifty
yvears ago. Without a statistical sample, the proper estimation technique is neither automatic
nor immediately apparent.

Fortunately, the problem of incompiete reportlng has diminished over the years, as the num-
ber of reporting agencies has increased to ‘more than 90 percent (Schneider and Wiersema,
1985). However, as the analysis of reported offenses over time in the Predictability Study in-
dicated, it may be relatively common for a law enforcement jurisdiction to suddenty improve the
completeness and accuracy of its reporting of criminal offenses. When this occurs, the com-
parison of offense totals from year to year becomes problematic. This appendix reviews the
method the FBI uses to impute, or estimate, offense totais in such situations.

Estimation of UCR Data

Over the years, many large cities have had discontinuous breaks in data collection. Either
some months were not reported at all, as in New York City homicide in 1976 (Fox and Pierce,
1986), or there was a major change in data recording practices,.as in Chicago. Cities that

have had a substantial increase.in reported oftenses, due to improved data collection practices,

are the following:104

?OSWe appreciaie the assistance of Louise S. Miller in compiling information in- this section.
104g0urces: Uniform Crime Reports, 1959-1983, and Zimring and Frase (1980).
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Baltimore 1964, 1965 : 40.5%
Buffalo 1961, 1963 94 7
) Chicago 1989, 1960 71 9
Chicago . 1982, 1983 32.8
Cleveland 1963, 1964 - 63.0
Indianapolis - 1961, 1962 47.3
Kansas City, MG 1959, 1961 202.0
Las Vegas 1972, 1973 248 .0
Memphis : 1963, 1964 31 "
Memphis 1972, 1973 47.5
Miami 1963, 1964 26.6
Nashville 1962, 1963 41.7
Nashville 1974, 1975 22.3
Seattle 1972, 1973 55.1
Springfield, IL 1972, 1973 155.1
Shreveport, LA 1862, 1963 46.7
Syracuse 1963, 1964 34.5
Tucson 1973, 1974 35.6

Method Used to Estimate UCR Data

In Crime in the United States: 1983, tables 2 and 3, estimated 1982 Chicago statistics
are included in total regional, state, and national figures. However, the reported, not the es-
timated, 1982 statistics are presented in Table 5, in which Chicago is individually listed. In
Crime in the United States: 1984, the year 1983 was similarly estimated, but again, these
estimated figures were presented only in tables giving regional, state, or national totals for two
years. In other words, the FBI estimates are used only to caiculate aggregate regional, state,
or-national totals, not to describe levels of crime in Chicago, but only to describe change from
year to year in Chicago. : '

The goal of the FBI/UCR estimation (imputation) method is niot to estimate the number of of-
tenses in a given year in a given non-reporting or inaccurately reporting city, but rather to es-
timate the percent change from year to year in total national or state figures that include the
given city. The most important metive of UCR estimation is to provide data users an accurate
view of the increasing or decreasing pattern of a crime over time. The method of doing this

has changed little since UCR data colleciion began, and is described in Crime in the United
States. 1984, '

Estimates ...~ have been adjusted due to a 1983 change in reporting practices in Chicago, li-
linois, Prior procedures were -determined not-to be in accordance with established UCR
standards, and it was necessary that earller statistics for Chicago be adjusted through es-
timation procedures. Crime Index figures for that city were deducted from each year’s
United States total and revised figures were established as it no reports were received.
Those crime volumes were then reincorporated to establish new national estimates. -

: Paul Zolbe, former chief of the FBI Unitorm Crime Reporting Program, used the following ex-
- ample to clarity the estimation procedure (Zolbe, 1984). For index aggravated assault, es-
~timated 1982 data were obtained as follows:

wy

fi
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Year Nation Chicago Nation minus Chicago
1983 639,807 13,330 626,477 .
1982 650,042 8,317 641,725

Thé tigure oftficially reporfe,d by Chicago in 1982 (8,317) was replaced by an estimate of
13,654. This estimate was caiculated by the tollowing formula;

641,725
13,330 X W- 13,654

- Thus, according to this estimate, the number of Index aggravated assauits known to the police

in Chicago declined 2.4 percent bestween 1982 and 1983 (from 13,654 in 1982 {0 13,330 in
1983).

The Effect of Estimation in Chicago

The FBI's estimation procedure assumes that the 1982-1983 change in Chicago is nearly
the same as the change in the rest of the United States. The percentage change between the
1982 estimate and the 1983 number of crimes known to the police in Chicago, for each Index
crime except murder, is given below: 105

1982-1983 Percentage Change
United States
Index Crime Chicago except Chicago
Index forcible rape -0.04% +0.03%
Index robbery -8.40% -8.42%
Index aggravated assault -2.40% -2.42%
Index burglary -g.20% -9.20%
Index larceny/theft -6.00% -6.02%

Index motor vehicls }heft -5.10% -5.12%

The FBI's assumption, of course, does not take into account the possibiility that crime trends
In a city with the characteristics .of Chicago may not be the same as crime trends in the
country as a whoie. This problem has been noted by researchers such as Schneider and Wier-
sema (1985:22):

. [limputation based on crimes.Xnown to police. on other jurisdictions depends on the number
and type-of comparable agencies that submit complete reports.

The President's Commisslcn on Law Enforcement and Administration ot Justice reached the
same conclusion in 1987. The Commission's report, The Challenge of Crime in a Free
Society, reviewed the method of estimating crime totals in cases in which a city had changed
its crims reporting procedures, using Chicago and New York City as specitic examples. The
conclusion of the Commission was the following:

105gecause Index murder figures were assumed to be accurate, the FBI did not estimate them.
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This system is perhaps as good as can be devised. It is obviously very hard, however, to
estimate how much crime would have been reported in a major city in the year prior to that
in which the system of reporting was changed, and even hardar to say what the crime rate
was five years earlier.. .. The real question is not the method of estimation, but -whether the
_yardstick at the present time is {00 changeable to alit ~ significant trend comparisons to be
made at the national level. '

In this report (see "Estimated Actual Change in Robbery and Assault” page 1398), a method
that does not depend on this yardstick assumption is used to estimate change in Index robbery
and Index dggravated assault in Chicago. These estimates for individual types of crime were
quite ditferent from the estimates made by the FBI,

.‘b,..l‘ll/iggis Criminal Justice Information Authority . . .. ... ... R
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