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. Abstract 

There has been considerable activity over the past few years in 

the developinent and testing of vehiGle printers and two-way data 

terminals for use in law enforcement connnunications. Although the 

mobile voice-radio channel has an audio bandwidth similar to that of 

the voice telephone network, for which reliable data transmission rates 

up to 10;000 words per minute are now routine, i~ has' proved to be a 

pluch poorer channel for digital transmission, and many tests have 

experienced high error probabilities even at data rates corresponding 

to only 100-300 words per minute--substantially voice rate. 

This report presents the results of a one-year technical study of 

digital data transmission over land.:.mobile radio channels. Much of 

the report is devoted to description and analysis of the two major 

problems of the radio channel--multi-path fading and ambient impulsive 

noise--and their relative effects on error rates for various types of 

data. modulation. It is concluded that multi-path fading is the dominant 

limitation, and that both space and frequency diversity transmission 

shoUld be investigated as means of combating its effects and improving 

the reliability of high-speed data transmission. A data rate of 

2,000-2,400 words per minute is suggested as a reasonable goal for 

law enforcement digital communications, both to speed up call-res.p0nse. 

cycles and increase channel capacity as compared to voice transmission. 

other topics discussed are coding for error detection and correction, 

ope:t'ational and spectrum utilization issues, the role of portables in a 

dig:L tal world, and economic factors. Several appendiaes contain infor­

mation and '1{ie't'IPoints gained in discussions with equipment manufacturers 

and police departments, and a glossary of terms. 
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CHAPl'ER 1 

INTRODUCTION 

The rapid progress over the past ten years in computerized data 

bases and in direct, on-line man~computer "conversations" to access these 

data bases bas opened new horizons in law enforcement. The value of being 

able to quickly check if an auto registrat'ion is "hot", if a suspect is on 

a wanted list, or if an item is on a list of stolen articles, and so forth, 

is attested to by the growing use of the interconnected local, regional and 

national law enforcement information systems • 

. To date, this rapid direct access to data bases has developed around 

"land-line" technology and thus bas been restricted to fixed terminals with 

~ired connections to the computer(s). Despite the greatly improved inquiry 

response time that has been attained by placing computer terminals at the 

< radio dispatcher's elbow, a mobile unit must still 'state its inquiry to the 

dispatcher by voice radio, and receive his response by the same means. There 
~; .' 

obviously could be further reduction in response time, plus considerable 

redUction in air time and dispatcher load, if' mobile units were able to 

connnunicate directly '\.;lith the data base by high-speed digital radio trans-

mission, bypassing the voice conversation with the dispatcher. Some trials 

. of this concept are already underway. 

Digital radio connnunication is also attractive for other reasons. 

Perhaps the most widely publicized experiments over the pa.st few years have 

~ been' with mobile printers that provide a hard copy printout of dispatcher­

generated messages to the mobile unit, be they base-station initiated dis­

patches or re~ponses to mobile inquiries. Some departments have felt that 
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." the hard copy printout of all messages represents an important gain, even 

if'thedispatcher must key in all messages. Advantages cit'ed are the hard-

copy record itself, the security aspect (the greatly increased difficulty 

of channel monitoring and the fact that a.t the 'Vehicle messages cannot be 

heard by suspects within earshot of the radio or external speaker), and 

the unattended receipt of messages. However, there are some problems when 

printers are used for all communications. The main problem is that the 

patrolman in a one-man car cannot safely read a received message wldle he 

is driving. others have cited the fact that in digital systems, each 

printer message is usually addressed only to the one vehicle for which it 

is intended, whereas voice communication can be heard by all units on the 

channel. While some feel that this improves operations by eliminating 

"message sorting" by the mobile units, others feel that this "private" 

conullunication between a dispatcher and each of his units loses something 

in general ai-1areness of all units on duty as to i.hat is going on. Thus it 

might be said that printers represent an important new technology whose 

proper role in law enforcement communications remains to be worked out in 

the future. 

Another potential advanii:;age of digital transmission is its great 

speed compared to voice transmission, which can permit much more information 

to flow over the same channel bandwidth, greatly reducing spectrum congestion 

For eXample ,a data rate of 2400b:Lts per second, which seem's feasible over 

a voice-bandwidth channel, represents a 16-fold improvemertt over voice rate 

(150 words per minute), which corresponds to 150 bits per second when trans­

mitted in coded-character form. The reason that the word poten1iial j.s 

emphasized above is that present printers operate at 100-1.50 "lords per 
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minute, substantially no different than voice rate. Although the use of' 

digital message addressing and acknO'l'lledgement procedures in printer systems 

ha:s significantly reduced .channel overhead (compared to voice procedures), 

the messages themselves are ::ltill going at voice rate, and only part of the 

potential of digital communication for relief of channel and spectrum con-

gestiqnhas yet been realized. 

This brings us to the main topic of this report--the technology of 

digital communication over mobile radio channels. The particular problem 

which underlies all else is the question of digital errors, brought on by 

the fact that radio fading and noise conditions that are perhaps merely 

irritating in voice transmission can cause data errors in digital trans-

mission. The reason for this is :that noise spikes can look just like data 

~its to the receiving eqUipment (or mask them), and Signal losses of only a 

small fraction of a second (due to fading) that are unnoticeable in voice 

reception can cause missing data bits. These sources of error cannot be 

completelyeliminateq, and actually, an occasional error is not disastrous 

since mesBages can be cheCked for errors and retransmissions requested as 

necessary. The real questions are: what is an acceptable error rate, 

~... under what conditions can it be obtained, and what are the. possibilities 

for improved digital tran~mission over what is possible today? 

Chapter 2 of this research report analyzes the mobile radio communi-

cation medium to determine the effects ofmobil.e radio signaJ" propagat,ion 
->, .... 

and random noise on <ligital communication. The aPJ?roach is technical and 

mathematical; but the results are stated in general form in the chapter 

summary. Chapter. 3 d:i,scusses the other side of the communication .coin-.­

the econonrl,c" and operational aspects of such a new d:i,gitalmobile cOmmuni-
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cation system. Chapter 4 builds upon the understanding gained in Chapters 

. 2 and 3, to pr!"!sent specific methods for achieving rapid,reliable 'digital 

mopileradio communication. 'Particular topics discussed are the problem 

.. of lirik discipline in map.y-to-one digital systems operating on a. common 

• channel, the possibilities for use of diversity reception techniques to 

., reduce or eliminate channel fading and thereby improve the channel for 

digital transmission, and the tradeoffs between simple error~detection 

coding and more complex error-correction coding for improvement of channel 

efficiency in terms of net throughput of correct messages. 

Appendix A discusses one additional technical topic-~the minimum 

digital data rate and maximum error rate for acceptable transmission of 

voice in digitized form. The required rate turns out to be 30,000 bits per 

second, considerably greater than the data rates of 100-2500 bits per second 

discussed for digital radio channels. 

During the course of the project, a number of visits were made to 

mobile radio equipment manufacturers to discuss their present activities 
" 

and future plans in digital transmission. Also, visits were made to several 

police departments to discuss their present operations, future plans, and 

the role that they foresaw for digital communications. These various visits 

are reported in Appendices B, C, and D. A brief glossary of terms used in 

the report is given in Appendix E. 

The general summary and conclusions from the study are given in 

Chapter 5. 
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CHAPrER2 

THE MOBILE RADIO CHANNEL 

The mobile radio commuriication medium is the VHF/UHF electromag-

netic spectrum, with present bands from 25-50'Mliz(VHF low-band), 144-174 

MHz (VHF high:"band), and 450-470 MHz (UHF band). In 1971, the FCC added a 

fourth band from' '806-947 MHz (re-allocated from UHF-TV and Governlnent 

services), but actual use of this new band is still at least a year or more, 

off because of the time required to develop and produce new equipment, and 

the continuing study by the FCC (Docket 18262) as to how this new 900~MHz 

band will be used. The FCC also in 1971 granted permission for mobile 

users in the top 10 urban areas to share the bottom 7 UHF-TV channels 

(470 to' 512 MHz) on a not-to-interfere basis. These frequencies are con-

tiguous to the present UHF band and may be lumped' with it for purposes of 

this discussion. 

Each of the four mobile bands represents a unique combination of 

propagation and noise problems--for instance, the lower bands are more sub-

ject to impulsive noise interference from vehicle ignition. systems and other 

man-made sources while the higher 'bands have more difficulty with multipath 

propaga't;ion effects and thermal (Gaussian) noise. All bands experience 

shadow falling, but the effects differ with frequency. 

In this chapter we consider the propertie~ of the mobile radio 

_~ channel as it effects digital signals transmitted over it. lJ!J.:1e two primary 

effects are amplitude variations caused by propaga.tion anomalies, and addi-

tive noises Both of these dynamically effect the signal-to-noi~e ratio (SNB) 

at the receiver and thus the quality of transmi.ssion, which for digital 

transmissi,on may be characterized by the probability of errors .• 

I"~ 
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In Section A we discuss both shadow and multipath fading, in mobile 

signal propagation, carefully distinguishing between the t",O. Multi-

path ~ropagation is analyzed in some detail from two points of view--time 

" domain (pulse lIechoes") and frequency domain (superposing sinusoids )--and 

it is shown that the Rayleigh probability density is a suitable model for 

multipath amplitude fading. However, frequency selective fading and direct 

transmitter radiation are noted as exceptions to the general Rayleigh dis-

tribution. Finally, the Doppler frequency shift is examined, and it is 

shown that for land-mobile vehicle speeds the shift is so small that it may 

usually be neglected. '~ 

Section B discusses noise. The well-known Gaussian model for ran-

dom noise is discussed briefly, but most of the section is devoted to im-

pulsive noise; both the measurements that have been reported and the models 

that have been developed to describe it. The results of Sections A and B 

are used in Section C to calculate error probabilities for combined fading 

and noise. Section D summarizes some general observations about fading and 

noise effects on digital transmission • 

. A. Propagation Effects 

In this section, the emphasis is on base-to-mobile propagation. 

* Note however that by the general reci~rocity theorem as applied to mobile 

radio communication, the transmission characterist ics from base-to-mobile 

are the same as the characteristics from mobile-to-base, 1. e., the same 

propagation mechanisms (shadowing, multipath, Doppler shift) work both ways. 

*Ramo,Whinnery, Van Duzer: Fields and ''laves in Communication Electronics, 
. (Wiley, New York, 1967) page 587. 
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1. Shadow fading 

The major identifying characteristic of IIshadow fading!! is a more-

or-less uniform reduction in signal over an area whose dimensions are many 

tens of wavelengths. Wavelength of course depends on signal frequency, and 

in the mobile bands,varies from 1.05 feet at 950 MHz to 37.6 feet at 25 MHz. 

The shielding or attenuation which causes shado.l fading may be due, for 

instance, to large buildings in urban areas or geographical features in 

rural areas. 

A second characteristic of shadow fading is that all Signals 'vithin 

'.l.ija given mobile band are usually "shadovled" together. This is because the 

; shielding effects of metal-frame buildings or the attenuation of obstructing 

geographical features change so slowly with frequency that Signals over- the 

relatively narrOVl range of anyone mobile radio band are all similarly 

reduced by shadowing. From one band to another, though, the shadowing 

effect may differ significantly. For example, metal-frame structures can 

only shadow signals whose wavelengths are larger than or comparable to the 

spacing of the structural members, and a building with large glass windovls 

of, say, six-foot dimensions .may effectively shield out low-band Signals 

(wavelength = 35 feet) but pass 950-MHz Signals (wavelength = 1 foot). In 

general, high frequency (short wavelength) signals provide better penetra-

tion and more complete coverage in the presence of structural shadowing. 

The variation in shadowing effecttveness of gentle geographical 

features can also vary from band to band. High-frequency signals tend to 

.. ~... follow line-of-sight paths and pass over the shadowed area, while low fre­

quency-signals "fill in" and provide better area coverage around gentle 

geographical variations. 

-7-



A third characte:r:istic of shadow fading is that it is,non-statistical 

in nature (as opposed tomultipathfading, which is probabilistic in nature). 

From the physical processes which cause shadow fading, it is ~uite clear that 
. ' 

shadovled areas are permanently determined by local geography and structures 

. and that those shadowed, (i.eo, "low-signal") areas caIl be uniquely located 

and identified •. It is then clear that statistical m~asures are unnecessary, 

for the description of shadow fading situations, or in the design of mobile 

systems which will operate in the presence of shadow fading. 

2. Multipath propagation 

Multipath propagation exists whenever radio signals arrive at a 

receiver via multiple, presumably distinguishable, paths. In the multi-

path geomet:vy of Fig. 1, for instance, the received signal is a superposj.-

tion of three versions of the transmitted signal, one "direct" signal 

TRANSMITTER 

JL 

RECEIVER 

A r t ~ECHO 2 
\ ·ECHOI . 

DIRECT SIGNAL 

Fig. 1 Simple multipath propagation geometry showing 
a direct signal and two echoes. 
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and t~o reflected, delayed signals. The relative attenUations of these three 

versions depend on the particular circumstances. If the transmitted signal 

were a short pulse the receiver output would contain a "direct" pulse signal 

. plus two muJ.tipath "echoesHas shown. 

The simple geometry of Fig~ l may not seem very realistic, but 

actual pulse measUrements that have been reported for such complicated 

propagation environments as Manhattan,l the Chicago 100p,2 and the San 

Francisco financial district3 show the same type of delayed, attenuated 

echoes as maybe predicted from our simplified multipathmodel (see Fig •. 2). 

'/ij In practice the path delays and path attenuations vary randomly with mobile 

.. ~ 

position and thus have to be described by their joint probability densities. 

Note also that relative tXffie delays of more than ten·microseconds beyond the 

direct signal are very rare so that the maximum multipath time delay may be 

safely taken as 10 microseconds, corresponding to a maximum path-length 

difference of 3 km. 

The frequency domain description of multipath propagation is based 

on the probabilistic superposition of several independent sinusoidal carriers 

of the same frequency, but with random amplitudes (individual path attenua­

tions) and random phase (path delays). Lord Rayleigh 4 in 1880 analyzed the 

limiting case of an infinite number of randomly phased, equal-amplitude 

(infinitesimal) sinusoidal signals. Although the RayJeigh probability 

. density is very cOilven~ent for calculations, the assumption of an infinite 

number of signal components might seem to rule it out for mobile radio 

propagation. However, it turns out to be a good model, as will be described. 

In 1946, Slack5 analyzed the more realistic (and more difficult) 

cases of up to seven equal-amplitude, randomJ.y phased sinusoids and her 

resulting amplitude. densities for ~=2 through N-7are replotted in Fig.. 3. 

~9-
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The corresponding Rayleigh density, whose mean has been adj'Q.stedtoequal 

the N=7 case, is also plotted and it is seen that the N=7 curve isa close 

approximation to the Rayleigh density 1'or all values 01' the resultant ,. and 

that even the N=3 curve varies linearly with the resultant (ju:;;t,like a 

Rayleigh density) 1'or small values 01' the resultant. From t.his we conclude 

that· even 1'or a small number (N=3 to 7) 01' combining equal-amplitude sinu-

soids, the ensemble 01' resultant amplitudes is closely approximated by the 

Rayleigh distribubion. 

';rhe "equal-amplitude" assumption also does not seem to be an issue 

in the use 01' the Rayleigh model. A number 01' recent authors7,8,9 have 

experimentally measured carrier amplitude variations in the mobile bands 

over a wide range of' mean carrier amplitudes and 1'ound that these' experi- . r 

mental means can be closely modeled by the Rayleigh distribution. Thus the 

1'requent re1'erences to the ideal (and mathematically tractable) Rayleigh 

statistic 1'or carrier . amplitude 1'ading seem justi.f'ied, even though the 

assumptions 01' equal compon~nt amplitudes and an in1'inite number 01' inde­

pendent components which lead to the Rayleigh statistic obviously are not 

often satis1'ied. 

One 1'ailure of the Rayleigh amplitude statistic is its inability 

to account- 1'or 1'Tequency distortion in multipath propagation. Schwartz
lO 

has 

shown that .signalswhose bandwidth, B (Hert z), satis1'y the relation 

131 > 10 

:where T is the maximum di1'1'erential multipath time delay (seconds), have 

the property that the amplitude statistics 01' widely separated .1'requencies 

within B are independent. This condition is called "1'requency selective 

fading". As previously stated, the pulse measureDl.ents' .in typical urban 

-12-
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enviroiull.ents indicate a "worst case" time delay of' 10 microseconds f'or urban 

multipathpropagation. . If' it is desired to insure independent f'ading of' two 

signals (for example, for frequency diversity reception), the necessary 

. f'requencyseparation may then be calculated as: 

~ f > 10,! = 10 = 1 MHz (for independent fading) 
T 10 l1sec 

Schwartz's results also show that if', instead, 

BT < 0.1 

.' ~. then the statistics of' the f'requency components of' the signal are cl(lsely 

correlated and the amplitude of' the otherwise undistorled signal will be 

Rayleigh-distributed. This is called "f'lat" or "non-selective" fading. 

Using this relation and the lO-psec delay figure, the bandwidth over which 

there should be no f'requency-dependent multipath effects is about equal to 

the normal channel bandwidth: 

B <: 0.1 ~ = 0.1 = 10 kHz (non-selective fading) 
10 l1sec 

Besides the fact that it does not account f'or f'requency selective 

distortion, the Rayleigh model apparently is not always accurate at very 

low amplitudes relative to the median. This is illustrated by experimental 

measurements that lli~ve been reported, which are plotted in Fig. 4. The' 

11.2-GHz measurements are seen to f'all right on the Raylejgh curve, whereas 

the 836-MHz and 150;..MHz points are respectively higher and lower. One 

reason for the measured deviations from Rayleigh at 150 MHz might be that 

the measurements, included some shadow fading, effects, which would tend to 

decrease the signalampli tudes. The 8 36-MHz measurements, bnthe other hand, 

might have included a weak direct signal component, d1stortingthe measure­

ment upward~ This ~secbhd~poSs'ibility '(direct component plus a Rayleigh­

distributed component of' random. phase) ha s been examined analytically by 

. ;..13-
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al,ll whose resulting probability distributions are shown in 

Fig. 5. In Fig. 5, the parameter K is the ratio of the power in the random 

component relative to that in the constant component, in dB. The analysis 

shows that the Rayleigh distribution in unaffected so long as the average 

~power in the random (Rayleigh) components is greater than the total power 

in. the direct component, but that the distribution rapidly becomes non-

Ra.y~eighfor K ~essthan 0 dB (equal power). 

To sum up this section on multipath propagation, multipath propa­

gation can manifest itself as d~layed, attenuated echoes (time domain) or 

j.;:, amplitude fading (frequency domain). In can also be concluded that for 

mobi~e radio carrier fading due to multipath propagation, the Rayleigh 

distribution is a sini:ple and accurat,e statistical model for amp~itudes 

within approximately 20 dB of the signal mean. In contrast with shadow 

fading, multipath fading is a random phenomenon which is not limited to 

specific ~ocations. Multipath fading is also short-term: the signal level 

may not remain faded over distances much greater than a half-wavelength 

(rather than tens of wavelengths as in shaqow fading) and, as we have seen 

for frequency-selective distortion, the statistica~ variations of multi path 

amplitudes within a narrow frequency band may be as different as shadow 

fading's effect from one band to another. 

3. Doppler shift 

Radio signals to and from .mobiles are'affected, as one would 

ex.pect, by the fact that the mobiles II$.y be in motion, causing a Doppler 

... ~.~. 1;requency shift or random frequency moduJ~ation. The shift. maybe upward 

ordo'WIlward. in frequency, depending on the direction of motion, and in 

magnitude is equal to 

~ I~fl = f vic o . 
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whe:re fois,the unshif'ted frequency (Hertz), y is the re~ativ'0 radial speed 

.' between transmitter and receiver (meters per second), and c is the radio 

propagation velocity in air (3 x 108 meters per second). Assuming 100 miles 

p~r hourasa wors~-case radial speed for the land-mobile service, the 

corresponding Doppler shift at 450 Mgz is onJ.y 67 Hz, considerably less than 

the ;frequency tolerances for state-of-the-art (1972) mobile radio oscillators 

which ,are standardly.0.0005 percent or, at additional expense, 0.0002 percent. 

The iatter of these corresponds to a possible maximum frequency variation at 

450 MHz of: 

Ib.fl < (450 MHz) (0.0002%) = 900 hertz. 

An interesting :property of Doppler shift is that it is independent of signal 

power. Due to its small absolute effect, however, it will be ignored 

hereafter. 

B. Channel Noise 

1. Gaussian noise 

A number of authors have made detailed analyses of Gaussian noise 

and its effect on digital transmission for several forms of digital modula-

tion. The analysis of Gaussian rather than some other distribution of noise ? 

;~ is justified both by the Central Limit Theorem, which asserts that the sum 

.. ~. 

of a large number of noise samples tends toward a Gaussian noise distribu-

tion,and by info:qnation theoretic channel capa.cityarguments which state 

that Gaussian noise is a "worst possible" noise in the sense that the 

Gaussian channel capacity is less than the channel capacity for any other 

. noise distribution of equal noise power. Additive Gaussian noise has the 

. further advantages for analysis purposes that (1) signals and additive 

noise may be separately analyzed (superposition) in linea,r systems, and 

-17~ 
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(2) Gaussian noise remains Gaussianly distributed after passing through a 

linear system. 

A ty:pical result for three types of digital modulation, frequency-

shift keying (FSK), phase-shift keying (PSK), and differential phase-shift 

keying (DPSK), is.shown in Fig. 6 (from Schwartz, Bennett, and Stein, 1966, 

page 299)10. These error probabilities are appealing in their simplicity 

and they have been used to rank digital modulations according to error 

probability, but several cautions should be borne in mind: 

(1) The error curves of Fig. 6 are only valid for Gaussian noise; 

other types of noise such as co-channel interference,te1e-

phone switching noise, or vehicle ignition nOise, which have 

decidedly non-Gaussian distributions may have quite differ-

ent error characteristics. 

(2) In Fig. 6, the signal-to-noise power ratio is assumed to be 

constant. For cases in which the signal is randomly fading, 

an integration over the power probability density is 

necessary to arrive at the new average error probability 

(see below). 

(3) The overall system is assumed to be linear. Nonlinear 

systems, especially bandwidth exchange systems, -will 

distort the error distribution. 

The special case of Rayleigh-fadlng' signals in Gaussian noise 
". , ~. 

(it.em 2 above) has peen examined by Stein ( ref. 10, p. 408) and his results 

are shown in Fig. 7. Comparison with Fig. 6 shows that the error probabili-

ties are greatly increased over the non-fading case for a given signal;.,to­

noise ratio. Ther.elative ~nking of "the three,ty;pes of'; digital modulation 

remflins the same, however. 

-18-
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2. Impulsive noise 

Despite the tractability and general validity of the Gaussian model 

,for certain kinds of noise, as discussed above, the class of noise called 

"impulsive" is so different from Gaussian 'noise that the GaUssian probability 

distribution model cannot be used to predict its effect on communication per-

_ formance (in our case, digital error probability). Impulsive noise includes 

such man-made noises as po-wer-line corona, vehicle ignition ra.diation, arc 

, -welders, and po-wer s-wi tching, and naturally occurring atmospheric noise. 

The reason for the inaccuracy of the Gaussian model -when impulsive noise is 

present is almost ·common sense: only rarely does a zero-mean Gaussian random 

variable have a very large amplitude relative to the square root of its vari-

ance,.but an impulsive noise is expected to have large amplitudes. For equal 

noise po-wers (i.e., for the same mean square amplitudes), Gaussian and impul-

sive noise random variables have very different probability densities, as 

sho-wn in Fig. 8. Impulsive noise is especially important to digital communi-

cation because the probability of digital error for signals in impulsive 

noise is larger than the probability of error in Gaussian noise of equal 

noise po-wer. In 'order to sho-w this analytically, ho-wever, it is first 

n~cessary to discuss experimental measurements of impulsive noise and the 

models that have been developed to describe it. 

a. Urban noise measurements 

Impulsive noise appears to be the, predominant noise in urban and 

suburban areas. As sho-wn in Fig. 9, man-made noises mask the -weaker Gaussian 

* thermal noise at frequencies belo-w 500 MHz (suburban) or 2 GHz (urban). It 

is also interesting to note that naturally occurring atmospheric radio noise 

* A private communication from Motorola indicates that the man-made back-
ground noise in Ne-w York City is as high as 50 uvolts per meter. 
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animp~sive noise) 'exceeds the,backgroUnd'levelo£ Gaussian noise 
, . . •.•. ' • ~.. ~ I '" -'... " 

. . . . 

'below 30 MHz ~ " 

To llse digital error probabilities in the design of a mobile radio 

transmission system it is necessary to determine the existing noise power 

y levels and to specify signal powers which will result in acceptably low 

error probabilities. Rule of thumb handbook estimates such as in Fig. 9 

, could be used, but a more extensive analysis of ambient man~ffi?de noise in 

the range 200-500 MHz has been made by E.N. Skomal21 whose summary is re-

produced in Fig. 10. He has tabulated the average ambient noise power 

(that is, its mean square amplitude) into a matched dipole, using units of 

dBm" (.£eci~els relative to one ~illiwatt) which simplifies the issue of units 

and permits a quick calculation of the mean signal-to-noise ratio for error 

prediction. 

b. Ignition noise 

Being especially interested in mobile communication, we should also 

consider in detail the contribution of vehicle ignition interference to the 

ambient urban noise. The ignition spark of an automobile engine is a very 

short surge of high current (about 4 nanoseconds at 200 amperes)23 which 

contains significant frequency components throllgh the UHF range • Figure 11 

shows that the magnitudes of the power spectral maxima of a rectangular 

pulse (at f = 0, 3/T2, 5/2T, ••• ) decrease as f-2 or at -'20 dB/decade. It 

is reassuring to note that the handbook curves for urban and suburban man­

made noise of Fig. 9 decrease at -23 dB/decade, supporting the claim that 

man-made noise is indeed impulsive. 

In order to measure the amount of radiated ignition nOise, detailed 

meas~rement procedures have been established by the, SAE24 and the IEEE25. 
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From several sources, Mccoy22 has assembled measurements of urban radio noise 

* and rescaled them to dBm/kHz, as in Fig. 12. It is not clear that ignition 

noise was the only noise component present in these measurements, however it 

. prcbably was the predominant one. Assuming this to be the case, the curious 

shape of those curves may be due to both resonances in'the vehicle's body 

and chassis wiring (a frequency-selective system response') and/or to power 

spectral variations in the short ignition pulse (non-White driving input). 

For example, the noise minimum at 400 MHz implies an ignition pulse duration 

, of 1/400 MHz = 2.5 nanoseconds, which is close to Schildknecht's cited value 

of 4 nanoseconds. 

These peak noise measurements (i.e., the maximum instantaneous 

noise power) are considerably higher than Skomal f s ambient levels. However, 

the peak power of an -impulsive noise distribution may be 40 dB above its 

mean power (see Fig. 13). If this is taken into account, these ignition 

measurements are comparable to the ambient level of urban man-made noise. 

3. Impulsive noise models 

The statistical analysiS of impulsive noise has grown from two 

starting points and the two resulting models, although similar, are not 

identical. The first model, the "telephone" model, was developed at the 

Bell Telephone Laboratories12 to describe the amplitude probability distri­

bution (APD) of impulsive telephone switching noise. Only the amplitude 

distribution is important in digital transmission. because the time spacing 

between telephone noise pulses is much greater than modem tone periods so 

the "phase" of the noise was assumed to be uniformly distributed between 

o and 2 1T; similar arguments apply to digital mobile radio communication 

* .. 
dBm/kHz = 74.5 + 20 10glO E(pV/m) - 20 10glO f MHz 
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ahd.man-made radio noise. The telephone model is a two-parameter hyperbolic' 

,density function whose parameters can be adjusted to the average power and 

"impulsiveness" of an observed noise :sample. 

The second model; the "atmospheric" model, was develo1?ed at the 

. National Bureau of Standards13 to describe the amplitude distribution of 

radio noisE! "crashes" (e.g., lightning) which interfere with ionospheric 

radio conmlUnication. This model is also a two-parameter model, but it is 

a "power Rayleigh" model, so-called because the Rayleigh distribution may 

be obtained by a particular choice of' model parameters (k = E( x ), a = 2). o 

Both the telephone and atmospheric models are summarized in Table I. 

The derived pal~meter Vd in Table 1 is, admittedly, unmotivated, but it is 

suggested as a convenient measure of the "impulsiveness il of a noise distri-

bution. It is also independent of the average norse power of the.distribu-

.ti.on. The reverse problem is: given Vd, calculate a and m. Typical 

values are given in Table 2. 

Bruckert and sangster14 fitted the telephone model to man-made 

noise measurements at 150 and 450 MHz and obtained the following parameter 

values: 

Frequency Band Parameter Value 

150 MHz m 2.481 
h 1~81 p.volt 

450 MHz m 4.004 
h 2.62 pvolt 

The parameter Vd cannot be calculated for the 150-MHz values above because 

m is less than 3. However Vd and E(x2) can be calculated for the 450-MHz 

valuc:ls and are 6 dB and -98.6 dBm, respectively. 
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Amplitude distribution, 

(APD), Prob (y ~ x) = 

Amplitude density 

f (x) 

First moment,* E(x) = 

Second moment, 

Table 1 

Impulsive Noise Models 

Atmospheric Model 

a 
exp [_ (x) ] 

K 

a 
exp [- (~) ] 

Kl' (I + l/a) 

E(X
2

" average power = K
2
r{1 + 2/a) 

* r (x) 

= 

db 

10 log [~ (1+2/a>] 
10 r2 (l+l/a)J 

is the gomma function =.1 00 

o 

';'r x-l 
e r dr. 
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Telephone Model 
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m-l h m 
h (x+h) 
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Table 2 

IIImprusiveness" Model Parameters 

Vd, dB. Telephone {m} Atmospheric 

0. undefined infinite 

2 Undefined 1.262]. 

3 infinite 1.0.0.24 

4 6.90.72 0..7440 

6 4.0.10.2 0..5866 

8 3.4674 0..4874 

10. 3.2560. 0..3880. 

12 3.1541 0.·3532 

14 3.0.986 0..3064. 

16 3·0.935 0..2793 

18 3.0885-- 0..2554 

20. 3.0.834 0..2361 

infinity 3.0000 0..0.000 

, ..... 

(a) --

iJo.-; 



Figure 13 shows measurements for atmospheric and nian-made noise 

taken from Matheson. 54 The values of Vd have been calculated as 16 dB and 

14 'dB, , respectively, and are shown on the curves. The similar shapes of 

these distributions and the nearly equal values of Vd indicate that atmos-

pheric and man-made noises are similarly distributed "impulsive" noises. 

The choice between the atmospneri'cor telephone APD models for 

man-made UHF/VHF radio noise is a matter of modeling judgement; it is less 

important to dwell on their differences than to note their similarity as 

contrasted" with the Gaussian noise distribution (see Fig. 14) and to realize 

that either model may adequately describe man-made impulsive noise distribu-

tions for digital error calculations. In this research report the atmos-

pheric model will be emphasized due to the larger body of literature which 

deals with the atmospheric model. Also, the nominal value of 6 dB will 

usually be assumed for Vd but, when possible, comparisons will be made with 

the telephone model and/or with Vd = 16 dB to test slightly different degrees 

of "impulsiveness". 

C. Calculation of Error Probabilities 

The calculation of error probabilities for binary-encoded signals 

in the presence of noise is not a difficult process if one uses the simple 

geometrical techniques of G. Franklin l-iontgomery .18 His fluctuation noise 

is simply zero-mean Gaussian noise, leading to the error curves of Fig. 15 
, * which should be compared with the similar curves of Fig. 6. But these same 

techniques are also valid for any non-Gau~s~an noise amplitude statistic and 

several authors15,16,17 have indeed calculated binary error probabilities 

for various digital modulations in impulsive noise (usitlg the atmospheric 

modeJ.) for both fading and, non-fading signals as shown below. 

* On page 19. 
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Modulation Fading? Non-Fading? Vd,! dB Rei'erence 

PSK "' 6 15, 17 yes yes 
~. '. 

6 
.'~ 

DPSK , yes yes 17 
~ , 

16 FSK " " yes no 1 to 10 
" 

To complete these results i'or all three modulations, the simple , 

case oi' an FSK signal (both i'ading and non-i'ading) in impulsive noise has 

been evaluated by.the author. Its explicit solution allows us to compare 

the atmospheric and telephone models with respec~ to error predictions and 

to investigate the relative ei'i'ects oi', "impulsiveness II (as measured by Vd) 

and Rayleigh signal i'ading on error probability. 

Montgomery states18 that no error can occur in FSK modulation so 

long as the signal amplitude exceeds the noise, but that errors will occur 

with probability 1/2 whenever the noise amplitude exceeds the signal. 

Adopting Montgomery's notation: 

FSK non-i'ading 

signal amplitude (constant) 

signal power (constant) 

instantaneous noise amplitude 

instantaneous noise power 

average noise power = E(N2) 

F(N') probability N ~ N' (noise APD oi' Table 1) 

Pe probability oi' binary error 

"". Using this notation., the expressions i'or P (S ) and SNR are shown on the e 0 

next page: 
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These values of P are plotted against SNR in Fig. 16 for both the telephone e 

and atmospheric models (Vd = 6 dB, m = 4.0102, a = 0.5866 from Table 2, and 

in Fig. 17, for Vd = 16 dB (m = 3.0935, a = 0.2793) • 
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For the FSK Rayleigh fading case, it was necessary to numerically integrate 

to obtain the error curves of Fig. 18 (Vd = 6 dB) and Fig. 19 (Vd = 16 dB). 

Conda's curve for fading FSK signals in impulsive noise (Vd = 6 dB) is also 

plotted in Fig. 18 for comparison. 

J.H. Halton and A.D. spaulding20 have also performed similar fading 

and non-fading calculations for both FSK and DPSK modulations using the 

atmospheric model (Vd = 6 dB) and their results are replotted in Fig. 20 

(non-fading) and in Fig. 21 (fading) • 

D. Summary 

From Figs. 16 through 21 it is possible to recognize some general 

characteristics of digital error probabilities: 

(1) in the absence of Rayleigh fading, the signal-to-noise ratio 

(SNR) required for a "low" binary error probability (in the 

range of 10-4 to 10-5) is about 20 dB greater for impulsive 

noise than it is for an equal Gaussian noise power (see 

Figs. 16 .and 17); 

(2) in the presence of Rayleigh fading, the error probability 

curve for Gaussian noise shifts so as to require as much 

as a 30-dB increase in SNR compared to a much smaller 

increase (about 10 dB) for impulsive noise; and the two 

binary error probability curves become almost identical (see 

Figs. 18 and 19); 

(3) the error performances predicted by either the atmospheric 

or telephone models for impulsive noise are so similar (at 

least for FSK modulation) that there is little incentive to 

determine which is the "better" model of impulsive noise 
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(see Figs. 16 and 17); 

(4) the FSKerror probabilities for impulsive noise do not seem 

to be affected by an increase in "impulsiveness", Vd, from 

6 dB to 16 dB, apparently being more sensitive to this type 

of nOise distribution per ~ than to the relative degree of 

, .. lIimpulsi veness II (~ompare Figs. 16 and 17);· 

(5) whenever there is fading, a mean signal-to-noise ratio of 

at least 40 dB is necessary to obtain "low" probabilities 

(10-4 to 10-5), compared to a SNR of 30 dB in the impulsive, 

non-fading case and of only 10 dB in the Gaussian, non-

fading case (see Figs. 16 and 18, 20 ~nd 21). 

(6) thus if fading could be effectively eliminated by some form 

of diversity (see Chapter IV), a reduction of 10 dB in 

required SNR could be achieved, or better error performance 

could be achieved at the same SNR. 
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CHAPI'ER 3 

EXTERNAL FACTORS 

This chapter brings together a few of the non-technical factors 

that affect the design of digital mobile radio systems. Economic factors are 

considered first~ then the question of spectrum utilization, and finally t~e 

characteristics of conventional voice liM equipment for digital use are 

discussed. Each of these factors will indirectly affect the technical 

designs of Chapter 4. 

A. Economic Factors 

. , The economic factors which are considered here cannot be intimately 

related to costs--priceschange too rapidly in the electronics market for 

that--but they are related to the structure of mobile radio equipment (trans­

mitter power/cost ratios) and the fact that there are many more mobiles than 

base stations (the "times N" factor). 

The first economic factor is the curious shape of the transmitter 

power/cost curve, shown in Fig. 22. Based on 1972 ~istprices for base .and 

mobile liM transceivers in the low-VHF, high-VHF, and UHF bands, these figures 

show that through the lOO-watt power range for mobile transceivers and the 

400-watt range for base eqUipment, costs are almost constant and independent 
. . 

of transmitter power. Above these powers there has not been enough produc-

tion experience to justify a prediction of cost for very high power equipment. 

These figures show that with the present price structure, mobile radio signal 

. ~ power is almost "free" over a wide range for the power levels shown, and that 

a design goal of minimizing signal power would not yield the same savings in 

mobile radio communication that have been realized, for instance, in minimiz-'·· 
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; •.. •... ir.g communication power (and, theref'ore , weight) f'or spacecraft. 

, ~.' 

The "times N" f'actor represents the f'act that in the classic mobile 

radio system with one base station and N mobiles the economic strategy is to 

concentrate as much as possible of' the necessary cost at the base station, so 

long as, f'or the same level of performance, the cost of the individual mobile's 

eqqipment is more than liN of' the alternate cost f'or base station equipment. 

This is especially true when the number of' mobiles become quite large as in 

many large police departments or taxicab companies. When N becomes even 

larger yet, as in the "one man, one radio" systems which have been projected, 26 

the "times N" f'actor 1-lOu.ld seem to call f'or mobile units of' minimum complexity 

tbe.t could be standardi:z:ed and mass produced at very lo~,.cost. On the other 

hand, techniqu.es to improve the radio channel f'or digital transmission 

(diversity reception, f'or example) and to improve spectrum utilization (multi­

channel trunking, high-speed digital signalling, etc.) tend to increase the 

complexity of' mobile units, and theref'ore their cost. Thus the tradeof'f's 

between cost and perf'ormance must be continuously examined as technology 

advances. 

B. Spectral utilization 

It is quite well known that there has been a shortage of' available 

land mobile spectrum, especially in large metropolitan areas, and that this 

f'act has been of' growing concern to users and the FCC alike over the last 15 

years. Quoting from the FCC Annual Reports: 27 

1958: " ••• the COImnission' s objective is ••• to relieve, to the 
greatest exten'C pOSSible, the f'requen~y congestion that 
prevails in most of' these services. 

"The various industrial services grow within the conf'ines 
of' a very small portion of' the usable radio spectrum. 
This situation bas led to extremely congested operating 
conditions in many areas. 
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J.964: "One of the most pressing probJ.emsff:lced by the Connnission. 
. istbfindfrequencyrelie:r for thepublic~safety, indus­
trial and land-transport~tion radio services • Tbese land 
mobile radio operationsbave gro-wn in the pastfe-w years 
and frequency shortage has become acute in .many geogra­
phic areas. 

1966: "The major problem facing the Land Mobile Radio Services, 
as -well as one of the thorniest confronting the Commission, 
is the congestion in the limited spectrum space available 
to these intensively populated services. 1I 

The FCC acted in 1971 to alleviate the short-term need for additional channels 

by permitting land-mobile use of up to t-wo UHF television channels in the 

470- to 5l2-MHZ band in each of lO metropolitan areas (e.g., Channels 14 and . 

16 in Boston and Channels 14 and 15 in New York) on a I~not to interfere" 

basis -with television reception in neighboring metropolitan areas (FCC 

Docket 18231). As of a year later (September 1972), only about 35 applica-

tions for the 470-512 band had been received by the FCC, and about 30 

* licenses granted, but use of this ne-w ,allocation is expected to accelerate. 

The long-term response, also in 1971, -was the permanent allocation of 115 MHz 

of spectrum (808-902 and 928-947 MHz), to land mobile use, as compared -with 

only 40 MHz in the existing mobile bands combined. The exact subdivisions 

of tb,e 900-MHZ allocation as bet-ween private systems and common carriers 

are still under study (Docket l8262), as are a number of technical is.sueS 

such as the u,se of geographical frequency reuse (Gellular) syl~tems. While .. 

it will tEl,kesometime to exploit the 900-~1Hz band, the 3:1 increase in 

total land-mobile radio spectrum would appear to mee"!; foreseeable needs for· 

In addition to' the question of frequency alloqation forland-mobile 

other radio services, the FCC.. is equally concerned-with problems of 

.~pectrumi.lt.11i~ation in the land .. mobile b!:lnds as shown. by the F,CC-sponsoreg 

*liJlectronics, ··September 25, 1972, p~ 85 
'~-- - , 
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! ." study of' land mebile channel eccupancy in New Yerk, Detreit, and Les Angeles,. 28 

by its selicitatien ef' cemments en the use ef' teleprinters in the land mebile 

services (Docket 19086), and by its present Chicago. experiment in decentrali­

zatien ef' f'requency allecatiens between mebile services en a regienal basis 

accerdingte local needs rather than accerding to the existing national bleck 

allocatien system. The Chicago. Regienal Spectrum Management Center is 

currently building a data f'ile on all users in a 100-mile radius (based en a 

new and much mere cemprehensive license applicatien), and menitering actual 

usage en all channels as aids in futu'~e sub-allecatien and assignment decisiens. 

Individual users, tee, have leng been cencerned with impreving 

channel utilizatien as their cemmunicatiens requirements have grewn. The 

commen use ef' shert cede werds f'or f'requent, lew-entrepy messages, such 

as "Reger"for "I understeed yeur transmissien", yields a 5:1 reductien in 

transmitted characters and similar reductien in veice transmissien time. A 

further gain in channel ef'f'iciency has been realized by users such as the 

San Francisco. Pelice Department who. have experimented with digitally trans­

mitted cedes. In a digitally transmitted code the "Reger" message can be 

represented by ene '7- to. ll-bit· character such as the ACK (acknowledge) 

character of' the ASCII cede. If' transmissien is at 110 bits/sec (teletype 

speed, this requires 0.1 secend rather than the 1/2 secend er so to. say 

"Reger", a further imprevement ef' 5:1 in channel utilizatien. At higher 

digital transmissien speeds, say 1200 bits per secend, the imprevement is 

even mere dramatic. 

Digital transmissien, then} permits a very rapid corr@unicatien ef 

ceded messages and the impertant questien is ene of' bandwidth: "What band­

width is required fer rapid digital communication"? The older answer to. 

,> '>. > this questien is Nyquist 1 s channel capacity (,f'er no. intersymbel interference' ". , 
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and no noise) 

Cl = W 

where Cl is the maximum. Nyquist communication rate (bits/sec) and W is the 

r-f' bandwidth in Hertz f'or double-sideband modulation. The more general 

result is Shannon1s equation f'or channel capacity in the presence of' white 

Gaussian noise 

where S is the mean signal power, N is the Gaussian variance (mean noise 

power), C2 is the maximum. Shannon communication rate (bits/sec),and W is 

as above. Using binary (two-level) modulation it is not possible to signal 

f'aster than Nyquist I s rate of' W, and maximum rate depends only on bandwidth. 

If', however, it is possible to use a multilevel modulation such as discrete 

PAM or m-ary PSK, then it is possible to exchange a high SiN ratio f'or 

reduced bandwidth or vice versa. 

The exchange of' bandwidth f'or higher signal-to-noise ratio (band.­

width exchange) is a recognized characteristic of' FM modulation30 and it is 

natural to wonder if' digitally modulating an· audio signal and then· trans­

mitting this audio signal over FM equipment ("multilevel submodulation") 

results in a net improvement in data rate compared to the.increased band­

width requirement of' FM. Figure 23 shows graphically what Shannon proved 

JIlSthematically: no modulation or submodulation "trickery" can result in a 

data rate greater than 02' In Fig. 23, spectral ef'f'iciency is the Shannon 

channel capacity per r-f' bandwidth and is measured in bits/second per Hertz. 

The parameter S is the modulation index. Note that increasing the modulation 

index to improve SiN in EM submodulation reduces rather than improves 

spectral ef'f'iciency because the bandwidth increases f'aster than 10g2 (1 + SiN). 
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Note also the threshold effect in FM, which rapidly reduces channel SiN, and 

therefore efficiency, for receiver input levels below threshold. 

In mobile radio equipment designed for 25-kHz channel spacing, the 

second IF ban~width in the receiver is typically 10 kHz between 3 dB points, 

only 40 percent of the actual channel width. Using the 10-kHz figure for 

Wand a mean SiN of' 20 dB,31 the Shannon limit C2 on channel rate is: 

C2 = ~ (10 kHz) log2 (1 + 100) = 33,200 bits/sec 

This limiting rate is, of course, based only on Gaussian noise in a non-fading 

channel and therefore represents a goal that is unachievable in practice. 

It does however indicate that the rates of 100-2,000 bits per second now 

being used in 25-kHz land-mobile channels are far from efficient, particu­

larly since the Shannon rate for the full 25-kHz channel is 83,000 bits/sec. 

Much more efficient use is made of 4-kHz telephone channels (3-kHz audio 

bandwidth), for which the Shannon rate is 20,000 bits/sec and rates of 9,600 

bits/second are reguJ.arly achieved with multi-level coding. Although the 

telephone channel is much better behaved than the mobile radio channel, the 

desirabili"i:;y of better utilization of the land-mobile channel should be obvious. 

A rate of 100 bits/sec over a land-mobile channel represents the 

same spectral efficiency as normal speech, which is equivalent to about 100 

* bits/sec in .coded character form. Even at this rate, channel utilization 

is improved somewhat over voice because of the time savings that digital 

addressing techniques can achieve in the base/mobile "handshaking" that must 

precede actual message transmission. However the goal should be to use 

rate.s of 2,000 bits/sec or higher to achieve a significant improvement 

* (150 words/min) x (5 letters/words) x (8 bitS/letter) x (1 min/60 sec) = 

100 bits/sec. 
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(20:1) in channel utilization and reduce the need for more channels as 

message traffic grows. 

The discussion to this point has considered digital transmission 

over the existing channels that have evolved for voice transmission. If it 

were possible to set aside higher bandwidth channels for high-speed digital 

transmission, there might be a net gain in spectral utilization. For example, 

if two adjacent 25-kllz channels could be combined and used as one channel, 

the r-f channel bandwidth could be 30-35 kHz with the same adjacent-channel 

guard bands as at present. other things being equal, this might permit 

transmission of 6,000-10,000 bits per second, ~hich would represent a utili-

zation improvement of 50-150 percent over the same two channels used sepa-

rately at 2,OOO-bps each. Several of the manufacturers interviewed indicated 

the desirability of obtaining wider bandwidth channels for high-speed digital 

transmission instead of constraining digital transmission to fit the exist-

ing voice-channel standards. In the long run, various classes of channels 

might be allocated for various speed digital services, with license fees 

proportional to ~~ndwidth. 

C. Digital Characteristics of FM Equipment 

It might seem artificial to discuss the characteristics of regular 

FM voice communication equipment as it is now being used for digital trans­

mission because, as the argument goes, "Why concern yourself with digital 

transmission over one specific type of ra'dio system, especially a system 

which has been optimized for voice, not digital, communication?" The reasons 

are simple. First of all, FM radio systems are in widespread use and the 

field testing of novel digital devices is facilitated if those devices are 

able to operate in conjunction with FM voice equipment; also, existingFM 
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systems. can be found operating under almost any desired test condition. The 

flexibility of being able to operate experimental digital equipment under 

varied test conditions i.s certainly one reason t"hat the designers of digital 

'mobile equipment have retained the feature of "plugging into" FM voice 

equipment. 

The prospective user of digital equipment, too, benefits from this 

"plug in" symbiosis. He is concerned with his particular connnunication 

requirement at hand and the two most important questions, (1) "Can digital 

equipment be of help to me?1I and (2) "Which digital system works best in this 

application?" can be partially answered by letting him try a wide range of 

digital accessories such as teleprinters, voice digitizer/scramblers, and 

facsimile copiers in his system. These devices can be tested under his own 

operational conditions and introduce him to the possibilities of digital 

connnunication. 

Besides the above operational advantages, the strongest reason for 

using FM-voice equipment for digital communication is of course the existence 

of a substantial investment in that equipment. As one manufacturer advertises, 

"self-liquidati~" digital accessories II ext end the capabilities" of voice 

equipment, provide "increased efficiency", yet "in no way interfere with 

normal voice communication capabilityll. Communications planners can therefore 

ease into greater use of digital transmissions as they prove helpful in 

operation. 

The use of voice-FM mobile equipment as a common testing ground 

for both the operational usefulness of digital communications (user's point 

of View) and the development of technical specifications for digital equip ... 

ment (eqUipment designerts point of View) is undoutedly a healthy Situation, 
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buttne concomitant danger is that users and designers might mistake the good 

or pad digital characteristics of FM equipment for the true characteristics 

of the radio channel. The true channel characteristics are from A to A I iIi 

Fig. 24 but the digital "add-ons" depend.on the equipment characteristics 
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R-F 

Signals 

Fig. 24 "Plug-in" Digital Modulator and Demodulator 

from B to B I and these secondary characteristics may have compromised the 

channel from a digital point of view due to the introduction of phase distor-

tion; threshold effects, and noise "clicks" in the FM equipment itself. These 

topics are discussed,below. 

1. Phase distortion 

FM'equipment is usually designed to have a flat audio amplitude 

response from 300 to 3,000 Hertz, but the audio phase is deliberatelyd1s-

torted by pre-emphasis and de-emphasis circuitrywhich improves the audio signal-
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to-noise ratio. Unfortunately, this is a case in which voice and digital 

design criteria conflict. As shown analytically below and graphically in 

Fig. 25, digital pulses are sharpened by the pre-emphasis circuit and 

smeared in a noncomplementary fashion by the de-emphasis circuit. No addi-

tional filtering can remove these distorting effects so, in order to obtain 

better digital characteristics, most digital demodulators pick off the 

received FM signal at the discriminator output (before the de-emphasis 

circuit) and some digital modulators even bypass the transmitter pre-emphasis 

circuit, modulating with the digital signal directly. 

The "click" or "anomaly" noise in FM is an impulsive type of noise 

with strong noise power components at high frequencies, and the anti-noise 

strategy is to simply boost the audio "highs" at the transmitter, while at 

the receiver a complementary filter attenuates the "highs" back to their 

proper level. In this way the audio signal-to-noise ratio is improved. The 

following frequency-domain analysis shows that the filter characteristics 

III (s) and H2(S) are complementary over the a 1,1<iio range and do not affect 

voice quality, while providing considerable attenuation of the channel noise 

at the receiver: 

R2 (1 + R1CS) 

~ + R2 + ~R2Cs 

1 
H2 ( s) = .".----=--=--1 + ~Cs 

o 

---------~x,.--l--I· _Im_: Res 

.s2 = - R C . 
1 
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In the time domain, on the other hand, the pre-emphasis/de-emphasis circuits 

are not exactly complementary, as shown by Fig~ 26 and the following time­

domain (step response) analysis: 

u -1 (t) = unit step function 

[ R2 
+ Rl exp {-

RIR2 
t} 

J u_1 Ct) 
R

I
R

2
C 

hI (t) = 
Rl + R2 

h
2
(t) [1 - I 

u_1Ct) ] = exp{- - t} 
RIC 

" :', 

*Derived from land mobile maintenance manuaJ.: R2 = -1.62K, C = .056 pf, and\'5? 

_ M. Schwartz: Information Transmission, Modulation and Noise; p. 305,1959. 
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These time-domain distortions--especially the "smearing" of' the de-emphasis 

circuit--have a serious consequence f'or digital transmission. For example, 

if' the digital signal is introduced into the normal audio channel (including 

the filters), it is only possible to send one bit per six "smearing" time 

'constants T2 which is approximately one bit per 8.16 msec or 122 bits/second. 

This compares to the Nyquist rate f'or a 2700-Hz audio bandwidth of 2W = 5400 

·.bits/sec. The need for "data" jacks which bypass the audiof'ilters is there­

fore obvious if' rates higher than about 100 bits/sec are desired. 

2. Threshold effect in FM 

The probability of error due to the existence of a threshold in 

bandwidth..;e~cbange sys't;ems such as FM has already been analy~ed inCha:.pter 

Taking a slightly broader view of the Situation, the brief drops of 

signal below threshold (due, for instance, to Rayleigh-distributed multi,. 

pa~h fades) cause actual gaps in the signal output of the receiver~ There 

is only a slight loss of voice information due to these gaps because of the . 
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natural structure of' langu8,ge which permits the listener to "f'ill in" the 

short gaps mentally •. Digital receivers are not so -srnart; when a f'e1. bits 

are m~ssed during a fade they are gone forever. In fairness, some redtUld-

aney can be deliberately introduced by coding (an idea to which we shall 

return in Chapter 4)but the point is: brief fades below FM threshold are 

only irritating ;in voice transmission, but cause special digital dif'ficulty 

because they cause bits to be rrdssed. 

3. Click noise in FM 

As has been discussed above, click noise in FM is impalsive, and 

from our previous analysis of impulsive noise, we might expect it to cause 

digital errors. The characteristics of click noise can be derived from 

rather intuitive geometric a:cguments32 but for our purposes it is sufficient 

to note that these clicks remain present even at high signal-to-noise ratiOS, 

becoming less frequent, but if anything, more sharply peaked. We then 

real:1.ze that, by electing to digitally modulate FM voice equipment (digital 

submodulation), we are left with the essential existence of impulsive 

"cliCk" nOl,se above threshold. For the near future, these digital disad­

vantages of PM equipment (click noise, complete loss of signal below thres-

hold, and phase distortion) are unimportant when compared with the opera-

" " tional advantages of "plug in" digital equipment. It seems probable however 

that when digital mobile radio usage "has matured to the point where it no 

longer need be handled on an "add-on" basiS, FM submodulationwill be 

replaced by some form, of direct modulation for high-speed digital transmission. 
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CHAPrER 4 

DESIGN ISSUES IN DIGITAL SYSTEMS 

The previous two chapters have outlined first the "facts of ' life" 

concerning the basic mobile radio channel as it de facto exists today and 

its effects on digital transmission, and second, the external constraints 

(sunk investment in existing equipment, spectrum management issues) which 

affect what might be done about the channel to improve the speed and effi-
,. 

ciency of digital transmission. This chapter discusses a number of techni-

cal issues that must be considered in the design of a digital mobile 

communications system. 

The first ±ssue, discussed in Section A, concerns the problem of 

main~aining communications discipline in a digital query-response system. 

Humans operating on voice channels can easily resolve the conflict problem 

on shared channels, but machines are not that adaptable--the link. discipline 

must be caref'ully thought out ahead of time and designed in. Section A 

< I~- .' .. 
discusses two general strategies and the tradeoffs between them in regard 

to response time as a function of the number of mobile units. 

The next two sections, Band C, describe two techniques for reducing 

the error rate of a digital charmel and thereby improving its eff'iciency--

diversity transmission and message coding. These may be used separatel;y or 

in combination, and again, there are many tradeoff's to be made in designing 

a system for a particular application. One form of di versi ty, use of two or ~. 

more frequencies, appears to be the only practical one for portables but has 

received almost no attention in the land-mobile literature, probably because 

of the spectrum congestion that prevails. With the recent augmentation of 

. the land~mobile spectrum, it should perhaps be given consideration if digital 
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is envisaged. 

Finally, Section D presents a simplified compariso~ of digital 

error rates for two fonns of channel moduJ.ation--direct FSK and FSK submodu­

lationbf FM--and points up the tradeoffs to be made between channel rate 

and channel error rate in trying to optimize channel efficiency, measured 

in tenns of the rate of correct messages communicated. 

One additional systems issue is discussed in Appendix A. This is 

the question of the reverse problem of transmitting a digitized analog 

signal, particularly voice, over a channel designed and optimized for 

digital data. It is shown that about 30,000 bits per second with a binary 

error probability of 10-3 would be required to achieve acceptable voice 

transmission with an audio SNR of 30 dB. 

A. Mobile Interrogation 

In communication between fixed and mobile units it is usually not 

a procedural problem to "talk out" from the base station. In voice systems 

the bas~ communicator (dispatcher) often has his own channel and he maintains 

"talk in" discipline by directing individual mobiles to reply as directed. 

Problems arise only when two or more mobiles try to initiate messages at 

the same time so that none of the messages gets through the mutual inter-

ference. 

A similar organizational pattern is found in most digital mobile 

radio systems. Due to the "times N" factor discussed in Chapter 3, mos;t of 

t~e organizational authority is concentrated at the base station to transmit 

in sequence to designated mobiles and, as much as possible, direct the 

mobile units to reply'in a specified sequence. 
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MORilepolling 

The role of the base station controller as "puppet-masterll, con-

trolling every transmission from the base station as well as from the mobile 

units, can easily be expanded to allow for base station control of mobile­

originated messages. In such a IIpolled" system each vehicle is usually 

assigned its mm time slot in which to send a code indicating whether or 

not it wishes to originate a digital message. Once the intent to send a 

message has been registered, the base station directs the mobile to send its 

message at a designated time. Polling has the advantage of conceptual sim-

plicity and it is also impossible for one mobile to interfere with another 

because none of the mobiles IIspeaksll until it has been "spoken to" by the 

base station (unless errors in control messages cause more than one mobile 

to transmit simultaneously). 

More exactly, consider a fleet of N mobile units in which each 

mobile originates a message every M seconds on the average (M is the mini-

mum average time bet,~een message originations for anyone of· the mObiles). 

Suppose the base station polls each vehicle every NT seconds so that N time 

slots, one for each mobile, are available every NT seconds; that is, the 

time slot for any one mobile is available every NT seconds. In order for 

the time slot occurrences to keep up with the most rapid message origina-

tion rate on the average it is necessary that 

T < MIN (1) 

\ .,. where N = number of mobiles 

NT = time between a particular vehicle's time slots 

M = minimum average time between message originations for anye 
one mobile. 

,: Furthermore, since each mobile may originate a message with uniform 
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···pr<;>bability over the interval NT the average delay time, D,for each mobile 

will be 

(2) 

where D = average time delay between a mobile's message origination 

and its next time slot. 

2.' Random origination 

Before examining a different interrogation process (random input) 

we should pause and consider in more detail the statistics of mobile message 

origination. We will use the Poisson distribution to describe the time 

intervals to between message originations at a mobile. 

Prob (to :: T) = 1 - exp (-TIM') 

where M' is the average time between message originations for all mobiles. 

Note that 

Prob (t < T) < TIM' 
o - -

which bounds the probability that a message is originated at a mobile during 

the interval T. 

Random input interrogation substitutes unaddressed time slots for 

the addressed time slots of the polling system. In a random input system 

a mobile can indicate that it has originated a message during any time slot 

and the only danger is that two or more mobiles may try to transmit during . 

the same time slot, interfering wi theach other r s transmissions. If such 

interference occurs, . the mobiles must have some "randomizing" factor built 

in to prevent them all from again trying to tranpmit during the very. next .... 

time slot (when they would again mutually interfere), or the following time 

slot, etc. 
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Barring . such a bangup, we arecbncerned with the probability that 

or more mobiles may transmit during a particular time slot and interfere. 

.. Transmissions Interference? Probability 

no mobiles no p(O) = (1 _ p)N 

one mobile no P(l) = NP (1 _ p)N-l 

two mobiles yes P(2) = (~) p2 (1 _ p)N-2 

• 

N mobiles yes P(N) = ~ 

The probability, P, that anyone mobile will originate a message 

during the period T between time slots is less than TIM' from Eq. 3. By 

makingT sufficiently short. we can adjust P so that Pi' the probability 

of any interference is appr~ximately: 

N 
P. - L p (j) = J. 

j=2 

~ N(N-l) (~~ ) 2 

P. can be made less than e: only if 
l. 

N(N -1) 
2· 

N 
(~)Pj(l_p)N-j L 

j=2 J 

2 
for T « M' 

is the maximum probability of interference. 

This required time interval T between time slot s '.leadstoan 

delay time between message origination and interrogation because 

still necessary to wait. until the .first time slot just as for 
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polling put also (2) it is possible (probability'::' E ) that another mobile 

might interfere and force a wait of T seconds for another time sl.ot , etc., 

as shown in Fig. 27. 

Start 

l-P 

Delay Time 

Probabi I i ty 

1.T 
2 

1 - P 

P 

I-P 

1T 
2 

P( 1.,.. P) 

P P 

1 - p 

1 3 5 2 D--T(l-P)+-TP\l-P)+-TP {l-P)+··· 
2 2 2 

P 

1 - P 

Fig. 27 Queue Delay for Random-Input Interrogation 
with Prpbability of Interference P 

From Fig. 27 we can calculate the average time delay D. 

D = I (time delay) (probability of that delay) 

= ~ T(l-E) + ~TE(l-E) + ~ TE2 (I-E) + ••• 

I 
e:T + 

2 E3T = ~+ E .T + + ... 
I E = -T+ T (I-E) 2 

3. Comparison of polling and random input 

Using Eqs.; 1 through 5, we can compare polling and random input 

. interrogation techniques as shown in Table 3:f'or the same value of NT (Le., 

1'03;" the same interrogati.on "overhead") and. for equal message originatioll 

rates (M= M' ) •.. In the polling system the time slotsareaddr~ssed,for 
'" . 

random input they are unaddressed •.. 

. , 
" .. 

'. ",: ... : ' .' . ~, 
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Table 3 

Parame.ters for Polling and Random Input Systems 

Parameter Polling Random InJ2ut 

T M M' T2E N N 

N M M' hE T T 

D 
1 NT T( 1:.+ £ 
2 2 1-£ 

T, = maximum period between any two time slots 

M = minimum average time between message originations 
for anyone mobile (polling) 

M' = ensemble average time between message originations 
for all mobiles (random input) 

£ maximUm probability of interference (random input) 

D = average time delay between a mobile's message 
origination and its next available time slot at 
a slot rate of liT 

N = maximum number-of mobile units 
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Table 3 shows that allowing the interrogation time slots to remain 

unaddressed (and therefore al101~ing for.a f.!ertainprobability of interference) 

reduces the maximum number of mobiles. This happens because the time slot 

occurrences must be more frequent in ordf~r to reduce the probability of inter-

ference. So, for a fixed time slot spacing, the maximum number of mobiles 

is reduced. Fortunately, the reduction in mobile capacity is not drastic: 

for a maximum interference probability of 10-2 (i.e., only one message out 

of a hundred does not get through on the first try) the maximum number of 

mobiles is reduced by a factor of 1.02 = .141, or to about 1/7 of the 

polling capacity_ For digital mobile radio systems in which maximum mobile 

capacity is very important or in which the mobiles originate messages at a 

steady rate (such as vehicle location systems), the polling technique might 

be preferred. 

On the other hand, the random-input system has a much shorter 

average time delay, especially for large numbers of mobiles, and for digital 

mobile radio systems in which response time is important (such as public 

service systems), the random input technique might be preferred. Random 

input and polling techniques are compared in Table 4 for two hypothetical 

mobile radio systems having 20 and 200 mobiles for M = M' = 5 minutes and 

-2 4 e: = 10 • .In Table ,two polling columnf. are shown. The first one has 

the slot time calculated as per the polling column of Table 3, which produces 

rather slow polling rates and long delays. The second one has the slot times 

set the same as for random input so that polling and random input can be more 

readily compared on an equal slot-time basis. It is seen that under the 

assumed conditions, the random input enjoys a 20:1 improvement in average 

delay D for 20 mObiles, and a 200:1 improvement for 200 mobiles. 
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N = 20 

T 

D 

N= 200 

T 

D' 

Table 4. 

Random Input and Polling Techniques for 
Two Hypothetical Mobile Radio Systems 

M = M' = 5 minutes = 300 seconds 

-2 
E = 10 

T = maximum period between any two time slots 

D = average time delay between a mobile's message 
origination and its next available time slot 

Polling (1) Polling (2) Random Input 

15 sec 2.1 sec 2.1 sec 

2.5 min 21 sec 1.05 sec 

Polling Random Input 

1.5 sec 0.21 sec 0.21 sec 

2.5 min 21 sec 0.10 sec 

B • Diversity Techniques 

In Chapter 2 we have seen that multipath propagation c.auses ampli;..· 

tude fading of the signal, and that· this fading can be described analytically 

. by the Rayleigh probability density i'unction. We have also seen that there 

is a significant. probability that a Rayleigh.;..distributed signal amplitude 

might fade to a very low level resulting in a slu:irp .increasein the proba­

bilityof digital errors. 

Assmning dig:ttal errors are only due to Rayleigh-distributed signal 

one ... my to improve the digital error probability' would be to reduce 

the probability of sigZial fades below a given level by the "brute force il 
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approach--simply increase the transmitter power until the probability of 

digital error is acceptably small. This strategy may seem especially attrac-

tive considering the low additional cost of transmitter power, but for the 

Rayleigh probability distribution, every factor of ten reduction in the . 

probability of fade and, therefore,every decade reduction in digital error 

probability requires a ten-fold (10 dB)increase in signal power. This means, 

for example, that to reduce an error rate from 10-3 (for 10-watt base and 

mobile transmitters) to 10-6 by increasing the transmitter power would 

require transmitter powers of 10 Kw for the base and mobiles! Such very 

high powers are obviously impractical, not only from a cost viewpoint, but 

on the basis of geographic frequency reuse. 

1. Theory of diversity 

Diversity transmission is often proposed as an alternate solution 

to the problem of digital errors in mobile radio communication due to multi~ 

path fading. The idea behind diversity communication is to transmit the 

same signal over N statistically independent Rayleigh-fading channels and 

to rely on the fact that all N channels will be faded at once with very 

small probability. Stated more preCisely, the probability denSity for the 

signal power of a Rayleigh-fading signal is largest for small values of 

signal power as shown in Fig. 28 and derived analytically below. As the 

number of diversity channels, N, increases,the probability denSity of the 

signal power becomes sharply peaked (i.e., signal fades become less probable) 

and the exact distribution tends towards a Gaussian distribution. In the 

limit of infinite N, the probability density becomes impulsive and the 

signal is no longer fading. 



0.5 LO 1.5 2.0 
TOTAL SIGNAL POWER, r 

N = I 
N =2 

N =3 

N=U 

r«1 

f(r)'=' 1 

f(r) '; r 

fer) ';.! r2 
2 

( )
_ t 10 

f r =m r 

2.5 
=-

Fig. 28 Power Probability Densities for N-Branch Summation Diversity 

The probability density fUnction for the power of a Rayleigh-fading 

signal is 

f'l(r) = ~ exp (- i) mea,: = a 2 
var~ance = a 

and its moment-generating fUnction (Laplace transform) is 

1 = 1"+ as 

Themoment:-:generating fUnction for the total signal power of N independent 

channels {i.e., the sum of N independent identically-distributed random 

1 = 
(1+ as)N 
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sci the probability density function for the power of an N-branch diversity 

signal is 

= = 
N-I 

r 
N 

a (N-I)! 

r exp (- -) 
a 

mean = aN 
2 variance = a N 

Any N independently fading channels would form a legitimate diver-

sity arrangement and some of the candidates are time, polarization,.space, 

and frequency separation of signals. These will be discussed in Section 2 

below. 

ci!. In using anyone of these diversity methods, the problem always 

arises: what is the best way to combine N independent diversity signals? 

~ Brennan37 has shown that, for linear modulations, a pToportionately weighted 

sum yields the highest signal-to-noise ratio while a simple summation is 

only slightly inferior. Figure 29 shows Brennan's results for N = 2 (left 

graph) and N = 4 (right graph). For non-linear modulations (such as FM and 

digital modulations), selection diversity ("select the signal with the 

highest signal-to-noise ratio at each instant of time") is superior to 

summation although the optimal combination rule is unknown. 

Using the power probability densities which led to Fig. 28, we can 

verify the similar results of selection and summation on N-branch diversity. 

Selection: P = Prober < r ) = Prob(all N signal powers < r ) 
- 0 - 0 

= 

Summation: P = Prober < r ) 
-0 = 

r 
[1 - exp ( - ...£ ) ] 

a 

r 
;; .!.._[...£ J N 

N a 

. Since these two methods are so similar for small N, and considering the 

·01' implementation for selection diversity and the superiority of selection 

diversity for non-linear modulations, selection seems to be preferable for 
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digital mobile radio diversity communication. 

2. Which type of' diversity? 

Time diversity can be ruled out in mobile radio communication by 

~, the f'act that a mobile may stop momentarily in a signal null. If' the multi-

.;: 

path geometry remains f'ixed, all the time-repeated signals ~ill be identi-· 

cally f'aded and no diversity is achieved. 

Polarization diversity has received some experimental attention 

and it seems that the electric and magnetic components of' the electromagnetic 

signal fade independently enough that ef'fective dual diversity is Possible. 34 

The disadvantage is that t~o separate receivers and a. complicated antenna 

(a so-called "energy density" antenna) are required for all mobiles. 

Space diversity has also received considerable theoretical and 

experimental attention. Lee has sho~ theoretically35 that for receiving 

antenna spacings greater than 0.2 ~avelength the mutual coupling among 

antermas is unimportant and that the received signal amplitudes may b.e 

mutually independent. Experimental stUdies 36 of' space di versi.ty reception 

have sho~n that antenna spacings as close as 3/4 to 5/4 ~avelength yield 

effective diversity reception (see Fig. 30). Although the receiving 

antennas may be simple ~hips, N antennas and N separate receivers are re-

quired for each mobile for N-branch diversity. Furthermore, the mobile must 

be large enough physically that N antennas can be spaced up to 5/4 ~ave-

length apart, a factor ~hich rules out space diversity reception for hand-

held portables at least. 

The last diversity technique, frequency ,diversity, has received 

insufficient experimental attention. In Chapter 2 the required frequency 

separation .for j.ndependently f'ading signals '~as stat~d ,in terms of' the 
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~xi~um multipath time delays and it is always possible to obtain N inde-

pendent signals in that fashion. Frequency diversity does reQuire an N-

channel receiver but only one antenna. It therefore appears to be the only 

:practical diversity arrangement for portable units. It therefore warrants 

serious consideration although it does require N times as much apectrum as 

the other diversity methods. 
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Be~ore leaving the subject o~ diversity communication, it is 

important to note that all o~ the improvement credited to diversity trans-

mission is due to the assumption that digital communication is solely limited 

by Rayleigh signal ~ading. For digital mobile radio communication it is not 

at all clear whether experimentally observed digital errors are due to signal 

~ading which is amenable to diversity improvement or to ambient noise which 

is immune to diversity improvement. This determination must be made be~ore 

great hope is placed on any reduction o~ digital error rates' in mobile radio 

communication due to diversity techniques alone. 

C. Coding 

In digital mobile radio communication our major concern is data 

integrity. We would like to be sure that the in~ormation which has been 

transmitted is received exactly as sent because, more o~en than not, it is 

better to completely miss a message than to accept one which contains an 

error. "No data is better than wrong data". 

Digital coding techniques can provide just this kind o~ assurance. 

Generally speaking, digital codes are o~ two ty:pes--error-detecting codes 

and error-correcting codes. The l>UIpose o~ an error-detecting code is simply 

to ~lag a message that is ~ound to have been received with one or more bit 

errors so that a retransmission can be requested. An error-correcting code 

will both detect and automatically correct a given number o~ errors, and 

act as an error-detecting code ~or same number of errors beyond that which 

it is able to correct. Both code classes require message redundancy (extra 

."'" information bits derived fiam tlie message contents and added to it for trans-

mission) and this "overhead" reduces net message rate over a channel o~ a 

given bit ra·te--more so ~or error-correcting codes because o~ their greater 

redundancy. 
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It seems clear that a mobile digital communications system cannot 

operate without some form of error detection, and at least some level of 

redundancy must therefore be accepted. Note however that a message with 

even a single error must usually be repeated, effectively halving channel 

rate for that message. The question is then whether the added redundancy 

of an error-correcting code that will save many such message repeats results 

in a net improvement in correct message rate over the channel. The greater 

hardware complexity of error-correcting coders and decoders must also be 

considered. 

In this section on coding we will discuss three broad classes of 

codes which can introduce error detecting or error correcting IIgrammarll into 

binary sequences: parity check, cyclic, and convolutional codes. They will 

be presented superficially, but sample circuits have been included for 

definiteness and to demonstrate tha~ all three classes of codes have modest 

circuit requirements. The material in this section borrows very heavily 

from Information Theory and Reliable Communication by Robert Gallager (1968)39 

and from Principles of Communication Engineering by John Wozencraft and 

Irwin Jacobs (1967).32 The following quotation is of interest: 

"Perhaps the most important point about coding techniques is that 
they are practical in a variety of communication systems. This 
point can be easily missed because ofa strong human tendency to 
confuse the familiar with the practical. This point is also 
sometimes missed because of the large number of digital opera­
tions performed in a coder and decoder. Such operations tend 
to be highly reliable and easy to implement', even though diffi­
cult to understand." 

---- Gallager, p. 305 

1. Parity check codes 

Parity check codes are the simplest of the block error-control 
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* codes, and the Hamming parity check codes with minimum-distance two or three 

are especially popular. For example, a minimum-distance-three Hamming code 

has a block length of seven digits and there are four information digits. 

The coding/decoding cirCuitry for this (7,4) parity check code is shown in 

Fig. 31. 

The minimum-distance-three Hamming codes all have N-L check digits 

such that the block length, N, and the number of information digits, L, 

satiSfy38 

-N-L N = Z' - 1 (6) 

~ and each such minimum-distance-three code is able to 

" 1': 

detect up to 2 errors or 

detect and correct 1 error 

in the block of N digits. The ratio of check digits to information digits 

(the code's fractional redundancy) is a measure of how severely the net data 

rate is reduced by the additional coded check bits. From Eq. 6 the redund-

ancy is 

N - L 
L = 

log2 (N+l) 

L = 
log2 N 

L for N »1. 

Because some . (but not all) sequences of more than two errors can be detected, 

** the probability of an undetected error in a block of N digits is less than 

the probability that more than two errors may occur in the block. 

* "Minimum distance" is the smallest number, of binary places in which two 
coded sequences must differ and it is a good measure of the error control 
power of a block code. 

**calculationsof undetected error. probabilities in this section presume 
independent error occurrences. 
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Parity Ch,eck Encoder 

message digits 
,r ___________ A~ __________ ~, 

~~----------~vr----------~/ 

information digits 

Parity Check Decoder 

~~------~vr------~f 

check digits 

channel digits ,r ____________________ -JA~ ____________________ ~, 

Yl 
~~--------~v---------~~ 

Modulo-Two 
Adder 

message digits ( ?) 0: message correct 

1: message error 

. . h k d' 38 F1g. 31 Par1ty C ec Co 1ng 

" 
,\ .' . ;"';,; '.~. 
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Prob . (undetected error) < Prob (more than 2.ettors in a block) 

< 1 - [ P (no errors) + P(2 errors)] 

< N(N - l)(N - 2) 3 .-. b P + hl.gner order terms 

<: N3 p3 . 
6 for N » 1 and NP « 1 

2. Cyclic codes 

Cyclic codes are another class of block codes which have gained 

popularity due to their very simple circuit realizations and powerful error 

detecting abilities. Figu'l:'e 32 shows the shift register encoder/decoder 

circuit for a cy~lic code of block length 15 (11 information digits and 4 check 

digits) whose minimum distance is also three. In operation, the 11 informa-

tion digits are clocked into the encoder one at a time and the shift register 

is then clocked 4 more times to generate the l5-digit code word. All the 

shift registers are set to zero and the process is repeated for the next 

message. Decoder operation is similar. Each l5-digit code word is clocked 
i 

through the shift register to obtain 11 information digits and 4 check digits. 

The information digits are accepted as correct only if the check digits are 

zeros. If anyone of the check digits is non-zero, an error is presumed to 

have occurred and the entire message j_s rejected. 

For the general class of binary cyclic block codes, the block length, 

N, must sat1sfy39 

N=rfR-l (1) 

for an arbitrary m > 1 and the number of check digits, N-L, is 

N- L = d - 1 (d odd) (8) 

where .d is the minimum distance of the code. In other words, these codes can 

detect up to d-l errors or 
1 detect and correct up to "2 (d-l) errors 
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Cyclic Encoder 

message 
digits, .!:!. 

Cyclic Decoder 

digits, x--.....tII~ 

Fig. 

channel 
(f) I--~~digits, 2i. 

~--------~~--~--~~ 

lS.: 

1S.: 

y: 1 , 

32 

o 

o 

0 

0 

o o o 

o o 

0 0 

0 1 0 1 0 
v 

information digits 

Cyclic Coding 39 
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in a block of N digits. The fractional redundancy from Eqs. 7 and 8 is 

N - L d 1 
= ----- = L L 

d - 1 

2
m 

- d 

Note that the number of check digits is arbitrary. Any number of check 

digits can be intentionally added to a message sequence in order to reduce 

the probability of an undetected error which could not be done with a parity 

check code. The probability of an undetected block error can be adjusted 

(by varying d) to be 

P (undetected block error) = 2-(N - L) = 21 - d 

3. Convolutional codes 

Convolutional codes are very different from parity checlc and cyclic 

codes because convolutional codes are non-block codes. They are attractive 

because they also have simple circuit realizations and strong error-correction 

abilities and are therefore especially appropriate for digital mobile radio 

communication. 

The specific convolutional encoder/decoder of Fig. 33 has been 

extensively analyzed by Ga1lager39 (pp. 258-261) and it demonstrates several 

general characteristics of a convolutional code. 

(1) The convolutional coder/decoder does not require block 

structure or block synchronization. It operates on data 

"as it comes". 

(2) It efficiently corrects errors with short shift register 

circuits (here any combination of two or fewer errors among 

ten or more channel digits will be corrected). 

(3) More check digits are transmitted than would have been 

transmitted for an error detecting code (here there is 

one check digit per information digit, a fractional 

redundancy of 1). 
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Convolutional Encoder 

information 
"....----------------.... digits 

message 
digits ....04 ....... ~ 

Convolutional Decoder 

information 
digits - ... --......... 

check 
digits 

threshold device: output is ONE only 
if two or more inputs are ONE. 

. 1 . . 39 
F~g. 33 Convo ut~onal Cod~ng 
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(4) The convolutional error correction circuitry is very simple-­

simpler than either parity check or cyclic correction circuits. 

4. A suggested two-stage coder/decoder 

In order to apply these simple, powerful codes to the mobile radio 

channel we should first isolate those channel characteristics which will be 

important in error controL Firstly and most importantly, the channel is a 

two-way channel over which ARQ (acknowledge/request repeat) techniques can 

~ be used. Of course, we might include some error correction to improve 

efficiency, but we need not rely on error correction alone. 

"The need for a two-way system appears to be unavoidable if 
communication that is both accurate and efficient is to be 
maintained over actual communication channels. The parameters 
of most channels are time-variant, so that their reliability 
functions fluctuate. A system. without feedback must be 
designed to operate reliably at a data rate commensurate with 
the worst channel condition, which is inconsistent with 
efficiency when conditions are good." 

Wozencraft and Jacoos,32 p. 456. 

The second important channel characteristic is its model for 

digital error occurrences. From physical considerations we have identi-

fied two quite different types of error patterns in mobile radio communication. 

(1) Long series of random errors. These correspond to Signal 

loss due, perhaps, to shadowing or multipath fading. Either 

kind of signal fade would result in such a long string of 

errors that an error correction circuit would be very 

difficult to construct and ARQ woUld be used instead. 

(2) Isolated, independently occurring errors for which con­

volutional error correction methods are very effective. 

In fact, considering the simplicity of digital error control Circuitry, a 

two-stage error control system 'such as that in Fig. 34 could be recommended. 

At the decoder, isolated errors are corrected by the first_stage convolutional 
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-84-

''. .. --
.' , 



decoder and do not re~uire retransmission of a large block of data in order 

to recover a few mi.ssed digits. Cyclic error checking at the second stage 

serves a double purpose: it asks for retransmission of data blocks (ARQ) 

which contained a greater density of errors than could be corrected in the 

first stage and it verifie~3 the accuracy of the received information to what­

ever confidence level has been specified. 

It is interesting to note further in Fig. 34 that the convolutional 

decoder need not process sequential check digits. If the one-bit shift 

registers of the convolutional coder/decoder of Fig. 33 were replaced by 

R-bit shift registers, the decoding operation would proceed as before except 

that the error correction of a digit would be based not on the values of the 

last five check digits but on the values of five check digits spaced R digits 

apart over a time period corresponding to 4R+l. (For other interlacing tech­

niques of this same sort, see Gallager,39 p. 287.) Applied to moving mobile 

units, this interlaced code could correct the clustered errors which are due 

to multipath Signal fades. This would serve as a convincing demonstration 

that simple error-control coding can overcome many kinds of channel varia­

tions without direct measurement of the channel and that appropriate error 

control coding can even substitute for diversity transmission in reducing 

multipath errors. This however would be at the cost of reduced channel 

efficiency due to the added redundancy required. 

D. Typical System Error Calculations 

In Chapter 2 we saw that impulsive noise causes higher error prob­

ability in digital transmission than Gaussian noise and that the majority 

of ambient mobile radio noise is impulsive in nature. We would now like to 

determine signal and noise levels which yield a "typical" signal-to­

(impulsive)-noise ratio. With this signal-to-noise ratio we can refer to 
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·16(p.35) and read off the "typical" probability of digital error for 

signal-to-noise ratidandFSK modulation, both for non-fading and 

conditions •. 

Two cases for which "typical" signal-to-noise ratioc: have been 

calculated in this way are: direct digital modulation, and digital FM sub­

modulation. T~ble 5 presents a signal power budget and "typical" error 

·probabilities for a dir3ctly FSK.,.modulated 450-Iv:IHz signal without an inter­

mediate submodulation, while Table 6 presents a pow~r budget and error 

probabilities for FSK submodu.lation of voice FM equipment. Note that the 

signal~to-noise factor assumed for FM submodulation results in substantially 

lower probabilities of digj,tal error under both non-fading and fading condi-

tions. However it should also be noted that with an FM modulation index 

sufficient to attain such improvement, the modulation bandwidth is consider-

ably less than. the available r-f bandwidth. D~gital channel capacity 

measured in bits per second is thus actually reduced by using FM submodula­

tion, although the output signal-to-noise ratio and the corresponding digital 

error probability are improved. 

Two items in the power budget tables which require explanation are 

"free space loss" and "excess path loss". Free space loss is the attenua-

tion of signals with distance between two dipoles, neglecting the effect of 

terrain between transmitter and receiver. The formula for free space loss 

.in decibels is: 43 

= 
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'rable5 

Power Budgetfo:l: Direct Digital Modulation 

Typical standard 

Transmitter power (50 watts) 47.0 dBm o 

... Transmitter antenna gain (bas:;9 station) 40 10.0 dB o 

. Transmitter line losses (100' 

of RG17/U 
41 at 450 MHz) . 2.0 dB 0 

Free space loss (4 miles) - 98.0 dB 0 

Excess path loss - 30.0 dB :1:5 dB 

Signal ~ower at receiver - 73.0 dBm ±5 dBm eA) 

Man-made noise leve121 ,31 -102.2 ClEm ±6.7 dBm (B) 

Signal-to-noiseratio (non';":fading) 29.2 dB ±8.4 dB*. 

FSK Error Probability Non-Fade Fadin~ 

typical (29.2 dB) 2 x 10-5 5 x 10-4 

one S.D. high (20.8 dB) 3 x 10-4 4 x 10-3 

one S.D. low (37.6 dB) < 10-5 6 x 10-5 

*Standard Deviation (A+B) = )s.D. (A) 2 +S.D. (B)2
1 



Table 6 

Power Budget for Dic:I1 tal FM Submodulaticm 

power ,(50 watts) 

gain (base station) 

line losses (100' 

of RG17/U at 450 MHz) 

signal-to-noise improvement 

factor42 

Free space loss (4 miles) 

S,ignal power at receiver (effective) 

Man-made noise level 

Signal-to-noise ratio (nqn-fading,) 

FSK Error Probabilities 

tyPical (42.2 dB), 

one.S~D: high (33.8 dB) 

one S .,D.low (50.6 dB) 
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Typical 

47.0 dBm 

10.'0 dB 

2.0 dB 

13.0 dB 

98.0 dB 

30.0 dB 

60.0 dBm 

- 102.2 dBm 

42.2 dB 

Non-Fade 

< 10-5 

< 10-5 

< 10-5 

Standard 

0 

0 

,0 

0 

0 

±5 

±5 

±6.7 

±8.4 

Fading 

1 x 1'0-5 , 

2 x ,10-4 

-5 < 10 '" 

Deviation 

.. ,'.,. 

'" 

-,-
'" ,,~ 

dB 

dBm 
, ,.::.' 

dBm 

dB 
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Exce13!3.path loss is the empirical difference between predicted free 

Jl}?ace attenuation and actual measured signal attenuation over a base/mobile 

path, presumably due to the effects of terrain and man-made structuresn As 

one would: expect, this' loss varies from city to city, urban to suburban con-

ditions,.etc. Some values which have been cited in the literature are shown 

in Table 7. We have assumed an excess path loss of 30 dB with a standard 

deviation of 5 dB, consistent with the values of Tabl.e 7. The excess path 

loss is a constant to which must be added the effects of fading. 

Table 7 

Literature ValUes for Excess Path Loss 

Excess path loss dB Reference Frequ~ 
(Standard deviationz dB) 

28-37 8 450 and 836 MHz 
3.7 and 11.2 GHz 

38 22 450 MHz 

32, (5) 31 450 MHz 

17, (3.5 ) 44 836 MHz 

27, (6) 44 836 MHz 

Note also that Tables 5 and 6 do not include antenna gain or feed-

line losses at the receiver. The reason these were omitted is that the 

signal-to-noise ratio is unaffected by losses .at the receiver so long as 

the internal receiver noise is much less than the external man-made nOise, 

which Fig. 9 (po 21) indicates is usually the case. 

Digital error rates which have been cited in the literature for 

tests of mobile printers in urban areas are typically i~ the range 10-4 to 
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. 10-2 
(references 7, 45, and 46), considerably worse than the values shown 

···6 . -4-2 in Table • Error probabilities in the range 10 to 10 should only occur 

during severe signal fades (Rayleigh and/or shadow) or in local areas with 

unusually intense external noise. Although' both multipath fading and 

impulsive noise can interfere with digital communication, multipath fading 

is probably the dominant cause of digital mobile radio error levels such as 

those reported in the cited tests. As has been discussed, diversity recep­

tion and/or error-correcting coding seem to be the best hopes for coping 

with errors when they exceed an. acceptable level. 

What is an acceptable level of error probability? This is a 

question that has no one unique answer, since it depends on what one is 

trying to d~ with the digital system (i.~., how bothersome errors are in a 

particular circumstance); also error probability for digital radio has to be 

expressed as a distribution over time and/or service area because of the vari-

ations in signal-to-noise ratio 1'lith these same parameters. The expected 

'. . binary-error probability level in land-line data communications is 10":5 

(one bit in error per 100,000), which corresponds to an average rate of one 

character error per 10,000 characters (assuming 10 bits per character), and 

thi~ 1-lould clearly be acceptable as a goal for mobile communications. A 

binary error probability of 10-
2, which has been reported under certain 

conditions in some mobile printer tests, corresponds to 100 characters in 

error per 1,000 transmitted and would certainly be unacceptable as an. average 

rate, although it might be encountered say 5% of the time even in a system 

-5 -4 ( where average rate was 10 • An average binary error rate of 10 10 

.characters in error per 1,000 transmitted) probably represents the minimum 

acceptable performance for law enforcement use, but the goal should be higber. 
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cHAPrER 5 

SUNu~Y AND CONCLUSIONS 

The central objective of this study was to examine the possible 

role of digital transmission techniques for improvement of law enforcement 

mobile communications, both as regard to operational advantages in 

command/control and automated information handling, and to more efficient 

use of the crowded radio spectrum. Necessarily, a change from present, well-

:,;,. established voice communications to the new, relatively unproven, and little-

understood digital devices involves a ~omplex mixture of technological, 

operational, economic; and regulatory issues, and all of these have been 

touched on in this report. Unfortunately the mixture of issues contains so 

many ramifications that despite the length of this report, it was net possi-

ble to treat all in equal detail or even to include every one that was 

identified in the study. 

An overall conclusion, which was sensed at the beginning and re-

inforced as the study progressed, is that digital mobile communication is at 

a very early stage of development, and the technological capability that is 

available at present is but a small part of that which can be available in 

the future·. A parallel, i'lhich perhaps cennot be followed exactly, exists 

in the transmission of digital data over telephone lines, which started out 

haltingly 15 or so years ago a.t 100-300 bits per second, and now is routinely 

:". conducted at 9600 bits per second. Also, proper equipment features and 

operational uses will take some time, including much more trial and experi-

ment, to workout. It is therefore important that law enforcement communi-

cations planners not be too discouraged by some of the adverse test reports 

of the not too dist~mtpast, by operational shortcomings which they may see 
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.tri:pr~sentequipments, or even by cost (complex digital devices =Ln high-
- : -

volume production can be very inexpensive -- witness the electronic calculator), 

. but instead energetically join in a continuing dialog with equipment manu-

to steer digital development in the right directions for their 

It also became clear early in the study that because of the rapidly 

changing status o~ the technology, a simple survey of existing equipments and 

usages, while valuable for some purposes, would not really address the central 

objective stated at the beginning of this summary chapter. A large part 

of the study and this report have therefore been devoted to identifying 

factors which presently limit the speed and accuracy of digital mobile communi-

cation, and to outlining, where possible, techniques which are or'maybe 

available for overcoming these limitations in the not-too-distant future~ 

Much of the description of the problems and solutions is necessarily techni-

cal and mathematical in nature" but an attempt has been made to state re-

sults in practical form. Briefly, the major conclusions may be stated as 

follows: 

1. Digital data transmission with acceptable error probability requires 

'about the same mean signal-to-noise ratio as good-quality voice 

transmission, however digital error probability is much more 

sensitive to the large, instantaneous variations from the mean 

that presently res~lt from fading and man-made noise. 

,2. Multipath propagation leads to Rayleigh-distributed amplitude 

fading of land-mobile signals and analysis of typical measured 

noise levels and signal levels indicates thatmultipath fading. 

is the dominant error~producing mechanism. 

3. Either of the two availa,ble impulsive.noise models (telephone or 

atmospheric) is a more realistic model than the Gaussian noise 
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. modelf'orthe urban mobile radio noise environment and, .for the 

same.meansignal-to-noise ratio, digital error probabilities 

are much worse in impulse noise than in Gaussian noise. 

4. While. there are differences between them, the particular digital 

modulation method. (PSK, DPSK, FSK, etc.) is of much less im­

portance in determining error probability than the noise en­

vironm.entor the fading characteristics of the signal. 

5. Since very little can be done about the noise environment for 

mobile.commlllications, the only potential means of improving the 

signal-to-noise ratio of the radio channel for digital transmission 

is to use some form. of divers:i,ty reception to reduce the variance 

of multipath fading. 

6. Either space diversity (multiple antennas) or fI:equency diversity 

(multiple frequencies) should be practical for vehicular receivers, . . 

but only frequency diversity has 'apy possibility of use for 

portables. Frequency diverSity, which is common in fixed-base 

radio commlllications, seems to have received almost no attention 

for land-mobile use because of spectrum congestion considerations., 

However, use of two land-mobile channels (approximately l-MHz 

separation) for frequency diversity might yield such an improve­

ment in digital data and. error rates that there would bea net 

improvement in spectrum utilization, i.e., two channels used 

jointly in this way could have a significantly greater capacity 

than the same two channels used separately. It is recommended 

that both space and frequency diversity be implemented and their 

error-reducing effects compared. 

7. As a minimum, cyclic error-detecting codes with message 

'.' retra:hsmisSion as necessary are essential for assurin,g relia-

ble reception of digi tal messages • More complex, but still 

relatively simple convolutional coding can correct isolated 

errors, and. with code interlaCing, even the burst errors caused 

bymultipath fading. It is recommended that experiments be 

conducted, to determine whether an interlf;lced error-correcting 

coder on a single channel can substi,tute for multiple diversity 
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yield l:I similarly improved error rate without the 

or equipment requirements of diversity, 

submodulation· of. voice liM equipment radios, l:IS in most 

digital· systems, oos operational advantages, but digital 

performance is compromised by the bandwidth, threshold, phase, 

and noise characteristics of theFM equipment. Other forms of 

modulation, peroops requiring new coonnel specifications, may 

be necessary for full realization of digital capabilities. 

Voice transmission with a 30 db signal-to-noise ratio is possible 

over l:I digital coonnel with a data rate of 30,000 bits per second 

and a binary error probability of only 10-3 • Thil;l could be achie:ved 

,vith a 50-kHz r-f channel, i.e. ,t .. 10 adjacent 25-kHz coonnels 

used as one channel. If such high-speed digital coonnels were 

available, it could result in a net irr.provement in spectrum 

utilization, plus the possibility of alternate vOice/data usage. 

lb. Random-input interrogration of a mobile fleet appears to 

give a much fl:lster access time than sequentil:ll polling inter­

rogl:ltion, but it l:Ilso reduces the number of mobiles which cl:ln 

be accomodl:lted in a digital mobile network. The question of 

best polling pro~edure for a given system thus depends on the 

particulars of the system and its desired functional performance. 

,< .• " 



·APPENDIX A 

ANALOG TRANSMISSION OVER A DIGITAL CHANNEL 

The main body of this report is entirely concerned with the trans-

mi.s.sion of digital information over analog channels, such as voice FM equip-

ment. This appendix examines the reverse problem: given a digital channel 

as characterized by its data rate, R bits per second, and its binary error 

probability, P, is it possible to transmit analog signals such as voice over 

the digital channel and, if so, how much distortion is introduced by the 

digital conversion/transmission process? Also, what are the bandwidth 

requirements? The answers to these questions are central to determining 

whether it is better to construct an analog system which sometimes carries 

digital data or to construct a digital system which might carry analog signals. 

The starting point is the uniform sampling theorem for band-limited 

signals: 33 

"A band-limited signal which has no spectral components above a 
frequency B cycles per second is uniquely determined by its values 
at uniform intervals less than 1/2B seconds apart." 

To represent these continuous analog sample values with a digital 

signal it is necessary to discretize the sample values and transmit them as 

Nbit binary numbers. Figure A-I illustrates the operation of the digital 

sampler/quantizer. 

It is possible to calculate the mean square error of the quantizing. 

process (i.e., the average quantiz.ation noise power) when the quantization is 

due to roundoff as in Fig. A-I. 

1 2 
- n dn 
E 1 1 
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Fig. A~l Sampling and Quanti~ation of an Analog Signal 
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- bit binary quantization 

In addition to the quantization noise, a second source of noise 

. is due. to the probabiJ..ity of binary error. An. error in the jth mast sig­

.nificaht bit of an'N bit number produces an amplitude error of 2-j or a 

noise power contributian of 4- j • (p is the probability of binary error.) 

-N 
= P(~) 

3 

Adding .these two noise powers we obtain the total noise due to binary quan-' 

tizatiQn and bit error probability. 

1 -N 1 4-N 
= - 4 + P{ - ) 

12 3 

This is the analog noise p0i07er caused by digital transmission of a unit 

amplitude signal.. If the signal is sinusoidal, its time average po,wer is 1/2 

and the resulting signal-to-noise ratio can be calculated. 

l' 

SNR(dB) = 10 1.0 (average sig~al power). 
glO average na~se power 

= 10 log 6.4 
[ 

. . N ] 

10 1 + 4P(4N _ 1) 
.(A-l) 

USing Eq. A-l, constant-value loci at SNR.have been plotted in 
. . 

Fig. A-2 ~s.a.function of P and N. Also shown in Fig. A-2 is a dashed. li~e 

·;JiRt~ined.;bY .. settingE(llJ. 2)= E(m2
2

). Above' this line' bit error noise 
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dOminates; quantization noise dominates below it. Since the best bit error 

probability that can be expected is 10-5, it is seen from Fig. A-2 that there 

is no advantage in using more than seven bits of quantization. 

With these results we have already determined quantitatively the 

distortion (1. e., noise pOl-ler) introduced by the digital transmission of 

analog signals. To determine the required bandwidth we must recall the 

results of Chapter 3: a realistic bandwidth for the transmission of R bits 

per sec,ond is R Hertz (R = W where W is the r-f bandwidth or the two-sided 

baseband bandwidth). 

Given the bandwidth B (Hertz) of the analog signal and the accept-

able signal-to-noise ratio we can find the required binary word length N from 

Eq. A-lor Fig. A-2. From the uniform sampling theorem we find that a data 

rate R = 2BN bits per second is neeJed, and the resulting realistic bandwidth 

is 2BN Hertz. 

In this fashion we can compare PCM voice transmission over a. land 

mobile radio channel with F.M analog transmission. Assum.ing B is 3 kHz for 

voice signals and that a signal-to-noise ratio of 30 dB is desired (equiva-

lent to F.M quality above threshold), the required binary word length is five 

bits. Therefore the ~equired data rate is ·2BN = 30,000 bits ~er second and 

the two-sided r-f bandwidth is at least 30 kHz, 'Vlhich would require a channel 

spacing of 50 kHz. This is the same sort of wide-band digital channel (two 

present 25-kHz channels merged into one) that was discussed in Chapter 3. 

Off-hand, digital transmission of voice does not look attractive 

because of this bandwidth requirement. However if wide-band channels are 

ever establishedforhigh~speed digital data (30,000 bps),thepossibility 

would exist for alternate transmission of digitized voice over suc~ channels. 
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APPENDIX B 

DISCUSSIONS WITH MOTOROLA 

1. Introduction 

This is a combined report of two separate discussions withrepre-

sentatives of Motorola Communications and Electronics, Inc. In t~e first 

meeting, J.E. Ward visited the Motorola plant in Schaumburg, Illinois, on 

October 27, 1971, and met. with Mr. Steven Adler, Engineering an!i Sales Manag-

er for State and Local Government Ma:t:'kets, and. Mr. Warren Henderson, Systems 

Resources Marketing Manager. In the second meeting, Mr. Adler and Mr. William 

;:;: 
Bonnan. (Manager for AVM Systems) visited M.LT. on November 11, 1971 and 

met with Professor J.F. Reintjes and Messrs. J.E. Ward and T.C. Kelly. 

These two meetings covered the emerging field of digital trans-

mission and computer-based information handling in law-enforcement systems, 

both in the mobile/portable radio environment and in local, state, and feder-

al inter-computer networks. Also disc~ssed were the technical issues in 

digital radio transmission, automatic vehicle monitoring (AVM) systems, a~d 

probable equipment developme~t timetables for the new 900-MHz band recently 

allocated by the FCC. 
,:.1 

·2. General System Issues 

To lay the groundwork for our meetings we described the Electronic 

; ...... Systems Laboratory's project with the National Institute of Law Enforcement· 

and Criminal Justice to study existing digital communication' and information-

. handlin~techniques as well as. to locatecommunication/info.rI!lation bottle-

: necks where digital techniques may be especiallY helpful in law enforcement. 

In turn, .the Motorola representatives described Motorola's involvement in 

. law enforcement communications at both the component equipment level (mobile 
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radios, hand-held portables, mobile teleprinters) and at the syst,em level 

(automatic vehicle location--both fixed route and randbm, microwave com­

munications, computer-based dispatching, and integrated networks)~ 

A particular system discussed in the latter context was the SMARTS 

(San Mateo Automated Rapid Telecommunications System) Communication Network 

which Motorola is installing. This is a self-contained, computer-based, 

store-and-forward message system utilizing both wire links and the San Mateo 

County microwave (Motorola) network for transmission. The system currently 

,) has 19 teleprinter terminals ,but will be expanded to 40. SMARTS operates 

as a sub-system of CLETS (California Law Enforcement Telecommunications 

System), and thus provides ready access to the 450 CLETS terminals, and 

through it to the FBI's National Crime Information Center (NCIC). 

The tone of this part of the discussions indicated that Motorola is 

very much involved at all levels of the law-enforcement communications pro-

blem, and has spent a good deal of time in examining the problem from an 

overall system viewpoint. They indicated their feeling that existing local 

police communications equipment is in general quite adequate and that the 

biggest problems for the immediate future are: 

(a) how to coordinate the multitude of local, state, and national 

communicatlons and information systems into a smoothly operating 

whole (i.e., the network problem); and 

(b) h.ow to provide the needed expansions in radio communications 

capabilities (mobile and portable) in the face of spectrum 

congestion and limited financial resources (best utilization 

of spectrum resources, and cost effectiveness). 
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S6mere1ief' in t:he;4:S0~MHzband\V'i11 be realized by the FCC 

'r~'a~signIn~~tOf the lower UHF-TV' bands in the major cities, but the 
:' ','" . '. 

, 'Motorola peopie felt that the non-interference rules would seldom 

'{" '. , ", ", ,',' 

.f;>eririi£,"operation anywhere near the maximum power and antenna height 

limitations (l,OOOwatts and 500 'l, and that performance may thus be 

inarginal compared to the present 450-MHzband. 

The new gOO-MHz mobile band (reassigned from UHF-TV Channels 

70-83)* offers a real break in the spectrum log-jam for the future, 

, ',but is not immediately useful. One problem is that of low power output 

of solid state devices at these frequencies, although this is now being 

effectively solved. Another factor is that the planned use o,f ~is' 

new band is still being considered by the FCC under Docket 18262, 

wip.lt various organizations proposing everYthing from extension of the 

simple channel pair concept (as in the present 450~MHZband) , base station 

channel trunking arrangements (managed groups of channel ,pairs) ~ and 

regulated common carrier systems for an entire urban area, using 

trunking and cellular concepts. ' Final equipment designs must 

await the resolution of these issues i namely, how this new barid is to 

Since spectrUJn-space relief as discussed above will b~;slow :in 
, . . 'l~.; _' 

.\ . 

c,::oming ,Motorola is also , actively looking to the use ofd,:i.gi tal techniques 

" 'to i~r6ve<the use-eff:i.ciency of present channels" as discussed,',be10w, . 

. , ':', .', ' : ..•. " 

806",:,~02MHz, and 9 28..;.94 7 MHz. This provide~ an additional 

~z, about; a three-fold increase in mobile spectrum. 
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Technology 

In the two,meetings, the Motorola people discussed a number of 

issues in donnection with digital transmission: 

(a) There is a severe RF noise problem in cities--as high as 50 micro­

volts per metel::' in New York Ci ty--and strong transmitters on 

adjacent channels causeintermodulation distortion. 'I'he + 5 kHz, 

FM deviation limit in a 25-kHz channel is intended to keep adjacent­

channel interference within acceptable limits, but ,the resulting 

deviation ratio is often so small that the advantages of the FM 

capture and threshold effects are minimized (increasing the 

possibility of adjacent-channel interference, and decreasing signal­

to-noise ratio, except under very strong signal conditions. Further 

channel splitting (to 12.5 kHz) would increase the severity of 

these problems. Motorola I s approach to these channel-noise pro­

blems is to use best possible receiver designs--sensitive receivers 

with FET front ends and sharp quartz IF filters to reduce adjacent 

channel interference--but this is of little help against noise 

and interference components (including multipath) that are "on­

frequency". 

The gist of this part of the discussion was that the radio channel 

often represents a poor medium for digita~ transmission, and that 

work still needs to be done in modulation and coding techniques to 

improve the immunity of digital signals to noise and interference, 

and in cellular and/or diversity arrangements to improve the channel. 

(b) They said that they have used or are investigating a~ least a half­

dozen digital modulation techniques,_ They mentioned one technique 

which yields satisfactory transmission of 100 bits per 'second at 

signal-to~noise 'ratios as low as 6 db (12 db is considered the 

minimum acceptable for voice, and most digital techniques need at 

least 20 db). This technique uses sequential, decimally coded tones, 

transmitted ,at quite a slow rate-":'30 per second--but since a decimal. 
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abOU.t 3.3.bits,the effectivla bit rate is 
, , ~ . . . . 

3 ~3.X30==100· bps. 
, . -. ..:' ". ". . ~ . . ,~ " 

The e£fectiveness of thisteclm,iqile 
, - _,> • ' •• : • .J ,;. , "';'" ,,' • 

obviously aris.es from thr longer recog-

nitio~ time per item of ,transmitted;informat~l~nl;r-33 ms • 
. '. '.I 

as against 10 ms.if the bits were transmitted in binary 

The problem with this technique is .that ~~OO bps is 

too slow. for many purposes, and it is difficult to. do multi-. . . ~. 

tone;redognition at any fasterrate~ 

The CTA/Monitorbuslocation system for Chicago system operates 

at 2bOObps, using a form of pulse-width modulation., There 

have,be«;!n numerous difficulties with errors since the tests 

began inmid~1970, but many of these. were due to electrical 

noise sources in the buses and mobile radio component problems 

i-hich have since been corrected. More recently, it was 

discovered that the ,telephone-line connections from the 

'satellite receivers were distorting the digital.signals, and 

these are in process of being improved. (Despite a number 

of inquiries before, and after the~e 'meetings, we have been 

unable to obtain any information from Motorola on the error 

rates actually being achieved in practice in this system.) 

(c) Motorola feels strongly that voice and digital signals should 

be on sepa;rate channels, Le., that overlay systems will be 

,unacceptable because of the annoyance of hearing digital 

tones intermixed with voice. This of course, gets into the 

spectrum congest~on question--does this double everyqne's 

qhannelrequirements? 

Many feel that 100 bps (.10 characters per second) is too slQw 

fOl;,mobile pri:nt~rs,pa:rticularlywhen lengthy printedre-
, , • .' ..' . • 0' 

spcmsee; r~sult from an inquiry,andthatIl\UCll faster output 

rates are needed. Motorola feels ,that a 10b~bps raternay 

.. still be satisfactory if a more judicious choice of operating 

modes is 'used , such as generating a full printer response only 

.on a ;'hit". 
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NationW:ide, ~but 80 percent of pf.ltrOl cars. are operated on a·· 

one-man hasis,thtis complete. reliance on printers or displays 

for dispatch is difficult bedl.Use they can 't be read while the . 

car is in motion • 

. (f) Portables represent another problem for digital systems, and 

their use is on the increase (already, eight U.s. cities use 

only·portables). Digital input from portables will soon be 

·feasible, but digital output capability is a long way off. 

Computer-generated voice response appears to be the only im­

media.te solution, and Motorola mentioned they had heard of some 

tests of this technique in a police radio system. Response j'6nly 

on hits If we.:;; mentioned as desIrable to reduce channel time. 

(g~ Motorola's stated position is that they are actively pursuing 

digital mobile radio technology, but that they are not selling 

it as the answer to all communications problems. They interact 

with each system requirement as it arises and feel that it will 

gradually gain acceptance in applications where it clea.rly is of 

advantage as compared to all~voice techniques. 

5. AVM Systems 

Motorola has developed a new AVM system (first announced in mid-

1971) which operates on a phase-ranging basis. The base-station transmits 

(using FSK modulation) the code of the vehicle it wishes to locate. The 

vehicle then responds by t~ansmitting 64 cycles of a 2700-Hz tone, which is 

picked up by several satellite receivers and transmitted to the base station 

over telephone lines for phase comparison. A demonstl:ated accuracy of 800' 

;~ was cited. The time per fix is 30 MS, i.e., 33 different vehicles can be 

located., per .second. The system may be calibrated at any time (even as often 

as every "fix")by interI."ogating one or more fixed radio transceivers. 
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(Note: This new MotorolaAVM system seems considerably simpler 

than the Raytheon system that was tested in Boston. That system had the 

vehicles repeat--on another channel--a tone transmitted by the base station, 

made phase comparisons at each satellite receiver site between the master 

. "\. base-station tone and the vehicle-:repeated tone, and transmitted these 

measured phase differences digitally over telephone lines to a base-station 

\ computer for location calculations.) 

\ 
\ 

6. General Comments 

Motorola sees the need for independent organizations to look ob-

jectively at 'the land mobile tibandwidth-modulation-channel assignment" pro-

blem and recommend improvements such as digital modulation to alleviate 

the congestion and interference. They are most interested in the results 

of our work, and in further discussions later on. 
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APPENDIX C· 

" DIScUSSIONS WITH' GENERAL ELECTRIC' 

1. Introduction 

On January 27, 1972, Messrs. J. E. Ward and T.. C. Kelly of the 

Elec1.:.~onic Systems Laboratory visited General Electric's Mobile Radio 

Department in Lynchburg, Virginia, hosted by Mr. John A. McCormick with 

whom several let~ers had been exchanged earlier. 

Most of the morning was devoted to a roundtable discussion of 

recent developments in land mobile and public safety vehicular communica-

J tions with the following General Electric personnel: 

.. " .. 

John A. McCormick - Consultant 

Robert T. Gordon Manager, Advance Development Eng. 

N. S. Cromwell Manager, Major Accounts 

Ralph D. Abrams Manager, Major Direct Markets 

James E. Ardery Manager, System Products Planning 

Paul E. Perrone Public Safety Systems 

Ronald Sission Superintendent of Engineering (Toronto System) 

Robert Fruin Diginet 1600 Software (Toronto .system) 

Fred Arnold GE Pac 30 

Mr. Ward briefly summarized the Electronic Systems Laboratory's 

activity in digital vehicular communication through the Project CARS 

(Dial-a-Bus) program and, more recently, through the study-grant from the 

National Institute for Law Enforcement and Criminal Justice for possible 

law enforcement applications of digital !Communication technology. The GE 

people were interested in the present statu50f Project CARS (a copy of the 

·:final CARS report was left with them) and th~y would appreciate a copy. of 

th~ final repprt of the NILECJ report • 
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·2. SystE'.mTopics 

Ge)1eral Electric is one of the ... four larg~s;t Illanufacturers of 

mobile ,(vehic:Le) and portable (hand-held) radios. They stated that portable 

radios in particular have been a rapidly growing field and that the concept 

of "a radio for every officer" is reshaping law enforcement communications. 

Most. recently, GE, like most mobile equipment manufacturers, has developed 

a digital commUnication capability as demonstrated in their installations 

for the Los Angeles County Mechanical Department and the Toronto Police 

Department. 

The Toronto system is currently under design and conztruction, 

and is expected to be operational in early 1973. The heart of the concept 

is dynamic management of channel usage, both to provide maximum utilizCition 

of the 12 available channels under any situation, and also to permit 

"channel-hopping" to increase the difficulty of clandestine monitoring of 

police communications. All radio equipment in the system will have 12-

channel capability, with provisions for remote control of the transmitting 

and the xoecei ving channels for a particular unit at each instant of time 

by means of digital signals from the control center. 

There will be six base-station transmit/receive sites located in 

different part~ of the city, and each will have two transmitters and two 

receivers. All base stations can be operating simultaneously 011 the.same 

or different channels. A total of 713 vehicles will be equipped, of which 

about 80 percent may be in use at one time. The mobile radios ~dll be 

standard 12-channel units, with external digital. output and inp'ut equip..,.. 

ment connected through the normal audio microphone and discriminator jacks •. 
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The control center will use a GE Diginet 1600 controller in com-

bination with a matrix switch to assign the 12 available channelsarnong 

opera~ions consoles and mobile units', and its channel-switching commands 

will be sent out as a differential phase-shift tone burst (200 millisecs 

at 2400 bits/sec) at the beginning of a voice transmission. A GE Pac 30 

computer will handle channel allocation and can command the controller to 

scramble the channel assignments and/or to assemble certain groups on a 

single channel. The radio operators will not have to concern themselves 

, with channels or digital data - they will be properly connected auto-

matically. 

This computerized switching system is a significant advance in 

the field, but it should be noted that this is not a digital cornrnunica-

tions system; it is a voice system with digital channel control. Since 

only the brief control bursts (200 ms) are digital, GE has not felt that 

it was necessary to use polling techniques to avoid mutual interference. 

Also they are not very concerned about errors in, these control bursts, 

feeling that they will have good signal-to-noise ratios everywhere. 

Although each city zone has its own base station, they expect almost city-

wide coverage from any of them. The prime consideration in the choice of 

2400 bps as the digital transmission rate for the control bursts was to 

shorten the "beep" tone that precedes each transmission so that it will be 

heard as a II clock II rather than as a tone. They recognize the higher pro-

~,' , 

bability of error at 2400 bps, and said that if it were not for the human 

'annoyance factor, they would have preferred to use a slower digital bit rate 

.Witb:alower error probability. We gained the impression that the actual 

error rat~ in practice remains to be measured. 
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The GE people said that they are not pushing digitalmopile 

radio at this time, except possibly printers and audio-encoded data for 

.ca few special applications. The real problems which they see facing digital 

communications are a lack of convenient input and output devices for busy 

vehicle drivers (as convenient as microphones and loudspeakers), necessary 

digital compatibility for hand-held portables, and frequent data fadeouts 

(shadowing or multipath). On the other hand, they hope rapid digital 

signaling methods will eventually be able to reduce the 88 percent of 

voice transmitting time now used for routine reporting and thus ease chan­

nel congestion. 

The longer-term future of land mobile radio was seen to balance 

on the new 900-MHz allocations which contain three times as much bandwidth 

as is now in land-mobile use altogether. GE has done extensive field tests 

at 900 MHz for L~e FCC and their final report will be available soon. Major 

problems are low power output and multipath fading, but GE feels that it is 

a usable band for short-range communication. There was some discussion of 

~. the various filings by AT&T, Motorola, and GE under FCC Docket .No. 18262, 

~hich will determine the rules for use of the 900-MHz band.GE would like 

to see channel trunking on a user-by-user basis, rather than large common­

user systems such as proposed by AT&T. 

3. Technical Discussions with Mr. Robert Gordon 

In the afternoon we met with Mr. Robert Gordon to discuss the 

c detailed technical. problems which we.re set aside at the larger morning 

meeting. Such topics included signal fading, noise and bandpass character­

istics of FM equipment, diversity techniques, and spectrum conservation. 
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'1'0 account for random signal fading, GE uses a probabilistic 

specification: . a. log-normal probability distribution for the median 

.... signal levels {long-term "shadow" fades) and a Rayleigh probability dis-

tribution (short-term "shadow" fades). With these assumptions, thGY 

calculate that an 8-dB median SNR will provide an adequate signal 90 'per-

cent of the time and essentially no signal for 10 percent of the time 

(because of the .FM threshold effect). Increasing power to raise the 

median SNR impr.oves the 90 percent figure, but the improvement quickly 

becomes uneconomical, especially at. 900 MHz where power is at a premium. 

The magnitude characteristics of the audio bandpass in FM 

mobile equipment are quite similar to those of telephone channels, but 

the phase response is much smoother and group delays are smaller. Mr. 

Gordon promised to send actual measured magnitude/phase plots for our use 

* in calculation. GE has analyzed noise in FM receivers using the anomaly 

Ot; "click" 'method#in which periodic pulses appear in the receiver output 

even for very strong signals (background hiss). ,Mr. Gordon has verified 

the existence of anomalies even on strong signals and he feels that this 

characteristic of FM receivers may interfere with high-speed digital com-

munications. He said that their tests to date indicate that impulsive 

ignition noise is no more severe at 900 MHz t.~an at 450 MHz. 

The last general areas of discussion with Mr. Gordon were divers-

ity 'techniques and spectrum conservation. GE has experimented with space 

diVersity to improve the signal-to-noise ratio in voice communications, but 

* This graph was received. and is shown in Fig. C-l. 

# For an explanation of the "click" method, see, for example, Wozencraft 
and Jacob, Principles of Communication, p. 661 •. 
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concluded that for voice coIt'Juunication, the improvement is not worth 

the additional cost. For digital communications,however, the improvement 

may be necessary and then, as Mr. Gordon said, "Diversity must be con·' 

sidered an expense of digital communication." He said that another problem 

with space diversity is the need to adjust for RF and modulation phase 

coherence, citing GE experience in the New York Thruway FM microwave system 

in which both phase delays and phase equalizers have been found to be 

necessary. 

The discussion of spectrum economy focused on channel separa'tions 

,t, in the land mobile service. Mr. Gordon feels that further channel spli.t­

ting (i.e., to 12. 5kHz) could raise severe problems if it results in smaller 

FM deviations (this would almost eliminate the FM threshold). Also, fre­

quency stability could be a problem because the best available crystals 

'.1 

are ± 2 parts in a million, or ~ 2 kHz at 900 MHz. Other methods of spec-

,trum reuse, such as time or zone switching may be used, but further fre­

quency subdivision appears undesirable. Finally Mr. Gordon pointed out 

that straightforward transmission of digitally encoded voice requi~es wide 

bandwidths (from 6 kHz to as much as 40 kHz for a 3-kHz voice signal, for 

example). Thus unless some form of data compression can be employed, the 

bandwidth requirements are 2-13 times that for analog voice transmission. 

He could see little prospect that digital transmission of voice, such as 

is now gaining favor in the telephone system, will be employed in'mobile 

radio. 

4. Plant Tour 

After our technical discussions, Mr. McCormick took us on a tour 

of the production facility where we were able to observe all stages of 
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assembly of mobile and portable radios, microwave repeaters, voting 

re.cei vers ,and the integrated circuit. and quartz crystal facilities. 

Finally, we met briefly with Mr. Glenn Peterson, General 

Manager, GE Mobile Radio Department; Chairman, Land Mobile section, EIA 

and expressed our appreciation for the courtesies extended to us·on this 

visit. 
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APPENDIX D 

DISCUSSIONS WITH REPRESENTATIVE GREATER 
BOSTON POLICE DEPARTMENTS 

This appendix describes discussions that were held with four Greater 

Boston police departments. The purpose of these visits was to find out 

about their present radio conununications operations, and to elicit conunents 

on how digital radio coramunications might fit into their plans for the 

future. The four departments visited were: the Boston Police Department, the 

~ Metropolitan District Police, the Cambridge Police Department, and the 

Lexington Police Department. 

1. Boston Police Department 

One October 14, 1~7l, Professor J.F. Reintjes and Messrs. J.E. Ward 

and T.C. Kelly visited Boston Police Headquarters and met with Mr. Steven 

Rosenberg, Director of Planning and Research. The purpose of this meeting 

was to discuss the present communications setup of the Boston Police Depart-

Inent, any particular communications problems with the present setup, and the 

role that digital communication techniques might play in the future. On 

December 16, 1971, Mr. Kelly met with Sgt. Leroy "Bud" Hunter, the Com-

munications Officer for the Boston Police Department, who is also the New 

Engla~d Frequency Coordinator for law-enforcement conununications. Topics 

discussed included more details on the BPD radio System, plus general dis-

cussion of radio coverage and frequency allocation problems. 

a.) Communications Research Projects 

Mr. Rosenberg mentioned five local communication projects of importance, 

all funded to some extent by the Law Enforcement Assistance Administration 

(LEAA) through the Governor's Conunittee on Law Enforcement and Administration 

of Justice. 
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.TheBoston Police Depar.tmentwas . in process of upg:rading 

its. command center and radio setup (s.ee ,I;'aragraph b •. below) 

and its consultant organization, Urban Sciences, Inc., has 

recommemdedinstallationof 'an AVM system. 

The Greater Boston Police Council (Boston and 13 neighboring 

police departments) had contracted with Urban S.ciences to -

study the feasibility of coordinating dispatching p~ocedures 

and radio channels among the participating departments. 

The Massachusetts State Police had contracted with Mitre Corp. 

to recommend improvements in their mobile radio communications. 

'A municipal Radio Project was assessing the radio commUnication 

requirements of cities in western and central Massachusetts. 

, ~b~) Present BPD Communications and Plans 

Mr. Rosenberg and Sgt. Hunter indicated that the BPD communications 

capability'was pretty good, although they were in process of makingS. number· 

of needed improvements. 'Boston, had been using two dispatch channels with 

city-wide qoverage -(46 square'mil.es) but was in process of 'expanding to 

an eight-channel zpned setup, using some of the 38 new channel pairs that 

, have become available through the 1971 FCC real:Location of UHF-TV channels 

14 and 16 in Boston. The new channel setupis'part of a .new computerized, 

cozmnand-control console being installed by Motorola. In the eight-channel 

setup they will use four for mobile units (one each for three geographic 

zones an,done city wide), and four for portables. Therewillbeall-:call 

caPa1:>ilityon all channels. 

Boston has a total fleet of 364 vehicles, of.whichabout 150 are. 

active at one. time. The BPD presently has 400 portables,' and has plans 

to aCqUire about· 300 more. Mr. Rosenberg said that they would lik~about 

2800 portableS (one for every duty patrolman) put that the cost per portable 
" . - . . . 
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to drop from -the :present . $960 . level to abOut$2S0 . before such a 

masseqdipmentprogram would be feasible. 

The BPDhas been operating both ISO-MHz and ·4SO-MHz eqUipment, with 

··· .. five lSO-!Uiz Qhannels and 14 4SO-MHz channels (four of which are shared 

They will probably drop use of ISO-MHz in the 

future as the additional 4s0;"MHz channels become available, and as the older 

ISO-MHz equipment is retired (the replacement cycle is five years). They 

experience some intermodulation interference, but mUltipath fading has not 

been .~problem, prim~rily because. of high transmitter powers (20 watts· for 

mobiles, 100 watts base) and a good satellite receiver arrangement (three 

at ISO-MHz, five at 4SO-MHz). Mr. Rosenberg said that he could easily 

conununicate from his home 25 miles south of Boston with-a portable. 

A study performed for the Boston Police Department by Urban Sciences, 

Inc., recommended. installation of an AVM system. Boston had participated 

in tests of a Raytheon phase-ranging AVM system, but felt that its performance 

. was inadequate: it yielded 1200' accuracy 90% of the time. They, also 

mentioned tests by Sanders Asso'ciates of a triangulation AVM system' which 

apparently had some success at 150 MHz, but was inaccurate at 4SOMHz 

.',because of multi-path problems. The new Motorola phase-ranging system 

promises 800' accuracy 95% of the time ,andMr. Rosenberg feels that this 

accuracy is the minimum that they would want from anAVM system, and was 

hopeful that the Motorola system could be tried out' in Boston as part of 

thenewMQtorola conunand' aP.<i control sonsole installation. The hoped-for 

advantages are improved response time in getting a unit to the scene, and 

bettermanageinent of the vehicle, fleet. 
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· expressed interest in eventually including portables in an 

system so that the location of ·foot patrolmen can bees.tablished. A 

particular problem mentioned in this regard is the control of large crowds 

areas. When demonstrations such as occurred last year on 

Boston Common are in progress, they would like to be able to pinpoint the 

location of each officer to within 50-100 feet. This accuracy maybe possible 

with ranging transmitters sited to cover just the desired area, such as 

Boston Common. 

c.) Discussions on Digital Issues 

Mr. Rosenberg indicated that the BPD has had little interest in vehicle 

digital printers. One of the major reasons is that unlike some other police 

departments, they like every policeman on duty, whether in a car. or on foot, 

to hear all dispatches, both to be aware of what's going on and also for 

mutual aid. Mr. Rosenberg cited the case where a foot patrolman might be. 

right around the corner from a hpldup and be able to respond faster than 

the vehicles dispatched to scene (Boston will lose some of this "party line'~ 

aspect as it goes to a three-zone system, but can still issue general alerts 

in such cases by using the all-call channel.) 

Other problems cited in connection with printers are the difficulty 

of their use in one-man vehicles, where it is impossible to read a message 

when the vehicle is in motion, and the present impossibility of digital 

communications with portable radios • 

. Mr. Rosenberg mentioned a number of other issues in connection with, 

digital communications: 

direct. access of computer information from a patrol car is 

desirable but he felt that existing systems need improvement, 
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particularly a .shorter transmission time (higher digital 

transmission rates) and better user-oriented design of 

mobile devices (keyboards, printers, displays, etc.); 

the security advantage of digital communication is considered 

unimportant by the BPD except in burglarlyor narcotics 

operations; 

the desirability of completely separating voice and digital 

communications to prevent both voice listener irritation from 

digital signals and digital errors from voice interference 

(apparently he was ruling out an "overlay" digital system for 

Boston) ; 

the cost of digital equipment represents a barrier to its use; 

and finally, he felt that digital error rates should not be a 

problem in Boston because of the excellent radio coverage 

they now have as a result of high base-station power and the 

number of satellite receivers. 

Frequency Allocation Problems (Sgt. Hunter) 

High band (150 MHz) is filled throughout New England but outside 

the Boston area there are some available cha~els in the 150- MHz band and 

several in the 450-MHz band. New uses of low band (30-50 MHz) are being 

discouraged because of skip problems and ignition interference. In fact, 

a number of present low-band users will probably shift to the 450-MHz 

band for these reasons (Mitre's study for the Mass. State Police recommends 

a shift from low-band to 450-MHz) • 

In Greater Boston, every available channel in all bands is presently 

allocated, and many users must share channels. sgt. Hunter said that the . 

use of tone squelching. is being recommended for shared cpannels to eliminate 

reception of unwanted transmission. He also mentioned one undesirable 

situation in New England where two large-city police departments only 50 miles 

529-418 0 - H- 9 '\ \ . 
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must share a coimnon channel': Hartford and New Haven. 

Relief (for a time) from the present channel congestiori will be 

afforded by the FCC~s reallocation of UHF~TVchannels 14 and 16 in Boston 

which will provide 38 channel pairs, it is estimated that these new channels 

will satisfy demand for at most five years. For the long term, there is 

the possibility of further channel splitting (the.subdivision of the present 

'25-kHz FM channels into 12.S-kHz narrow-band FM or sing1e-sid~band channe1s)*, 

.p1us use of the new 900-MHz band. 

2. "Metropo1itan District Commission (MDC) Police 

On December 2, 1971, Messrs. J.E. Ward and T.C. Kelly visited 

Captain Tobin at the MDC Lower Basin Police Station, Boston, to discuss 

MDC radid communications. The MDC police jurisdiction covers the entire 

Greater Boston Area (a radius of 12-15 miles), but except in general 

emergencies or "hot chases", only on the system of parkways, parks, and 

recreational facilities that are under MDC jurisdiction. Each of the eight 

MDC stations has its own vehicle fleet, but all share. one central dispatch 

cents:t' and base station R/T. For Captain Tobin to transmit a message to 

one of his vehicles, he must use telephone or teletype to send the message 

to the dispatch center, which will then put it out on the air when time 

is available. The stations do not have transmitters, but do have receivers 

tuned to -the base station and vehicle channels •. Vehic1es can usually be 

heard at the. station, but not always. The problem here is that the station 

receiving antennas are not particularly high. Vehicles can a1waysba heard 

at the dispatch center, however, and the messages re1~yed to the stations 

as necessary. This can cause delays in field reports. It was not clear. 
,f 

whether the dispatch center always r.e1ays vehicle transmissions to the 

-120-



via phone or teletype, or only upon request when a station 

unable to. hear a particular vehicle response. 

Most MDC patrols are one-man, and officers are often some distance 

from their vehicles" particularly when working .in the parks and recreational 

areas. Captain Tobin is thus very interested in vehicle printers to record 

messages, and made one test (inconclusive) a year or two ago. At the 

time of the visit, he said that he hoped to obtain a Highway Safety Project 

grant to experiment with six vehicle repeaters (Mobile Radio Extenders) 

for out.-of-car ,situations. He also mentioned the need for more portables 

for communication with MOC.patrolmen on traffic-direction duty. From his 

office window, one could see an MOC officer a half-block away in a traf~ic 

box and Captain Tobin said that the only way to reach him was "open the 

window and yell". 

The MDC police use three low-band (39-MHz) radio channels: dispatcher 

to vehicles, vehicles to dispatcher, and one simplex channel for emergencies •. 

These frequencies are distinct from those used by Boston and all the other 

51 towns and cities within the MOC radius of operation. Intercommunication 

with units of these other departments and the State Police has been a 

problem on combined operations, such as the anti-war riots of the past few 

years. The MOC base transmitter 'is located on Blue Hill in Milton and has 
.. 

a power of 300 watts. Several repeaters help to provide the necessary coverage, 

al though there are some dead spo.ts (see last paragraph below). Mobile radios 

are'lOO-watt GE Master units with public address speakers and electronic 

siren. These cost about $1,300 for the basic radio, plus $100 for the 

electronic siren and an ignition blanker. 
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Captain Tobin mentioned the following points: 

Hard copy would be very desirable for management purposes and receipt 

of messages in out-of-car situations. A printer would be quieter 

than a blaring speaker, also confusion and lost messag'es should be 

minimized; A keyboard in the vehicle would eliminate much voice 

reporting. 

The MOCmakes good use of its NCIC terminals, but system reliability 

ha(s been a' problem. He said down times of up to two hours had been 

experienced when no NCIC contact was possible, which raises problems 

when one has come to depend on it. 

He felt that radio security was very desirable, particularly in con­

nection with drug raids or crimes in progress, but said that 

scramblers were too costly for general use in the MOC. 

The present MOC channels are not very congested for the message 

load under the present shared dispatch±ng arrangement. However, the 

necessary relaying of messages between the stations and the dispatch 

center does cause delays (and errors on occasion). He would rather 

have his own transmitter to talk directly with his own vehicles. 

sometime after this visit with Captain Tobin, a further discussion 

was held with Officer James Powers, the MOC radio man. He said that there 

were some dead spots due to shadowing (areas perhaps 400-500 yards in 

diameter). The blankers in the mobile radios effectively eliminate ignition 

noise, and coded-tone squelch eliminates skip interference from distant 

. users of the same frequencies. The worst problem as _ far as he was concerned 

was hum on the telephone lines used to connect the dispatch center with 

the transmitter. 

3 • ' Cambridge Police Department 

On December 7, 1971., Messrs. Ward and Kelly visited the Cambridge 

Police Depar.tment, representative of"'a>medium-sized city (pop. 100',000) 
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·that is pax:t .of a.larger metropolitan area. The initial series of 

~discussionswere with Detective Lt. George Powers, who provided a good 

deal of information on gen~ral operations. He then introduced a dispatcher 

(Joseph Gould) who discussed the detailed operation of the radio room. 

Both of them felt that they were getting along pretty well with voice 

conununications (both mobiles and a fair number of portables), and had not 

thought much about digital techniques. Also, they use their LEAP termi~al 

(to the State Police computer, and through it to the NCIC computer) to the 

( 
extent that they assign a full-time operator on this terminal to handle 

;<" • 

inquiries for the two radio dispatchers, plus other input/output not 

directly related to dispatch. They feel that this on-line service is in-

valuable, and miss it severely when the system is down for maintenance or 

other causes--ofteil for several hours at a time. 

The Cambridge Police Department has 250 men and 27 vehicles, ten of 

which are patrol cars: six two-man and four one-man. The usual vehicle 

strength on the street is six patrol cars plus a radar traffic car. City 

area is 6~2 square miles (2 by 3 miles), divided into four sections, each 

under a sergeant. A good deal of patrol is by foot, and most patrolmen 

. carry portables. 

The department has 35 UHF portables (about $1,000 each) which receive 

on the two 450-.MH,Z-banddispatch frequencies transmit one channel higher. 

In addition, there ""re 10 high-band (154 ... MHz) portables that are used by 

the Tactical Squad on special operations. Tactical displatch uses the 

. Cambridge Fire Department transmitter, and tlJ,ese portables are kept at the 

Inman Squ~re Fire Station. 

Lt. ,Powers mentic;med several inter.esting statistics. They estimate 
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2,000-3,000 people regularly monitor the Cambridge Police radio, 

andmessage.security can therefore be a problem in certain situations. 

He also mentioned that Cambridge is a good place to get your car stolen--

there were 3,300 cars stolen in 1971. 

Dispatcher Joseph Gould (35 years with the Department) provided 

more details of radio' operations. He estimated average radio activity at 

75-80 contacts per 8-hour shift, or about 10 per hour. The LEAPS terminal 

operator is right in the d~spatch room, and we observed one patrol­

originated query on an auto registration number being checked at both LEAPS 

and NCIC. Total elapsed time to return the report (in this case negative) 

<,' back to the patrol was less than one minute. 

.-., . 

Cambridge uses two repeaters on tall buildings at each end of the city 

to improve coverage of its two 460-MHz channels. Separate R/T equipment 

is used for the inter-city network, which links police and fire departments 

in 29 surrounding cities and towns, plus the State Department of Public Works, 

on a common frequency (for some reason the directly adjacent city of Somerville 

is not on this network ana. must be contacted by phone). Finally, it was 

mentioned that all phone and radio calls are taped recorded and saved for 

three weeks;. also all. call slips are saved. The special telephone switching 

equipment setup in the dispatch room that is part of this recording operation 

is quite antiquated and becoming hard to maintain. Mr. Gould said that 

wasn't sure what they would do if it really broke. down •. 

4 •. Lexington • Police Department 

'Lexin9'ton,MaSS~, is an independent, affluent, suburban conu:tlunity 

35,000, about 5 by 6 miles in size) that is part of the ~reater 

urpa:n area. Messrs • Ward and l(ellymet with Chief James Corr on 
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7,1971 and found that in chief Corr's words, "we have no 

'. communications problems with our present voice setup", and "we are watching 

digitaLdeV'e1opments, but see no need for it in our operations at this 

time". It' was evident· that what he said was'! true.- They have an almost 

clear channel (and tone squelch to eliminate hearing the one other channel 

user), all equipment is modern, i.:here is a complete backup base station 

transmitter .at the police station with emergency power, and radio coverage 

is such that vehic1e-to-vehic1e communications are possible between almost 

any two -points in town. 

It was of interest that in only eleven months since acquiring their 

LEAP-NCIC terminal, they had logged over 11,000 interactions, an average 

,. of about j2 per day (about one/day/1,OOO population). Echoing the Cambridge 

and MDC comments, CaptainCorr said that., this system had become so much 

a part of their operation that any system down time was a problem to them. 

Lexington operates simplex on high-band (155 MHz). The base transmitter 

. is 300 watts and is located on a water tower on a high hill near b~e center 

'of town. The mobile transceivers are modern solid-state, 65~watt units 

($1,400 each), and high-gain antennas are used. Reliable base/mobile 

range is 15-20 miles, well beyond the .town bordE~rs. The department has 

45 men, and usually has 7-8 vehicles on the street at a time on roving 

patrol or radar traffic. duty. Lexington also has a separate R/T for the 

29-city intercity network. Chief Corr. estimates; that there are hundreds 

of eavesdroppers on the dispatch channel and w01:l1d like to have a secure 

system, however, they have no plans to acquire scramblers. He also feels 

mobile extenders would be a goOd idea. Only a few men are on foot patrol 

'or assiCj'ned traffic duty ~ mostly in the town c:enterjust ~\ block or twq 

T.hese men carry portables. 
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Chief Corr stressed the fact that lack of good communications is 

disastrous to departrnent.operations and morale, and that he had thus pushed 

hard to obtain their present modern equipment and clear channel. He feels 

that communications problems in most small or medium~sized cities and towns 

result from a lack of money for modern equipment, not a lack of equipment 

technology, and that it is therefore necessary for police departments to 

emphasize to their town' governments the need for reliable communications 

unde~ all conditions, and. maintain a continuing survey of matching funds 

or other aid that may be available. He said for example that Lexington 

had acquired some of its base station equipment with the help of Civil Defense 

matching funds. 
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APPENDIX E 

GLOSSARY OF TERMS 

This' glossary covers some of the more important terms used in this 

report. It is not intended to be complete or definitive. 

FSK Frequency, shift keying (frequency corres­
ponds directly to binary value) 

PSK 

DPSK 

AM 

phase shift keying (phase corresponds 
directly to binary value) 

Differential PSK (phase shift from previous 
bit corresponds to value of present bit) 

Amplitude modulation 

FM Frequency modulation 

PM Phase modulation 

SSB Single-sideband modulation (one sideband 
is entirely suppressed) 

VSB Vestigal-sideband modulation (one sideband 
is partly suppressed) 

Modulation index In FM, the ratio of the maximum frequency 
deviation to the modulation frequency 

Submodulation Digital modulation of an audio carrier 
(perhaps by FSK) which is then used to 
modulate the radio carrier by AM, FM, etc. 

Direct carrier modulation Digital modulation in which no subcarrier 

Shadow fading 

Multipath fading 

is used and the phase, frequency, or ampli­
tude of the radi~ carrier corresponds direc­
tly.or differentially to the binary value. 

Decrease in received signal~amplitude in an 
area due to intervening terrain or structures. 

. " Changes in received signal amplitude as a 
function of position, caused by summation of 
a number of reflections of the signal.which 
arrive at the receiver with different time 
delays. 
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fading -

loss 

Excess-path loss 

Error -rate 

-Error-detection coding 

Error-correcting coding , 

. Parity coding (or check) 

Block coding (or check) 

Cyclic code (or coding) 

Polling 

Multfpath fad~ng which can be modeled by the 
Rayleigh Probability Distribution 

Signal attenuation which varies as the 
square of the distance between transmitter 
and receiver 

Attenuation of the mean received signal 
level over and above free-space loss due to 
multipath and shadow effects. 

Usually defined as the number of errors per 
bit transmitted, i.e. , one error in 100,000 
bits would be a rate of 10-5 

The addition of. extra (redundant) data bits 
to a digital message which permit, detection 
of transmission errors~ 

Same as' above, except the coding redundancy 
is such that errors up to a given level can 
be automatically corrected. 

The simplest form of error-detection coding, 
based on whether the number of binary "ONES" 
in a given size data group is odd or even 
(usually used for each character code, but 
may also be used in block checking -~ see 
below) 

Checking over 'a group of characterf,l (I?erhaps 
an entire message) 

A particular form-of block-check code with 
simple implementation but powerful error 
detection capability 

The process of sequentially addressing 
mobile units to per.w~t them to transmit 
one at a time on a non-interfering basis. 
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