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About the National Institute of Justice

The National Institute of Justice is a research branch
of the U.S. Department of Justice. The Institute’s mis-
sion is to develop knowledge about crime, its causes
and control. Priority is given to policy-relevant research
that can yield approaches and information that State
and local agencies can use in preventing and reducing
crime. The decisions made by criminal justice practi-
tioners and policymakers affect millions of citizens, and
crime affects almost all our public institutions and the
private sector as well. Targeting resources, assuring their
effective allocation, and developing new means of
cooperation between the public and private sector are
some of the emerging issues in law enforcement and
criminal justice that research can help illuminate.

Carrying out the mandate assigned by Congress in the
Justice Assistance Act of 1984, the National Institute
of Justice:

o Sponsors research and development to improve and
strengthen the criminal justice system and related
civil aspects, with a balanced program of basic and
applied research.

e Evaluates the effectiveness of justice improvement
programs and identifies programs that promise to
be successful if continued or repeated.

¢ Tests and demonstrates new and improved ap-
proaches to strengthen the justice system, and recom-
mends actions that can be taken by Federal, State,
and local governments and private organizations and
individuals to achieve this goal.

o Disseminates information from research, demonstra-
tions, evaluations, and special programs to Federal,
State, and local governments, and serves as an in-
ternational clearinghouse of justice information.

o Trains criminal justice practitioners in research and
evaluation findings, and assists practitioners and
researchers through fellowships and special seminars.

Authority for administering the Institute and awarding
grants, contracts, and cooperative agreements is vested
in the NIJ Director. In establishing its research agen-
da, the Institute is guided by the priorities of the
Attorney General and the needs of the criminal justice
field. The Institute actively solicits the views of police,
courts, and corrections practitioners as well as the
private sector to identify the most critical problems and
to plan research that can help solve them.

James K. Stewart
Director
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Foreword

With the virtual explosion of technological advances in
the 1980’s, computers and their applications have
become an integral and indispensible part of our society
and its institutions. Computers were found in one home
in a hundred at the beginning of the decade — by 1987
one in five households had them. Today they are as
common a business tool as the ledger or the cash
register. Given this dramatic increase in the use and
accessibility of computers in the home and in business,
it is not surprising to see an increase in the use of
computers in the commission of crime.

Law enforcement faces new challenges as it seeks to
strengthen capabilities for successfully investigating and
prosecuting computer crime into the 1990’s. Use of
computers has proliferated not only in traditional crimes
of theft such as embezzlement and fraud; increasingly,
drug rings, prostitution rings, child pornographers and
pedophiles have turned to computers to facilitate their
illicit operations just as legitimate businesses do. Police
say they arrive at the scene of these criminal networks
and discover computers in operation.

Detectives and prosecutors realize that if law
enforcement is to make greater inroads in investigating
and prosecuting these types of cases, they need to
become conversant with computer operations. In fact,
the 1986 National Assessment Program Survey
conducted by the National Institute of Justice found
that 65 percent of the police chiefs and sheriffs sampled
considered approaches for handling computer crime to
be a high priority for further research and information
sharing.

As part of its response to this need, the Wational
Institute of Justice has published this resource manual
for the criminal justice system. An earlier edition
produced by the Bureau of Justice Statistics proved to
be an invaluable resource for criminal justice. This
edition reflects the tremendous technological advances
and statutory changes of the past decade. It is intended
as a training and reference guide for investigators and
prosecutors — and should prove useful to those who
have limited knowledge of computers as well as to those
who are familiar with computer operations.

Two companion volumes, Organizing for Computer
Crime Investigation and Prosecution and Dedicated
Computer Crime Units, are other important parts of
NI1J’s effort to provide resources to law enforcement so
they can meet the challenges posed by computer crime,
These reports show how state and local jurisdications
have responded to confront the growing problem of
computer-related crime,

The proud history of law enforcement in the United
States has been marked by a remarkable capacity to
successfully confront and overcome new challenges.
With the publication of these volumes, the National
Institute of Justice hopes to assist law enforcement and
prosecutorial efforts to meet the challenges they face
combating crime in the computer age.

James K. Stewart
Director
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PREFACE

The original Criminal Justice Resource Manual on Com-
puter Crime was written at SRI International by Donn B.
Parker and Susan Nycum in 1979 for the U.S. Department
of Justice, Bureau of Justice Statistics. This revision of the
manual reflects the extensive technical and statutory
changes as well as computer crime loss experience that
have occurred over the last 10 years. In that time, com-
puter crime has become a mature subject of interest to a
criminal justice community that must cope with 48 state
and two federal statutes defining computer crime offenses.

The manual is written as both a training and reference guide
for prosecutors and investigators who know only a little
about computer technology as well as those with extensive
technical knowledge. For lay persons, this manual provides
guidelines for determining when technical and criminal
justice expertise should be used and how to interact with
the people who provide it. Investigators or prosecutors ex-
perienced in computer technology will find much informa-
tion that will assist them in dealing with even the most
sophisticated of computer crimes. Overall, then, the
manual presents a simple, straightforward means of suc-
cessfully prosecuting suspected computer crime
perpetrators and the associated technical context.

This new version of the manual preserves the approach of
assuming that readers are already experienced in traditional
investigative and prosecutorial techniques. In addition,
some knowledge about and experience with microcom-
puters is assumed. The manual concentrates on dealing
with the more significant crimes associated with mainframe
computer systems, facilities, and related telecommunica-
tion systems.

To take full advantage of the manual, the computer
technology novice should begin by studying the overview
of technology in Section VII, and by reviewing the glossary
of terms. The glossary can be useful for all readers en-
countering unfamiliar technical terms in the text. The
glossary was derived from commonly used definitions and
from legal definitions in computer crime laws and
legislative bills. A cross-reference index has also been in-
cluded to assist readers in locating a specific subject.

The first five sections of the manual follow the typical order
of events for prosecutors and investigators in handling a
criminal case. Each section starts with a description of the
content of that section, how it may be used, and its
relevance. Those searching for more detailed information
on prosecution and laws applicable to computer crime
should examine Sections V and VI. Section VI was writ-
ten by an attorney for attorneys and provides legal citations.

Appendixes A and B-include representative computer
crime laws and citations of computer crime statutes.
Because some of this material will become out of date as
computer crime experience increases and legislation
changes, the reader should contact the state legislature of
interest to ensure that the most recent statute is referenc-
ed. Appendixes C through H supply backup information
for subjects referenced in the text, and Appendix I contains
sources of further information and contacts.

In summary, this manual is an advanced training and
reference document designed specifically to aid in-
vestigators and prosecutors in dealing with the complexi-
ty and comprehensiveness of computer crime. Much new
literature followed the publication of the first version of
this manual. As computer technology became a significant
focus for business-related and white-collar crime, the
criminal justice community responded with new
capabilities and experts. This document summarizes the
latest information in a form useful for prosecutors, in-
vestigators, and security specialists charged with protec-
ting society from criminal loss,

Two companion reports funded by the National Institute
of Justice are recommended as supplements to this manual.
‘‘Organizing for Computer Crime Investigation and Pro-
secution,’’ by Catherine H. Conly, National Institute of
Justice, Washington, DC (1989) provides information on
how local jurisdictions without specialized units respond
to computer crime. ‘‘Dedicated Computer Crime Units”’
by J. Thomas McEwen, et al., National Institute of Justice,
Washington, DC (1989) reports on how several jurisdic-
tions with specialized units have approached their computer
crime problems.

Preface xi
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GLOSSARY OF TECHNICAL TERMS

This glossary provides the contemporary meanings of the
specialized data processing terms used in this manual. The
glossary may be used as an independent source of infor-
mation to clarify terms encountered both in investigation
and in court. Where useful, the definitions have been ex-
tracted from other recognized glossaries and computer
crime legislation.

The entries are arranged in alphabetical order; special
characters and spaces between words are ignored.
Acronyms are placed in the same sequence as other terms,
according to their spelling. When two or more terms have
the same meaning, definitions are given only under the
preferred term. Other relationships between terms are set
forth at the end of the definition, as are cross references.

ADA: A programming language developed by the Depart-
ment of Defense for use in military systems and named
after the first wessan programmer, Ada Augusta Lovelace.

ADP: Automatic data processing.

ANI: Automatic number identification equipment used to
identify calling numbers from a local exchange.

See: PEN REGISTER.

APPLICATION PROGRAM: A computer program,
written for or by computer users, that causes a computer
system to satisfy specific needs.

APPLICATIONS PROGRAMMER: One who designs, -

develops, debugs, installs, maintains, and documents ap-
plication programs.

ARTIFICIAL INTELLIGENCE: The automation of
human reasoning and senses.

ASSEMBLER: A computer program that translates com-
puter program instructions written in assembly language
into machine language.

ASSEMBLY LANGUAGE: A source language that in-
cludes symbolic machine language statements.

ASYNCHRONOUS ATTACK: Taking advantage of an
operating system characteristic that allows dynamic render-
ing of functions performed.

ATM (Automatic Teller Machine): A device provided

by banks for depositing and withdrawing money.

AUDIT TRAIL: A sequential record of system activities
that enables auditors to reconstruct, review, and examine
the sequence of states and activities surrounding each event
in one or more related transactions from inception to out-
put of final results or from final results.back to inception.

AUTO DIALER: A modem or device capable of
automatically generating dialed digits for a telephone call.

BACKUP: Procedure, system, or data collection to pro-
vide replication of lost files or systems in the event of a
computer failure.

BASIC (Beginners All-Purpose Symbolic Instruction
Code): An algebra-like computer programming language
used for problem-solving by engineers, scientists, and
others who may not be professional programmers.
Designers of the language intended that it should be a
simplified derivative of FORTRAN.

BATCH PROCESSING: The computer processing of ac-
cumulated data or of jobs accumulated in advance so that
each accumulation thus formed is processed in the same
computer run,

BIT (BInary digiT): In the binary (i.e., base 2) numera-
tion system, either of the digits O or 1; an element of data
that takes either of two states or values.

BOOT, BOOTSTRAP: To bring into a state of readiness
an inactive computer; a short program designed to initiate
longer programs that bring a computer into a state of
readiness.

BOXING: Use of multifrequency tone generators (blue
boxes) to engage in telephone toll fraud.

BULLETIN BOARD SYSTEM (BBS): A computer ac-
cessible by telephone used like a bulletin board to leave
messages for other users to see.

BYTE: A sequence of usually 6 or 8 bits, operated on as
a unit and often part of a computer word. This sequence
may represent a character.

C: A highly efficient programming language designed to
be used oh microcomputers.

CAD/CAM (Computer Aided Design/Computer Aid-
ed Manufacturing): The technology involved in the
automation of engineering and manufacturing operations.

CALL FORWARDING: A telephone service to forward
calls to another telephone.

CASE (Computer Aided Systems Engineering): A
technology supporting powerful high-level languages and
tools to create sequencing, selection, and iteration instruc-
tions; acts independently of a particular underlying
machine.

CHECKPOINT: A point in time or processing sequence
in a.computer run at which processing is momentarily
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halted to record the condition of all the variables of the run,
such as the position of input and output (I/O) tapes and the
contents of working storage so that a failed computer run
can be restarted at the intermediate point. This process, in
conjunction with a restart routine, minimizes reprocess-
ing time occasioned by computer or other failures;
sometimes called callback/recovery.

CHECK SUM: A summation of bits representing the
characters or numbers of a program or data file according
to an arbitrary set of rules, usually used to help assure that
the program or file has not been changed.

See: HASH TOTAL

COBOL (Common Business-Oriented Language): A
high-level computer programming language designed for
business data processing.

COM (Computer Output Microfilm): Microfilm that
contains data that are received directly from computer-
generated signals.

COMMUNICATIONS ENGINEER/OPERATOR:
One who operates communications equipment including
concentrators, multiplexors, modems, and line switching
units. Ordinarily, this person reconfigures the communica-
tions network when failures or overloads occur.

COMPILER: A computer program used to translate
another computer program expressed in a problem-
oriented language (source code) into machine language
(object code).

COMPUTATION BOUND: The state of execution of a
computer program in which the computer time for execu-
tion is determined by computation activity rather than I/O
activity.

Contrast with: /O BOUND.

COMPUTER: An internally programmed, automatic
device that performs data processing.

COMPUTER ABUSE: Any incident without color of
right associated with computer technology in which a vic-
tim suffered or could have suffered loss and/or a
perpetrator by intention made or could have made gain.

COMPUTER CRIME: Violation of a computer crime
statute,

COMPUTER NETWORK: A set of related, remotely
connected devices and communication facilities including
more than one computer system with capability to transmit
data among them through communication facilities.

COMPUTER OPERATOR: A person who operates a
computer, whose duties include monitoring system ac-
tivities, coordinating tasks, and operating equipment.
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COMPUTER PROGRAM: An ordered set of data
representing coded instructions or statements that when ex-
ecuted by a computer cause the computer to process data.

COMPUTER-RELATED CRIME: Any illegal act for
which knowledge of computer technology is involved for
its investigation, perpetration or prosecution.

COMPUTER SECURITY SPECIALIST: A person who
evaluates, plans, implements, operates, and maintains
physical, operational, procedural, personnel, and technical
safeguards and controls that are related to the use of com-
puter systems. '

COMPUTER SYSTEM: A set of related, connected or
unconnected computer equipment, devices, or computer
software.

COMPUSEC: Computer security.
COMSEC: Communications security.

CPU (Central Processing Unit): The device in a computer
system that includes the circuits controlling and executing
instructions. The term may also refer to the portion of the
computer that contains its electronic control, logic, and
‘sometimes internal storage mechanisms.

CRACKER: A person who engages in computer and
telecommunications intrusion. ‘

CRT (Cathode Ray Tube) (also part of a VDT: Video
Display Terminal): A device that presents data or graphics
in visual form by means of controlled electron beams im-
pinging on the face of a vacuum tube. This electronic
vacuum tube is much like a television picture tube.

DATA: A representation of facts, concepts, or instructions
suitable for communication, interpretation, or processing
by humans or automatic means.

See: INFORMATION.

DATA BASE: An organized collection of data processed
and stored in a computer system.

DATA BASE ADMINISTRATOR: An individual with
an overview of one or more data bases who controls their
design and use. Responsibilities are the addition, modifica-
tion, and deletion of records and frequently the security of
the data base.

DATA COMMUNICATION: The transmission, recep-
tion, and validation of data.

DATA DIDDLING: The unauthorized changing of data
before or during their input to a-computer system. Ex-
amples are forging or counterfeiting documents and ex-
changing valid computer tapes or cards with prepared
replacenients. ‘ '
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DATA ENTRY AND UPDATE CLERK: A person who
adds, changes, and deletes records in computer-stored data
bases using a computer terminal or who manually updates
punch cards or entries on input data forms for computer
input.

DATA LEAKAGE: Unauthorized, covert removal or ob-
taining of copies of data from a computer system.

DATA SET (IBM terminology for a data file): Combina-
tions or aggregations of data elements; an electronic device
that provides an interface for the transmission of data to
remote stations.

DATA SWITCH: A device that receives data from one

or more data communication lines and communicates them -

to other data communication lines under program control.

DBMS (Data Base Management System): A computer
application program or set of programs that provides
storage, retrieval, updating, management, and
maintenance of one or more data bases.

DDA (Deputy District Attorney): An attorney in the of-
fice of a district attorney.

DEBUG: To detect, locate, and remove mistakes or
malfunctions from a computer program or computer
system.

DECENTRALIZED PROCESSING: Data processing
performed in computers that are located throughout an
organization.

DEMON PROGRAM: A computer program that acts on
behalf of a user (e.g., automatic searching programs).

DES (Data Encryption Standard): A standard method of
encrypting data supported by the U.S. Department of Com-
merce, National Institute of Standards and Technology.

DESKTOP PUBLISHING: Producing high-quality
printed documents using a personal computer and small
printer.

DIRECT ACCESS: A method for the retrieval or storage
of data, by reference to their addressable location in a
storage device rather than to their location by position in
a sequence,

Contrast with: SEQUENTIAL ACCESS.

DISTRIBUTED PROCESSING: Electronic data pro-
cessing (EDP) performed in computers near or at the
sources of data or near the users of results, in contrast to
centralized data processing performed at a single, central
site removed from data sources or users.

DNR (Dialed Number Recorder): A device used in a
telephone switching office to record the numbers dialed
from a preselected telephone.

DOWNLOAD: To transfer files from a remote computer
system to the user’s system.

DTR (Data Terminal Ready).: A designation applied to
a control circuit used in a terminal or computer to tell its
modem that the terminal or computer is ready for
operation.

EDP (Electronic Data Precessing): Also called data pro-
cessing (DP) and automated data processing (ADP) in the
federal government.

EDP AUDITOR: A person who performs operational,
computer, computer program, and data file reviews to
determine the integrity, adequacy, performance, securi-
ty, and compliance with organization and generally ac-
cepted policies, procedures, and standards. This person
also may participate in design specification of applications
to ensure adequacy of control.

EETS (Electronic Funds Transfer System): A computer
and telecommunication network used to execute monetary
transfers.

E-MAIL (Electronic Mail): The use of computer and
telecommunications systems for transmission of messages;
a message sent from a computer terminal and addressed
for delivery to one or more persons at their computer
terminals.

ELECTRONIC DATA INTERCHANGE (EDI): The
interchange of electronic forms of business documents such
as purchase orders and invoices among business organiza-
tion’s computers.

ELECTRONIC LETTER BOMBS: A message sent
from one computer terminal to another through a computer
containing commands that cause the message to be sent
back to the computer for execution as though it werea set
of instructions from the keyboard of the receiving términal.

EXPERT SYSTEM: A real-time computer application
that uses artificial intelligence for a particular subject of
inquiry.

FACILITIES ENGINEER: A person who inspects, ad-
justs, repairs, modifies, or replaces equipment supporting
computer and terminal facilities (e.g., air conditioning,
light, heat, power, water). :

FIELD: Reserved space or storage for a set of characters.
FILE: A collection of related data records treated as a unit.
See: DATA SET.

FILE SERVER: A device used in a local area network
(LAN) to provide storage of data files for other devices on
the LAN. ’
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FIRMWARE (computer jargon, not recommended for
use): A computer program that is considered to be a part
of a computer and not modifiable by computer operating
system or application programs. It often makes use of ¢om-
puter instructions not available for normal programming.
The name is derived from other jargon terms (software and
hardware).

FORTRAN (FORmula TRANGslation): A higher level
programming language primarily used to write computer
programs that tend to be more engineering-or scientific-
oriented rather than business-oriented.

FREEWARE (computer jargon, not recommended for
use): Computer program for which there is no charge.

FRONT-END PROCESSOR: A special-purpose com- |

puter attached to a main computer used to reduce the work
load of the main computer primarily for input, output, and
data communications functions.

4GL (Fourth Generation Language): Any computer pro-
gramming language that is closest to the English language
for coding specified applications.

HACKER: A person who views and uses computers as ob-
jects for exploration and exploitation.

HARD DISK: Computer storage disk made of rigid
material and not meant for removal from a disk drive
device.

HARDWARE (computer jargon, not recommended for
use): The computer and all related or attached machinery,
such as mechanical, magnetic, clectrical, and electronic
devices, used in data processing.

Contrast with: SOFTWARE.

HASH TOTAL: The sum in an abbreviated form of any
set of data used to help assure the data are not changed.

See: CHECK SUM.

HIGH-LEVEL LANGUAGE: A programming language
that is independent of the structure of any given computer
or that of any given class of computers that is more similar
to the language used by the programmer than to assembly
or machine language. Some languages are designed for
specialized applications.

Contrast with: ASSEMBLY LANGUAGE and
MACHINE LANGUAGE.

INFORMATION: The meaning that a human assigns to
data by means of conventions used in their representation;
sometimes interchangeable in meaning with data.

See: DATA
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INSTRUCTION: A statement appearing in a computer
program that specifies an operation and the values or loca-
tions of its operands.

INSTRUCTION LOCATION: The place or address
where data in the form of an instruction may be stored
within a computer system.

INTERACTIVE: The mode of use of a computer system
in which each action external to the computer system elicits
a timely response. An interactive system may also be con-
versational, implying a continuous dialog between the user
and the computer system.

1/0: Input to a computer and/or output from a computer.

I/0 BOUND: The state of execution of a computer pro-
gram in which the computer time for execution is deter-
mined by I/O activity rather than computation activity.

Contrast with: COMPUTATION BOUND.

IS (Information Systems): A general term to denote all
the operations and procedures involved in a data process-
ing system,

JCL: See JOB CONTROL LANGUAGE.

JOB: A set of data and computer programs that constitute
a complete unit of work for a computer. A job usually in-
cludes all necessary computer programs, information for
linking computer programs, data, files, and instructions
to the operating system.

JOB CONTROL LANGUAGE: A programming
language used to create job control statements. A job con-
trol program is a computer program that is used by the com-
puter system to prepare each job or job step to be run.

JOB QUEUE: A sequenced set of jobs in computer storage
arranged in order of assigned priority for execution by a
computer.

JOB SETUP CLERK: A person who requests that jobs
be executed, requests media libraries for necessary data,
physically places jobs and data into job queues, handles
procedures for reruns, and possibly distributes output to
users.

LAN (Local Area Network): A network designed to pro-
vide facilities for inter-user communication within a small
geographic location such as in one or several neighboring
buildings. It may be connected to public facilities or other
networks.

LAPTOP COMPUTER: A microcomputer that folds into
or is contained in-an easily carried small case about the size
of an attache case.




LINE TRACE: Identification of a telephone that was or
is being used to call a prespecified telephone number.

LOAD AND GO: A computer operations method by
which higher level language programs or jobs are entered,
prepared for execution, and immediately executed.

LOCAL PROCESSING: Data processing that is con-
ducted near or at the user’s location rather than at a remote
CPU.

LOGIC BOMB: Computer instructions residing in a com-
puter (usually within a Trojan horse program) that, when
executed, determines conditions or states of a computer
system that facilitates or triggers the perpetration of an
unintended act.

LOOP: A sequence of instructions in a computer program
that is executed repeatedly until a terminal condition
prevails; also a local telephone circuit.

MANAGEMENT INFORMATION SYSTEM: See
MIS.

MACHINE LANGUAGE: A computer language that is
executed directly by a computer, without first having to
pass through a translation program, such as a compiler.

MAGNETIC STORAGE: A computer data storage
device using electromagnetic technology.

MAINFRAME COMPUTER: A medium-sized to large
computer, usually requiring an environment with special
temperature, humidity, and power controls.

MAIN STORAGE: The fastest access storage device in
a computer system where the storage locations can be ad-
dressed by a computer program, and instructions and data
can be moved from and into registers in the CPU from
which the instructions can be executed or from which the
data can be operated on.

MASTER FILE: A file of data that is used as an authori-
ty in a given job and that is relatively permanent, even
though its contents may change from run to run.

MEDIA LIBRARIAN: A person who files, retrieves, and
accounts for off-line storage of data on disk, tape, cards,
or other removable data storage media. The person pro-
vides media for the production control and job set-up areas
and functions, and cycles backup files through remote
storage facilities.

MEDIUM: The material, or configuration thereof, on
which data are recorded. Examples are punched paper
tape, punch cards, magnetic tape, and disks.

MEMO UPDATE: A file update procedure whereby
master files are not directly modified to reflect each tran-
saction. Instead, pointers to other files are used to keep

track of updates to specified records. Pointers are used
periodically to obtain the data to merge with and update
a master file.

MEMORY: See MAIN STORAGE.

MICR (Magnetic Ink Character Recognition): A stan-
dard machine-readable type font printed with magnetic ink
on documents such as bank checks and deposit slips that
can be directly read by machine.

MICROCOMPUTER: A small computer consisting of a
microprocessor, storage, keyboard, display screen, and
other I/O devices; generally known as a personal or
desktop computer.

MINICOMPUTER: Larger than a microcomputer and
smaller than a mainframe computer.

MIS (Management Information System): An integrated
man/machine computer system for providing information
to support the operations, management, and decision-
making functions in an organization; also used as the name
of a department that provides computer services.

MLS (Multi-Level Security): Confidential, secret, and
top secret classifications in the U.S. government.

MODEM (MOdulator-DEModulator): A device that
modulates and demodulates signals transmitted over data
telecommunication facilities and that converts between
analog and digital representations of data. It functions be-
tween a digital computer and an analog communication
circuit.

MONITOR: Unit in large computers that prepares the
machine instructions from the source program, using built-
in compiler(s) for one or more program languages, and
feeds these into the processing and output units in sequence,
once compilation is completed; also controls time-sharing

procedures.

MULTIPROCESSING: The use of two or more CPUs
in a computer system under integrated control.

MULTIPROGRAMMING: The execution of two or
more programs accomplished by sharing the resources of
a computer.

NETWORK: See COMPUTER NETWORK.

OBJECT CODE: Output from a compiler or assembler
that is executable machine language.

Contrast with: SOURCE CODE.
OCR (Optical Character Recogniiion): The machine

identification of printed characters through use of light- ~

sensitive devices.

Contrast with: MICR.
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ON-LINE: The state of devices or computer users in direct
communication with a CPU; also a computer system in an
interactive or time-sharing mode with people or other
processes.

OPERATING SYSTEM: An integrated collection of
computer programs resident in a computer that supervise
and administer the use of computer resources to execute
jobs automatically.

OPERATIONS MANAGER: The manager of a com-
puter facility responsibie for the operation of the computer
system, perhaps also responsible for the maintenance,
specification, acquisition, modification, security, and
replacement of computer systems or comiputer programs.

OPTICAL DATA STORAGE: A computer data storage
device using laser optics technology.

PACKET-SWITCHED COMMUNICATION: A data
communication protocol in which packets of addressed data
are sent and retrieved based on the embedded address.

PARALLEL PROCESSING: Concurrent processing of
one program on several CPUs.

PC (Personal Computer): A microcomputer with enough
memory, 1/0 devices, and processing capability to be us-
ed for small but complete applications and word
processing.

PEN REGISTER: A device used in a telephone switching
office to record the telephone numbers of calls received by
a preselected telephone.

See: DNR.

PERIPHERAL EQUIPMENT OPERATOR: A person
who operates devices attached to or in conjunction with the
computer that performs data I/O functions.

PHONE PHREAK (also FREAK): A person who uses
switched, dialed-access telephone services as objects for
exploration and exploitation.

PIGGYBACKING (also TAILGATING): A method of
gaining unauthorized physical access to gunarded areas
when control is accomplished by electronically or
mechanically locked doors; also a method of tapping and
using a data communications line when it is in standby
mode.

PIN (Personal Identification Number): A password that -’

must be entered by a computer system terminal user to gain
access to a specific application program or service; most
often associated with retail computer banking devices such
as automated teller machines (ATMs).

PL/1: A high-level computer programming language
designed for use in a wide range of business and scientific
compu lications.

POS (POINT-OF-SALE) TERMINAL: Computer ter-
minal used for transaction recording, credit authorization,
and funds transfer; typically situated with metchant
establishments at the point of retail sales.

PRODUCTION PROGRAM: A debugged and tested
program that is beyond the development stage; often part
of a library of programs used for data processing.

PROGRAM: See COMPUTER PROGRAM.

PROGRAMMER: A person who designs, writes, debugs,
tests, and documents computer programs.

PROM (Programmable Read Only Memory): A
memory that can be programmed by electrical pulses, after
which it is read only.

RAM (Random Access Memory): A memory from and
into which the user can read or write; ‘“‘main’’ memory.

See: ROM.

REAL-TIME: The actual time during which a physical
process transpires.

RECORD: A set of data fields.

REMOTE JOB ENTRY (RJE): Submission of jobs
through an input unit that has access to a computer through
a data communications link.

REMOTE PROCESSING: Data entry and partial or
complete processing near the point of origin of a transac-
tion. Remote processing systems typically edit and prepare
data input before transmission to a central computer.

ROM (Read-Only Memory): A storage device in which
the data content is fixed, readout is nondestructive, and data
are retained indefinitely even when the power is shut off.
In contrast, RAMs are capable of read and write opera-
tions, have nondestructive readout, but stored data are lost
when the power is shut off.

RPG (Report Program Generator): A high-level com-
puter programming language that is report rather than
procedure-oriented. Programmers describe the functions
desired of the computer by describing the output report.

RS232: Standard cable connector.

RUNBOOK: A document or computer data file contain-
ing instructions for computer operators detailing operations
setup procedures, job schedule checklists, action com-
mands, error correction and recovery instructions, I/O
dispositions, and system backup procedures.

SALAMI TECHNIQUE: The unauthorized, covert pro-
cess of taking small amounts (slices) of money or other-
wise numeric value from many sources in and with the aid
of a computer.




SCANNING: The process of presenting sequentially
changing information to an automated system to identify
those items that receive a positive response. The items are
commonly telephone numbers or passwords that are used
for computer intrusion.

SCAVENGING: A covert, unauthorized method of ob-
taining information that may be left in or around a com-
puter system after the execution of a job. Included here is
physical search (of trash barrels for carbon copies, for ex-
ample) and search for residual data within the computer
storage areas, temporary storage tapes, and the like.

SECURITY OFFICER: A person who evaluates, plans,
implements, operates and maintains physical, operational,
procedural, personnel, and technical safeguards and
controls.

SEQUENTIAL ACCESS: An access method for storing
or retrieving data according to their sequential order in a
storage device.

Contrast with: DIRECT ACCESS.

SHOULDER SURFING: A spying technique of observ-
ing the screen or keyboard from behind a terminal operator
to gain information.

SIMULATION AND MODELING IN A CRIME: The
use of a computer as a tool for planning or controlling a
crime (e.g., simulation of an existing computer process to
determine the possibility of success of a premeditated
crime).

SOFTWARE (computer jargon, not recommended for
use): A set of computer programs, procedures, and
sometimes including associated documientation.

Contrast with: COMPUTER PROGRAM, OPERATING
SYSTEM.

SOURCE CODE: Instructions written by a programmer
or computer user in a computer programming language that
are used as input for a compiler, interpreter, or assembler.

Contrast with: OBJECT CODE.

SPOOLING: The reading and writing of data for I/O on
auxiliary storage devices, concurrently with execution of
other jobs, in a format for later processing or output
operations.

SPREAD SHEET: A report produced by a nonsequential
program where each entry in the report is discretely pro-
grammed by formulas.

STORAGE: A device used for retaining data or computer
programs in machine-readable and retrievable form.

See: RAM, ROM, and MAIN STORAGE.

STORAGE CAPACITY: The number of bits, characters,
bytes, words, or other units of data that a particular storage
device can contain.

SUPERZAPPING: The ugauthorized use of utility com-
puter programs that violate computer access controls to
cause loss of confidentiality, integrity, or availability of
data in a computer or its services. The name derives from
an IBM utility program called ‘‘Superzap.”’

SYSTEM ENGINEER: A person who designs, con-
figures, tests, diagnoses, assembles and disassembles, and
repairs or replaces computer system devices and
components.

SYSTEMS PROGRAMMER: A person who designs,
develops, installs, modifies, documents, and maintains
operating system and utility programs.

TAILGATING: See PIGGYBACKING.

TELECOMMUNICATION: Any communication of in-
formation in verbal, written, coded, or pictorial form by -
telephony.

TELEPROCESSING: The processing of data that are
received from or sent to remote locations by way of
telecommunication circuits.

TELEPROCESSING MONITOR: A computer
operating system program that controls the transfer of data
between the communication circuits and a computer and
often does the user polling (turn-taking among users) as
well.

TERMINAL ENGINEER: A‘person who tésts,
diagnoses, assembles and disassembles, repairs, and
replaces terminals or their components.

TIME-SHARING: A method of using a computing system
that allows a number of users to execute programs as
though concurrently and to interact with the programs dur-
ing execution.

See: BATCH PROCESSING.

TRANSACTION OPERATOR: A person who operates
a computer transaction terminal by entering transactions
for processing by a computer system.

TRAINSACTION SYSTEM: A computer system that is
used for processing transactions in a prescribed manner
controlled by application programs.

TRAP DOOR: A function, capability, or error in a com-
puter program or equipment that facilitates compromise or
unintended acts in a computer system.
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TROJAN HORSE: Computer instructions secretly in- '

serted in a computer program so that when it is executed
in a computer, unintended acts are performed.

UNIX™: An operating system designed by Beil
Laboratories for use with minicomputers and small
business computers, and widely adopted by many
manufacturers.

UPC (Universal Product Code): See BAR CODE.

UPDATE-IN-PLACE: A method for the modification of
a master file with current data each time a transaction is
received in a computer system.

Contrast with: MEMO UPDATE.

UPLOAD: Transferring data from a microcomputer or ter-
minal to a mainframe.

UTILITY PROGRAM: A computer program designed
to perform a commonly used function, such as moving data
from one storage device to another.

VDT: Video Display Terminal.
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VIRUS: A set of compater instructions that propagates
copies or versions of itself into computer programs or data
when it is executed.

VOLUME: A set of data files.

WIRETAPPING: Interception of communications signals
with the intent to gain access to information transmitted
over communications circuits.

WHEELWARS: A game played by two or more hackers
with the objective of excluding all other players from
system access.

WIZARD: A highly competent computer technologist or

programmer.

WORD: A sequence of adjacent characters or bits con-
sidered as an entity in a computer.

WORKSTATION: A computer terminal and any collec-
tion of attached devices used by an information worker.

ZAP, ZAPPING: See SUPERZAPPING.




SECTION I: Classifying the Crime

This manual for investigation of computer crime and for
prosecution of the perpetrator addresses technological
forms of well-known crimes. Experience and legislative
interest have shown that basing the treatment of computer
crime on computer technology is often of value for the
criminal justice and computer-using communities. Many
computer crimes can be prosecuted successfully without
delving deeply into the technology. Many more of them,
however, involve sufficiently different occupations of
perpetrators, environments, modi operandi, forms of assets
lost, time scales, and geography from traditional crimes
to identify the subject as a unique type of crime that war-
rants explicit capabilities and action.

This introductory section covers the following subjects:
* The changing nature of computer crime

s  Working definitions of computer abuse, computer-
related crime, and computer crime

¢ (lassifications of computer crime

® A brief history of computer crime and an overview
of investigation and prosecution experience.

* Relationships of white collar crime and computer
crime.

A. The Nature of C'omputer Crime

Business, economic, and white-collar crimes have rapid-
ly changed as computers proliferated into the activities and
environments in which these crimes occur. Computers
have engendered a different form of crime.

The evolution of occupations in this field has extended the
traditional categories of criminals to include computer pro-
grammers, computer operators, tape librarians, and glec-
tronic engineers who function in new environments.
Although crime has traditionally occurred in ordinary
human environments, some crime is now perpetrated in-
side personal computers in bedrooms or mainframe com-
puters in the specialized environment of rooms with rais-
ed flooring, lowered ceilings, large grey boxes, flashing
lights, moving tapes, and the hum of air-conditioning
motors.

The methods of committing crime have changed. A new
jargon has developed, identifying automated criminal
methods such as data diddling, Trojan horses, logic bombs,
salami techniques, superzapping, piggybacking, scaveng-
ing, data leakage, and asynchronous attacks (see Section
IT). The forms of many of the targets of computer crime

are also different. Electronic transactions and money, as
well as paper and plastic money (credit cards), represent
assets subject to intentionally caused, automated loss.
Money in the form of electronic signals and magnetic pat-
terns is stored and processed in computers and transmit-
ted over telephone lines. Money is debited and credited to
accounts inside computers. In fact, the computer has
become the vault for the business community. Many other
physical assets, including inventories of products in
warehouses and of materials leaving or entering factories,
are represented by electronic and optical documents of
record inside computer systems. Electronic data inter-
change (EDI), which connects trading partners for conduc-
ting contract negotiations, sales, invoicing, and collections,
focus traditional sources of business crime on computers
and data communications.

The timing of some crimes is also different, Traditional-
ly, the time of criminal acts is measured in minutes, hours,
days, weeks, months, and years. Today, some crimes are
being perpetrated in less than 0.003 of a second (3
milliseconds). Thus, automated crime must be considered
in terms of a computer time scale of milliseconds
(thousandths), microseconds (millionths), and nanoseconds
(billionths) because of the speed of the execution of instruc-
tions in computers.

Geographic constraints do not inhibit perpetration of this
crime. A telephone with an attached computer terminal in
one part of the world could be used to engage in a crime
in an on-line computer system in any other part of the
world.

All these factors and more must be considered in dealing
with the crime of computer abuse. Unfortunately,
however, the business community, constituting all
businesses, government agencies, and institutions that use
computers for technical and business purposes, is neither
adequately prepared to deal with nor sufficiently motivated
to report this kind of crime to the authorities. Although
reliable statistics are as yet unavailable to prove this, com-
puter security studies for the business community and in-
terviews with certified public accountants have indicated
that few crimes of this type are ever reported to law en-
forcement agencies for prosecution. Many business peo-
ple complain that even when they do report this crime, pro-
secutors frequently refuse to accept the cases for a variety
of reasons, including their lack of understanding of the
technology and their already heavy case loads. Prosecutors
and investigators counter that the victim’s records and
documentation: of crimes associated with computers in the
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business community are inadequate for effective prosecu-

tion. In addition, many investigators are not sufficiently

technically skilled and, even if they become so, are soon
transferred to other, unrelated crime investigations.

B. Definition of Computer Crime

Computers have been involved in most types of crime, in-
cluding fraud, theft, larceny, embezzlement, bribery,
burglary, sabotage, espionage, conspiracy, extortion, at-
tempted murder, manslaughter, pornography, trespassing,
violation of privacy, and kidnapping. Criminal justice
agencies having limited experience with computer crime
generally think of it as crime that occurs inside computers.
This narrow definition has recently broadened as com-
puters proliferate into most societal functions. The public
media have added to the confusion through sometimes sen-
sationalized or inaccurate reporting.

Computer crime is not well understood in the criminal
justice and computer-using communities, and no consen-
sus on its definition exists, as evidenced by the diversity
of state and federal computer crime laws. One definition
is that it is a form of white-collar crime committed inside
a computer system; another definition is that it is the use
of a computer as the instrument of a business crime.

State and federal criminal codes contain at least 50 statutes
defining computer crime (see Section VI). Any violations
of these specific statutes are computer crimes under the
most strict interpretation of the term; in some contexts it
is also customary to include alleged violations of these
statutes as computer crimnies.

Computer-related crimes—a broader category—are any
violations of criminal law that involve a knowledge of com-
puter technology for their perpetration, investigation, or
prosecution. Although computer-related crimes are
primarily white-collar offenses, any kind of illegal act bas-
ed on an understanding of computer technology can be a
computer-related crime. They could even be violent crimes
that destroy computers or their contents and thereby jeopar-
dize human life (for example, of people who depend on the
correct functioning of computers for their health or well
being). The proliferation and use of personal computers
make computer-related crimes potentially endemic
throughout society.

Computer abuse encompasses a broad range of intentional
acts that may or may not be specifically prohibited by
criminal statutes. Any intentional act involving knowledge
of computer use or technology is computer abuse if one or
more perpetrators made or could have made gain and/or
one or more.victims suffered or could have suffered loss:

For purposes of this manual, the simplest term computer
crime has been used to refer generally to all three
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categories: computer crime in the strict sense, computer-
related crime, and computer abuse. Where the context re-
quires distinctions among the three categories to avoid con-
fusion or misinterpretation, the text specifically identifies
the type of crime or abuse that is intended.

Computer crime may involve computers not only active-
ly but also passively when usable evidence of the acts
resides in computer stored form. The victims and poten-
tial victims of computer crime include all organizations and
people who use or are affected by computer and data com-
munication systems, iricluding people about whom data are
stored and processed in computers.

All known and reported cases of computer crime involve
one or more of the following four roles:

® Object—Cases include destruction of computers or
of data or programs contained in them or supportive
facilities and resources such as air-conditioning
equipment and electrical power that allow them to
function.

* Subject—A computer can be the site or environment
of a crime or the source of or reason for unique forms
and kinds of assets lost such as a pirated computer
program. A fraud perpetrated by changing account
balances in financial data stored in a computer makes
the computer the subject of a crime.

* Instrument-—Some types and methods of crime are
complex enough to require the use of a computer as
a tool or instrument. A computer can be used actively
such as in automatically scanning telephone codes to
make unauthorized use of a telephone system. It
could also be used passively to simulate a general
ledger in the planning and control of a continuing
financial embezzlement.

* Symbol—A computer can be used as a symbol for in-
timidation or deception. This could involve an
organization falsely claiming to use nonexistent
computers.

The dimensions of the definition of computer crime become
a problem in some cases. If a computer is stolen in a sim-
ple theft where based on all circumstances it could have
been a washing machine or milling machine and made no
difference, then a knowledge of computer technology is
not necessary, and it would not be a computer crime.
However, if knowledge of computer technology is
necessary to determine the value of the article taken, the

nature of possible damage done in the taking, or the intend-

ed use by the thief, then the theft would be a computer
crime.

To illustrate, if an individual telephones a bank funds
transfer department and fraudulently requests a transfer of
$70 million to his account in a bank in Vienna, two



possibilities occur. If the clerk who received the call was
deceived and keyed the transfer into a computer terminal,
the funds transfer would not be a computer crime. No
fraudulent act was related directly to a computer, and no
special knowledge of computer technology would be re-
quired. However, if the clerk was in collusion with the
caller, the fraudulent act would include the entry of data
at the terminal and would be a computer crime. Knowledge
of computer technology would be necessary to understand
the terminal usage and protocol.

These examples indicate the possibilities of rational con-
clusions in defining computer crime. However, more prac-
tical considerations should not make such explicit and ab-
solute decisions necessary. If any information in this
manual is useful for dealing with any kind of crime, its use
should be encouraged.

C. Classification of Computer Crime

A classification of computer crime is based on a variety
of lists and models from several sources to produce stan-
dards for categorization. The classification goes beyond
white-collar crimes because, as stated above, computers
have been found to be involved in almost all types of crime.

Efforts made in the mid-1970s to amend Title 18 of the
U.S. Criminal Code resulted in Article 1030, Chapter 47,
making crimes of unauthorized acts in, around, and with
computers, Four main categories of computer crime were
identified:

* The introduction of fraudulent records or data into
a computer system.

* Unauthorized use of computer-related facilities.
e The alteration or destruction of information or files.

* The stealing, whether by electronic means or other-
wise, of money, financial instruments, property, ser-
vices, or valuable dataf2].

Computer crime has also been categorized by types of in-
formation and information-processing loss: modification,
destruction, disclosure, and use or denial of use. This
classification is deceptive, however, because many other
types of loss have occurred, including acts of misrepresen-
tation, delay or prolongation of use, renaming, misap-
propriation, and failure to act. Therefore, a more com-
prehensive and usable typing is loss of integrity, confiden-
tiality, and availability of information. These three classes
define acts that are intrinsic to information such as chang-
ing it, extrinsic to information such as changing access to
it, and external to information by removing or copying it.

Computer abuse studies have identified categories in
several dimensions:

e By ways in which information loss occurs: loss of in-
tegrity, confidentiality and availability.

® By type of loss: physical damage and destruction
from vandalism, intellectual property loss, direct
financial loss and unauthorized use of services.

¢ By the role played by computers: object of attack, °
unique environment and forms of assets produced,
instrument, and symbol.

* By type of act relative to data, computer programs,
and services: external abuse, masquerading,
preparatory abuse, bypass of intended controls,
passive abuse, active abuse, and use as a tool for
committing an abuse.

¢ By type of crime: fraud, theft, robbery, larceny, ar- -
son, embezzlement, extortion, conspiracy, sabotage,
espionage, and more.

¢ By modi operandi: physical attacks, false data entry,
superzapping, impersonation, wire tapping, pig-
gybacking, scavenging, Trojan horse attacks, trap
door use, asynchronous attacks, salami techniques,
data leakage, logic bombs, and simulation.

* By skills required (see Section II):
— No programming skills required
— Physical scavenging
— Spying
— Masquerading
— Entering false data
- Theft
— Programming skills required
— System scavenging
~— Eavesdropping
— Scanning
— Piggybacking and tailgating
— Superzapping
— Trojan horse attacks
- Virus attacks
— Salami attacks
- Using trapdoors
— Using logic bombs
— Asynchronous attacks
- Leaking data
— Pirating
— Use in criminal enterprises[1,3].

These classifications have been developed into sets of com-~
plete, detailed descriptions and models of computer crime.
They are useful for a variety of research and practical pur-
poses in investigation and prosecution of computer crime.
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Figure 1
CLASSES OF COMPUTER ABUSE

1. EXTERNAL
ABUSE

2. HARDWARE #
ABUSE

3. MASQUERADING

4. PREPARATORY
ABUSE

5. BYPASS OF lNITENDED
CONTROLS

6. PASSIVE ABUSE

7. ACTIVE ABUSE

8. USE AS ATOOL FOR

COMPUTER SYSTEM ACCESS -

COMPUTER SYSTEM USE

OPERATING SYSTEM USE

DIRECT USE

CONFORMING WITH
INTENDED CONTROLS

PASSIVE USE
ACTIVE USE

NORMAL USE

COMMITTING ABUSE

The SRI Computer Abuse Methods Model considers a
classification system for computer abuses that is summariz-
ed in Figure 1. It shows the relationships of the computer
crime methods described in Section II. The model is more
of a system of descriptors than it is a taxonomy in the usual
sense, in that multiple descriptors may apply in any par-
ticular case. For visual simplicity this model is depicted
as a simple tree, although that is an oversimplification—
the classes are not mutually disjoint.

The order of categorization depicted is roughly from the
physical world to the hardware to the operating system (and
network software) to the application code. The first abuse
class includes external abuses that can take place passive-
ly without access to the computer systems. The second
class includes hardware abuse, and generally requires some
sort of physical access and active behavior with respect to
the computer system itself. Eavesdropping and interference
are examples of these two classes, respectively. The third
class includes masquerading in a variety of forms. The

fourth includes cases of preparation for subsequent abuses,

for example, the planting of a Trojan horse as opposed to
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the abuses that result from the actual exploitation of the
Trojan horse—which show up later in subsequent classes.
The remaining classes involve bypass of authorization, ac-

tive abuse, passive abuse, and uses that lead to subsequent
abuse. The leftward branches all involve misuses, while
the rightward branches represent potentially acceptable
use—uatil a leftward branch is taken. Every leftward

branch represents a class of vulnerabilities that must be
defended against, and detected at the earliest possible time.

However, the techniques for defense and detection differ
from one branch to the next.

This figure represents a classification system for types of
techniques, but not a taxonomy of computer crimes. Ac-
tual violations of computer security and integrity have often
involved multiple types of abuse. For example, the Ger-
man Chaos Computer Club people who attacked NASA
systems in 1987 utilized (at least) techniques of external
abuse, masquerading, preplanned Trojan horse attacks,
bypass of intended controls, and both active and passive
abuses. Thus, the tree representation is merely a conve-
nient way of summarizing the classes.



D. History of Computer Crime

Computer abuse started with the emergence of computer
technology in the late 1940s. As the number of people in
the computer field began to increase, that facet of human
nature that wants to harm society for personal gain took
hold; the problem of abuse became especially acute as com-
puter technology proliferated into sensitive areas in society,
such as military systems. The abuse then spread to
engineering, to science, and in parallel business and per-
sonal applications.

The first recorded computer abuse occurred in 1958[1].
The first federally prosecuted cémputer crime, identified
as such, was the alteration of bank records by computer
i Minneapolis in 1966.

No valid, representative statistics on computer crime ex-
ist, even though several surveys have been conducted and
well-known organizations and individuals have quoted
various statistics., Frequency, losses per year, rate of in-
crease or decrease, percentages of perpetrators within or
outside victimized organizations, and the number of cases
discovered and prosecuted are not known. To protect
themselves, victims try to deny their loss. No methods have
been devised to apply uniform definitions, identify
authoritative sources, or conduct surveys in any statistically
valid way. For example, the American Bar Association
Task Force on Computer Crime, Section of Criminal
Justice, reported the results of an informal questionnaire
survey in a report on computer crime [40], but stated:

One cannot extrapolate from the results of this limited
survey to derive a valid ‘‘total annual dollar loss™’ figure
for computer crime, a figure which has been sought by
many, but which is elusive and unattainable given the
current state of record-keeping. . .

It is also noteworthy that many of the largest organiza-
tions responding to the survey (those with annual
revenues/budgets over $1 billion) reported no available
system to monitor or estimate value of losses. . .

As various commentators have pointed out, valid and
reliable statistics on the actual incidence of computer
crime and actual losses sustained on any comprehensive
basis are simply not possible until better reporting
systems are in place.

Other statistical reports are ‘‘The Discovery and Prosecu-
tion of Computer Abuse: Assessing Information Systems
Managerial Responses’ by Detmar W. Straub, Jr.,
University of Minnesota Graduate School of Business (June
1987) and *‘Computer Crime, The First Annual Statistical
Report,”” prepared by the National Center for Computer
Crime Data, with Jay Bloombecker, editor (1986). As ex-
perience increases, valid statistics on rates of convictions

among cases reported to the authorities should be ob-
tainable, but only with respect to specific statutes.

Pursuit of the study of computer crime and computer abuse

has been controversial. In 1970, a number of researchers

concluded that the problem was merely a small part of the

effect of technology on society and not worthy of specific,

explicit research. The increase in substantial losses’
associated with intentional acts involving computers pru-

ved the fallacy of this view. The explicit identification of
computer crime as a subject for research and development

of preventative measures in criminal justice suffered a

similar fate in the mid-1970s. Researchers argued that com-

puters should not be the focus in a study of various types

of crime. They believed the involvement of computers

should be subordinate to the study of each specific type of
crime, both manual and automated. The uniqueness of
characteristics of computer crime across all the different

types of crime was not considered sufficient to warrant ex-

plicit research.

The formal study of computer abuse was started in 1971.
The first national conference on computer abuse and a com-
prehensive report were completed in 1973[1]. Since then,
many reports, papers, journal articles, and books have been
published describing the research[4, 5, 6].

The interest of the criminal justice community began in
response to increasing numbers of cases and action by
criminal justice organizations, including the FBI Academy,
Criminal Justice Conferences on white-collar and organiz-
ed crime, National District Attorneys Association
Economic Crime Praoject, Postal Inspection, Secret Ser-
vice, Securities and Exchange Commission, Internal
Revenue Service, state and local criminal justice agencies,
and the National College of District Attorneys. In 1976,
the FBI established for its agents a 4-week training course
in investigation of computer crime and another for other
agencies in 1978. The U.S. Treasury, Federal Law En-
forcement Training Center at Glynco, Georgia, is now the
largest training facility for police officers that addresses
computer crime.

In 1976, as a result of the increasing frequency of cases,
Senator Abraham Ribicoff and his U.S. Senate Govern-
ment Affairs Committee became aware of computer crime
and the inadequacy of federal criminal law to deal with it,
The committee produced two reports on its research[7, 8],
and Senator Ribicoff introduced the first Federal Systems
Protection Act Bill in June 1977. These legislative efforts
evolved into House Bill 5616 in 1986, which resulted in
the Computer Fraud and Abuse Act of 1987 established as
Article 1030, Chapter 47 of Title 18 Criminal Code (see
Appendix A). On the state level, Florida, Michigan, Col-
orado, Rhode Island, and Arizona were the first to have
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computer crime laws based on the first Ribicoff bill. Cur-
rent legislation on computer crime exists in 48 states (see
Appendix B). The Florida, Colorado, Texas, New York,
and California statutes are also included in Appendix A.

Computer crime has been portrayed fictionally in several
novels, motion pictures, and television dramas. Two comic
strips, Dick Tracy and Steve Roper, have depicted fictional
stories. The British Broadcasting System dramatized the
computer crime aspects of a massive insurance fraud, NBC
TV News and the CBS show ‘‘60 Minutes’’ have had
special segments. The motion picture ‘‘War Games’’ was
the first to popularize computer hacking. Several nonfic-

tion trade books have been published, and articles have ap--

peared in all major magazines and newspapers. Unfor-
tunately, the public interest and sensationalism associated
with computer crime, particularly the malicious hacker
cases that peaked in 1982 and the 1988 computer virus
cases, has made folk heroes of the perpetrators and em-
barrassed the victims. Prosecutors have sometimes
benefited from the visibility of their cases and the high con-
viction rate.

E. News Media Reporting of Computer
Vulnerabilities

The news media have done a great service in bringing
public attention to the problem of computer crime;
however, investigators and prosecutors who must deal with
the real and not only the reported nature of the problem
should not be influenced by the media’s sometimes
distorted representations. Since 1970, a number of com-
puter crime issues have saturated and subsequently faded
from news media attention, while the potential for loss
grows more serious as technology advances. The largest
issues have been the following:

¢ Invasion of personal privacy

® Salami fraud techniques

¢ Telephone toll fraud

* Hacking computer intrusion

* Electronic letter bomb Trojan horse attacks
e Software piracy

* Interference with communications

® Radio frequency emanation monitoring

¢ Computer virus attacks.

News reporters often ask investigators and prosecutors for
information on these cases, especially as the issues become
popular and associated with celebrated people. Criminal
justice personnel must be cautious to protect the privacy
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of victims, suspects, and witnesses, as well as the confiden-
tiality of their cases and findings. Fortunately, journalists,
through their increasing experience with computer use and
computer technology, are becoming more accurate in their
reporting of computer crimes. Appendix C describes
selected cases of computer crime that have been reported
in the news media. ‘

F. Investigation and Prosecution
Experience

Extensive fieldwork preceded the writing of the original
edition (1979) of this manual. In particular, several weeks
were spent interviewing 44 prosecutors and investigators
in the Los Angeles District Attorney’s office and several
prosecutors in offices in New York City and Philadelphia.
Their experiences in prosecuting computer crime and more
than 50 cases were documented, A questionnaire survey
of 49 prosecutors was also conducted[9]. The information
obtained at that time has been used as the basis for parts
of this manual. This revision of the manual, which is bas-
ed on experience and studies occurring since 1979, incor-
porates results of a 1985 telephone survey of 100 pro-
secutors who have prosecuted computer crime; that survey
wes funded by the U.S. Department of Justice, Bureau of
Justice Statistics[10]. It also incorporates the findings of
a study of 200 reported computer abuses and the identifica-
tion of 38 computer abuse techniques funded by an agen-
cy of the U.S. Department of Defense.

The initial reaction to inquiries about the deputy district
attorneys’ (DDAs) experiences with computer crime was
that “*‘we have had no computer crime cases.’’ Further
discussion usually indicated that they have had several
crime cases in which computers had been involved to a
significant extent, but DDAs had failed to classify them as
computer crimes. This more recent study has indicated that
although prosecutors are acknowledging riore computer
crimes, few of the perpetraturs are being charged or pro-
secuted under the state computer crime statutes and for
good reasons:

® The statutes are relatively new, untested, and un-
familiar to the courts and prosecutors. .

¢ The penalties are generally weak compared to other
statutes.

¢ Most computer crimes are successfully chargeable
under other statutes when careful and adequate police
investigation is performed (e.g., incriminating
evidence on paper, positive identity of suspects). -

The DDASs generally agreed that the number of computer
crimes will increase. Moreover, because the defendants




and their defense attorneys understand the technical
aspects, the prosecutors must also understand them.
Technically knowledgeable investigators can materially
help the prosecutor in this respect.

G. White Collar Crime and Computer
Crime

1. Defining White Collar Crime

In its narrowest definition, white collar crime is compos-
ed of those crimes committed by individuals in the upper
and middle social classes and/or certain high status occupa-
tions. Generally, these crimes involve acts that are non-
violent, principally involving elements of deceit, decep-
tion, concealment, corruption, misrepresentation, and/or
breach of trust.

A more current general definition comes from Albert J.
Reiss, Jr., and Albert D. Biderman[11]. They define white
collar crime as a violation of law ‘‘that involves the use
of a violator’s position of significant power, influence or
trust. . . for the purpose of illegal gain, or to commit an il-
legal act for personal or organizational gain.”’

A slightly different definition of white collar crime was
adopted by the Congressional Subcommittee on Crime,
Committee on the Judiciary. That definition is “‘an illegal
act or series of illegal acts committed by nonphysical means
and by concealment or guile, to obtain money or proper-
ty, to avoid the payment of loss of money or property, or
to obtain personal or business advantage.”’ Congress
adopted this definition in 1979 in the Justice System Ad-
ministration Improvement Act.-

2. Comparing White Collar Crime and
Computer Crime

White collar crimes cover many acts that may, but need
not, include the use of a computer as an essential element
of the crime. Examples are antitrust violations, public cor-
ruption, bribes, environmental pollution, and price fixing.
Computer crimes can also include white collar crimes but
need not be limited to those types of acts. Examples of non-
white collar crimes are virus attacks on computer systems,
as well as aets of violence or unauthorized changes in com-
puters that control industrial processes.

Computer crimes have a number of characteristics in com-
mon with other white collar crimes. Although the computer
assists in the commission of the crime, the crime itself is
not necessarily distinctive to computers or so unique that
it will be unknown to law enforcement officials. Computer
and white collar crimes have the following characteristics
in common:

Common law and criminal justice-related issues:

The crimes include a number of traditional civil
or criminal violations, as well as certain new acts
related to changing commercial/technological
conditions, that legislators have defined as illegal
after problems come to their attention.

These illegal acts are often regulatory or other
types of specialized violations that do not fall
under local police responsibilities.

Evidence is difficult to collect and easy to
destroy, either purposely by a perpetrator orac-
cidentally by investigators.

These crimes are often difficult to detect, with
discovery quite often started by accident or
customer complaint rather than as the result of
direct investigation.

The media view these crimes as newsworthy,
often creating great pressure on public officials
to act quickly by making arrests and passing
laws.

Common criminal behavior-related issues:

Both types of acts are often committed through
nonviolent means, although certain industrial,
consumer, and environment-related crimes have
life-threatening consequences.

Access to computers or computer storage media,
through employment-related knowledge or
technical skills, is‘often needed.

These acts often involve *‘respectable’” persons
who have not previously been convicted of any
crime.

These acts generally involve information
manipulations that either directly or mdlrectly
create profits or losses.

These crimes can be committed by an individual,
several individuals working in collusion, and/or
organizations, with the victims in the latter case
ranging from individual clients, customers, or
employees of other organizations.

Common organizational issues:

The general public views many of these acts as
less serious than crimes involving physical
violence. Exceptions to this view are the more
serious types of white collar and computer
crimes, including fraud against consumers,
cheating on income taxes, environmental pollu-
tion by factories, price fixing, and public of-
ficials accepting bribes.
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— These crimes cost individuals, organizations,
and society large amounts of resources. Ac-
curate estimates are impossible to determine
because of the unknown number of crimes com-
mitted and the difficulty of defining associated
losses.

— Prevention of these crimes requires a combina-
tion of legal, technical, managerial, security,
and audit-monitoring controls.

3. Computer Crime Charactéristics Unique
from Other White Collar Crimes

Computer crimes differ from white collar crimes in cer-
tain other respects. These differences relate to the unique
aspects of computer or related information processing
development, as follows:

* Unique law and criminal justice-related issues:

-- Traditional laws are not always applicable to
computer-related violations, making it difficult
for prosecutors to decide how to proceed.

— Determining the most appropriate statute to pro-
cess these crimes can also be difficult.

— Most law enforcement officials do not have suf-
ficient knowledge to respond to this type of
crime.

— This type of crime is not a high-priority issue for
most legislators or prosecutors, partly because
of the lack of an active public or law enforcement
constituency lobbying for improvements in
response to computer crime.

* Unique criminal behavior-related issues:

— Inthe past, only those with technical knowledge
could commit computer crimes. Now, however,
as computer access and user-friendly equipment
become more widely available, the number of
competent users has expanded.

— Direct, face-to-face interaction is not necessary
to commit this crime, and, with the development
of direct international communications between
computers, atiempts at unauthorized access can
occur across thousands of miles, numerous time
zones, and national/jurisdictional boundaries.

—  The motivations behind these crimes include not
only profit but also a wish to test the limits of
technology, to politically attack corporations and
societies, and to seek personal revenge agalnst
employers or individuals.

¢  Unique organlzatlonal issues:

— These crimes can significantly embarrass the
victimized business; frequently, the managers
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decide not to contact law enforcement officials
and allow the perpetrators to quietly leave the
corporation, with or without repayment of
losses.

— Detecting these crimes and collecting sufficient
evidence are difficult tasks made even more
complex because they, necessitate active
cooperation between businesses and law
enforcement.

4. White Collar Crime Statistics

Recent figures on the prosecution of white collar offenders
reveal important changes over the last several years[12,
13, 14]. These figures also suggest areas where basic
statistics on computer crime prevention need to be
collected.

Of those arrested by state or local police for white collar
felonies in eight states and one territory in 1983,* 88%
were prosecuted—about the same proportion as those ar-
rested for felonies involving property crimes (86%),
violent crimes (82%), and public-order/vice/disorderly
conduct (81%).

Persons prosecuted for the white collar crimes of
forgery/counterfeiting, fraud, and embezzlement had a
conviction rate also about the same (74 %) as those arrested
for property crimes (76%), but higher than for violent
crimes (66%), or public-order crimes (67 %).

Criminal cases were filed by U.S. attorneys against 55%
of white collar suspects, which is theisame filing rate as
for non-white collar offenses. The filing rate for tax frand
was the highest (79%), followed by regulatory offenses
(65%). About 40% of white collar offenders convicted in
1985 were sentenced to incarceration, compared to 54 %
for non-white collar offenders. Those convicted of white
collar crimes received shorter average sentences of in-
carceration (29 months) than other federal offenders (50
months). Those convicted of non-white collar crimes were
more than twice as likely as white collar offenders to
receive a sentence of more than 5 years; white collar of-
fenders were more likely to be sentenced to probation or
fined.

Among white collar offenders, those convicted of
counterfeiting were the most likely to be sentenced to in-
carceration (59%). They received the longest average
sentence (40 months) and were the most likely to be
sentenced to more than 5 years. ‘

. When compared to previous years, these figures show that

law enforcement agencies now treat white collar crime
more seriously. Therefore, to the degree that white collar
crime includes computer crime, increased serious treat-
ment may apply to reported computer crime as well,

* Not necessarily representative of all jurisdictions.




SECTION II: Computer Abuse Methods and Detection

Investigators and prosecutors should deal with computer
crime as much as possible in the context of their experience
with other, more traditional crime. However, when com-
puter technology plays a key role that sometimes cannot
be avoided, a thorough understanding of abusive methods
involving computers is essential. In addition, being aware
of the types of people who have the skills and knowledge
to use these methods, likely evidence of their use, and
detection methods can be most helpful[15, 16].

This section describes 17 computer abuse methods in which
computers play a key role. Although several of the methods
are far more complex than the nonexpert will understand
in detail, these brief descriptions should help investigators
and prosecutors comprehend the information sufficiently
well to interact with technologists who can provide the
necessary expertise to deal with them. Most technologically
sophisticated computer crimes will use one or more of these
methods. However, no matter how complex the methods,
the crimes will still fit into the categories familiar to the
prosecutor. For an explanation ¢f the technical terms us-
ed in this discussion, the reader is referred to Section VII,
the glossary, or the index.

Like most aspects of computer technology, a jargon
describing the now classical methods of computer abuse
has developed. These are the technical methods for some
of the more sophisticated and automated attacks. The
results are loss of information integrity, confidentiality, and
availability associated with the use of services, computer
and communications equipment or facilities, computer pro-
grams, or data in computer systems. Depending on the
meaning of the data, kinds of services, or purpose of the
programs, the acts range over many known types of crime
and abuse. The methods are not necessarily identifiable
with specific statutory offenses. The methods, possible
types of perpetrators, likely evidence of their use, and
detection are described below.

A. Eavesdropping and Spying

Eavesdropping includes wiretapping and monitoring radio
frequency emanations. Few wiretap abuses are known, and
no cases of radio frequency emanation eavesdropping have
been proven outside of government intelligence agencies.
Case experience is probably so scarce because industrial
spying and scavenging represent easier, more direct ways
for criminals to obtain the required information. On the
other hand, these passive eavesdropping methods may be
so difficult to detect that they are frequently used but never
reported. These abusive methods are described in the news

media far more than they deserve; nevertheless, the oppor-
tunities to pick up emanations from isolated small com-
puters and terminals, microwave circuits, and satellite
signals continue to grow.

While eavesdropping, the perpetrators often do not know
when the needed data will be sent; therefore, they must col-
lect relatively large amounts of data and search for the
specific items of interest. Identifying and isolating the com-
munications circuit can also pose a problem for
perpetrators. Intercepting microwave and satellite com-
munications is even more difficult, primarily because com-
plex, costly equipment is needed for interception and
because the perpetrators must determine whether active
detection facilities are built into the communication system.

Clandestine radio transmitters can be attached to computer
components. They can be detected by panoramic spectrum
analysis or second-harmonic radar sweeping. Interception
of free-space radiation is not a crime unless disclosure of
its fruits violates the Electronic Communications Privacy
Act (ECPA) of 1986 or the Espionage Act. Producing
radiation may be a violation of FCC regulations.

Intelligible emanations can be intercepted even from large
machine rooms and at long distances using parametric
amplifiers and digital filters. Faraday-cage shielding can
be supplemented by carbon-filament adsorptive covering
on the walls and ceilings. Interception of microwave
spillage and satellite footprints is different since it deals
with intended signal data emanation and could be illegal
under the ECPA if the intercepts were proved to be com-
municated to a third party.

The ultimate solutions to eavesdropping are producing
computer and communication equipment with reduced
emanations and using cryptography to scramble data.
Because both solutions are relatively costly, they will not
be used until the risks are perceived to be sufficiently great
or meeting a new level of standard of due care is achieved
through changes in practices, regulation, or law.

Spying consists of criminal acquisition of information by
covert observation. For example, shoulder surfing involves
observing users at compuiter terminals as they enter or
receive displays of sensitive information such as
passwords. A gang of juvenile delinquents in Atlanta us-
ing binoculars obtained passwords in this fashion. Frame-
by-frame analysis of video recordings to pick up personal
identification numbers (PIN) being entered at automatic
teller machines (ATMs) is also feasible.

One method to prevent both eavesdropping and spying is
electronic shielding that uses a Faraday grounded electrical
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conducting shield in the former method and physical
shielding from view in the latter. Detection and obtaining
evidence require that investigators observe the acts and
capture equipment.

Eavesdropping should be assumed to be the least likely
method used in the theft or modification of data. Detec-
tion methods and possible eviderice will be the same as in
the investigation of voice communication wiretapping.
Table 1 summarizes the potential perpetrators, detection,
and evidence in eavesdropping acts. '

Table 1
DETECTION OF EAVESDROPPING

Potential Methods of Evidence
Perpetrators Detection
Communications Voice wire Voice wire
technicians and tapping methods tapping
engineers . evidence

& Observation
Communications .

Tracing sources

employees

of equipment used

B. Scanning

Scanning is the process of presenting sequentially chang-
ing information to an automated system to identify those
items that receive a positive response. This method is usual-
ly used to identify telephone numbers that access com-
puters, user IDs, and passwords that facilitate access to
computers, as well as credit card numbers that can be us-
ed illegally for ordering merchandise or services through
telemarketing.

Scanning was vividly portrayed in the motion picture ‘“War
Games’” where the hero used his microcomputer to
automatically scan for telephone numbers that responded
with computer data carrier tones. Computer programs that
perform the automatic searching, called ‘‘Demon Pro-
grams,’’ are available from various malicious hacker elec-
tronic -bulletin boards. Scanning may be prosecuted as
criminal harassment, but probably not trespass or fraud un-
til the information identified is used with criminal intent.
Scanning for credit card numbers involves testing sequen-
tial numbers by automatically dialing credit verification
services. Access to proprietary credit rating services may
constitute criminal trespass.
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The perpetrators of scanning are mostly malicious hackers
and potential computer system intruders. Many computer
systems can deter scanners by limiting the number of ac-
cess attempts. Trying to exceed these limits results in long
delays meant to discourage the scanning process. Identi-
fying the perpetrators is often difficult, usually requiring
the use of pen registers or dialed number recorder (DNR)
equipment in cooperation with communications com-
panies. The possession of a Demon Program may constitute
possession of a tool for ¢riminal purposes, and printouts
from Demon Programs may be used to incriminate a
suspect.

C. Masquerading

Masquerading is the process of one person assuming the
identity of an authorized computer user by acquiring iden-
tifying items, knowledge, or characteristics. Physical ac-
cess to computers or computer terminals and electronic ac-
cess through terminals to a computer require positive iden-
tification of an authorized user. The authentication of iden-
tity is based on some combination of something the user
knows, such as a secret password; some physiological or

- learned characteristic of the user, such as a fingerprint,

retinal pattern in the eye, hand geometry, keystroke
rhythm, or voice; and a token the user possesses, such as
a magnetic stripe card, smart card, or metal key. Anybody

with the correct combination- of identification
characteristics can masquerade as another individual.

An example of a clever masquerade occurred when a young
man posed as a magazine writer and called on a telephone
company indicating that he was writing an article on the
computer system in use by the telephone company. He was
given a full and detailed briefing on all the computer
facilities and application systems. As a result of this infor-
mation, he was able to steal over $1 million worth of
telephone equipment from the company.

In another case, an individual stole magnetic stripe credit
cards that required secret PINs for each use. He would
telephone the owners, stating that he was a bank official,
had discovered the theft of the card, and needed to know
the secret PIN to protect the victim and issue a new card.
Victims invariably gave out their secret PINs, which the
impersonator then used to withdraw the maximum amount
allowed. ‘ ' ‘

Playback is another masquerade and occasional piggyback
method. User or computer responses or initiations of tran-
sactions could be surreptitiously recorded and played back
to the computer as though they came from the user.
Playback was suggested as a means of ‘‘jackpotting”’
ATMs by repeating cash dispensing commands to the
machines through a wiretap. This fraud was curtailed when



banks installed controls that placed encrypted message se- -

quence numbers, times, and dates into each transmitted
transaction and command.

Computer masquerading as well as user masquerading can
be used to obtain confidential information such as
passwords from users or to give them false information.
In one case a group of students notified all campus com-
puter users in a mailed memo that the telephone number
into the computer had been changed to a number of a
telephone actually connected to a student’s computer. After
obtaining the users’ passwords, the computer directed them
back to the use of the correct number and promptly sign-
ed off.

Masquerading is the most common activity of computer
system intruders. It is also one of the most difficult to pro-
vein a trial. When an intrusion takes place in the victim’s
computer, the investigator must obtain evidence identify-
ing the masquerader at a terminal as performing the acts
producing the events in the computer. This task is doubly
difficult when network weaving connections through
several switched telephone systems interfere with pen
register and DNR line tracing. Table 2 summarizes the
methods of detecting computer abuse committed by
masquerading.

Table 2
DETECTION OF MASQUERADING
Potential Methods of Evidence

Perpetrators Detection

All computer Audit log Computer audit log

u i .
Sers analysis Notes and documents in
Hackers Password possession of suspects

violations .

olati Pen register and DNR
Observation  records
Report by Witnesses
n
P erso Access control package
impersonated

exception or violation
reports

D. Piggybacking and Tailgating

Piggybacking and tailgating can be done physically or elec-
tronically, Physical piggybacking is a method for gaining
access to controlled access areas when control is ac-

complished by electronically or mechanically locked doors.
Typically, an individual carrying computer-related objects
such as tape reels stands by the locked door. When an
authorized individual arrives and opens the door, the pig-
gybacker goes in after or along with him. Turnstyles, man-
traps, or a stationed guard are the usual methods of preven-
ting this type of unauthorized access. The turnstyle allows
passage of only one individual with a metal key, an elec-
tronic or magnetic card key, or combination lock activa-
tion. A mantrap is a double-doored closet through which
only one person can move with one key action. The suc-
cess of this method of piggybacking depends on the quali-
ty of the access control mechanism and the alertness of
authorized persons in resisting cooperation with the
perpetrator, ,

Electronic piggybacking can take place in an on-line com-
puter system where individuals are using terminals and the
computer system automatically verifies identification.
When a terminal has been activated, the computer
authorizes access, usually on the basis of a secret password,
token, or other exchange of required identification and
authentication information (protocol). Compromise of the
computer can occur when a covert computer terminal is
connected to the same line through the telephone switching
equipment and used when the legitimate user is not using
his or her terminal. The computer will not be able to dif-
ferentiate between the two terminals, but senses only one
terminal and one authorized user. Piggybacking can also
be accomplished when the user signs off or a session ter-
minates improperly, leaving the terminal or communica-
tions circuit in an active state or leaving the computer in
a state where it assumes the user is still active. Call fowar-
ding of the victim’s telephone to the perpetrator’s telephone
is another means of piggybacking.

Tailgating involves connecting a computer user to a com-
puter in the same session as and under the same identifier
as another computer user whose session has been inter-
rupted. This situation happens when a dial-up or direct-
connect session is abruptly terminated, and a communica-
tions controller (concentrator or packet assembler/disa-
ssembler) incorrectly allows a second user to be patched
directly into the first user’s still-open files, The problem
is exacerbated if the controller incorrectly handles a
modem’s data-terminal-ready (DTR) signal. Many net-
work managers set up the controller to send DTR signals
continually so that the modem quickly establishes a new
session after finishing its disconnect sequence from the
previous session. The controller may miss the modem’s
drop-carrier signal after a session is dropped, allowing a
new session to tailgate onto the old session.

In one vexing situation, some computer users connected
their office terminal hard-wired cables directly to their per-
sonal modems, which allowed them to connect any outside
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telephone directly to their employers’ computers through
central data switches, thus avoiding all dialup protection
controls such as automatic callback devices. Therefore,
people dialing their regular office numbers found
themselves with a computer carrier signal answering and
direct access to the computers. Such data switch pass-
through methods are very dangerous and have few means
of acceptable control.

Electronic door access control systems frequently are run
by a microcomputer that produces a log showing accesses
and time of accesses for each individual gaining access.:
Human guards frequently do equivalent journaling by
keeping logs. Unauthorized access can be detected by stu-
dying journals and logs and by interviewing people who
may have witnessed the unauthorized access. Table 3 sum-
marizes the methods of detecting computer abuse commit-
ted by piggybacking and tailgating methods.

Table 3
DETECTION OF PIGGYBACKING
AND TAILGATING
Potential Methods of Evidence
Perpetrators Detection

Employees, former Access
employees, vendor’s observations

Logs, journals,
equipment

employees . usage meters
Py Interviewing &
Contracted persons witnesses Photos, voice,
. . and video
Outsiders Examination of .
. recordings
journals and logs
Other physical
Out-of-sequence _ . Py
evidence

- Iessages

Specialized com-
puter progrars
that analyze char-
acteristics of on-
line computer
user accesses

E. False Data Entry (Data Diddling)

False data entry is usually the simplest, safest, and most
common method used in computer abuse. It involves
changing data before or during their input to computers.
Anybody associated with or having access to the processes
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of creating, recording, transporting, encoding, examining,
checking, converting, and transforming data that ultimately
enter a computer can change these data. Trusted, authoriz-
ed computer users engaged in unauthorized activities are
often the persons using the method. Examples of data did-
dling are forging, misrepresenting, ot counterfeiting
documents; exchanging valid computer tapes or disks with
prepared replacements; keyboard entry falsifications;
failure to enter data; and neutralizing or avoiding controls.

A typical example of false data entry is the case of a
timekeeping clerk who filled out data forms of hours work-
ed by 300 employees in a railroad company department.
He noticed that all data on the forms entered into the
timekeeping and payroll system on the computer includ-
ed both the name and the employee number of each worker.
However, the computer used only employee numbers for
processing and even for printing employee names and ad-
dresses on payroll checks. He also noticed that outside the
computer all manual processing and control was based only
on employee names, because nobody identified people by
their numbers. He took advantage of this dichotomy of con-
trols by filling out forms for overtime hours worked, us-
ing the names of employees who frequently worked over-
time but entering his own employee number. His false data
entry was not discovered for years until by chance an
auditor examining W-2 federal income forms noticed the
clerk’s unusually high annual income. An examination of
the timekeeping computer files and data forms and a discus-
sion with the clerk’s supervisor revealed the source of the
increased income. The clerk was confronted with the
evidence and admitted his fraudulent activities. Well-
designed timekeeping and payroll systems use the first few
letters of employees’ names appended to their identifica-
tion numbers to reduce the likelihood of this type of crime.

Data are normally protected by manual methods; once data
are in the computer, they can be automatically identified,
validated, and verified. Manual controls include maker-
checker-signer roles for trusted people with separation of
responsibilities or dual responsibilities that force collusion
to perpetrate fraudulent acts. Batch control totals can be
manually calculated and compared in the computer with
matching computer-produced batch control totals. In this
method, data are batched into small groups, and data are
added together to produce the control total. Another com-
mon control is the use of check digits or characters embedd-
ed in the data based on various characteristics of each field
of data (e.g., odd or even number indicators or hash totals).
Sequence numbers and time of arrival can be associated
with data and checked to ensure that data have not been lost
or reordered. Large volumes of data can be checked with
utility or special-purpose programs. Evidence of data did-
dling is data that: (1) do not correctly represent data found
at sources, (2) do not match redundant or duplicatedata,

~ and (3) do not conform to earlier forms of data if the manual




processes are reversed. Further evidence is control totals
or check digits that do not check or meet validation and
verification test requirements in the computer.

Potential data diddling perpetrators hold various kinds of
occupations. Table 4 summarizes the likely perpetrators,
the methods of detecting data diddling, and the sources of
evidence.

Table 4
DETECTION OF FALSE DATA ENTRY
Potential Methods of Evidence
Perpetrators Detection
Transaction Data comparison Data documents
participants Source
Data preparers Do?ument Transactions
validation
Source data Computer-
! Manual controls readable
suppliers
Nonparticipants Audit log analysis Computer data
with access Computer media
validation Tapes
Reports analysis Disks
Storage
Computer output modules

comparison
P Manual logs, audit

logs, journals, and
exception reports

Integrity tests
(e.g., for value
limits, logic con-
sistencies, hash ~ Incorrect com-
totals, crossfoot ~ puter output con-
and column totals trol violation
and forged entry) alarms

F. Superzapping

Superzapping derives its name from Superzap, a macro or
utility program used in most IBM mainframe computer
centers as a systems tool. Any computer center that has a
secure computer operating mode needs a ‘‘break-glass-in-
case-of-emergency’’ computer program that will bypass
all controls to modify or disclose any of the contents of the
computer. Many Superzap types of programs for sale and
in the public domain are-also available and necessary for
microcomputers as well. Computers sometimes stop,
malfunction, or enter a state that cannot be overcome by
normal recovery or restart procedures. Computers also
perform unexpectedly and need attention that normal ac-

cess methods do not allow. In such cases, a universal ac-
cess program is needed. This situation parallels using a
master key if all other keys are lost or locked in the
enclosure they were meant to open. :

Utility programs such as Superzap are powerful and
dangerous tools in the wrong hands. They are normally us-
ed only by systems programmers and computer operators
who maintain computer operating systems. They should
be kept secure from unauthorized use; however, they are
often placed in program libraries where they can be used
by any programmer or operator who knows of their
presence and how to use them.

A classic example of superzapping resulting in 2 $128,000
loss occurred in a New Jersey bank. The manager of com-
puter operations was using a Superzap program to change
account balances as directed by management for correc-
ting errors. The regular error correction process was not
working properly because the demand-deposit accounting
system had become obsolete and error-ridden as a result
of inattention in a computer changeover. After the opera-
tions manager discovered how easy it was to make changes
without the usual controls or journal records, he transfer-
red money to three friends’ accounts. They engaged in the
fraud long enough for a customer to find a shortage: quick
action in response to the customer’s complaint resulted in
indictment and conviction of the perpetrators. The use of
the Superzap program, which left no evidence of data file
changes, made discovery of the fraud through technical

. means highly unlikely.

Unauthorized use of Superzap programs can result in
changes to data files that are normally updated only by pro-
duction programs, Usually, few if any controls can detect
changes in the data files from previous runs. Application
programmers do not anticipate this type of fraud; their
universe of concern is limited to the application program
and its interaction with data files. Therefore, the fraud will
be detected only when the recipients of regular computer
output reports from the production program notify manage-
ment that a discrepancy seeins to have occurred. Computer
managers will often conclude that the evidence indicates
data entry errors, because it would not be a characteristic
computer or program error. Considerable time can be
wasted in searching the wrong areas. When management
concludes that unauthorized file changes have occurred in-
dependent of the application program associated with the
file, a search of all computer usage journals might reveal
the use of a Superzap program, but this is unlikely if the
perpetrator anticipates the possibility. Occasionally, there
may be a record of a request to have the file placed on-line
in the computer system if it is not normally in that modé.
Otherwise, the changes would have to occur when the pro-
duction program using the file is being run or just before
or after it is run.
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Superzap acts may be detected by comparing the current
file with father and grandfather copies of the file where no
updates exist to account for suspicious changes. Table 5
summarizes the potential perpetrators, methods of detec-
tion, and sources of evidence in superzapping abuse.

Table §
DETECTION OF SUPERZAPPING
Potential Methods of Evidence
Perpetrators Detection

Programmers with Comparison of files Output report
access to Superzap with historical discrepancies
programs and com-  copies
puter access to
use them

Undocumented
Discrepancies noted transactions
by recipients of

Computer
output reports P

usage Or usage
or file request
journals

Computer opera-
tions staff with
applications
knowledge

Examination of
computer usage
journals

G. Scavenging and Reuse

Scavenging is a method of obtaining or reusing informa-
tion that may be left in or around a computer system after
processing. Simple physical scavenging could be the sear-
ching of trash barrels for copies of discarded computer
listings or carbon paper from multiple-part forms. More
technical and sophisticated methods of scavenging include
searching for residual data left in a computer or computer
tapes and disks after job execution.

In the 1987 Iran-Contra affair, Lt. Col. Oliver North did
not understand that using the ERASE command in the
White House Executive E-mail system merely removed the
name and storage address of an E-mail message from the
directory of messages; it did not destroy the contents of the
message. In addition, frequent backup copies of all
messages were made and stored for later retrieval in the
event of a computer failure. As a result, much of his cor-
respondence was retrieved as evidence of possible
wrongdoing.

Computer systems are designed and operators are trained
to preserve data, not destroy them. If computer operators
are requested to destroy the contents of disks or tapes, they
will most likely make backup copies first. This situation
offers opportunities for both criminals and investigators
alike.
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A computer operating system may not properly erase buf-
fer storage areas or cache memories used for the temporary
storage of input or output data. Many operating systems
do not erase magnetic disk or magnetic tape storage media
because of the excessive computer time required to do this.
Therefore, new data are written over the old data. (The data
on optical disks cannot electronically be erased, although
additional bits could be burned in to a disk to change data
or effectively erase them by making all Os into 1s.)

The next job might be executed to read the data from
previous jobs before they are replaced by new data. In a
poorly designed operating system, if storage were reserv-
ed and used by a previous job and then assigned to the next
job, the next job would gain access to the same storage,
write only a small amount of data into that storage, but then
read the entire storage area back out for its own purposes,

" thus capturing—scavenging—data that were stored by the

previous job,

In one case, a time-sharing service in Texas had a number
of oil companies as customers. The computer operator
noticed that every time one particular customer used com-
puter services his job always requested that a scratch tape
(temporary storage tape) be mounted on a tape drive. When
the operator mounted the tape, the read-tape light always
came on before the write-tape light came on, indicating that
the user was reading data from a temporary storage tape
before he had written anything on it. After numerous such
incidents, the computer operator reported the cir-
cumstances to management. Simple investigation reveal-
ed that the customer was engaged in industrial espionage,
obtaining seismic data stored by various oil companies on
the temporary tapes and selling these highly proprietary,
valuable data to other oil companies.

Scavenging is often detected through the discovery of
suspected crimes involving proprietary information that
may have eome from a computer system and computer
media. The information may be traced back to its source
and originating computer usage, although the act was more
likely a manual scavenging of information in hurnan-
readable form or the theft of magnetic tapes or disks rather
than electronic scavenging.

In another case, valuable data were found on continuous
forms from a computer output printer. Each page of the
output had a preprinted sequence number and the name of
the paper company. An FBI agent traced the paper back
to the paper company, and, on the basis of the type of forms
and sequence numbers, from there to the computer center
where the paper had been used. The sequence numbers led
to a specific printer and time at which the forms were
printed. Identifying the job that produced the reports at that
time and the programmer who submitted the job from the
computer console log and usage accounting data was
straightforward.




Table 6 lists the potential perpetrators. The table also sum-
marizes the methods of detecting and the kinds of evidence
typical with scavenging techniques.

Table 6
DETECTION OF SCAVENGING CRIMES
Potential Methods of Evidence
Perpetrators Detection
Computer

Users of the
computer system

Tracing of dis- output media
covered proprietary (page numbers
information back to and vendor)

Persons having .
1ts source

access to com-
puter or backup
facilities and ad-
jacent areas

Type font
Testing of an oper-  characteris-
ating system to tics
discover residual
data after job
execution

Similar infor-
mation produ-
ced in suspec-
ted ways in the
same form

H. Trojan Horses

The Trojan horse method is the covert placement or altera-
tion of computer instructions or data in a program so that
the computer will perform unauthorized functions but
usually still allow the program to perform most or all of
its intended purposes. The Trojan horse program, which
can be the carrier of many abusive acts, is the primary
method used for inserting instructions for other abusive acts
such as logic bombs, salami attacks, and viruses. It is the
most commonly used method in computer program-based
frauds and sabotage. Instructions may be placed in produc-
tion computer programs so that they will be executed in
the protected or restricted domain of the program and have
access to all of the data files that are assigned for the pro-
gram’s exclusive use. Programs are usually constructed
loosely enough to allow space to be found or created for
inserting the instructions, sometimes without even exten-
ding the length or changing the check sum of the infected
program.

One Trojan horse technique, called the electronic letter
bomb attack, received great attention in the news media
in 1981 because its use would have made most computers
with terminal-to-terminal communication vulnerable to
compromise. Some computers and terminals were chang-
ed to be resistant tohis type of attack. Even though many

computers are still wide open to attack, no cases of the
method being used for criminal purposes have been
reported.

The attack method consists of sending messages to other
terminals with embedded control characters ending with
the send line or block mode command (depending on the
type of terminals being used). When the messages reach
the display memory of intelligent terminals, the send line
or block mode command is sensed, and the entire message
is sent back to the computer for execution of the embedd-
ed control character commands as though they came from
the victim at the receiving terminal with all of his computer
access authority.

Such attacks can be prevented in two ways. The send line
or block mode type of commands can be removed from all
terminals allowed access to the computer, or a logic filter
can be placed in the computer operating system to prevent
all control character commands from being sent in
terminal-to-terminal messages. Neither solution is par-
ticularly desirable because important and useful capabilities
are lost.

Assuring detection and prevention of Trojan horse methods
is impossible if the perpetrator is sufficiently clever,
although practical methods are available for reducing the
likelihood of, preventing, and detecting Trojan horse at-
tacks. A typical business application program can consist
of more than 100,000 computer instructions and data. The
Trojan horse can also be concealed among as many as 5
or 6 million instructions in the operating system and com-
monly used utility programs. There it waits for execution
of the target application program, inserts extra instructions
in it for a few milliseconds of execution time, and removes
them with no remaining evidence. Even if the Trojan horse
is discovered, there is almost no indication of who may
have done it. The search can be narrowed to those pro-
grammers who have the necessary skills, knowledge, and
access among employees, former employees, contract pro-
grammers, consultants, or employees of the computer or
software suppliers.

A suspected Trojan herse might be discovered by compar-
ing a copy of the operational program under suspicion with
a master or other copy known to be free of unauthorized
changes. Backup copies of production programs are
routinely kept in safe storage, but clever perpetrators will
make duplicate changes in them. In addition, programs are
frequently changed for authorized purposes without the
backup copies being updated, thereby making comparison
difficult. A program suspected of being a Trojan horse can
sometimes be converted from object form into assembly
or higher level form for easier examination or comparison
by experts. Utility programs are usually available to com-
pare large programs, but their integrity and the computer
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system on which they are executed must be assured by
qualified and trusted experts. '

A Trojan horse might also be detected by testing the suspect
program with a wide range of data that might expose the
purpose of the Trojan horse. However, the probability of
success is low unless exact conditions for discovery are
known. Moreover, the computer used for testing must be
conditioned to prevent loss to other data or programs. This
testing may prove the existence of the Trojan horse, but
usually will not determine its location. A Trojan horse may
also reside in the source language version or only in the
object form and may be inserted in the object form each
time it is assembled or compiled—for example, as the result
of another Trojan horse in the assembler or compiler. Use
of foreign computer programs obtained from untrusted

sources such as freeware bulletin board systems should be

restricted, and the programs should be carefully tested
before production use.

The methods for detecting Trojan horse frauds are sum-
marized in Table 7. The table also lists the occupations of
potential perpetrators and the sources of evidence of Tro-
jan horse abuse.

Table 7
DETECTION OF TROJAN HORSE CRIMES
Potential Methods of  Evidence
Perpetrators Detection

Programmers having Program code Unexpected

detailed knowledge comparison  results of pro-
of a suspected part of Testing of gram execution
a program gnd its suspect Foreign code
g;lgfose and access program found in a
Tracing of suspect program
Employee unexpected  Audit Logs
technologists events OF .
C possible gain Uncontaminated
ontract from the act t copies of suspect
programmers 1€ act to programis
suspected pro-
Vendors’ grams and
programmers perpetrators
Comiputer operators Examination
of computer
audit logs for
suspicious
programs or
pertinent
entries
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I. Computer Viruses

A computer virus is a set of computer instructions that pro-
pagates copies or versions of itself into computer programs
or data when it is executed within unauthorized programs.
The virus may be introduced through a program designed
for that purpose (called a pest) or a Trojan horse: hidden
instructions are inserted into a computer program, the data,
or the computer hardware itself that the victim uses. The
hidden virus propagates itself into other programs when
they are executed, creating new Trojan horses, and may
also execute harmful processes under the authority of each
unsuspecting computer user whose programs or systeim
have become infected. A worm attack is a variation in
which an entire program replicates itself throughout a com-
puter or computer network.

Prevention of computer viruses therefore depends on pro-
tection from Trojan horses or unauthorized programs, and
recovery after introduction of a virus entails purging all
modified or infected programs and hardware from the
system. The timely detection of a Trojan horse virus at-
tack depends on the alertness and skills of the victim, the
visibility of the symptoms, the motivation of the
perpetrator, and the sophistication of the perpetrator’s
techniques. A sufficiently skilled perpetrator with enough
time and resources could anticipate most known methods
of protection from Trojan horse attacks and subvert them.

Although the virus attack method has been recognized for
at least 15 years, it was first reported in a 1983 technical
paper prepared by Prof. Fred Cohen, a computer scien-
tist at the University of Cincinnati. The first three cases
were reported in November 1987. Of the hundreds of cases
that occur, most are in academic, research, and malicicus
hacker cultures. However, disgruntled employees or ex-
employees of computer program manufacturers have con-
taminated products during delivery to customers.

A rich mixture of terminology about computer viruses has
developed from the field of biological viruses and com-
municable diseases. Antivirus computer programs such as
““Vaccination,”” ‘‘FluShot,”’ ‘‘Data Physician,”’ ‘‘An-
tidote,”” and ‘“Virus RX’’ are being sold with both narrow
and broad spectrum effectiveness.

Prevention methods consist primarily of investigating the
sources of untrusted software and testing of foreign soft-
ware in computers that have been conditioned to minimize
possible losses. Prevention and subsequent recovery after .
an attack are similar to those for any Trojan horse. The
system containing the suspected Trojan horse should be
shut down and not used until experts have determined the
sophistication of the abuse and the éxtent of damage. The
investigator needs to determine whether the more common
hardware and software errors or the very rare intentional-
ly produced Trojan horse attacks have occurred.




Investigators should first interview the victims to identify
the nature of the suspected attack. They should also use the
special tools available (not resident system utilities) to ex-
amine the contents and state of the system after a suspected
event (see Appendix E). The original provider of the pro-
grams suspected of being contaminated should be consulted
to determine whether others have had similar experiences.
Without a negotiated liability agreement, however, the ven-
dor may decide to withhold important, possibly damaging
information. Other users of the products could also be con-
tacted as independent sources of information with mutual
interests.

Possible indications of a virus infection include the
following:

o . The file size may increase when a virus attaches itself
to the program or data in the file,

*  An unexpected change in the time of last update of
a program or a file may indicate a recent unauthoriz-
ed modification.

* Several executable programs that all have the same
date and/or time in the last update field indicate they
have all been updated together, possibly by a virus.

¢ - A sudden, unexpected decrease in free disk space
may indicate sabotage by a virus attack.

* Unexpected disk accesses, especially in the execu-
tion of programs that do not use overlays or large data
files, may indicate virus activity.

All current conditions at the time of discovery should be
documented (using documentation facilities separate from
the system in use). Next, if possible, all physically con-
nected and inserted devices and media that are locally us-
ed should be removed. If the electronic domain includes
remote facilities under the control of others, an indepen-
dent means of communication should be used to report the
event/to the remote facilities manager. Computer opera-
tions'should be discontinued; accessing system functions
could destroy evidence of the event and cause further
damage. For example, accessing the contents or directory
of a disk could trigger the modification or destruction of
its contents. Data can be recovered without destruction,
but special tools and skills are required.

To protect themselves against viruses or indicate their
presence, users can perform the following activities:

,® Compare programs or data files that contain check
sums or hash totals with backup versions to determine
possible integrity loss.

¢ Compare system interrupt vectors (internal control
tables) to spotlight any unusual and unexpected
activity.

® Write-protect diskettes whenever possible and

especially when testing an untrusted computer pro-
gram. Unexpected write-attempt errots may indicate
serious problems.

e Scan computer program source listings to reveal
unexpected character strings that may be used by
viruses to taunt their victims.

¢ Test untrusted programs with the coinputer system
clock set at some future date to determine if a time
bomb is present.

* Boot diskette-based systems using clearly labeled
boot diskettes.

* Avoid booting a hard disk-drive system from a
diskette.

® Never put untrusted programs in hard disk root direc-
tories. (Most viruses can affect only the directory
from which they are executed; ‘tierefore, untrusted
computer programs should be stored in isolated
directories containing a minimum number of other
sensitive programs or data files.)

® In local area network environments, avoid placing
untrusted computer programs in common file server
directories.

® Limit access to the file server node to authorized net-
work administrators.

®* When transporting files from one computer to
another, use diskettes that have no executable files
that might be infected.

® When sharing computer programs, share source code
rather than object code since source code can more
easily be scanned for unusual contents.

* Be aware that many commercially available antivirus
programs are limited in the range of viruses they
detect. [Some antivirus programs interfere with the
normal operation of programs they are supposed to
protect'(e.g., blocking a disk formatting utility). In
addition, an antivirus program may warn of a
suspected infection when none has taken place.]

The best protection against viruses, however, is to fre-
quently back up all important data and programs, main-
taining multiple backups over a period of time, possibly
up to a year, to be able to recover from uninfected backups.
Trojan horse programs or data may be buried deeply in a
computer system such as in disk sectors that have been
declared by the operating system as unusable. In addition,
viruses may contain counters for logic bombs with high
values, meaning that the virus may be spread many times
before its earlier copies are triggered to cause visible
damage.

The perpetrators, detection, and evidence are the same as
for the Trojan horse attack.
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J. Salami Techniques

An automated form of abuse using the Trojan horse method

or secretly executing an unauthorized program that causes
the unnoticed or immaterial debiting of small amounts of
assets from a large number of sources or accounts is iden-
tified as a salami technique (taking small slices without
noticeably reducing the whole). Other methods must be us-
ed to remove the acquired assets from the system. For ex-
ample, in a banking system the demand deposit accoun-
ting system of programs for checking accounts could be
changed (using the Trojan horse method) to randomly
reduce each of a few hundred accounts by 10 cents or 15
cents by transferring the money to a favored account where
it can be withdrawn through authorized, normal methods.
No controls are violated because the money is not remov-
ed from the system of accounts. Instead, small fractions
of the funds are merely rearranged. The success of the
fraud is based on the idea that each checking account
customer loses so little that it is of little consequence or goes
unnoticed. Many variations are possible. The assets may
be an inventory of products or services as well as money.
Few reported cases are known.

One salami method in a financial system is known as the
“‘round down’” fraud. Although no proven cases have ever
been reported, it is a frequent topic of discussion and pro-
vides insights into the general method. The round down
fraud requires a computer system application where large
numbers of financial accounts are processed. The process-
ing must involve the multiplication of dollar amounts by
numbers—such as in interest rate calculations. This
arithmetic results in products that contain fractions of the
smallest denomination of currency, such as the cent in the
United States. For example, a checking account in a bank
may have a balance of $15.86. Applying a 2.6% interest
rate results in adding $0.41236 ($15.86 X .026) to the
balance for a new balance of $16.27236. However,
because the balance is to be retained only to the nearest
cent, it is rounded down to $16.27, leaving $0.00236.
What is to be done with this remainder? The interest
calculation for the next account in the program sequence
might be the following: $425.34 X 0.026 = $11.05884.
This would result in a new balance of $436.39884 that must
be rounded up to $436.40, leaving a deficit or negative re-
mainder of $0.00116, usually placed in parentheses to
show its negative value ($0.00116).

The net effect of rounding in both these accounts, roun-
ding down to the calculated cent in the first and adding 1
cent in the second, leaves both accounts accurate to the
nearest cent and a net remainder of $0.0012
($0.00236-$0.00116). This remainder is then carried to the
next account calculation, and so on. As the calculations
continue, if the running or accumulating remainder goes
above 1 cent, positive or negative, the last account is ad-
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justed to return the remainder to an amount less than 1 cent.
This scheme results int a few accounts receiving 1 cent more
or less than the correct rounded values, but the totals for
all accounts remain in balance.

In these circumstances creative computer programmers can
engage in.some trickery to accumulate for themselves a
regular flow of relatively small amounts of money and still
show a balanced set of accounts that defies discovery by
the auditor. These programmers use the Trojan horse
method to slightly change the instructions in the program
by accumulating the rounded down remainders in their own
account rather than distributing them to the other accounts
as they build up.

Using a larger number of accounts shows how this fraud
would be committed. First, if rounded down correctly, the
accounts would be as shown in Table 8. The interest rate
applied to the total of all accounts, $3,294.26, results in
a new total balance of $3,379.91 ($3,294.26 X 1.026) and
a remainder of $0.00076 when the new total balance is
rounded. The program calculates this figure as verifica-
tion that the arithmetic performed account by account is
correct, However, note that several accounts (those marked
with an asterisk) have 1 cent more or less than they should
have.

Table 8
EXAMPLE OF ROUNDED DOWN ACCOUNTS
Rounded
Old New New Accumulating
Balance Balance Balance Remainder Remainder
$ 15.86 $16.27236 $ 16.27 $ 0.00236 $ 0.00236
425.34 436.39884 436.40 (0.00116) 0.00120
221.75 227.51550 227.52 (0.00450) (0.00330)
18.68. 19.16568 19.17 - (0.00432) (0.00762)
564.44* 579.11544 39942 (0.00456) (0.01218)
579.11 (0.00218)
61.31 62.90406 62.90 0.00406 0.00188
101.32 103.95432 © 103.95 0.00432 0.00620
77.11% 79,11486 Tl 0.00486 0.01106
79.12 0.00106
457.12 469.00512 469.01 (0.00488) (0.00382)
111.35 114.24510 114.25 (0.00490) (0.00872)
446.36* 457.96536 43901 (0.00464) (0.01336)
457.96 (0.00336)
88.68 90.98568 90.99 (0.00432) (0.00768)
14.44*% 14.81544 ™82 (0.00456) (0.01224)
14.81 . (0.00224)
83.27 85.43502 85.44 (0.00498) (0.00722)
127.49 130.80474 130.80 0.00474 (0.00248)
331.32 339.93432 - 339.93 = 0.00432 0.00184
37.11  38.07486 38.07 0.00486 0.00670
111.31% 114,20406 T4+2Q  0.00406 0.01076
114.21 0.00076
$3294.26 $3379.91




Now suppose a programmer writes the program to ac-
cumulate the round amounts into his own account, the last
account in the list. The calculations will be as shown in

Table 9. The totals are the same as before, and the verifica-

tion shows no tinkering. However, now the new balances
of some accounts are 1 cent less, but none are 1 cent more
as in the previous example. Those extra cents have been
accumulated and all added to the programmer’s account
rather than to the accounts where the adjusted remainder
exceeded 1 cent.

Table 9

EXAMPLE OF ROUNDED DOWN ACCOUNTS
CONVERTED TO PROGRAMMER’S ACCOUNT

Rounded
Old New New Accumulating Programmer’s
Balance Balance Balance Remainder Remainder Remainder

$ 15.86 § 1627236 $ 16.27 $0.00236 $ 0.00000 $0.00236
425.34 436.39884  436.40 (0.00116) (0.00116) 0.00236
221.75 227.51550  227.52  (0.00450) (0.00566) 0.00236
18.68  19.16568 19.17  (0.00998) (0.00998) 0.00236
564.44% 579.11544  3IM=R  (0.00456) (0.01454) 0.00236
579.11 (0.00454)
61.31  62.90406 62.90  0.00406 (0.00454) 0.00642
101.32  103.95432  103.95  0.00432 (0.00454) 0.01074
77.11  79.11486 79.11  0.00486 (0.00454) . 0.01560
457.12  469.00512  469.01  (0,00488) (0.00942) 0.01560
111.35% 114.24510 Treas (0.00490) (0.01432) 0.01560
114,24 (0.00432)
446,36 457.96536  457.97  (0.00464) (0.00896) 0.01560
88.68* 90.98568 998 +(0.00432) (0.01328) 0.01560
90.98 (0.00328)
14,44 14.81544 14.82  (0.00456) (0.00784) 0.01560
83.27% 85.43502 854 (0.00498) (0.01282) 0.01560
85.43 (0.00282)
127,49 130.80474  130.80  0.00474 (0.00282) 0.02034
33132 33993432 339.93  0.00432 (0.00282) 0.02466
37.11  38.07486 38.07 0.00486 (0.00282) 0.02952
111.31* 11420406 30  0.00406 (0.00282) 0.03358
114.23 0.00076 0.00000
$3294.26 $3379.91

Clearly, if there were 180,000 accounts instead of the 18
accounts in this example, the programmer could have made
a profit of $300 ($0.03 X 10,000). Over several years, the
fraud could cause significant loss.

Auditors might discover this fraud in only two known
ways. They could check the instructions in the program,
or they could recalculate the interest for the programmer’s
account after the computer executed the program. A clever
programmer could easily disguise the instructions causing
the fraudulent calculations in the program in a number of
ways. However, this disguise would probably be un-
necessary because no one would likely wade step by step
through a program as long as use of the program showed
no irregularities.

This program method would show no irregularities unless

the programmer’s account were audited, an unlikely event
given that his account was one among 180,000. Besides,
the programmer could have opened the account using a fic-
titious name or the name of an accomplice. He could also
occasionally change to other accounts to further reduce the
possibility of detection. Account activity unsupported by
paper documents such as deposit slips could be audited but
at great cost.

Experienced accountants and auditors indicate that the
round down fraud techhique has been known for many
years, even before the use of computers. They say that a
good auditor will look for this type of fraud by checking
for deviations from the standard accounting method for
rounding calculations. :

Salami acts are usually not fully discoverable within ob-
tainable expenditur