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Only experimental designs allow researchers to make an 

unambiguous link between causes and their effects (Sechrest and 

Rosenblatt 1987; Campbell and Stanley 1966). Random assignment of 

subjects into treatment and "control"l groups makes it possible to 

assume that the only systematic difference between experimental and 

control subjects is found in the interventions that are studied. 

In contrast, correlational or quasi-experimental designs are always 

plagued by the possibility that some important confounding factor 

has not been taken into account by investigators (Farrington, Ohlin 

and Wilson 1986; Brody 1978). While criminal justice researchers 

• have long recognized the advantages of randomized experiments, the 

difficulties of developing experimental designs in real life 

criminal justice settings and the ethical questions raised by 

• 

random allocation of criminal justice sanctions have generally led 

researchers to other less controversial and more easily developed 

research methods (see Clarke and Cornish 1972).2 

Whateve'r the disadvantages of randomized experiments, in 

recent years there has been a growing interest in experimental 

1 In criminal justice experiments there is seldom a group that 
receives no treatment. More commonly, as is illustrated later, 
offenders are given different types of treatments, for example, 
intensive versus traditional probation. 

2 For an interesting and persuasive rebuttal to many of these 
criticisms, see Boruch, 1976 • 
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methods in the social sciences (Fagan 1990; Berk et ale 1985). 

~ This interest has been mirrored in criminological circles, where a 

number of influential scholars have sought to encourage and expand 

the use of randomized experiments (e.g. see Farrington, Ohlin and 

~ 

. ~ 

Wilson 1986). The success of their efforts is evidenced in the 

large number of experimental studies ongoing by the late 1980s (see 

Garner and Visher 1988), and the fact that the annual program plan 

of the National Institute of Justice in 1990 was "strongly 

encouraging" experimental as compared with non-experimental 

research designs (1990, p. 6). 

This growing interest in experimentation has been accompanied 

by a concern with the adequacy of experimental methods in criminal 

justice. Petersilia, for example, argues that little attention has 

been paid to the special difficulties of designing and managing 

field experiments in the justice system, or the potential 

strategies that might be used to overcome such problems (1989; see 

also Dennis 1988). The fact that most experimental studies in 

criminal justice have failed to show significant research findings 

adds support to such concerns (e.g. see Farrington 1983; Weisburd, 

Sherman and Petrosino 1990), though the link between experimental 

design and study outcomes has not been explicitly tested. In this 

essay we examine this question in the context of a review of 

experimental studies in criminal justice sanctions conducted by 

Weisburd, Sherman and Petrosino (1990). Focussing upon the problem 

of statistical power, we challenge tradi tiona,l assumptions about 

the relationship between research design and experimental results . 
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In section I statistical power is described with particular 

attention focussed on conventional means of increasing the power of 

research designs. Section II presents a brief description of the 

experim~ntal studies identified by Weisburd et al., and section III 

looks at general methodological characteristics of those 

experiments. In section IV we examine the relationship between 

sample size, usually seen as a primary determinant of statistical 

power, and the actual outcomes of experiments. Our finding in that 

section, that larger studies which should lead to more powerful 

research designs do not, is discussed in section V in terms of 

various components of the design and management of field 

experiments. In section VI we suggest ways of overcoming the 

weaknesses of large sample designs and present some concluding 

• comments on the implications of our findings for future 

• 

experimental research. 

I. statistical Power 

In contrast to statistical significance--which identifies for 

the researcher the risk of stating that factors are related when 

they are not-- statistical power provides an estimate of how often 

one would fail to identify a relationship that in fact existed. In 

statistical terms, power is defined as "1 - type II (beta) error," 

or one minus the probability of accepting the null hypothesis 

(usually "no difference") when it is false. Its relationship to 

the proposition~that many experiments are designed for failure is 

straightforward. statistical power can identify when a research 

" 
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enterprise is likely to fail to provide support for the existence 

of an effect when, in fact, it is present in the population. 

The importance of statistical power is often not fully 

understood by researchers, who are generally much mor~ concerned 

with the concept of statistical significance. It has become 

virtually impossible to present research findings without attention 

to the statistical significance of research results, and norms 

concerning significance criteria are strongly established. While 

little if any attention is paid to statistical power in the design 

of criminal justice studies (Brown 1989), researchers carefully set 

significance (or alpha) levels at the outset of an experiment in 

order to avoid accusations of bias later on. Generally, a .05 

level of significance is set. In other words, it is assumed that 

• taking a risk of rejecting the null hypothesis five in a hundred 

times, when it is correct, is acceptable. Such clear standards for 

• 

significance thresholds have allowed researchers to guard against 

the problem of biasing results to the research hypothesis. 3 

The notion that researchers may be biasing results against the 

research hypothesis (or for a finding of "no effect") has appeared 

less troubling to criminal justice scholars. Especially in 

experimental studies, which are often developed to test the 

effectiveness of expensive government interventions, the 

possibility that a study would be designed in a way that made it 

3 When significance thresholds that make it easier to reject 
the null hypothesis (e.g. alpha=.10) are used r the researcher is 
generally expected to carefully explain his or her departure from 
established convention. 
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difficult to identify program success has appeared unlikely • 

Nonetheless, evidence from primarily non-experimental 

criminological research (Brown 1989) suggests that criminal justice 

studies are often severely underpowered. 4 This means that research 

is often designed in such a way that even if the effect the 

researcher posits is present in the population it is unlikely to be 

detected in the sample under study. 

At this point it will help to clarify our discussion if we 

take a concrete example. Suppose a researcher wanted to examine 

the effects of methadone treatment on the six-month recidivism rate 

of drug addicts. Following the experimental method, he or she 

would randomly allocate addicts into control and treatment groups. 

The statistical power of this experiment is the probability that 

• the statistical test employed would lead to a significant finding. 

• 

Clearly, the researcher would not want to design a study that would 

make it highly unlikely to establish a relationship between 

methadone treatment and reduced recidivism if one existed. But, 

importantly if a test is not powerful, than the risk of such an 

error (a Type II error) is very high. How then can one design a 

powerful study? More simply, what are the components that make up 

statistical power? 

4 There is also a substantial literature that documents the 
fact that research in the social sciences is generally underpowered 
(e.g. Chase and Chase 1976; Orme and Tolman 1986). 



• 
6 

Most obvious of these components is the significance criterion 

employed in a statistical test. 5 Clearly, the simplest way to 

decrease the likelihood of failing to reject the null hypothesis is 

to adjust the test statistic used as a threshold for statistical 

significance. One way to do this is to change the risks of type I 

error employed in an experiment. Because statistical power and 

statistical significance are directly related, when a less 

stringent level of significance is chosen (for example .10 as 

opposed to .05) it makes it easier to reject the null hypothesis 

and achieve statistical significance, and thus the experiment 

becomes more powerful. While this method for increasing 

statistical power is direct, it is usually not a practical 

suggestion since, as already discussed, norms concerning levels of 

• significance are fairly well established. 

• 

A more practical method for changing the value of the test 

statistic needed to reject the null hypothesis is to limit the 

direction of the research hypothesis. A "one-tailed test" provides 

greater power than a "two-tailed test" for the same reason that a 

less stringent level of significance provides more power than a 

more stringent one. By choosing a one-tailed test of significance 

the researcher reduces the value of the test statistic needed to 

reject the null hypothesis. This occurs because the critical 

5 The type of statistical test used in an experiment can also 
affect its statistical power. Some tests are more appropriate in 
particular situations and provide more powerful tests of research 
hypotheses. Nonetheless, the differences between the power of 
different tests (equally appropriate to the problem at hand) is 
usually relatively small. 
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region (the part of a sampling distribution which defines the area 

of rejection of the null hypothesis) is shifted to test only one of 

the two potential outcomes in an experiment. For example, in the 

methadone experiment discussed above, the researcher could rule out 

the possibility at the outset that treatment might backfire and 

increase drug use. While there are many cases in which a 

directional research hypothesis is appropriate, once a one

directional test is posited, a surprising finding in the opposite 

direction cannot be touted as a major result. 6 

A second component of statistical power is what statisticians 

define as effect size. Effect size measures the influence of the 

intervention that is being assessed by looking both at the 

magnitude of the differences between treatment and control groups 

• and the stability of those differences (see Cohen 1988).7 The 

relationship between statistical power and effect size is a 

straightforward one. When an effect in a population is larger it is 

harder to miss in any particular sample. Since statistical power 

• 

asks what the likelihood is of detecting a particular effect (i.e., 

achieving statistical significance) in a given sample, when effect 

size is larger the experiment is more powerful. Where effects are 

hypothesized to be relatively small, other aspects of design must 

6 This is a case where you cannot have your cake and eat it 
too. If the researcher chooses to gain the advantage of a one
tailed test, than he or she must sacrifice any finding in a 
direction opposite to that originally predicted. To do otherwise 
brings into question the integrity of the researcher's statistical 
design. ' 

7 We will speak more about the computation of effect size 
coefficients in Section IV. 
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be maximized in order to achieve an acceptable level of statistical 

power. 

Effect size is generally seen as the characteristic of 

statistical power which is most difficult to manipulate. A test is 

ordinarily conducted in order to determine the influence of an 

intervention on subjects. In experimental field research the 

intervention itself is usually arrived at through a complex series 

of negotiations between researchers and practitioners. Though, as 

we wiil point out later, effect size can be manipulated in ways 

that do not adversely affect the theoretical or practical goals of 

an experiment, there has been relatively little consideration of 

effect size in efforts to increase the power of experimental 

designs. 8 

• The final component of statistical power, and the one most 

• 

often used to manipulate power in social science research, is 

sample size (see Kraemer and Thiemann 1987). Larger samples, all· 

else being equal, provide more stable and reliable results than do 

smaller samples. Though later on we will illustrate this fact in 

the context of experiments in sanctions, the statistical logic here 

is not complex. Larger samples are more "trustworthy" than smaller 

ones. For example, one would not be surprised to get two or three 

heads in a row from a toss of an honest coin. However, if the coin 

produced only heads in a sample of 25 tosses, we would be much more 

suspicious. Getting one hundred heads in a hundred coin tosses 

would lead even'the most trusting person to doubt the fairness of 

a For an important exception, see Lipsey 1990. 
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the coin. In this same sense, larger samples are more powerful, 

since they are more likely to be able to identify an effect, if it 

exists in a population, than are smaller studies. Conversely, as 

Kraemer and Thiemann note, "the smaller the sample size the smaller 

the power" (1987, p. 27). Because sample size provides a method 

for increasing statistical power that is straightforward and does 

not involve manipulations in either the significance levels 

employed or the treatments administered, it has played a central 

role in power analyses in the social sciences. 

Returning to the methadone example, the researcher would, as 

David Farrington has suggested, "assess the size of effect (e.g. 

percentage difference) that would have practical significance and 

then calculate the sample size that would be needed to obtain 

• statistical significance with this size of effect" (1983 r p. 206). 

• 

Put differently, the researcher's central problem is to identify 

the sample size needed to provide a powerful experiment based on 

the significance criteria and the effect size hypothesized. At a 

minimum, it is recommended that a statistical test have a power 

level greater than .50--indicating that the test is more likely to 

show a significant result than not (e.g. see Gelber and Zelen 1985, 

p. 413). But it is generally accepted that the most powerful 

experiments seek a power level of .80 or above (e.g. see Cohen 

1973; Gelber and Zelen 1985). Such experiments are, given the 

assumptions about significance and effect size outlined by the 

researcher, highly likely to evidence a significant finding. The 
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problem for our methadone researcher, simply stated, is to collect 

enough cases to achieve this threshold of power. 

This is the process generally followed in developing powerful 

research designs. It is on its face a way of ensuring that a 

particular study is not designed for failure. While it makes 

assumptions about significance and effect size, it is primarily 

reliant on sample size to achieve a desired level of statistical 

power. It is based on the assumption that all else being equal, 

larger samples provide for a more powerful research design. But as . . . 

we will see shortly, the simple assumption that effect size is a 

fixed parameter, staying basically constant across samples of 

different sizes, is a flawed assumption. 

~ II. The Sample: Experiments in Sanctions 

~ 

Our analysis of experimental design is drawn from a review 

carried out by Weisburd, Sherman, and Petrosino (1990). They 

attempted to identify all randomized studies reported in English 

which were conducted in criminal justice settings and utilized 

coercive "treatment" or "control" conditions. They used five 

specific criteria for inclusion of studies in their review: 

1) That individuals were used as the primary unit of analysis; 

2) That those individuals were randomly allocated into 

multiple treatment groups or treatment and control groups;9 

9 In seven cases Weisburd et ale include studies which 
randomized according to alternative allocation schedules. For 
example, in the Denver Drunk Driving Experiment (Ross and 
Blumenthal 1974; 1975) investigators allocated subjects based on 
alternative months. In the Hamilton Juvenile Services Project 
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3) That at least one outcome variable (whether self-report or 

drawn from a criminal justice agency) measured crime 

related activities; 

4) That the intervention or treatment (or the control 

condition) be coercively applied by a criminal justice 

agency in response to or anticipation of a criminal act; 

5) That there be a minimum of 15 cases included in at least 

two of the groups examined. 10 

Weisburd et ale were able to identify some 76 experiments that fit 

their specific criteria after a careful search'of both computerized 

Experiment (Byles and Maurice 1979) and the California Juvenile 
Behavior Modification and Transactional Analysis Experiment 
(Jesness, DeRisi, McCormick, and Wedge 1972; Jesness 1975) the 
investigators used an odd/even system for placing offenders in 
treatment and control groups. In the Police Foundation Shoplifting 
Arrest Experiment investigators noted that offenders were 
"al ternati vely assigned to an arrest or release category" (Williams 
et al., 1987). Such allocation procedures are random in the sense 
that there were not systematic biases in the choice of subjects who 
would be placed in each of the allocation sequences. However, 
because such studies might be seen as violating components of a 
classical experimental design, we replicated our basic analyses 
without them. The results do not differ substantively from ~hose 
reported here. 

10 Farrington, Ohlin and Wilson (198, p. 66) argue that a 
"randomized experiment can control for all extraneous variables ••• 
only if a reasonably large number of people (at least 50) are 
assigned to each condition." We could find no statistical reason 
for using this particular threshold, and Farrington et ale do not 
detail their thinking on this question. Our understanding is that 
the disadvantages of smaller samples are already taken into account 
by statistical tests in estimates of the standard errors of 
sampling distributions. The relatively low threshold used by 
Weisburd et ale reflects their desire to include as broad a sample 
as possible. A sample of thirty cases total in a study, is 
generally seen as the minimum N that will allow researchers to use 
parametric statlstical tests (e.g. see Hays 1981, p. 218). The 
usefulness of the Weisburd et ale approach is illustrated in our 
discussion of the relationship between sample size and statistical 
power in Section IV. 
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and non-computerized criminal justice and general social science 

bibliographic indexes (see Appendix I). 11 Once identified, each 

experiment was described in a registry and included in a 

computerized data base that detailed specifics of the subjects, 

sanctions, methods and outcomes of the experiment. 

Some mention should be made at the outset of the lDnitations 

created by identifying a sample of experiments through published 

studies and reports. A sample of what is reported is no·t the same 

as the universe of all studies. We might expect, for eXe~ple, that 

studies that show a significant effect for criminal justice 

interventions would be more likely to be disseminated and 

published. And accordingly, ther~ may be a bias to "successes" in 

this review as in others (see Coleman 1989). Moreover, we suspect 

• that studies conducted in criminal justice settin~Js by agency 

researchers, as compared with studies supervised by university 

• 

researchers, are also more likely to escape inclusion in a review 

11 The search for studies to include in the data base began 
with a review of Farrington (1983) and Farrington, Ohlin and Wilson 
(1986). From the referenc~s and studies included there, additional 
references and studies were reviewed, including bibliographies, 
qualitative works on the topic of randomized field e:xperiments, and 
elaborations of studies already included in the sa~ple. A search 
of the Criminal Justice Abstracts data base was also conducted. At 
the same time, additional narrative review articles on 
experimentation, deterrence, rehabilitation, sentencing, and 
corrections were examined. In addition, a search. of the National 
Criminal Justice Reference System (NJCRS) was c10mpleted in June 
1989 for 1973-88 using the following keywords: a) randomization; 
b) controlled study; c) random assignment; d) randomly assigned; 
e) random allocation; f) field experiment~ g) randomized 
experiment; and h) controlled trial. 

Almost 70%' of the experiments were repoJ:ted in scholarly 
journals or books. Twenty-eight percent were discussed in 
government publications and 3% were identified only in non
governmental research reports. 
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of published materials. We are certain there are other biases as 

well that relate to the dissemination of research findings. 

Nevertheless, we do not want to over-emphasize such limitat!ons. 

: Most of the studies included by Weisburd et ale did not report any 

'statistically significant results,12 and many were conducted 
I 

without any sUbstantial university (or research institute) 

invol vement. 13 Moreover, it is likely that the major studies 

conducted with significant research resources would have been 

disseminated regardless of their results. 

The criteria employed by Weisburd et ale laid a fairly wide 

net for the identification of experimental criminal justice 

studies. There is, for example, tremendous diversity in the 

sanctions evaluated by researchers. While such penalties as 

• probation, parole and imprisonment occur most often in the studies 

examined, there are also examples of studies evaluating police 

• 

interventions, such as arrests (e.g. see Sherman and Berk 1984; 

Williams, Forst and Hamilton 1987), prison tours, like the Scared 

Straight experiment in New Jersey (Finckenauer 1982), and 

restitution (e.g. see Schneider and Schneider 1983; Schneider 

1986). 

Most often the experiments tested the influence of alternative 

criminal justice sanctions or the application of differing dosages 

of a particular sanction. For example, Ross and Blumenthal (1974; 

12 In seven out of ten studies no significant differences were 
found between groups included in the experiment. 

13 Thirty-seven of the experiments were conducted without 
major support from a university or research instit~te • 

. . . - -:''' ... ... .. ... ~; . 
. . 
. ' 
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1975) randomly assigned drunk drivers to three groups: a group that 

received a fine; one that received regular probation; and one that 

received therapeutic probation. In the Sacramento 601 Diversion 

project (Baron, Feeney, and Thornton 1972; 1973), one of thirteen 

diversion studies in the review, juvenile delinquents were randomly 

assigned to an experimental group receiving family and individual 

counseling or to a control condition that went before the juvenile 

court. A number of parole studies varied the intensity of 

caseloads or supervision services. This was the case, for example, 

in the California Special Intensive Parole ExperimeEt (Reimer and 
------- .. -- .--"~ 

Warren 1957) conducted in the early 1950s o \ 

In 

one unusual probation study, Illinois parolees were randomly 

• assigned to regular probation supervision, or probation supervision 

"'. 
\ 

\ 
'. 

carried out by vol~nteer lawyers (Berman 1975; 1978). 

There are relatively few experiments where the experimental or 

,.control group was able to avoid criminal justice intervention 

~ .. altogether ,14 though some of these are particularly well known. 
, '-

For example, in the Minneapolis Domestic Violence Experiment 
\:- . ~ 
{' : '"' ( Sherman and Berk 1984; 1984a; Berk and Sherman 1985; 1988) 

.~ ~; suspects were randomly allocated either to an arrest group, or to 
'-

\,: a group that received discretionary mediation, or to one in which 

• 

suspects were ordered to stay away from home for eight hours. In 

14 It could be argued that the diversion experiments did this 
as well. But when offenders were diverted from traditional 
criminal justice processing they usually received a fairly 
intrusive regimen of counseling or supervision. 
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the Police Foundation Shoplifting Arrest Experiment (Glick, 

Hamilton, and Forst 1986; Sherman and Gartin 1986; Williams, Forst 

and Hamilton 1987) those in the experimental group were arrested 

after being identified as shoplifters. Members of the control 

group were released. While a few prison experiments contrasted 

continued incarceration with some type of work release or halfway 

house supervision (e.g. Lamb and Goertzel 1974; 1974a), only one 

contrasted imprisonment with release. In the California Reduced 

Prison Sentence Experiment (Berecochea and Jaman 1973; 1981), 
. 

inmates were randomly assigned to six-month-early release or a 

group which finished out their full sentences. 

Eight of the studies tested the effects of group assignment to 

different institutional "wards," "regimes," or "communities." For 

4It example, in the Fricot Ranch Experiment (Jesness 1965; 1971), male 

delinquents were randomly assigned to an experimental 20-bed 

• 

dormitory, or to the more traditional 50-bed unit. In the English 

Borstal Allocation Experiment (Williams 1970; 1975) youths were 

assigned to three types of borstal institutions: ond that 

emphasized therapeutic treatment, one that included group 

counseling, or one that emphasized hard work and paternalistic 

control. 

More than a quarter of the experiments involved treatments 

that are added onto traditional criminal justice sanctions, often 

·in the context of a prison or jail stay. Many of these studies 

would not have been seen by the original investigators as 

sanctioning experiments but rather as attempts at arriving at 

. .. ~ 
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~ effective rehabilitative treatments. For example, in the 

Copenhagen Short Term Offender Experiment (Bernsten and 

Christiansen 1965) adult male prisoners were randomly assigned to 

an experimental group receiving psychqlogical examination, 

interviews with social workers, or some form of individualized 

~ 

treatment geared toward resocialization. Members of the control 

group received services available through routine custody. In the 

California Juvenile Probation and Group Counseling Experiment 

(Adams 1965) juvenile male probationers were randomly assigned to 

an experimental group that received counseling sessions each we~k 

over six months and a control group that received normal probation 

services. Such experiments were included by Weisburd et ale when 

inmates were coerced into participating. In cases where 

participation in the experiment was voluntary, the study was 

excluded (e.g. see Annis 1979). 

The experiments reviewed included a substantial degree of 

diversity in the types of offenders examined. Nonetheless, most of 

the studies had predominantly male samples, and a majority of the 

subjects in most of the experiments were white. Half of the 

studies reviewed were conducted only with 'juveniles and most 

included offenders prosecuted for relatively minor offenses. 

Indeed a number of the experiments specifically excluded high-risk 

offenders. Though, as already discussed, there are difficulties in 

making inferences from a sample of published materials, we suspect 

that the controversy surrounding random allocation of criminal 

~ justice interventions makes it more difficult to include offenders 
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tit convicted of serious crimes and perhaps easier to conduct studies 

with juveniles. Still, almost half the experiments included some 

tit 

tit 

adult offenders, and a few randomly allocated persons convicted of 

more serious crimes. 15 

The sample includes experiments from 18 states as well as the 

District of Columbia. Fourteen studies were conducted outside'the 

united States, with twelve carried out in England. Perhaps it is 

not surprising, given the tradition of support for empirical 

research in California, that more than forty percent of the studies 

came from that state. Overall, most of studies were carried out 

across institutions within a state or local jurisdiction. 

Nonetheless, two studies were carried out across institutions in 

the federal justice system. Nineteen of the experiments were 

carried out in only one institution. 

weisburd, Sherman and Petrosino thus identify a broad spectrum 

of experimental studies for our analysis. Nonetheless, their 

inclusion criteria led them to exclude a number of better-known 

experiments in criminal justice. For example, the Kansas City 

Preventive Patrol Experiment (Kelling, Pate, Dieckman and Brown 

1974), which randomly allocated varying amounts of police patrol, 

was excluded because it involved random allocation of geographic 

areas (beats) rather than people. Similarly, Tornudd's (1968) 

study of the effects of differential prosecutions on drunkenness 

randomly allocated towns rather than offenders. 

15 For example, see the North Carolina Butner Correctional 
Facility Experiment (Love, Allgood & Samples, 1986) and the English 
Prison Intensive Social Work Experiment (Shaw, 1974) • 

. ' 
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The sanctioning criteria employed by Weisburd et ale also led 

to the exclusion of a number of well-known studies. For example, 

the Living Insurance for Ex-Prisoners (LIFE) and the Transitional 

Aid Research Project (Tarp) experiments, both often thought of as 

criminal justice studies, were excluded from the sample (see Berk, 

Lenihan, and Rossi 1980; Rossi, Berk and Lenihan 1980). These 

experiments randomly assigned subjects released from prison to 

groups which received weekly stipends and a control group which did 

not. The study did not meet the requirements for inclusion in the 

sample because payments were not administered by cri~inal justice 

agents. The classic Cambridge-Somervile Youth Study (Powers and 

Witmer 1951) was excluded for similar reasons. It involved a 

social work response that could be refused by the subjects or their 

• families. 

• 

The criterion that the experiment include crime-related 

outcome measures meant that studies like the Manhattan Bail Project 

(Ares, Rankin, and sturz 1963), an often-cited experiment, also do 

not appear in this sample. There it was the success of pre-trial 

recommendations for release or bail rather than the influence of 

sanctions upon recidivism that was assessed. Similarly, Taylor's 

(1967) study of the effects of psychotherapy on borstal girls was 

excluded because only psychological outcome measures were examined. 

III. Experiments in Sanctions: Methodological Characteristics 

Comparatively few experimental studies in criminal justice 

provide very great detail about the methods employed in designing 
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and carrying out research (Lipsey 1990). This is due, in part, to 

the norms of report writing and publishing. There is just not the 

same demand for discussion of methodological details of research as 

there is for elaboration about outcomes or theoretical perspectives 

that led up to the studies. Nonetheless, it is possible to examine 

in a general way a number of characteristics of the experimental 

research reviewed by Weisburd et ale Before turning specifically 

to the relationship between effect size and sample size, we examine 

below a series of other design questions that are related to the 

power of experimental studies. 

As described earlier, the size of a sample is directly related 

to the statistical power of an experiment. All else being equal, 

larger experiments are more powerful, and for this reason sample 

~ size has become the primary design characteristic manipulated by 

~ 

experimental researchers in order to increase the power of their 

research. Interestingly, while focussing on larger samples, few 

researchers have taken advantage of the fact that studies in which 

the size of the groups examined are relatively similar are more 

powerful than those in which the size of the groups is markedly 

different. While the benefit here is usually small, it can be 

large when the Ns per group differ widely. And this is the case 

for a number of the. experimental studies examined by Weisburd, 

Sherman and Petrosino. 

The problem is illustrated by a formula for standardizing "N" 

sizes in exper'imentation used' by Cohen (1988) in developing 

statistical power computations: 
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For example, if there is a total N of 500, but 400 in one group and 

100 in another, the weighted N used in power (and significance) 

calculations is only 160, while the weighted N for a two-group 

study equally divided between experimental and control groups is 

250. Though the overall size of both studies is the same, the 

design of the latter is more powerful. 

Often it is impossible to identify why the sizes of 

experimental and control groups are unequal in the experiments. 16 

We suspect that the reason is usually linked to randomization 

itself. Many studies randomly allocated subjects in ways that 

limited their control over the number of individuals that fell in 

~ each group. For example, in the Sacramento Juvenile 601 Diversion 

Experiment (Baron, Feeney, and Thornton 1972; 1973) offenders were 

~ 

allocated to treatment and control groups based on randomly chosen 

days. Five of the experiments used a toss of a coin or die to 

randomly allocate subjects. In eighteen of the forty-f6ur 

experiments that described randomization procedures, researchers 

reported the use of random numbers tables. Though one might expect 

relatively equal groups using this technique, this was not always 

true. For instance, in the National Restitution Experiment in 

Washington D.C. (Schneider and Schneider 1983; Schneider 1986) the 

control group had 137 subjects and the treatment group 274. 

16 It should be noted that four in ten of the studies reviewed 
did not describe how randomization was carried out. 

" 
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Table 1 illustrates the direct relationship between 

statistical power and sample size. The experiments are divided 

into five groups based on their standardized N levels: "15-50" "51-

100" "101-200" "201-400" "over 400." Across the table are the 

average levels of power for the experiments in each group given 

assumptions of "small" "moderate" and "large" effects (see Cohen 

1988) .17 Looking at Table 1 it is clear that there is a 

sUbstantial amount of diversity in the sizes of the samples chosen. 

For example, 12 of the studies include 50 or fewer standardized 

cases per group, and 11 include more than 400 standardized cases 

per group. As is to be expected, as the average sample size gets 

larger the power levels associated with each hypothesized effect 

size also increase • For the smallest experiments, very large 

effect sizes would be needed for the researcher to be confident of 
. 

identifying a statistically significant effect. For the very 

largest experiments, even a very small effect would, on average, 

achieve a power level of .90. 

The experiments overall do not support the notion that 

criminal justice experiments are designed for failure, at least in 

terms of the number of cases studied by investigators. On average, 

experiments we examine allow a very high likelihood of detecting a 

17 Cohen's estimates are commonly used, but like other 
conventions are fairly arbitrary. As he notes in his widely cited 
text on statistical power: "Although arbitrary, the proposed 
conventions will be found to be reasonable by reasonable people. 
An effort was made in selecting these operational criteria to use 
levels of ES [effect size] which accord with a subjectiv~ average 
of effect sizes such as are encountered in behavioral science" 

• (1988:13). 
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moderate effect and are almost certain to detect a large effect 

(see Table 2). While the power level achieved for a small effect 

is less than .40, here criminal justice experiments in sanctions 

are not very much different from research in other social sciences. 

When we compare experiments in sanctions with other reviews of 

statistical power in other disciplines, we find that criminal 

justice experiments are, on average, using these standardized 

criteria, fairly powerful (see Table 2). In most areas where power 

(has been assessed, stUdies have not been designed for detection of 
\ 

small effects, and in this regard criminal justi"ce experiments in 

lsanctions are more powerful than research in areas such as social 

; work, applied and abnormal psychology, education and speech 
l 
I 

. pathology. 

- -........ When experimenters are unable to ensure the integrity of the 

randomization process, the power of experimental research is also 

affected. Breakdowns in randomization bring into question the 

computed significance levels reported by investigators. Such 

levels are dependent on certain assumptions, fair randomization 

being one of them. While slight violations of this assumption, 

like others, is unlikely to seriously bias study results, in a 

number of cases randomization breakdowns were serious. For 

example, in the Denver Drunk Driving Sentencing Experiment (Ross 

and Blumenthal 1974; 1975) judges circumvented the randomization 

process in more than half the cases, mostly in response to defense 

attorney pleas to have their clients receive fines rather than the 

• probation conditions, In 16 of the studies reviewed by Weisburd, 
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Sherman, and P'etrosino, randomization failures were reported by 

investigators .18 

"Randomization overrides" present similar problems, though the 

fact that they are planned allows investigators to more carefully 

measure their influence upon experimental results. For example, 

in the Minneapolis Domestic Violence Experiment (Sherman and Berk 

1984; 1984ai 1985; Berk and Shennan 1985; 1988), overrides were 

allowed if the offender attempted to assault the police, the victim 

demanded an arrest, a restraining order was violated, or offenders 

would not leave the premises when ordered to do so by the police. 

Though such overrides occurred in 18% of the cases, the 

investigators had carefully documented overrides and were able to 

analyze their occurrence and their influence on the experimental 

4It results. In 11 of the experiments, researchers reported allowing 

practitioners to override the randomization process. 19 

4It 

Treatment breakdowns have a clear effect on the statistical 

outcomes of experiments. When the investigator cannot ensure that 

a "treatment" has been administered, or that it has been 

18 We suspect 
published studies. 

that such failures are underreported in 

19 A somewhat similar problem is evidenced in 8 studies where 
offenders were allowed to opt out of the less punitive sanction 
condition. For example, in the Ellsworth House study (Lamb and 
Goertzel 1974; 1974a) offenders could choose to remain in prison 
rather than be assigned to a .half way house. (As noted earlier, 
Weisburd et ale did not include studies that allowed subjects to 
refuse the more punitive "sanction" condition.) Breakdowns in 
assignment, like those reported in the Ellsworth House Experim~nt, 
were generally small, for the obvious reason that offenders were 
likely to want to take advantage of the more lenient randomized 
condition. 
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administered in the dosage planned, the statistical power of a 

study is reduced. This happens because the "effect" of an 

experiment is directly related to the intensity of treatments 

ao~inistered. For example, in the California Special Intensive 

Parole Experiment (Reimer and Warren 1957) parole officers in the 

control group increased their contacts with parolees (and thus 

simulated the treatments found in the experimental condition). 

Reimer and Warren offer this as one potential explanation for the 

small and insignificant differences between the treatment and 

control groups studied. Similarly, in the California Parole 

Research Project Experiment (Johnson 1962; 1962a)r control subjects 

often received more contact with their officers than did those in 

the experimental group, a factor which Johnson argues led to a 

• finding of no difference between the experimental and control 

groups. In this case a non-experimental reanalysis of the study 

showed that when supervision was classified by actual intensity 

• 

(rather than experimental allocation) a strong relationship existed 

between parole success and increased contact (Johnson 1962a). 

IV. Statistical Power and Sample Size: A Reevaluation of Common 
Assumptions 

As we noted earlier, sample size is generally viewed as the 

most straightforward method for affecting the power of 

experiments. 2o All else being equal, the power of a study grows 

with each increment in the number of cases included. This fact was 

20 Though Lipsey argues that affecting change in "effect size" 
is more cost effective (1990:169). 
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illustrated well in Table 1, where we estimated the expected power 

of the Weisburd et ale experiments under assumptions of small, 

moderate and large "effects." If we assumed a small effect, the 

average power of the studies grew from .12 for those with fifty or 

fewer standardized cases (per group) to over .90 for those with 

over four hundred cases. While the expected design benefits of 

larger samples decrease as assumed effect size grows (see Lipsey 

1990), we still found an average difference of .50 in estimated 

power for the largest and smallest experiments under assumptions of 

moderate effects and a .17 difference if large effects were 

assumed. 

These results help explain why researchers concerned with 

statistical power try to gather as many cases for inclusion in 

• their samples as possible. In criminological research, which often 

tackles very serious public policy problems that are very difficult 

to effect, the benefits of larger samples are particularly 

attractive. For example, it might not be expected that a 

particular prison program would have a very large influence on 

subsequent violence by offenders. Nonetheless, even if a 

relatively small group were deterred from committing future murders 

or rapes the benefits for the community would be great. It is 

precisely in such studies, where researchers seek to design a test 

sensitive to even relatively small changes, that sample size h,9.S 

its largest influence on statistical power. 

But the benefits associated with larger samples are based on 

~ the assumption that there is little relationship between the number 
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of cases in a study and the effect of treatments on the subjects 

examined. 21 If for example, we assumed that the effect of a study 

declined the larger it became, the gain in statistical power 

associated with larger samples would be offset by the smaller 

effect coefficients found in such studies. This fact can be 

illustrated by turning to measures of statistical significance and 

their relationship to the standardized effect coefficients and 

sample size estimates used in statistical power. 

Generally, significance tests in experimental research are 

derived by taking the ratio of the size of the differences between 

an experimental and control group to the estimated sampling error 

for the study (see Equation 1): 

Equation 1: Size of Difference 
Standard Error 

The size of the difference between the two samples is simply the 

magnitude of the difference in the dependent measures employed 

(usually means or percentages). The standard error or sampling 

error associated with these estimates, the denominator of the 

equation, is a ratio of the variability of thE;! sample estimates to 

the size of the study. Taking a commonly used test, the t test, we 

21 It also assumes that there is little relationship between 
sample size and significance criteria and the type of statistical 
tests employed, other components of statistical power we discussed 
earlier. But in the case of these characteristics of power, an 
assumption of no relationship is not problematic. The size of a 
study does not ~lter the substance of significance criteria, nor 
does it influence the basic characteristics of a statistical test-
except to the extent that it has an impact upon the choices made by 
researchers themselves. 



27 

~ can see why larger studies are more powerful (see Equation 2). As 

the number of cases grows, the standard error (the denominator of 

the t test) will get smaller. This increases the overall size of 

the t statistic and thus the likelihood of rejection of the null 

hypothesis: 

• 

• 

Equation 2: t= Xl-X? 
s {--=l,/r-n-l -+:--":1:-'I"T"n-

2 

The t test also illustrates why tests with larger "effects" 

are more powerful. In power analysis, effect size is generally 

computed by taking the ratio of the difference between sample 

estimates to the variability of those estimates (see Cohen 1988; 

Lipsey 1990). In Equation 2 effect size would be expressed as "d" 

(Cohen 1986, p. 20), the ratio of the difference of means to the 

pooled within group standard deviation of those means (i.e. Xl -

X2 / s) • As d grows in size--either through a growth in the absolute 

difference in the means (Xl -X2 ) or a decline in the amount of 

variability of the estimates (s)--the t statistic also gets larger 

and again rejection of 'the null hypothesis is more likely. 

Returning to our earlier concern, if "d" were to get smaller as the 

number of cases in a study increased, then the benefits of a larger 

sample might be offset. Given the strong reliance on sample size 

as a means of increasing statistical power, we set out to examine 

this relationship directly. 
, 

Our primary empirical problem was to develop estimates of 

effect size for each of the experiments examined. We were aided in 
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this process by the fact that many of the experiments included only 

one outcome measure, usually assessed at only one time period. 

Nonetheless, about six in ten of the studies reviewed included 

either mUltiple outcome measures or multiple follow-up periods or 

both. Our problem was to decide which of these estimates, or which 

combination of them, to use for identifying the "observed" effect 

size for each particular study. 

One solution used by others who have reviewed effect size 

across studies (e.g. Levernson 1980; Chase & Chase 1976) is to take 

the mean of all of the outcome measures included by investigators. 

This solution has the benefit of not focusing upon a "deviant" 

effect in a study. Because we wanted to get some degree of 

consistency across the experiments studied, we operationalized this 

• "average effect size" (AES) measure by taking the mean of all the 

effect coefficients at the follow-up period closest to one year. 22 

While AES provides one overall view of the influence of the studies 

• 

on their subjects, it does not take into account the fact that 

investigators often thought of their studies as tests of a series' 

of research hypotheses, often linked to different outcome measures. 

In order to get some sensitivity to this problem we developed an 

additional measure--maximum effect size (MES) --that provides an 

22 To calculate "average effect size" we took the follow-up 
period closest to 12 months for each experiment (thirty-six of the 
studies used a one~year follow-up period; most of 'the others had a 
follow-up period somewhere between 6 and 18 mopths). For 
experiments with more than one outcome measure, we tooktthe mean of 
the effect size ~or each outcome measure. In experiments where the 
subjects were divided into more than two groups, the effect size 
was calcula'ted by taking the difference between each of the groups 
and then calculating the mean of those differences. 
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~ upper range of effect for the experiments. 23 MES identifies the 

largest effect for the 12-month (or closest) follow-up period. 24 

• 

• 

Assessing effect size from these measures, our first 

conclusion relates not to the relationship between sample size and 

effect size but to the magnitude of the effects found in criminal 

justice experiments concerned with sanctions (see Table 3). Of the 

74 studies in which effect size estimates could be computed,25 less 

than four in ten have standardized effects above .20 using our 
~---

average effect size measure. Using the less conservative HES 

estimates, still only half of the studies have effects of this 

magnitude. This means that most of the studies did not even 

achieve what is generally defined as the threshold for a small 

effect (see Cohen 1988). Only 1 experiment evidences what Cohen 

describes as a large effect (a standardized effect coefficient 

above .80) using either measure of effect size. 

Following these results, we might conclude that adjustments in 

sample size are likely to have a large yield in criminal justice 

studies. As we noted earlier, it is precisely in the case where 

the investigator desires to detect small effects that the influence 

23 To calculate "maximum effect size" we took the follow-up 
period closest to 12 months for each experiment. For experiments 
with more than one outcome measure, we took the measure with the 
largest effect size. If an experiment had only one outcome 
measure, the effect size for that measure was used. 

24 We also developed another measure which examines the largest 
standardized effect size for any outcome measure at any follow-up 
period. The results using this measure were similar to those 
reported in Tabies 3 and 4 • 

25 In two cases there was insufficient information provided by 
investigators to develop effect size coefficients. 
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~ of the number of cases on statistical power is greatest. But this 

conclusion does not seem to hold when we turn to the relationship 

• 

• 

between sample size and effect size. If we look at the mean 

standardized N for studies that fall in each of the effect size 

categories reviewed in table 3,26 we can see that there is a 

generally inverse relationship between sample size and effect size. 

Indeed, the mean standardized N for the studies with the largest 

effects (.61-1.00) is between one quarter and one fifth of that for 

the studies with the smallest effects (0-.20) whether we use the 

MES or AES coefficients. Only in the case of the comparison 

between studies with effects of .41-.60 and .61-.80 does the number 

of standardized cases increase, and here the change is relatively 

small • 

What this means substantively, is that estimates of 

statistical power arrived at by manipulating sample size, while 

assuming a constant effect size, are misleading. While there is 

clearly a gain to be had from increasing the size of a sample, the 

negative relationship between sample size and effect size offsets, 

at least in part, the design benefits of increasing the number of 

cases studied. How much of a loss is illustrated in Table 4. Here 

we calculate the statistical power of the experiments based on the 

sample average effect size measure. 27 

26 In experiments with more than one outcome measure the 
standardized N was calculated by taking the mean of the 
standardized Ns for each outcome measure. 

27 While statistical power relates to the population 
characteristics of a study, we use these measures as a "best guess" 
of the true parameters under the assumptions made by investigators. 
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Quite surprisingly, given the general trend of using sample 

size as a method to increase statistical power, we do not find that 

larger studies have a power advantage. Indeed, the largest studies 

(those with more than 400 standardized cases per group) are less 

powerful, under these assumptions, than the smallest ones. They 

are also less powerful than studies with between 201 and 400 

standardized cases, and only marginally more powerful than those 

with 51-200 standardized cases per group. There is a slight 

increase in power between the second (51-100) and third (101-200) 

sample size categories, and an increase in average power of .12 

between the third and fourth (201-400) sample size groupings 

(though the latter estimate is based on only 5 cases in the larger 

group) . 

In the face of a result so at odds with conventional 

assumptions about statistical power, we were concerned that 

specific characteristics of our sample, rather than a more general 

process inherent to experimentation in criminal justice sanctions, 

might be responsible for our results. If, for example, it was the 

case that a particular type of experimental research was more 

likely to include fewer subjects and such experiments were also 

more effective, this would explain in part our basic finding. Our 

efforts to examine this problem were hampered by the fact that the 

experiments varied so greatly. But we were able to look at the 

basic relationship between sample size and a series of specific 

characteristics'that cut broadly across the studies. In the case 

4It of type of outcome measure (e.g. % arrested, % violating parole), 



• 
32 

type of investigator (practitioner versus university researcher), 

type of sanction (e.g. parole or probation), and gender of 

subjects, we found little evidence that would lead us to challenge 

our conclusion that larger studies, regardless of their type, 

yielded generally smaller effects. However, we did find that the 

smallest studies were more likely to include only juvenile 

offenders, or to involve treatments added onto conventional 

sanctions. 28 

Those experiments that were conducted primarily with juveniles 

are much more likely than others to fall in the smallest sample

size categories (see Table 5). Indeed, the larger the study the 

less likely it is to involve primarily juvenile offenders. Nine of 

twelve of the studies including less than 50 standardized cases per 

• group were "juvenile" studies. This was true for only three of the 

eleven studies in the largest sample-size grouping. Nonetheless, 

when we examine the relationship between sample size and effect 

size within the experiments including only juveniles, our results 

• 

are generally consistent with the earlier findings (see Table 5). 

Experiments that involve treatments added onto conventional 

sanctions (e.g. coercive group counseling programs in a prison), 

accounted for less than one in three of the studies reviewed by 

28 We also found that studies with a six-month follow-up 
period or shorter were more likely to include fewer cases. We do 
not include this question in our discussion because the number of 
studies involved here is small (only 11 overall, with 5 in the 15-
50 sample size category) and makes a substantive analysis suspect. 
However, when we do examine the AES estimates across sample size 
categories for these eleven experiments, we find a similar pattern 
to that evidenced in our overall analysis. 
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~ Weisburd et ale But they make up half of the experiments in the 

smallest sample grouping and none in the two largest categories. 

Accordingly, it might be argued that our basic finding reflects the 

rel?ttionship between sample size and experiment type. While it is 

the case that treatment experiments overall have larger effects 

than other experiments we reviewed, the rela'tionship of sample size 

and effect size for treatment experiments follows the general 

pattern of our results (see Table 6). There is a very large drop 

• 

in effect size between the smallest studies and those with 51-200 

standardized cases. 

v. Why Larger Studies are Not More Powerful 

The simple assumption that statistical power can be increased 

merely by adding cases to a study is not supported by our data. 

The largest studies are not necessarily more powerful than smaller 

ones, indeed using sample estimates as a guide, the very largest 

investigations are no more likely to lead to rejection of the null 

hypothesis ~han are the very smallest. This fact challenges common 

wisdom in experimental research (e.g. see Kolata 1990). 

Nonetheless, we believe this result is consistent with the 

experiences of those who have approached the very difficult task of 

designing and implementing randomized experiments in the real world 

of criminal justice. 

It is generally easier to keep track of 100 or 200 subjects 

than 800 or a 'thousand. Similarly, 3 or 4 administrators are 

• easier to monitor than 25 or 50. As the scale of experimental 
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research grows so do the difficulties of implementation and 

management. But, even when criminal justice researchers set out 

with an awareness of the potential problems that large field 

studies entail, they are often surprised at the special 

difficulties they encounter. For example, Joan Petersilia, in 

describing her experience as an evaluator of a large Bureau of 

Justice Assistance probation study, provides a good example of how 

even experienced researchers are likely to underestimate the 

complexities of large-scale experimental research: 

The author anticipated that monitoring a field experiment 
of th~se dimensions would require tremendous effort. 
However, the extra burdens imposed by high turnover and 
loss of motivation among the projects' staff and 
administrators was not anticipated. Nor did we realize 
how difficult it wou~d be to get adequate data from the 
sites, which were responsible for collecting and 
forwarding the data to RAND. (Petersilia 1989, p. 452) • 

The fact that larger studies are more difficult to monitor and 

control than are smaller ones has two important implications for 

the statistical power of experimental research in sanctions. 

First, the management and monitoring problems associated with 

larger studies often lead to treatments being administered less 

effectively or less consistently. Second, the need to gather large 

numbers of cases for study often leads to a great deal of 

heterogeneity in the nature of the samples studied. Because these 

characteristics of larger studies influence the magnitude of 

differences between groups in an experiment (the numerator of the 

effect size coefficient) and the variability of those differences 

(the denominator of effect size), they also influence the 

• statistical power of experimental studies. 
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Problems in administering treatments in larger studies are 

illustrated in a number of the experiments we examined. In some 

cases, treatment failures result from the difficulty of keeping 

track of a very large number of subjects. For example in the 

California Reduced Prison Experiment (Berecochea and Jaman 1981; 

1973), which included more than a 1000 inmates, the experimental 

subjects who were supposed to serve longer prison terms, sometimes 

served less prison time than the control group. But, the 

difficulties in managing large numbers of criminal justice 

practitioners also led to treatments not being administered in the 

dosages proposed by experimenters. In the Vera Institute Pretrial 

Adult Felony Offender Diversion Experiment (Baker and Sadd 1979; 

• 1981; Baker and Rodrigues 1979), for example, some forty percent of 

the diversion group (N=410) never received the experimental 

• 

condition. 29 

29 We believe that treatment failures are more likely to occur 
in larger studies, and when they do occur, are likely to be more 
serious. Nonetheless, using evidence of any treatment breakdowns 
as described by investig~tors, we do not find a clear linear 
relationship between sample size and treatment failure. There is 
comparatively little difference between the smallest studies and 
the sample groupings ranging up to 400 standardized cases per 
group. Among studies that fall into these categories treatment, 
failures noted by investigators average between 15 and 20 percent. 
The largest studies, have a somewhat higher rate of failure, about 
a third, though the absolute difference here in the number of cases 
that have treatment failures (as contrasted with the smallest 
studies) is not large. It is important to note that these results 
reflect not only actual difficulties in administering treatment, 
but also the attention paid by investigators to reporting such 
failures. It is likely that the greater attention given to detail 
in the smaller studies, also led to more careful identification and 
reporting of problems encountered. 
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These cases illustrate how an inability to ensure the 

implementation of treatments can have an impact upon the outcomes 

of experiments by minimizing the differences between the 

experiences of treatment and control group members. But 

breakdowns in treatment integrity may also affect the variability 

of outcome measures. In the Memphis Juvenile Diversion Experiment, 

for example, the principal investigators note that the 785 youths 

in the experimental group received somewhere between 11% and 140% 

of their projected treatments (Whitaker and Severy 1984). Because 

different offenders received different treatments, we would expect 

that the overall effects of the study would vary tremendously from 

subject to subject. While heterogeneity in the administration of 

• treatment is common in both large and small experiments, our 

readings of the cases suggest that such variability is likely to be 

• 

much greater in larger studies. 

Variability is also increased by the heterogeneity of subjects 

studied in larger experiments. In planning such investigations it 

is often necessary to establish very broad eligibility requirements 

in order to gain the number of cases that investigators desire. 

For example in the California Special Intensive Parole Experiment 

(Reimer and Warren 1957) described earlier, some eighty percent of 

the prison population qualified for inclusion in the study.30 Many 

times investigators in larger studies are forced to relax 

eligibility requirements even further once the project is ongoing • 

30 Interestingly, even though the eligibility requirements 
were so broad, in the second Phase of this project it was necessary 
to include subjects that were not eligible in the first phase. 
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• In the English Intensive .Probation Experiments (Folkard et ~l. 

1974; Folkard, Smith and smith 1976) for example, the original 

design, which called for high-risk male probationers, was changed 

when researchers saw that they were unable to fulfill project 

quotas. In the Rand study described by Petersilia, overestimation 

of the number of eligible offenders also led the sites involved to 

• 

relax eligibility requirements in the midst of the experiment. 

Indeed, Peters ilia argues that it eventually became "unclear who 

was participating" (1989, p.450). 

The effects of this heterogeneity in the subjects examined 

upon the statistical power of experiments is illustrated in two 

studies that analyzed sub-groups of offenders separately after the 

original project design had failed to yield significant results. 

The Police Foundation Shoplifting Arrest Experiment (williams, 

Forst and Hamilton 1987) examined shoplifters six years of age and 

older. Looking at the entire sample no significant deterrent 

effects of arrest were noted. But when subjects were categorized 

into those under 16 years, and those 17 years of age and older, 

significant results were found for the juvenile group. In the 

Memphis Juvenile Diversion Experiment (Severy and Whitaker 1982; 

1984; 1984a; Whitaker, Severy, and Morton 1984), investigators also 

found no significant differences when the entire sample was 

examined. But within the experimental group those youths needing 

social adjustment or education assistance were more likely to have 

a successful experience when compared to those needing family or 

• individual counselling. 
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Though in both these cases the statistical design of the 

experiments was violated by a post-facto division of the 

experimental and treatment groups, they follow a developing 

consensus among criminologists (see Farrington Ohlin and Wilson 

1986) that different types of offenders will respond very 

differently to different types of sanctions. Where an experiment 

includes a heterogeneous population, effects of sanctions on one 

sub·-group of offenders may be hidden by a different effect on 

another, as appears to be the case, for example, in the Police 

Foundation Shoplifting Arrest E'xperiment. Where there is les s 

systematic variation in the study, but still great diversity in the 

types of subjects included, the variability of the estimates gained 

• will grow, again leading to a smaller effect coefficient and thus 

a less powerful study. 

• 

Our observations on the relationship between sample size and 

problems of implementing and monitoring experimental research are 

based on a relatively small group of studies. Nonetheless, they 

are consistent with findings that develop out of a very large 

review of correctional treatment programs conducted by Lipton, 

Martinson, and wilks (1975). Though Lipton et al. did not look 

specifically at the relationship between sample size and the 

quality of the 231 studies they examined, they did rate the studies 

in terms of the strength of the overall research design and the 

success of investigators in carrying out the studies. 31 In a 

31 Studies were selected for inclusion in the survey by Lipton 
et al. on the basis of the following criteria: the study must 
represent an evaluation of a treatment method applied to criminal 
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• reanalysis of these data, conducted by Palmer (1978), he found "a 

strong inverse relationship between both quality and strength [of 

the studies], on the one hand, and sample size, on the other" 

• 

• 

(1978, p. 160). Among the better designed and implemented studies 

("A" studies) the average sample size was 459. Among lower quality 

studies ("B" studies), the average sample size was 900. While 

Palmer relegated these findings to an Appendix, they suggest to us 

that our observations concerning the difficulties of developing and 

managing larger studies are not limited to our sample of criminal 

justice experiments in sanctions. 

VI. Implications and Conclusions 

In examining the statistical power of experiments in sanctions 

we are lead to an ironic conclusion about the relationship between 

experimental design and study outcomes. Had more attention been 

paid to statistical power in developing sanctioning studies in 

criminal justice, the power of the studies themselves would 

offenders; it must have been completed after January 1, 1945; it 
must include empirical data resulting from a comparison of a 
treatment group and control group(s); these data must be measures 
of improvement in performance on some relevant dependent variables. 
Studies specifically excluded were after-only studies without 
comparison groups, prediction studies, studies that only describe 
and subjectively evaluate treatment programs, and clinical 
speculations about feasible treatment methods. 

Following assessment by a professional researcher each study 
was reviewed by a committee and allocated to one of three 
categories: "A" studies, acceptable for the survey with no more 
than minimal research shortcomings i "B" studies, acceptable for the 
survey with re.search shortcomings that place reservations on 
interpretation of the findings; and "Other Studies". Under "Other 
Studies" were reports and articles excluded because two or more of 
a possible 11 conditions existed. See Lipton et ale (1975), pages 
6-7, for a list of these conditions. 
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probably not have increased significantly. r.l~he naive assumption 

behind much power analysis, that sample size is unrelated to effect 

size, Is not consistent with our findings. Invlestigators of larger 

studies are likely to encounter more serious problems in 

implementing 'treatments than smaller studies. They are often 

forced as well to draw more heterogeneous samples. Both these 

factors influence the outcome measures of experJLments, and thus the 

power advantages of larger samples are often o:Efset. 

Our results would seem to suggest that smaller studies are to 

be preferred over larger investigations. Nonetheless, there are 

significant difficulties in generalizing from sInall and restricted 

samples, and the design advantages they seem to offer do not offset 

the power disadvantages inherent to studies of such afsmall size. 

• Using sample estimates as a guide, we found that the very smallest 

studies examined were more powerful than the very largest. Yet, 

such stUdies did not offer even an equal chance of finding a 

statistically significant difference between treatment and control 

groups. Just as the small effects of large investigations offset 

the advantages of increasing the number of cases examined, the 

small samples in smaller investigations offset. the advantages 

gained from larger effects. The task accordingly is not to focus 

on smaller studies I but rather on strategies that will allow 

researchers to increase sample size while maintaining the integrity 

of treatments and minimizing variability. 

Petersilia-(1989), provides one lesson in this regard from the 

• RAND Intensive Supervision Demonstration Project. Experimenters 
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cannot allow practitioners to control the implementation of 

important aspects of study design, even though this is often one 

way of conserving much-needed research funds. As is the case for 

many other large scale investigations, economic and practical 

constraints forced RAND to utilize practitioners to carry out many 

research tasks that would have been more directly controlled by 

researchers had the investigation been smaller. For RAND these 

decisions did not turn out to be cost effective in the long run. 

They created both greater variability in treatments and in the pool 

of offenders examined than had been proposed in the original 

project design (Petersillia and Turner 1991; Turner 1991). More 

generally, the RAND experience illustrates the importance of 

• maintaining researcher control over each stage of an experiment's 

design and implementation. 

• 
- . 

One example of a method for monitoring the implementation of 

treatments when they are controlled by practitioners is provided by 

the Minneapolis Hot Spots Patrol Experiment (Sherman and Weisburd, 

1990). Sherman and Weisburd randomly allocated increased police 

patrol to 55 of 110 high crime locations, called hot spots. While 

the number of cases in that study was relatively small, the number 

of practitioners involved was very large. Indeed I the entire 

patrol force in Minneapolis was used in increasing the patrol 

dosage in the experimental locations. In trying to avoid a problem 

encountered in the earlier Kansas City Preventive Patrol Experiment 

(Kelling et al., 1974), in which there was some doubt as to whether 

the treatments were successfully administered, Sherman and Weisburd 
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• conducted 7500 hours of random observations of the experimental and 

control sites. While the observations were intended primarily as 

a means of documenting dosage, they also were seen by investigators 

as a method for keeping practitioners "honest." 

• 

Variability in the larger studies we examined often developed 

from over-estimation of the number of cases that fit the original 

eligibility requirements of investigators. This problem has become 

widely recognized in recent experimental studies (see Peters ilia 

1989) and has led a number of investigators to conduct what have 

been termed "case flow" studies. In the National Institute of 

Justice's Domestic Violence Replication Program, for example, 

researchers in each of the five sites involved in the program 

conducted a careful analysis before the study began of the 

potential universe of cases available for randomization (Uchida 

1991) • This process allowed investigators to avoid midstream 

changes in eligibility requirements. More generally, case flow 

,studies provide an effective method for preventing the "watering 

down" of the experimental pool in order to achieve quotas set in 

the original research design. 

Even when following the original project design, investigators 

often include a great deal of diversity in the types of subjects 

examined. As we observed earlier, larger studies are likely to be 

more variable than smaller ones, a fact that explains in part the 

reduction in effect size that is found in the largest 

investigations. Statisticians offer one solution to this problem-

randomization within blocks (e.g. see Lipsey 1990)--that has 
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generally been ignored by criminal justice res·earchers. Block 

designs, which randomly allocate subjects within groups, minimize 

the effects of variability in an experiment by making sure that 

like subjects will be compared one to another. A commonly used 

method randomly allocates subjects within pairs, for example by 

random allocation of twins in psychological studies. While 

randomization of matched pairs is unlikely to be practical in 

criminological field experiments, blocking within larger groups 

does provide an effective method for minimizing the effects of 

variability in a study. Sherman and Weisburd (1989), for example, 

randomly allocated police patrol within five independent blocks 

based on prior crime activity. While blocking demands more complex 

statistical analyses than traditional experimental designs, it 

provides a relatively inexpensive method for dealing with the 

diversity of subjects found in most large studies. 

These examples provide some evidence of recent attempts to 

manage the design difficulties that are likely to be encountered in 

large experiments. But such efforts have not been joined 

systematically, nor linked directly to the issues we have raised. 

The nature of the problems criminal justice researchers examine 

demand that they design for relatively large studies. Our findings 

suggest that there will be few gains in increasing sample size 

until the design difficulties that larger samples pose are directly 

addressed. For the future, this demands much greater attention to 
, 

problems of method and design in experimentation than has been 

• given by investigators to date. For the present, it suggests that 

..... : 
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• conunonly used approximations of statistical power which do not take 

• 

• 

into account the relationship between sample size and effect size, 

provide a very misleading view of the design advantages of larger 

studies. 
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TABLE 1. 

• Statistical Power Under Assumptions of Small, Moderate, "and Large Effect Size 

Assumed Effect Size 

Sample Size (N) Small Moderate Large 

15 - 50 (12) .12 .49 .82 

51 - 100 (25) .26 .87 .99 

101 - 200 (21) .37 .98 .99 

201 - 400 (5) .60 .99 .99 

Over 400 (11) .91 .99 .99 

• 
I • 

• 



TABLE 2. 

• Statistical Power in Various Fields (under assumptions of small, moderate, and large effect) . 

Effect Size 

Field Small Moderate Large 

Criminal Justice Experiments in Sanctions 
Weisburd et al. (1990) .39 .86 .96 

Gerontology 
Levernson (1980) .37 .88 .96 

Social Work 
Orme & Combs-Orme 
(1986) .35 .76 .91 

Applied Psychology Research 
Chase & Chase (1976) .25 .67 .86 

• Abnormal and Social Psychology 
Sedlmeier & Gigerenzer (1989) 

.21 .50 .84 

Education, General 
Brewer & Owen (1973) .28 .79 .91 

Speech Pathology 
Kroll & Chase (1975) .16 .44 .73 

• 



TABLE 3 . 

• Effect Size and Sample Size 

. Average Maximun 

Effect Size N (%) Mean Effect Size N (%) Mean 
Stnd. N Stnd. N 

0.00 - 0.20 45 (61) 235 0.00 - 0.20 37 (50) 253 

0.21 - DAD 20 (27) 118 0.21 - 0040 22 (30) 136 

0041 - 0.60 3 (4) 37 0041 - 0.60 5 (7) 56 

0.61 - 0.80 5 (7) 51 0.61 - 0.80 9 (12) 66 

0.81 - 1.00 1 (1) 32 0.81 - 1.00 1 (1) 32 

• 

• 
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Table 4. 

Average Effect Size and Statistical Power (by Sample Size) 

Sample Size (N) 

15 - 50 (12) 

51 - 100 (25) 

101 - 200 (21) 

201 - 400 (5) 

Over 400 (11) 

Mean 
Effect 

.42 

.23 

.17 

.18 

.08 

Mean 
Power * 

.46 

.29 

.33 

.45 

.35 

* Power estimates are derived by taking the mean power of all outcomes measures examined . 



. . 
Table 5 • 

• Average Effect Size for Experiments including Only Juveniles 

Mean 
Sample Size (N) Average Effect 

15 - 50 (9) .52 

51 - 100 (16) .22 

101 - 200 (7) .21 

201 - 400 (2) .28 

over 400 (3) .09 

• 

• 



Table 6 . 

• Average Effect Size for "treatment" Experiments 

Sample Size Effect Size (N) 

15 - 50 .59 (6) 

51 - 100 .19 (11) 

101 - 200 .18 (4) 

201 - 400 

over 400 

• 

" 

• 
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Appendix One 

Chronological List of the Experiments 
(by year experiment began) 

(1951) Copenhagen Short-Term Offender Experiment 
(1953) California Special Intensive Parole Experiment-Phase I 
(1955) California Pico Experiment 
(1956) California Special Intensive Parole Experiment-Phase II 
(1957) Fricot Ranch Delinquent Dormitory Experiment 
(1959) California Short-Term Psychiatric Treatment Experiments--

two experiments . 
(1959) California Parole Research Project Experiment 
(1959) English Psychopathic Delinquent Experiment 
(1959) Utah Provo Experiment 
(1960) California Paso Robles and Youth Training Center Group 

Counseling Experiments 
(1961) California Juvenile CTP Phase I Experiments 
(1961) California Group Counseling Prison Experiment 
(1961) California Fremont Program Experiment 
(1963) California Juvenile Probation and Group Counseling 

Experiment 
(1963) English Police Cautioning Experiment 
(1964) English Borstal Allocation Experiment 
(1964) San Diego (CA) Chronic Drunk Offender Experiment 
(1964) Kentucky Village Psychotherapy Experiment 
(1964) Fairfield School for Boys Experiment 
(1965) California Crofton House Experiment 
(1965) California Parole Work unit Experiment 
(1965) English Juvenile Therapeutic Community Experiment 
(1965) Los Angeles Silverlake Experiment 
(1966) California Preston School Typology Experiment 
(1966) Los Angeles Community Delinquency Control Project 

Experiment 
(1968) California Juvenile Behavior Modification and Transactional 

Analysis Experiment 
(1968) English Prison Intensive Social Work Experiment 
(1969) Denver Drunk Driving Sentencing Experiment 
(1969) Florida Inmate Work Release Experiment 
(1969) Ohio Juvenile Probationer Behavior Modification 

Experiment 
(1970) California Reduced Prison Sentence Experiment 
(1970) California Unofficial Probation Experiment 
(1970) Minneapolis Informal Parole Experiment 
(1970) Sacramento {CAl Juvenile 601 Diversion Experiment 
(1971) California Ellsworth House Experiment 
(1971) Illinois Volunteer Lawyer Parole Supervision 

Experiment 
(1971) English ~ntensive Probation Experiments-

four experiments 
(1971) Tacoma Juvenile Inmate Modeling and Group Discussion 

Experiment 
(1972) Sacramento (CA) Juvenile 602 Diversion Experiment 
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(1973) 
(1973) 
(1973) 

(1974) 
(1975) 
(1975) 
(1~75) 

(1975) 
(1976) 
(1976) 
(1976) 

(1976) 
(1976) 

(1976) 

(1977) 
(1977) 
(1977) 

(1977) 

(1977) 
(1978) 
(1978) 

(1978) 

(1981) 

(1981) 
(1981) 

(1983) 
(1984) 

Canadian I-Level Maturity Probation Experiment 
English Intensive Welfare Experiment 
San Fernando (CA) Juvenile Crisis Intervention 

Experiment 
Juvenile Diversion and Labeling Paradigm Experiment 
Leeds (UK) Truancy Experiment 
San Pablo (CA) Adult Diversion Experiment 
Pinellas County (FL) Juvenile Services Program 

Experiment 
Washington, D.C., Pretrial Supervision Experiment 
California Early Parole Discharge Experiment 
California Summary Parole Experiment 
Clark County (WA) Status Offender Deinstitution

alization Experiment 
Florida Project Crest Experiment 
Memphis Drunk Driving Sanctioning Experiments-

two experiments. 
North Carolina Butner Correctional Facility 

Experiment 
Memphis Juvenile Diversion Experiment. 
Wayne County (MI) Project Start Experiment 
Vera Institute (NY) Pretrial Adult Felony Offender 

Diversion Experiment 
Hamilton (Canada) Juvenile Services Project 

Experiment 
San Quentin (CA) Squires Program Experiment 
Illinois Juvenile Tours Experiment 
Michigan Juvenile Offenders Learn Truth (JOLT) 

Experiment 
New Jersey Juvenile Awareness Program (Scared Straight)· 

Experiment . 
National Restitution Experiments--

4 experiments 
Minneapolis Domestic Violence Experiment 
Ramsey County (MN) Community Assistance Program 

Experiment 
Police Foundation Shoplifting Arrest Experiment 
Ontario (Canada) Social Interaction Experiment 




