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FOltEW.ORD 

As Information Systems Executives, we have a responsibility 1to maintain a proper balance 
between our need for information and the individual's right to personal privacy. Like our 
developing ecology problems, data security and privacy in informl;ttion systems has developed 
into another potential malady for our technology-oriented and efficiency-minded society. 

Due to a lack of time, inadequate funding, and the absence of available tools and evaluation 
techniques, information system managers have responded to the~ problem with a few token ') 
gestures - spasmodically implementing a few technological and administrative safeguards 
within their budgetary constraints. This approach has ,been co!stly and has not produced 
adequate safeguards as evidenced by some highly publicized unauthorized incursions into 
information systems. 

A task force of computer specialists, statisticians, operations researchers, educators, 
la\vyers, administrators and management consultants has addressed this problem in an actual 
operating environment. The tools and guidelines they developed are presented in this book. 
By publishing these results, we hope to: 

• Augment the body of knowledge related to security and pi'ivacy in information 
systems, " 

• Stimulate discussions of alternative techniques and approaches to this problem, 
• Provide practical tools and guidelines for the use of the information technologist, 

and 
• Indicate areas where additional research or development i!; required Ole desirable. 

There is nothing magic or sacred about the content of this document. Indeed, many other 
operating environments can perform the same type of study if they al:e willi:ng to commit the 
time and money. Hopefully, the results of Project SAFE will allow information system user·s, 
operators and designers in government and industry to have the fa(~ts without making that 
substantial research and development commitment. It remains for yott and yout staff to tailor 
these results into a suitable plan to be implemented within your organization. 
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Robed L. Haughey 
Executive Director, 

Management Information Division 
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CHAPTER I: WHAT IS PROJECT SAFE'? 

INTRODUCTION 

The Secure Automated Facility Environment (SAFE) Project began in October, 1972. The 
project fij,lfilled an agreement between the IBM Corporation and the State of Illinois and estab­
lished the Management Information Division of the Department of Finance as a data security 
and information priv~cy study site. 

The Management Information Division (MID) is empowered by statute to provide policy 
and master plan direction as well as computer services to the agencies subject to the Governor. 
MID's enabling legislation further directs the division "to provide adequate security 
protection" and' 'to ensure the privacy of electronic data processing information as provided by 

law. " 

Through the use of an automated statutory retrieval system, the MID provides the agencies it 
serves with excerpts of specific privacy requirements affecting their legislated programs. This 
information is necessary to determine which files require special protection. Improving internal 
security to satisfy these statutory obligations, then, was a key reason for entering into this 

agreement. 

Equally important, however, was the State of Illinois' committment to go beyond state 
government's traditional role of merely regulating and providing direct services to the private 
sector. It was felt that state government should also provide guidelines and a sense of direction 
to the private sector on sensitive social issues and that there is no better way to achieve this 
goal than through exemplary actions. 

1 



THE OBJECT'IVES OF PROJECT SAFE 
\ 

\ 
The establishment of Project SAFE in the State of lllinois .. was predicated on two very basic· 

assum ptions: 
\ 
\ 

1. An individuaPs right to privacy is a fundamental value basic to the functioning of 
an individual in a free society and is, therefore, worth preserving. 

2. Computers are necessary technologic-itl information. processing developments that 
must exist and function within the administrative and legal framework of our 
society. 

The long range objective of government and industry, then, must be to assure that an indi­
vidual's right to privacy is protected in information systems. 

Project SAFE has attempted to take practical steps toward this goal by: 

1. Demonstrating an acceptable degree of protection for the pilot agency data base 
currently maintained at MID. 

2. Analyzing and documenting secm:iity measurt.~s a.rld their attendant costs in a COltI­

plex data. center. 
3. Assessing the general applicability of this new body of knowledge for government 

and industry at latge. 

AN INTERDISCIPLINARY .APPROACH 

The subject of privacy and security in infotmation systems has been approached by com­
puter specialists, security device proponents, l;egislators and administrators, and each group 
brings concerns and prejudices peculiar to its profession and line of expertise. No one group, 
however, can possibly be aware of all the problems and questions that enshroud this multi­
faceted issue. 

Project SAFE is based on a balanced interdisciplinary approach to solving the information 
privacy problem. 

A multidisciplinary task force of lawyers, administrators, educators, management consul­
tants, statisticians, operation researchers and computer specialists was organized. Over forty 
individuals within these professions have contributed to the project. 

The results of the project provide executive and data processing management with realistic 
and practical tools and approaches to address the information privacy and data ·security prob-, 
lem. Furthermore, the report should provide ~ useful framework for furtl:\)er research and will 
lead to the development of future programs - programs that can expand #lis base of research 
knowledge and address areas that are beyond the purview of this projci\~t. 

1\ 
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OPERATING ENVIRONMENT 

• The Management Information Division data center has both computer operations and soft­
ware support responsibility for approximately thirty Illinois state agencies. These agencies 
are charged back for use of data centet· resources based on a complex resource accounting 
system. Chargeback rates are influenced by the cost of hardware, software, and personnel 
required to support agency workloads. 

• Appro::~imate~v ,f6,{JOO batch jobs are processed each month at the data center. About 320 
terminals comprise five independent teleprocessing systems. In addition, the data center 
supports 24 remote job entry stations. The use of telecommunications is expected to continue 
growing in light of the state's emphasis on consolida.ting data centers to achieve the benefits 
of economies of scale. 

• At this writing, the MID data center consists of two 370/165s each with three megabytes of 
main storage sharing a pool ofinput-output devices, including 2 drums, 40 tape drives, and 
563330 spindles. Of the software systems, CICS, IMS and HASP:·RJE support the majority of 
the applications at the MID. However, the data center also supports numerous non-IBM soft­
ware systems. Typically, the hardware configuration in the data cent~r is re-evaluated and 
changed periodically to suppod the growing needs of the user community. 

ORGANIZATIONAL SETTING 

The Department of Finance is an agency subject to the Governor of Illinois. The Manage­
ment Information Divsion is the largest division reporting to the Directol' of Finance. The pro­
ject was established as a separate entity working in conjunction with the MID staff reporting, 
however, directly to the Deputy Director of the Department. All operational mattei'S were 
handled through existing channels within the MID. Priority conflicts between the project and 
the MID were settled by the Deputy Director. 

The project was organized by discipline as illustrated on the opposite page, and each 
discipline was responsible for the execution of the following specific functions. 

e The Legislative Research discipline performed two independent functions: 

1. Research and analysis of existing and pending legislati<;m in the states and the federal 
government, 

2. Development of model state legislation to address the privacy problem (which was not 
funded by IBM). 

• The Technology Research and Evaluation discipline involved three functional areas: 

1. Installation and evaluation of ~ prototype software security system known as the 
Resource Secut'ity System (RSS). 

2. Measurement of the impact of RSS on system operating performance and reliability, 
3. Investigation and installation of physical protection devices to enhance intel'hal physical 

security. 

5 
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• The Security Administration discipline was divided into three functions: 

1. Development of security profiles for specific pilot agencies, 
2. Real time administratio~ of the software security system, 
3. Development of appropriate policy and substantive procedures. 

• The Education Development discipline if/volved the development of a program of education 
for the Management Infornlation DivIsion personnel and the Agencies subject to the 
Governor. 

A weekly tecnhical review meeting was held' to t\rovide organizational flexibility and to 
encourage the establishment of routine communication hetween project members and the MID 
staff. This meeting proved to be an invaluable vehicle for communicating the problems and 
activities of the MID software and operations staff to the Project Team. 

INFORMATION SYSTE~I.IS· ENVIRONMENT~ 

The MID data center processes and maintains large quantities of personal information 
including: 

• Vital statistics (births, deaths, marriages, divorces) 
• Communicable diseases 
• Employee payroll records 
• Mental health inpatient records 
• Adoption records 
• Licensing records 
• Welfare recipient records 

Three state agencies were asked to participate as pilot agencies - the Departments of 
Public Health and Mental Health and the Division of Vocational Rehabilitation. These agencies 
provided a representative sample of the type and size of users processing their workloads at 
MID. 

In addition to the types of confidential information menti~ned above, the MID maintains 
llumerous proprietary software packages which, by legal agreement with vendors, require 
protection. 

PROJECT CONSTRAINTS 

The constraints imposed on the project during its seventeen month life were similar to the 
constraints confronting any organization. They are cited here to reassure the reader that the 
project was executed in a site with real-world people, time schedules, budgets and conflicting 
priorities, not in a laboratory in the environment of a university or "think tank." 

Some of the project constraints were: 

• Stability and Reliability 
The MID's major objective is to provide a stable and reliable computer operating environment 
for the agencies which it serves. The implementation of the project was necessarily scheduled 
over a long enough period of time to avoid adversely impacting the stability of the systems itl 
the MID data centet; 

• Cost to Data Centers Users 
The MID uses a complex chargeback system whereby each user agency is billed mnnthly for 
the actual computer resources used in processing its jobs. The agencies use this historic infor­
mation to project future costs and develop their budgets. Consequently, the overhead costs 
resulting from the use of the Resource Security System (RSS) could not be passed on to data 
center users. 

• MID Software System Installation Philosophy 
The task of installing RSS was further complicated by a long-standing MID philosophy regard­
ing the application of Program Temporary Pixes (PTPs). The diversity of applications processed 
at the data center requires the application of all available PTPs. to any change of or extension to 
the operating system (OS/MVT) prior to installation. This meant that the compatibility of all 
PTPs with RSS had to be assured. 

• Conflicts with User Information System Development Plan!.l 
The impact of the implementation of major new application systems was not adequately planned 
for by the project. Although users were apprised of the software implementation schedule, 
users did not voluntarily reciprocate by supplying the project with their system development 
plans. This oversight caused some scheduling and resource allocation problems. 

• Puture Availability of RSS 
The Resource Security System is not avai1abl~\;or supported by IBM after January, 1974. It was 
installed on a test site basis as a prototype to enable the State of Illinois and IB~ to plan their 
respective future software security requirements. 

• Hardware Considerations 
The hardware configuration changed a number oqimes during the course of the project. The 
affect of these changes on the project's performance measurement activities is discussed in 
Appendix E. 

• Administration Change 
Pinally, the project was executed during the transition period from a Republican to a Democratic 
administration. Although top management in both administrations supported the project, 
changing policies and priorities caused .substantial delays and resource alIo~ation ~roblems. A 
number of newly appointed user operat1l1g managers who were pressed for ImmedIate changes 
by the new administration did not look favorably on the project. Project relations with these 
managers remained strained throughout the life of the project. 

7 
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PROJECT EXCLUSIONS 

It became obvious during the course of the project that the capability to secure fields and 
records within a file was desirable. Although the RSS provides this capability, only data set level 
security was installed. Therefore, the costs of implementation and operation of RSS do not 

. address the subject of field and record level security. 

The RSS was designed t<? co-exist only with the MID's existing teleprocessing control 
systems. No additional security has been provided for these systems. RSS security affected 
only the batch and remote job entry systems even though it provided a teleprocessing interface. 
However, administrative controls for teleprocessing are addressed. 

Finally, the project did not address the evaluation of hardware security devices in any 
depth. There are, therefore, no comprehensive conclusions made concerning the pros and cons 
of incorporating various security checks as hardware versus software functions. 
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CHAPTER II: A FRAMEWORK OF 
CONSIDERATIONS 

Like most organizational objectives, information privacy cannot be achieved without 
management commitment to a well-defined plan of action supported by appropriate resources. 
Consideration of· such a plan should initially arouse three basic questions in your mind: 

• WHAT SHOULD BE DONE? 
v WHO SHOULD DO IT? 
• HOW WILL I KNOW WHEN - AND IF - IT IS DONE CORRECTLY? 

Because specific security and privacy programs are organization-dependent, it would be 
presumptuous to try tf'>"prescribe a universal panacea. Specific security implementation plans 
for information systenl-s depend on a number of factors including the size of the organization, 
the pre-existence of security safeguards, the functions performelJ by the organization and 
many others. However, information privacy programs can be characterized by a number of 
similar action steps. These steps comprise a generalized information privacy action plan as 
illustrated on the next page. An arbitrary time schedule has been imposed as a frame of 
reference to indicate that security and privacy programs are not impilemented overnight - they 
cost time and money. 

9 



-

, 
'I 
I 
1 
~ 

i 
! 

I 
f , 

,I 

i 

( 

j 

,j , 

~ { 
, I 

I 
! 
I 

"f :1 
:J 
! 
f 

1 
) 

\( 
I 
l 

,I 

1 
t, 

, I ;1 
,l 

,I 
'1 I! , 
I .~~ 

ACTION STEPS I 
REVIEW INFORMATION ~~ SYSTEM REQUIREMENTS 

ANALYZE CONFIDENTIALITY ~~ & CRITICALITY OF DATA 

ASSESS VULNERABILITIES 
& RISKS 

INVESTIGATE TECHNOLOGICAL 
SAFEGUARDS 

BUDGET FOR INFORMATION .I·I~~ PRIVACY 

ORGANIZE FOR ~~ INFORMATION PRIVACY 

ESTABLISH INDIVIDUAL 
ACCOUNTABILITY 

IMPLEMENT TECHN"OLOGICAL 
~I ~ I iii SAFEGUARDS 

CREATE PRIVACY CON· 
SCIOUSNESS ENVIRONMENT 

AUDIT & OPTIMIZE 

~l' ENVIRONMENT 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

TIME PERIOD (ARBITRARY UNITS) 

A GENERALIZED INFORMATION PRIVACY ACTION PLAN 

ACTION STEP ONE: REVIEW INFORMATION 

SYSTEMS REQUIREMENTS 

• What data is being collected? 
• Who needs this data? 
• Why do they need it? 
• When dQ they need it? 
• Are all new uses of data being cleared through you? 
• Are all new items of data collection cleared through you? 

II 
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ACTION STEP TWO: ANALYZE CONFIDENTIALITY AND 

CRITICALITY OF INFORMATION 

• How complex should your information classification structure be? 
(i.e., How many levels of security are required?) 

• What guidelines are available to assess the value of information? 
• What are your legal and social responsibilities regarding information privacy? 
lit How much protection is required for each kind of information? 

ACTION STEP THREE: ASSESS VULNERABILITIES 

AND RISKS 

• What specific vulnerabilities confront the organization's information systems and 
resources? 

• What is the risk of an accidental or intentional disclosure, modification or destruction 
of information given existing safeguards? 

• How much could the risk be reduced given an increase in the amount of security 
protection? 

• How do you assess the tradeoffs between increased security and increased cost? 

ACTION STEP FOUR: INVESTIGATE 

TECHNOLOGICAL SAFEGUARDS 

• What technological safeguards are presently being llsed by the organization? 
• How is the organization keeping abreast of new technological developments to provide 

a more cost effective mix of safeguards? 
• What are the costs associated with available technological safeguards? 
• What safeguards are similar organizations using? 
• How effective are available technological safeguards? 

12 
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ACTION STEP FIVE: BUDGET FOR INFOIRMATION 

PRIVACY 

• What are the costs involved in the implementation and operation of a security and 
privacy program? 

• What computer costs are billable to information systems users and what costs should 
be absorbed into the overhead of the computer system? 

• What is the value of information privacy and security to the organllzation? 
• How can you maximize security given budgetary constraints? 

or 
• How can you minimize your cost given a specific security requirement? 
• Who will pay for increases in user processing costs during implementation? 

ACTION STE:P SIX: ORGANIZE FOR INFORMATION 

PRIVACY 

• What general functions are affected by the information privacy organizational objective? 
• What new staffing is required? 
• What qualifications are required to fill these roles? . . , , 
• How will the information system security function be incorporated mto the organIzatIOn 

structure? Staff or line? Centralized 01' decentralized? 

ACTION STEP SEVEN: ESTABLISH INDIVIDUAL 

ACCOU'NTAJ3ILITY 

• Who has, the need to know, the need tO,change and the right to expunge information? 
• Why do they need to know? . 
• When do they need to know? 
• Have these individuals received security clearances? 

13 
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ACTION STEP EIGHT: IMPLEMENT 

TECHNOLOGICAL SAFEGUARDS 
• What is the priority of the information privacy objective in relation to other organization 

obj,ectives (e.g., production, efficiency, other projects, etc.)? 
• How will the implementation of an information system security and privacy program . 

impact user information system development plans and vice versa? 
• How much and what kind of vendor support will be required to implement new 

technology? 
• What additional resources (e.g., people, computer time, etc.) will be required during 

the implementation? 
• Who is responsible for periodically communicating project status and plans to the information 

system user community? 
• Where is the implementation plan? 

ACTION STEP NINE: CREATE PRIVACY CONSCIOUS 

ENVIRONMENT 

• Do organization policies address the information privacy problem? 
• Ate the required substantive procedures well-documented, understood by all concerned 

parties and enforced? 
• Is your present program of education sufficient to induce changes in behavior? 
• Do you evaluate individuals based on their information privacy responsibilities? 

ACTION STEP TEN: AUDIT 

• What is the mix of talents required for an effective auditing team? 
• Have all the organization's vulnerabilities been identified? 
• How effective is the existing mix of technological and administrative safeguards? 
• Does the existing security environment satisfy the organization's legal and social 

responsibilities? 
• What improvements can be made to make security more efficient and effective? 
• What is the frequency of your auditing procedure? 

Clearly, the information privacy problem involves activities in four distinct disciplines _ 
legislation, educ~tionl administration and technology. Each organization must develop a 
well-balanced approach to the problem within its resource constraints -'assessing the tradeoffs 
between the organization's neeqJ for information on the one hand and the elements and 
economics of security and privacy on the other. 

. , 
r 

CHAPTER III: THE ELEMENTS OF SECURITY 

Information privacy and data security programs can be structured by considering four 
dependent functional elements. 

• Security Administration 
• Information Privacy and Security Educlltion 
• Technological Requirements & Considerations 
• Legislative Considerations 

As an information systems manager, your objective is to develop a balanced and practical 
approach to security. To meet this objective, you will need a complete understanding of the 
technological, administrative, educational and legal requirements for security and privacy in 
information systems. 

:"a u_ 
SECURITY ELEMENTS 
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REVIEW INFORMATION sY,~TEM REQWREMENTS • S 

ANALYZE CONFIDENTIAI.ITY AND CRITICALITY OF DATA • 
ASSESS VULNERABILITIES AND RISKS • 
INVESTIGATE TECHNOLOGICAL SAFEGUARDS • 
BUDGET FOR INFORMATIOl\Il'RIVACY • 
ORGANIZE FOR INFORMATION PRIVACY • 
ESTABLISH INDIVIDUAL ACCOUNiABILITY • 
IMPLEMENT TECHNOLOGICAL SAFI1GUARDS • • 
CREATE PRIVACY CONSCIOUS EMVIRONMENT • • 
AUDIT Ii< OPTIMIZE ENVIRONMENT • • • • 

• INFORMATION PRIVACY AND DATA, SECURITY 
IS AN INTERDISCIPLINARY PROBLEM 
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SECURITY ADMINISTRATION 

The generators, operators and users of information systems play the most important role in 
a successful information privacy and security program. Security administration must be 
governed by a continual awareness of the functions created or affected by information privacy 
objectives. There is an on-going need for the communication of appropriate policy, the: develop~ 
ment and enforcement of substantive procedures and the administration of an on-going program 
of education. ' 

Security should be a line management responsibility equal in importance to system 
reliability and efficiency. This requires integrating a wide range of security functions and 
responsibilities into the organization structure. Specifically, the following list indicates some of 
the functions with which you must be concerned. 

• Technology research is the responsibility of the hardware/software planning group. 
An awareness of the state of the art in security technology is no less impodant than an 
awareness of the most efficient arid effective technology affecting other parts of your 
operations. 

• Administration of a software security system includes several related activities: 
Classification of files and file linkages using the guidelines established by user 
poIicymakers. 

Identification and authentication of resources (e.g., volumes, terminals, files, tra.ns­
actions, programs, personnel) by general systems and operations management, and 
authorization to access confidential and critical resources again using the guidelines pre­
scribed by user policymakel's. 

1\1 Education of all management, supel'visory and operating personnel is necessary to 
achieve an on-going "security and privacy consciousness" within the organization. 
The responsibility fot the development, implementation and operation of a security 
education and training progran! resides with general administrative management. 

., Security auditing can be perlormed by internal or external auditing staffs. The focus 
of the audit should be directed toward security of the: 

Environment surrounding the computer, 
Application and software systems within the computer and 
Interlaces between the computer system and its envit'on111.ent. 

• Design and programming security is a systems management re~ponsibi1ity. Security 
concern must be built into each ph~se of the system development life cycle: including: 

Project Initialization 
Investigative Study 
Generalized Systems Design 
Detailed Systems Design 
Implementation Planning 
Systems Implementation 
Post, Implementation Evaluation 

. I 

" ! 

• Data center operating environment security is essential to safeguard confidential and 
critical information and includes the following considerations: 

Secure operating practices to control input, processing and output at every data 
center work station. 
Safeguards to assure software and application program integrity and to control 
access' to information. 
Backup provisions to minimize service interruptions to users in the event of a 
disaster or disruption. 
Certification procedures to assure the existence and execution of adequate securi ty 
practices. 

Enforcement of policies and procedures must be accomplished at all levels of the organi­
zation. This responsibility includes: 

Determining practices and. procedures for breaches of security by employees, 
and 
Developing investigation procedures for security violations or privacy grievances 
presented by data SUbjects. 

• The Security Office may come into existence as part of this program. Development and 
implementation of a security program may require the formation of a project team. 
Many of these functions can be executed more efficiently and consistently if another 
entity - called the security office - is added to the organizational structure. This 
addition assists, but does not replace, the security responsibilities of line management. 

• Administration, of the on-going security program (including coordinating all security 
related activities, budget preparation, policy and procedural review and development, 
etc.) is a general administrative management responsibility. Since successful on-going 
security and privacy programs are people dependent, organization policy and procedures 
must communicate the attitudes and convictions of senior management throughout the 
organization. Specifically, policy statements are required to address: 

Data gathering - To ensure that only that information which is necessary to execute 
a legislated program or an approved corporate endeavor is collected. 

File contents - To ensure that adequate controls are used to maintain the accuracy, 
completeness, relevance and timeliness of data. 

Data Storage and Handling - To ensure that: 
Adequate controls are used to maintain the accuracy, completeness, relevance 

and timeliness of data, 
Procedures are understood for acts of negligence or carelessness, 
Information is protected against loss. 

Data dissemination - To limit the distribution of information to authorized users. 

Access control- To ensure that only those individuals with a need to know, need to 
change 01' right to expunge data have access to the data - either physically or via 
computet' software. This control is manifested in the development of a security 
profile which defines access ability to all system resources. 

I 
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Personnel - To ensun~ that: 
All applicants for "sensitive" positions are properly screened; 
Responsibilities are clearly defined, 
All employees agree with the organization's Code of Conduct. 

Audit re:sponsibility .-. To ensure that periodic checks on the efficiency and effec­
tiveness of'U,U admitlistrative and technologic:,al safeguards a.re executed. 

Organization,~ To establish a physical manifestation of your concern by organizing 
and committing resources to the information privacy objective. 

I' 

~. 

The working tools of the s,ecudty program are the substantive pro~edures which ~re 
necessary to translate management policy into action-oriented security prachces. The folIowtng 
pages provide an outline.of the contents of a manual of :Recommended Security Pra~tices wh~ch 
was developed for the Management Information Division. This manual should provtde a useful 
reference for you and your staff_ ... 

RECOMMENDED SECURITY PRACTICES 

General Introduction and Administration of the secmity program including: 

• A review of the federal and state legislation concerning information privacy ana its implica-
tions on the data center's security responsibilities. " 

• Management policy statements on the subject of security a,nd a Code of Conduct for ,all 
state data processing employees. 

ell Work flow controls 
• Personnel practiees 

Change Control Security Measures including: 
.. Planning and control of hardware chan~,es to assure cClml,Ja.tibility with installed security 

measures. 
• Planning and cQl1trol of software changes to prevent inad\,ertent loopholes in existing security 

software. 
• Control OV0r changes to the physical plant to prevent disruption of $ccurity eontrols and to 

u;l',oid exposure to damage. 
• Conh'ol over system documentation and changes to software and application programs to 

prev(.u:\t 1m authorized alteration or penetration. ' 

Software Related Security Mea~~e~ including: ,~: 
• Classification of infor~ation, id(;';ntification and authorization of resources anQtmf.th~~enfu'1Ce 

of security profiles. ,./ 
.) 8 Hfl.ndlil1g of attemptfjd v.!olat1ons. 

• Identification of optional software security features. \~ 
• Explart1Hon of thet'~al time audit fqp.CtimlS and responsibiliti~s of the software security 

, systent::, " c! ' > , ' ," 
• Ptoceduces for provi~ing control of systems documentation a,rid Changes to software and 

appliqation p~ogratns~ ~) , 
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Terminal Access Relat(ld Security Measures including: 

• Approaches to provide security of computer terminals and confidential terminal output. 
• Controls over access to computers and files. 
• Techniques to reduce vulnerability to data loss or access via communications lines, modems 

and junctio~ points. 

Systems Design Related Security Measures including: 
• Analysis of the system information requirements relative to the need for and use of the 

information. 
• Techniques for designers and programmers to build security into new information systems. 
• Logical review points in the systems development life cycle to audit the security features of a 

new system. 

Physical Plant Related Security Measures including: 
• Procedures for the authorization, issuance, and retrieval of employee identification . 
• Access controls and disruption prevention within th0 building housing t,he data center. 
• Physical security measures to be observed in all data processing work areas. 
• Provision for data, equipment and facilities backup. 
• Contingency plans to minimize disruption loss and to facilitate recovery of services. 

A Security Auditing Checklist 

A Glossary of terms referenced throughout the manual 

The Recommended Security Practices manual is intended to: 
Describe available safeguards and what they are designed to prevent or detect, 
Describe how the safeguards are to be used, 
and 
Define the specific responsibilities required for successful execution and enforcement of 
the security program. 

This combination of management policy statements and well-documented, enforceable pro­
cedul'es is intended for the individual responsible for handling confidential or critical 
information. The manual will provide him or her with a convenient reference to your organiza­
tion's posture on information privacy and security as well as a clear definition of his 01' her 
security-related job responsibilities. 
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INFORMATION PRIV ACY AND SECURITY 
EDUCATION 

No technology for security, no matter how cleverly constructed, can operate effectively 
unless the people involved are committed to securing their system. To ensure this commitment, 
the people involved in developing, operating and using information systems must be aware of 
the importance of protecting the privacy of information as well as their specific responsibilities 
related to the privacy and security problem. 

One target group for education is, of course, the people involved in the function of elec­
tronic data processing. These people can appear within an institution which furnishes its own 
EDP services, or they can be found in institutions whose entire function is the' automated 
processing of information. In either case, the information technologists (generators and 
operators of automated information systems) provide a. service to a user client. The users of 
information systems, then, are the ot,her target group fo! an education progl'am. 

In most cases, the user agency is the source of substantive decisions about the information 
system. So, a secure information system depends fundamf.;rntally on the commitment of the 
system's users. The user decides what information he or she wants, in what fotm, and how and 
when the information is to be used. Since these decisions are most frequently based on goals 
and policies of the institution, it would be impractical to rely on the information technologist to 
make fundamental decisions about the information system, including its impact on the value of 

personal privacy. 

Most information systems contain substantial operations where data processing is still 
carried out manually and in the form of English, hard copy records. These manual operations 
are as significant to the problem of creating a secure information environment as are the 
automated operatations. Procedures in the manual area are frequently simply carried over into 
EDP without any examination of the implications of such a transfer. 

THE PURPOSE OF EDUCATION 

Educati()n of a user agency or department creating a concern for privacy and providing 
the user with the tools necessary for maximizing the protection of privacy within the institution. 
At the same time, however, you must avoid conflicts with the valid functions of the information 
system. Specifically, your goals are to: 
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• Raise the level of user awareness 
The user must be made aware of his 01' her responsibility for the privacy of information. 
Most institutions exist for specific purposes, and they develop an information system 
to serve those ends. They are not eager to add an additional concern which they feel is 
outside their area of responsibility. 

• Ensure the user understands the need'for balance between the organization's informa­
tion requil'ements and the right to privacy 
An infOi'mation system by its very nature has the effect of infringing on the area of 
privacy. There is a requirement for inf()rmation t() be gathered, used, transmitted and 
stored a.nd the urgency of this requirelhent often overshadows any concern for the 
rights t<;> privacy of the individuals supplying the iqformation. 

, ' 

, 
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• Develop applicable solutions 
~ user d~partment must develop its own practical avenues to increase the privacy C)f its 
mformatton sy~tem. Even though such knowledge can be found in the hands of expelis 
who have studIed the area, an outside expert cannot know the specific processes and 
pr?blems of each department. It remains for the insiders to decide how the interests of 
prIVacy can best be made compatible with their own organizational goals. 

• ~rovide av~nues whereby users and information technologists can interact on the sub­
Jects of prIvacy and security 
Under t~ese circumsta?ce~. both parties can define responsibilities for privacy and use 
all possIble methods for Its protection. 

AN APPROACH TO EDUCA1'ION 

, An operating. assump!ion of your education program must be that individuals who are 
generator~ ofne.w mformatt~n systems or are responsible for maintaining existing systems have 
a ~ull conslderatton of the p:Ivacy rights ofthe data subjects. A further assumption must be that 
wl~h t?~ curren~ and tre?dmg technical, legal, social and political issues and concerns related 
to md~vldual pn~acy, thIS fundamental obligation will continue to exist and may become even 
more Important 111 the near future. 

Wi!h ~hese assumpti?ns. in mind, the following educational approach presents the current 
best tl~111k111g about desIgmng and operating information systems with maximum privacy 
protectIOn. 

• Initiation and Sanction 
Ideal1~, informati~n systems procedures will contain specification for periodic revie~ of 
~he. pl'1vacy conSCIOusness of the system as well as assigned accountability for that 
reVIew. In any case, top management sanction is desirable, and the program recom­
mends that a proposed review be initiated by a briefing of the executive officer. 

• The Design Group 
A design group is ideally composed of three to five managers including representatives 
of b?th use: al~d. BDP departments. The responsibility of the Design Group is twofold: 
to ald. the 111dIv~dual manager in planning the implementation steps of review and 
~nalysI~ approp~Iate to the target system and to serve as critic and support for changes 
m the 111formatton system. 

• Manager/Work Unit 
The information system manager shQuld retain direct implementation responsibility for 
!he resul.ts of the review. Operating personnel of the system, however, will also have 
111f?rma!IOn necessar~ for an effective review. and acceptance of the necessary modifi­
catIons 111 ~ork. practIces and habits will be highly dependent upon operating person­
nel undersLa~dl11g !he n~ed for these changes. The following approach is offered as one 
wa~ of effectl11? thIS attttude. Your manager, with Design Group Counsel, may n~ces-
sartly adapt thls approach to fit your particular organization. ' . , ., 
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Step 1. 

St~p 2. 

At the initial meeting of work unit personnel. 
• share and confer on the management directive and discuss its purpose. 
• view videotape, Whose Right To Know. 
• discuss how the tape relates to your work unit. 
• discuss next steps. 

Complete the descl'ipHve Information Systems Analysis Flow chart (Appendix. A) 
(manager with aid of selected work unit personnel and EDP manual data ptocessmg 
personnel as needed). 

Step 3. Review the flow chart with the Design Group, applying the Privacy Criteria 

(Appendix B). 

Step 4. At the second meeting with work unit personnel. 
• view videotape, Follow Tha~ Card! 
• review the flow chart/privacy criteria analysis. 
• generate suggestions and recommendations for improvement. 

Step 5. Review data with the Design Group and prepare report for Management, including: 

• general findings. 
• operational changes implemented: 
., policy and procedure changes recommended. 

Step 6. Implement changes Management approves. 

Step 7. Review the ptocess with the Design Group. 
• experience with the first (pilot) information system. 
• determine a follow-up schedule and procedure. 
• select the next systems for review/analysis:;, > 

As a result'of this process, you should be able to make some observations, such as: 
• The individuals involved in the information system do not know what is expected of 

them. In which case, work clarification is indicated. 

• The individuals involved do not know how to do what is expected of them. Job Training 
is indicated .. 

-The individuals know what and how to perform a function but seemingly do not want to 
,perforin. Performance problems of this kind are the most difficult to deal with. Some 
form of counseling is normally required. 

• Other potential problems which may surface include: ' 
priorities ar.e unclear. 
misallocation of work assignments is creating unrealistic workloads. 
system " design is inadequate' for current purposes, needs and requirements. 
management performance expectations of individuals are too low. 

Thtf;6ducational ptogram described above should e,nable the J1la~ager, with Desig? Grqup 
and woO;! unit help, to' determine what is needed to upgtade the securlty aspects of the mforma­
tion system. Such a systematic review may also disclose opportunities for upgrading the 
efficiency and effectiveness of the work operations involved. The. improvement needs and 

: appropriate management responses will, of course, be unique to each system. 

22 

ir 

THE PROCESS OF EDUCATION 

• Initiating the Process 
l\;fos~ institutions begin to initiate change through a sanction from the top level of th~ 

orgalllzatlOn. Thus, the process of creating a concern for privacy begins with the education of 
the top exec~~ive. An executive.overview* which outlines the social l legal, economic and ethical" 
justifications for a concern for privacy in information systems as well as a plan of action should 
be submitted to the top executive. . 

The fir.st v~deotape of this education package, Whose Right To Know, demonstrates the real and 
potential lmpact of such a system on individuals and the society at large. Viewing this 
videotape. can be an important part of the executive's, education, whether to gain his support 
and sanctIOn or merely as a matter of course as with the proposal of any new information system. 

A meeting should then be arranged with the executive and the persons most knowledgable 
about the general o~erations of t}:le institution for the purpose of planning the general scope 
and nature of the ptlvacy program. At this meeting, the executive and assistants will designate 
a group of employees who are closely involved with the existing or proposed information system 
or systems. This group will thereafter serve as a "Design Group" for the education program. 

The Design Group will gather information about the area of concern, decide what types of 
changes or initiatives are required, Verify the policy commitments or changes with the execu­
tive a~d implement them at the operational level. Thus, ideally, the Design Group .should be 
comprIsed of people of authority in order to obtain the necessary information about their own 
operations, to integrate the ne\'\.' information about privacy provided in the education program, 

. and to implement changes or institute safeguards required by the comparison between their 
existing opel'ations and an ideal model of a privacy protective system. Inclusion of a representa­
tive of the EDP flmction within the information system in the Design Group should provide for 
better communication between the user and his technical support. . 

S The Design Gro~p as an Information Gathering Entity 

Step 1. Introduce the Design Group to the Project. 
Optimally, the Design Group will function both as a gr()up and .as individuals responsi­

ble for specific areas of concern. Thus, once the group has been selected by the Executive or an 
assistant, the program should be initiated by a Group meeting, attended' by the Executive or 
Assistant Executive, in order to explain the goals of the program. At the initial meeting, the 
Design Group may view the videotapes one and two (Whose Right To Know and Follow That 
Card!) These modules create an awareness of the problems involved in information systems 
and dC1n?nstrate the potential for instituting privacy protective measures. The videotape pro­
grarq;l' wIll start the Group thinking of the types of situations they may find within their own 
institution. 

Step 2. Gather Specific Information About Operations 
At the first meeting, the Design Group should be presented with a Questionnaire 

(Appendix DJ: If properly used, this tool will provide a general picture of the information 
system or syst'ems existing or projected to be within their area of responsibility. DeSign Group 
members will use this questionnaire to familiarize themselves with the information systems 
aspect of their.pperations as they gather information from subordinates. 

*See WhatE'velY· }!;;~ecutive Should Know About Privacy in Information Systems 
. "'(:': 
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Once each questionnaire has been filled out, (this may involve sever.al quest~onnai~~s fO~ 
h D . G ou . member is ready to transfer the InformatlOn ga ere 

ea~h ~~oo;~:b~~i;h :'i1~~~~ra; t:e path of information through his prop hosed ort.existi~g 
on 0 '.,. f t transfer the information from t e ques lOnnalre 
systhe~ or Sy~tC:~h~~:!~:~;~~:~~~t ;:~t ~o meet again with his sUbordinates. Thi~ second 
to t e ow c a,.. rtunit to voice additional concerns and mte'rests 
meeting with subordlllates .glVeS then: an oppo Y d the questionnaire directed their 
which may have arisen Slnce the Videotape program an 
attention to the information privacy problem. 

m the uestionnaire can serve the function of defining the infor­
mati;: ~:e~:s~t:h~ 7:~i:~~~en, 'and t~e flow chart of the projected system may show whether 

the system will satisfy those needs. 

• Th Design Group as an Analytic Entity . . 1 
Sit~e an information system alm9st inevitably involves. phys.ical entitles. - ;::~:d 

;?rms;:~~~~~::. c:~miu~~:r~:~~~:~C:::::~e~e::::vsario::~~~~l~ ~~ o~;::i:~~n v:here 
.1~e, f n' 1ik~ly to be handled and to the decision-making statIons along the flow of lllfor­
:'a~~::' ~~u~~ the flow chart should aid in visualizing the privacy implications of such systems 

in operation. , 
e existin or rojected information systenl is laid out in flow chart ~orm: the 

. on~:~ membe; may Pproceed to analyze the system with reference to the GenerIc Ptlvacy 
De.slgn r p di B)' The Privacy criteria are closely related to the flow chart, and the Group 

~~~~:~~~~:~ b: ab~e to measure the.~ctua~!~:~~~~s~;~~~s~~~s~~f:l~~j~~~e~r~!:~ ~~t~~: 
chart, against the optlOns for a more pnvacy 

Roughly) the Privacy analysis breaks down into six areas of interest: 

Interest area 1: SZ:~::~~~~~lo::e:!alYZed at the starting line - development. The criteria 

and the reference materials classified according to the criteria .are most ~seful to t!l~i ~r~~~ 
ember and/or executive at the time a new information system IS prop.o~e ot; an eX.ls ~ . 

:vi~wed for modification. At this stage protective procedures a~d r~lCl~~ m~b~e ~~~~~u:~d~ 
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~:~~~l~~~l ~::~vc::~~~:~ra~ss::i: i~~~~!i~~a~fg:~e c:;s~e~P~~J~~e:rl;~e~~ed purposes, th~ 
, . . h t stem the education of the operative personne 

inclusion of priva~~ m t e managemen s~ th' . ht of the subject may be built into the 

~~~~::a~~~~~i~~ ;':~;~;l::;!~~::£!~:~e::~~;~t~::'U~in~e ~~ ~~;~~ ~::~ 
member may be particularly useful at this point. 

Interest area 2: Data Collection . . hit t 
. The Privacy Criteria call for serious attentIon ~urlllg t. e ear y sages. 0 

Data Collection. One of the more serious criticisms directed. at lllform~tlo~ ~ystems 7hIC~ 
in'clude electronic data processing capabilities is their capaCIty for m~llltalrlll~ an t e~~~y 
unlimited amount of information, once it is collected. Such a problem can e so ve mos 
by minimizing the collection of data. 

Interest area 3: Data Transmission 
Privacy concerns in the area of the transmission of information can occur at 

several points along the information flow. However, the requirements for secure and rapid 
transmission probably apply fairly uniformly regardless of where the process of transmission 
is taking place. 

Interest area 4: Administrative Handling 
This is probably the stage at which changed attitudes through education can 

be most helpful, since even the most sensitive of information seems neutral if it is processed in 
the routine of a person's job. Studies of information systems have revealed that privacy is best 
protected when the information system is developed with a sense of esprit de corps with regard 
to its special nature, and this sense is probably the most important product of the initiation 
of privacy protective procedures. 

Interest area 5: Dissemination 
From a privacy standpoint dissemination of information may be improved in 

two general ways. First, by carefully considering the persons or institutions entitled to receive 
information. This is obviously best handled at the design stage of the information system. 
Secondly, by carefully considering the technical, physical and legal safeguards which may be 
placed around the entire information system to avoid unwarranted incursions. 

Interest area 6: Storage and Destination 
An information system is probably most vullle:r.:~ble to destruction of privacy 

through intrusion at the stage of storage - either temporary or permanent. Here again, the 
concern about the storage and retrieval potential of electronic data processing is applicable. 
For this reason, the privacy criteria place heavy emphasis on an analysis of the destination of 
information and its speedy expungement. 

At each stage along the flow chart, the Group member may refer to the materials indexed 
under the privacy criteria for general guidelines to acceptable practices. He can also find there 
examples of the manner in which problems similar to his have been handled in other systems. 
At this point in the education process, the Design Group member may become something of a 

, privacy co-ordinator. It may seek out the advic~ of subordinates through discussion to find ways 
.in which they can alter 01' imprpye their procedures. People at the system operating level 
shOUld be exposed, to the second videotape program, Follow That Card! This will help the 
Design Group member develop recommendations for operational and policy changes within the 
projected 01' existing system. 

II The Design Group and Policy and Operational Changes 
After analyzing the information system, the Design Group members should be ready to 

make policy change recommendations. They should also be prepared to SUbmit operational 
changes or procedures which would be generated by the new policy, Of course, some changes 
may be implemented within existing policy. Policy changes will have to be referred back upward 
to the policy-making executives. 

Before such recommendations are made, it would be fruitful for the Design Group to 
meet again as a group to compare their experiences. They may find sufficient similarity to 
justify joint recommendations';' These would apply across systems, thus simplifying the imple­
mentation procedure and avoiding overlap. At this same meeting, the EDP Design Group mem­
ber may have substantial input regarding existing and projected technOlogy. 
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A meeting with the executive level would add executive sanctions to whatever policy and 
operative changes are recommended. Changes in policy must be communicated to the lower 
levels of the institution through channels, and the flow chart analysis should expedite this 
undertaking by defining the groups of operating personnel to whom specific changes would 
apply. The operational changes can then be implemented. At this point, the rel€want 
modules of the Videotape Program will be most useful. For purposes of preparing the operation­
al personnel for changes in their procedures within the user agency, the second module, 
Follow That Card!, will serve two purposes. (If the group of workers has not viewed videotape 
one, Whose Right To Know, this tape should precede the viewing of Videotape #2.) One, as a 
consciousness raising device. Two, as a means of familiarizing each group of workers along 
the flow chart with the reasons for the new demands being made upon them. Where the user 
agency is responsible for its own electronic data processing, or where the altered procedures 
require changes in the computerized elements of the data system, the following videotapes are 
available: * 

Videotape #3 -Implementing the Information Privacy and Security Program. 

Describes the steps, considerations and responsibilities involved in 
developing and illlplementing an information privacy and security 
program. 

Videotape #4 - Adniinistering the Information Privacy and Security Program. 
Describes the organizational and administrative implications of an 
information privacy and security program. 

Videotape #5 - Designing Privacy and Security Into Information Systems. 
Describes the considerations involved in designing and developing 
information systems with privacy and security in mind. 

Videotape #6 - Software Security and Terminal Access Concepts. 
Describes the fundamental characteristics of a. software security 
system and the considerations involved in securing telecommuni­
cation networks. 

Videotape #7 - Physical Plant Security. 
Describes the considerations involved in providing physical protec­
tion for information systems. 

Videotape #8 - Back-up Security. 

Describes the considerations involved in providing adequate backup 
capabilities for information system resources. 

Videotape #9 -,,- What EvelY Executive Should Know About Privacy in Information 
Systems. 

Presents the concepts of the need fot and scope of the installation of 
an information privacy and security system from the executive's 
viewpoint. 

* A brief outline of the objectives and pertinent points covered by each videotape is included in 
the Session Leader's Guide, SAFE Videotape Training Sessions. 

The Design Group should conclude its most active phase with a report back to the Executive 
regarding their Whole undertaking. This report should include the implementation of new or 
changed policies and procedures. 

FOCUSING ON EDP REQUIREMENTS 
The technical and administrative re ui 

merely an extension of the overall educ;r rements that apply solely to BDP personnel are 
a~sist .in the discharge of these securit r Ion pr~~e.s~. T.he ~ducation program devel0 ed to 
~~erslty of functional data processing ~es~:~~~~~~~ltles ~ ?lrected ,toward personnel ~ith a 

e cI~art on the following pages outlines the ~~~~:l;n IS compnsed of several elements. 
e?UcatlOn to data processing personnel with . d approach taken to provide security 
dIsplays, a number of methods and medi a Wl I e range of skill specialties. As the exhibit 

a are emp oyed as appropriate for the subject matter. 
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Section 
subsection 

Element 

Security Program Content Description 

1. Generallntroduction 
A. l'hilosophy and Reasons for the MID Security PrograI11 

1. Individual Right to Privacy 
2. Security Vulnerabilities and Problems 
3. Inform Personnel of their Responsibilities 
4. Create General Awareness of Security Program 

B. Information Privacy and the Law 
C. Applicable Policies, Directives and Code of Conduct 
D. Categories of Security Exposures 

1. Accidental Disclosure 
2. Intentional Infiltration 
3. Loss of Data 
4. Erroneous or misleading information 
5. Absence of established standards 

E. Interdisciplinary Approach 

II. Agency User Security 
A. Introduction to Agency Security Respo'hsibilities 
B. Exposures to Risk in Manual Processing Operations 
C. Typical Security Safeguards 

III. Security Administration 
A. Organizing for Security 
B. Security Implementation Plans 
C. Administrative Work Flow Control 

1. I/O Control . 
2. ConSole Operator 
3. Production Control 
4. Tape Work Stations 
5. Disk Work Stations 
6. Printer Wo.rk Stntions 
7. Librarian 
8. Shift Supervisor 
9. Security Console Operator 

D. l' crsonnel Practices 
1. Screening 
2. Bonding 
3. Work Practices 
4. Rotation and Backup 

IV. CMnge Control 
A. Facility 
B. Hardware 
C. Software 
D. Documentation and Program 

V. Software Security 
A. AcceSs Control and Authoriz!ltion 

1. Identification of Resources 
2. ClnssifiClltion ot' Information 
3. Authorization of Users 
4. Security profilo Maintenance 

B. Handline of Attempted Violations 
C. Additional Software Functions 

1. PURGE Options 
2. Softwnre System Int~grity 
3. Opernting System Validation' 

D. Renl Time· Software Auditinl!' 
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MANAGEMENT INFORMATION DIVISION 

Training Approach and Media 
TecnnicaI Training 

Administrative 'l'raining Tecn-
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SECURITY EDUCATION PROGRAM 

Types of Personnel To Receive Training 
Com-
puter Sched- Input/ 

AppIi- Data Communi-
Data 

Soft-

Oper- uling and Output Conver- Project Senior 
cation Base cations ware Security 

ators Librarian Control sion 
Program- Special- Special- Systems 

Managers Analysts mers ists ists 
Office 

Support Personnel 

x x x x x x x x x x x 

x x x x x x x x x x x 
x x x x x x. x x x x x x x x x x x " "' x x x x 

x x x x x x x x x x x 

x x 
x x 
x X 

X X X X X X X X X X X 
X X X X X X -x x x x x 
X X x x x 

x x x _ x x x 

x x :x: 
x x x 

x x 
x x x x 

x x x x: x X 

X X X X X X X X 
X 

X X X X 
X .x x 
X 

x· 

29 



SecHt"ity Program Content Description 
Section 

Subsection 
Element 

VI. 

VII. 

VlIl. 

Terminal Related Security 
A.. Access to Terminal$ and Output 

1· Terminal Location 2: Computer Terminal 
3. Terminal Output 

B. Access to Computers and Files 
1. OS/RSS 
2. CICS 
3. IMS 
4. HASP . 

C. Access to Communications Lines 
1. Junction Points and ¥odems 
2 Information Encryphon 
3: Communication Line Service Classes 

Systems Design Security 
A. Project Initialization 
B. Investigative Study . 
C Generalized System DeSIgn 
D: Detailed System Design 
E. Implementation Plan~ing 
F Systems Implementation 
G'. Post Implementation Evaluation 

Physical Plant Security 
A. Identification of Personnel 

1 Datu Processing Employees 
2: Non Data Processing Employees 
3. Contract Personnel 

B. Office Building Security 
1. Identification/Authentication 
2. Visitor Logging 
3. Restricted Access. 

C. Duta Processing Security 
1. Control of AccesS 
2. Input/Output Controls 

'.r 3. Information Disposal 
4. Hazard Control 

IX. Backup and Contingency Planning 
A Backup Practices 
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• 1. Information File BackUp 
2. Docum'ilntation Backup 
3, Equipment Bacl<,up 

B. Contingency Planning 
1. Emergency Situation Actions 
2. l'ravlsion for Alternate Processing 

of Work Loads 
3. Software Recovery 
4. Equipment Recovery 
5. Facility Recovery or Replacement 

MANAGEMENT INFORMATION DIVISION 

Training Approach and Media 

Administrative Training 
Admin. Fopmal super-

Procedures ~ning Vision 

x x x 

x 

x x x 
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x x x 
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X X 

Technical Training 
Technical Formal S~p7r­
Procedures Training V~s~on 
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SECURITY EDUCATION PROGRAM 
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Administrative training concentrates on the "what"and '\Vl10" of the security program ~y 
specifying the safeguards to be administered and the pe~'sonnel responsible for specIfic securlty 
functions. Administrative training includes the followmg elements: 

• Formal training is concl,ucted with videotape presentations which have been developed 
from scripts based on the security practices manual. The first two modules are. general 
introductions to information privacy fl.nd security and are intended fo: presentatIon to all 
data processing and user audiences. The remaining six information system related 
modules each treat a specific element of the security program. The videotape sessions 
are designed so that personnel with specific functional interests need attend only th?se 
sessions applicable to their areas of responsibility. Finally, the Executive Overvlew 
module is intended for executive audiences and provides a broad ~rus~ treatment of the 
information privacy problem and i~s implications to most orgamzatIOns. 

• Supervision is on-the-job reinforcement and explanation of the material presented in the 

first two training elements. 

Technical training focuses on the' 'how" of the security pl:ogram by ex~lainin~ ~n d~tail the 
manner in which each safeguard is to be imp1.emented and operated. Techmcal trammg mcludes 

the following elements: 
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• Technical procedures are desk instruc/;ion level procedur.es whic~ detail each step to be 
taken in the operation of a specific safeguard. Examples of techmcal procedures mc1u?e 
the physical access control badge isl;uance and maintenance pr?cedures! the securIty 
office procedure!;> for handling atteI7';pted violations and ,the detalled contmgency plan-

ning procedures. ' 

• Formal training is ciJnducted in &/ classroom mode with training sessions ~,rese~t7~ by 
vendors or traip.ing programs d€;liveloped within the Management InformatIon DIvlslon. 

• Supervision is the technical instru.ction and follow-up .conducted at the work station to 
assure that each safeguard is bemg properly admllllstered. 

, . 

f 

J 

The mix of training elements developed in this security program is specifically appropriate 
to the information systems environment in the State of Illinois. Approaches to security training 
wUl clearly vary from organization to organization, but some of the characteristics of this 
program are note,,;,orthy. 

• The education material is informative. It explains why there is concern for information 
privacy and security, what exposures confront the organization and what technological 
and administrative safeguards are to be used. 

• The education approach is multi-media. This is necessary to stimulate and maintain 
interest and concern. ,: 

• Tne education modules are selective. Each module is intended for a specifiG audience. 

• The education program is continuing to assure an on-going level of security con­
sciousness. 

-TECHNOLOGY REQUIREMENTS & CONSIDERATIONS 

The executive or administtator has a wide tange of technological alternatives to consider in 
the development of an information privacy and data security program. Specifically, thtee 
important questions must be considered: 

• What kinds of technological safeguards are available to provide information privacy and 
data security? 

• What are these safeguards designed to protect and how effective are they? 
• How should you determine which specific safeguards to select for yout security 

system? 

As data flows through the organiZation, various security requirements become evident, 
Physical safeguards are necessary to pl'otect data throughout its manual processing and 
storage phases. However, once data enters the automated data processing phase, additional 
technological safeguards play an important role. These technological safeguards can be con­
veniently separated into three major categories: 

• Software Security 
• Hardware Security 
• Physical Secudty 

At present, the security capabilities of these technological tools have not been fully 
developed. Users and manufacturers of hardware and software systems share responsibility 
for this situation. The follOWing page~' describe the desirable capabilities and qualities of these 
systems - regardless of whether these capabilities exist in the present state .ofthe art. 
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SOFfW ARE SECURITY 

Introduction 

The computer operating system was developed to alleviate many of t.he repe~Wve and 
time-consuming actions involving data processing personnel. Acting as the interface between 
man and the computer, present day operating systems a\'e designed to enhance the total 
operating effectiveness of the computer system, Multiprogramming and the advent of complex 
data bases would not be possible without this powerful addition to our technological repertoire, 

Unfortunately, as the human interface relinquishes more and more control to the oPer.ating 
system, we are becoming increasingly dependent on the integrity and reliability of the system. 
Flaws or "holes" in the operating system which allow unauthorized individuals to access per­
sonal, proprietary or critical information (either accidentally or intentionally) must be 
eliminated, otherwise this situation could lead to a reduction in the automation or consolidation 
of a number of feasible but highly sensitive applications because users are unwilling to take a 
chance _ witnell.:S the controversy over shared versus dedicated systems for criminal justice 

information. 

But in a positive sense, software security provides the information-system executive with 
an important piece to the secutity puzzle. Considering the prodigious volumes of information 
that computer' systems are capable of processing, the access control and auditing capability 
that a properly designed software security system can provide cannot be duplicated efficiently 
by any other combh1ation of administrative and technological safeguards, In short, software 
security provides a uniquely efficient and viable security safeguard. It is the responsibility of the 
users to develop and enforce the administrative procedures and controls required to give sub-

stance to this technology. 

Purpose 
This section is intended to: 

• Define the security requirements of operating systems, and 
• Describe a possible framework of considerations that may be used to evaluate alterna-

tive software security systems. 

Specifically, this goal will be accomplished by considering the following set of questions: 

• What is a software security system: 
• What are the desirable characteristics of a software security system? 
• Does your data processing organization require software security? 
• What criteria should be used 'to evaluate a software security system? 
• How do you compare software security syste'ms? . 
• What pl'ecautions should be taken to avoid problems in the flnplementation of a software 

security system? 
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What is a Software Security System? 

For purposes of this discussion, a software securit t ' 
operating system certified as incorporating those hardwar: a~~s s~~ IS d~fin~~ as a computer 
that are necessary to provide an accidental or in .. ware unc lOns and features 
ate for the value of the infor~ation and resou~~I~tslOnal thredatbProthection cnpability appropri-

manage y t e system. 

. The s.oftware and hardware functions that will be defined i 
ultImately become an integral part of future operating systems:

n 
subsequent pages should 

, ' 

The Concept of a Software Secudty System* 

. The conc;pt of the software security system (SSS) as a threat protection mechanI'sm 
Includes five Lundamelltal characteristics: 

• Integrity 
• Isolation 
• Controlled Access 
o Identification 
It Surveillance 

The selection of these characteristics places additional requirement" on th d' f 
co~p~~er operating system software. Along with the conventional no~ions o~ a~~~n 0 

~ehabdltYI an~ .e'!flciency, operating system designers are faced with the re uireme~:Ct 
t
1nl,corporat.e f~clhtle~ for the preventio~ and detection of threats to the security an~ integrit Of 

Ie orgamzatiOn's. mformation. . yo 

Prevention involves the struJturing of the sy~tem so that security goals are met. 

c. Detection is t~e active determination of whether the prevention mechanisms have been 
Ilcumvented, nullIfied, or destroyed by system penetration attempts. 

. . The. inclusion of these ch~ra~teristics ~t the most fundamental level in the SSS architect . 
dlstmgl1lshes the S~S.from eXlstmg operatmg systems. An analysis of these cha . ," ure 
~~~ reasfo?hS ""~YI th~lr lnclusion contributes tp the protection goals of the SSS, req~~~t~~~~~:e~~ 
IO~ 0 [!,e. 10 lowmg set of questions: 

Ii: What are the principles comprising each\ characteristic? 
,: ~hat are the potential adverse q.onsequences incurred if the characteristic is absent? 

ow sh~uld the characteristic be incorporated into the SSS as a specific function or set 
of functIons? 

Inte ~~e chlarlac~eristics of software security contributing to the goal of threat prevention are: 
grt y, so atlon, Controlled Access, and Identification. 

;~hWe sOIftware security system definitions contained herein were developed in conJ'unction with 
., nco 

" 
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• Integdty ~ The SSS must perform as certified. 
Certification is defined as compliance of an operating system with a set or subset of 

designated specifications and/or standards to m~~t the requirements of a specific operating 
installation. As an element of software security, integrity is essentially the guarantee that the 
system IS functionally correct and complete. It 'is compliancy with this guarantee tha~ ~orms 
the basis for development of SSS certification criteria. The absence of integrity precIpItates 
concern over the ability to guarantee protection by way of any of the other elements of software 
security. This is certainly true if the mechanisms which implement them cannot be relied u~o~. 
Thus, with its threat prevention and detection capabilities jeopardized, the SSS would fall m 
its role as a viable threat protection capability. t/ 

Integrity is not incorporated in a SSS through the addition of specific program modules, 
but rather is integrated within the structure of all operating system code. 

• Isolation - Is the property of an operating system which insures the containment of users, 
information, and res()urces within the system in order to keep users separated from each other 
and from the protection controls of the operating system.. 

This c~ncept acknowledges the increased resource sharing that is inherent in today's com­
puter system environment. The ability to multiplex the processing of many different users 
requires the separation of each individual's data and status for reliable and predictable per­
formance. Some specific examples illustrating the incorporation of isolati?n are: 

Main storage acceSs control (Fetch/store protection). 
Privileged states and instruction sets (problem/supervisor state). 
High level languages which isolate programmers from certain aspects of the ma.chine 

(isolation by context). 

Without isolation, confidential data would be exposed to compromise at various points in 
job processing. This t)ipe of exposure is greatest while the data resides either within main 
storage or within working data sets on peripheral storage. 

• Controlled Access - Requires that each properly identified user is permitted a certain 
access to information and resources within the system to which he is authorized, but to no more. 

A necessary provision for data security and integrity is the ability to contro.l who has, 
what type of access to the data and when. The protection of personal, proprIetary. and 
critical information in a large remotely accessed computer environ,ment cannot be guaranteed 
without some type of enforcement mechallism establishDd within the operating system soft~are. 
The capability, to define system "resources (data sets, records, fields, programs, termmals, 
transactions; volumes, etc.) anti: restrict their accessibility (read, write, append, allocate, 
rename, scratch, execute, etc.) to authorized users on the basis of security levels, access 
categories, access periods, and a need-to-know, constitutes the concept of controlled access. 
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• Identifica:tion _ The protection characteristic which assures tliat unique, machine readable 
names are assigned and authenticated for all defined users and controlled resources: 

f[?=~"=-J~ __ .;....-______________ _ 

. I.solat~on and controlled access provisions of the SSS demand the unique and authenticated 
Identtfication of resources and users. The protection of resources and data from accidental or 
intentional disclosure or modification requires distinguishing between those users to which 
access should be permitted and those to which it should be denied. Identification schemes make 
it possible. for the SSS to make this distinction. In addition, preventing intrusion by 
masqueradmg as a known user requires authentication of the claimed identity. 

Conventional techniques for authentication of a users identity include special passwords or 
codewords associated with each permissible user name. Procedures common to remote terminal 
1iet~orks i~clu~e "handshaking" protocols whereby users at both ends of the line periodically 
verIfy the IdentIty of each other wIth a predetermined dialogut'l. It is an essential characteristic 
that the SSS include facilities for the consistent and authenticated identification of its users and 
resources. 

• Surveillance is the characteristic of software security contributing to the goal of threat 
detection; specifically, it involves: 

Detec~io~ o~ security related events (system behavio1' which constitutes or precipitates 
securIty mCldents or attempted violations), 

Collection, recording, reduction,and analysis of data regarding the above detections in 
ordder to invoke a procedure to compensate for or remedy the attem,pted security violations, 
an 
Generation of reports for security personnel review and, if 'possible, damage assessment. 

. The principl.e of s'urveilIanc,e acknowledges the probability that threat prevention measures 
a,s .mcorporated mto the S~S wlll eventually be sUbverted either intentionally or accidentally. 
lhl~ ~ay :esult from a desIgn or procedural "breakdown" and not necessarily because of any 
m~l~c1.~us mtent. Th~ fact remains that a quick, reliable, and consistent reaction is required to 
minImIze any potential adverse impact. Some specific capabilities supporting the surveillance of 
a software security system would include: 

Security audit log 
Real time detection and administration and attempted security violations 
Facilities for the certification and auditing of software security system integrity. 

It should be noted that although surveillance is primarily a detection characteristic, the 
~ete existence of this capability should serve as a psychological de~errent to the potential 
Intruder, 

Does Your Data Processing Organization Require Software Security? 

It. h,as already been noted that the operating system software is uniquely capable of 
autho:l~Ing access to the large number of resources within a computer system. In addition, its 
capa~lht¥ of acting as an automated, real-time security monitor cannot economically be 
duphcated manually. However, the decision to use software security depends on answers to 
the following questions: 

c' 
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• What is the cost and effectiveness of the software ~ecurity system as a function of the 
kinds of logging and security options required? . .. 

• Will software security help your organization satisfy its legal and socIal Obltg~tlO~S? 
'" Do your other administrative and technological safeguards afford the orgamzation 

sufficient protection? ' 

The answer to questions,two and three lie outside the realm of t:chnology, ~nd should be 
addressed by management in general including the data processmg exe.cutlve. The first 
question on the other hand, requires the investigation of softwar: ,securIty syst~ms. !he 
following pages should aid the data processing manager by descrlbmg the consIderatIons 

involved in evaluating these systems. 

Wha~ Criteria Should be Used to Eval~ate a Softwar~ Security System? 
( . 

'A software securi~~:,system may be evaluated from two viewpoints. Its ca~a~i1ities may.be 
compared with an operating system not containing many safeguards (the .tradltIonal opera~mg 
system), or with another software security system. As a result, the ~omparIson must .be ~easlb~e 
through a wide range of protection' capabilities: Th~ data pro~essmg mana~er reVle,;mg th~s 
section should focus attention on his particular situatlOn by relatmg ~he mat~rlal presemed to hIS 
current operating system versus the software security system(s) bemg consld~red: If more than 
one software security system is under consideration, the problem of eval~atIon IS twofold; he 
must now also compare software security system versus software securIty system. 

It is convenient to analyze the requirements of a software security system within a fra~e­
work of Evaluation Criteria. These criteria should provide a practical tool for dat~ pr?cessmg 

. nagers who may want to evaluate alternative software security systems. These criterIa should 
rna d . . t 
also provide guidelines for manufacturers intereste P1 user reqUlremen s. 
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For the purpose of this discussion, eleven criteria have been identified: 

(1) Performance 
-(2) Maintainability 
(3) Administrative Procedural Support Required 
(4) Impact on 'User Application 
(5) Impact on Operating Systems and Subsystems 
(6) Ease of Implementation 
(7) Ease of Use 
(8) Functional Capabilities 
(9) Flexibility 

(10) Education Requirements 
(11) Cost Considerations 

The following pages describe some of the considerations and requirements comprising 

each criterion. 

• Performance 

The impact of software security on system performance is a legitimate concern. The 
installation striving to meet the processing demands of its users must weigh the value of 
software protection features against the anticipated impact on existing levels of service. The 
ability!o identify and m~asure the impact of software security features on existing performance 
levels IS paramount to Its acceptance. What then are your major areas of concern related to 
evaluating the performance impact of software security systems? 

Most software performance concerns can be found to fall into one of the following 
categories: 

Functional certification 
Software reliability 
System degradation 

Functional certification is the assurance that the software will perform its intended 
function. 

It stands to reason that the absence of logically correct software is itself a potential threat 
to the integrity of the protecticJll mechanism. After all, how much protection do defective 
seat belts a~d brakes provide a passenger riding in an automobile? The complexity of com­
puter op~ratm~ system so~ware today makes it difficult to achieve 100% logical correctness, 
but the mcluslon of securIty safeguards as a major design objective amplifies the require­
ment for this kind of accuracy. A fair measure of the software system's functional completeness 
can be determined from: 

Reviewing the amount of maintenance activity re.ported to date by installations using the 
same software. . 

Functional Benchmarks of specific security features. 
The eventual use of .automated certification packages (though the _ state of the art still 

requires additional research and development).· . . 

Software reliability is the probability that the software will perform its. intended functions 
for a specified time interval under stated <!onditions. If the software system does not perform 
consistently. and without failure, throughput can be seriously reduced. How does software 
security improve reliability? 

Software designed with the goal of preserving its own integrity at all times will make a 
positive contribution to more reliable levels of performance. . 
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d . se 
Controlled access of critical operating system resourc~s from .unauthorize or exceSSive u 
will reduce the possibilities of accidental or intentIonal faIlure. _ 

. " ~ . d within the architecture of the operating system will introduce 
IsolatlOn techmques use d t . t" dying" when failures do occur. 
a degree of "soft failure" as oppose 0 JUS 

• '11 by the software of its own status should detect penetration of Real-tIme survel ance 
system integrity before excessive damage can be done. 

t 's lack of reli~tH.ty. The interchangeable 
?ther factors can contribute to ~ft~are ~sd ~: widely var~t;{g:i~s!allation requirements 

buildmg block approach of system so . ~~e nee l' The instaUation'£nd operation of complex 
introduces a high probability of potentla

d 
uman ~rro . high level of project control and systems 

computer operating. sy~~em sf°ftwahre tOt ay r~~u~repsr:duct of many activities, including: 
assurance. The rehablhty 0 suc sys ems 
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Functional certification 
Sufficient education and training 
Adequate documentation 
Proper planning 
Thorough testing 
Controlled implementation 
Detailed operating standards and procedures 
Accurate and timely maintenance 

. . d a concentration of responsibility for 
Controlling access to cntlcal data sets pro u~~:es the identification and classification of 

software systems maintenance. Controlled a~cests r~q d access and data set identification results 
each data set including its content and use. d on r~ '~ut s to a wider level of understanding. 
in better documentation of the system an con 1'1 e 

, "'. . tem reliability is inaccurate maintenance. A central-
Another source ~f .poor software sys t I enforced by controlled access provisions of the 

ized maintenance actIVIty and change con 1'0 d . the quality of maintenance and 
~oftware b addition to administrative .standar s can Improve 
thus the reli~bi1ity of the software system's performance. . 

., . . . 1 i I t mana ement in determining the level of software 
Two statlshcal1~dlcato:s are he ~ u to bI' h': standards of reliability for an installation: 

system reliability bemg achieved and m es a IS 1 g 

Mean Time Between Failure (MTBF) = 

Mean Time Between Recovery (MTBR) = 

Elapsed Time of System Availability 
Number of Software Failures 

Accumulated Downtime Between System 
Failure and System Start 

Number of Software Failures 

Objective analysis of software reliability data from other installations can be a helpful tool in 
evaluating software security performance. Recognize, however, that reliability is a function of 
hUman and installation - related factors as well as the design of the software system. 
Therefore, caution should be used in comparing MTBF and MTBR of one installation with 
another. These indicators may be more helpful in comparing software systems within an 
installation and in tracking the ongoing performance on an installed system. 

Software systems can generally be expected to prove more reliable than their counterparts 
of the past decade. Historically, performance has been far below even a resonable expectation, 
but recently there have been predictions indicating a turn for the better. Asone IBM spokesman 
speculated: 

The programmer of the next generation will not only produce less than one error per 
year, but he will also remember evelY error that he has made during his career. 

IEEE Symposium, DATAMATION, 
Volume 19, Number 10, pg. 119, October, 1973. 

Estimates of one error per 10,000 lines of code are not out of bounds considering the 
potential impact of software security effectiveness. 

System degradation is a measure of adverse operating performance as compared to some 
previously achieved installation standard. Adverse operating performance is manifested by the 
decrease in job turnaround time, system throughput and teleprocessing response times. It 
appears logical to surmise that an SSS which performs more functions than the installation's 
current system inherently uses more system resources per unit of user tasks processed. The 
amount of extra resources required produces a degree of system degradation. The level of 
degradation is either directly or indirectly dependent on the system design. In some instances it 
may be possible through a system specification analysis to determine that one system will 
perform more efficiently than another - but this is usually not enough. Quantitative estimates 
must be obtained from one or more of four possible sources: 

(1) Performance Records - Other installations using the software security system may 
have performance data available based on actual production experience. 

(2) Benchmarking ~ By taking a well-defined productiotl jobstream (benchmark 
jobstream) to a similarly configured data center opei'ating the software security system, 
performance data can be gathered. 

(3) Vendor estimates - The software security system vendor should provide estimates 
of increased resource utilization (CPU, I/O components) for various software security 
functions (e.g., authorization and data sanitization). 

(4) Delphi Technique Estimates - This technique, as described in Appendix D, may be 
used to estimate levels of degradation through a poll of knowledgeable individuals. 

After estimating the system degradation of a particular SSS, the installatioll .. shotlld 
determine if its impact falls within acceptable boundaries relative to the secul'ity service 
provided. If so, another concern remains - isolation of the impact. Specifically: 
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d' . t? What points in the processing cycle does degra ation Impac . 

Does degradation occur as system overhead? 

Is degradation absorbed by all user jobs to be subse9:uently paid for by all users? 

Is degradation absorbed by only those user jobs requiring security services? 

. . d f m a erformance study utilizing hardware 
The answers to these questions may behobtam; f :~uch ~ user study can be avoided through 
or software monitor tools. Hopefully, t e nee 0 . 

appropriate SSS vendor documentation addressing these Issues. 

Impact should be felt b~ only th.ose use:s requiri~g spe~~~ns:~~ri~Yb:::V!c:~'t~~:~~~:~~~: 
should have accountingroutmes which ~omt~r/ec~r~t~~~ion so th~t the installation's billing 
task. ,These routi~es would th~n store escnph~:: I~e~vices which are not specific should .be 
algorithm could lllclude secunty charges. TIt i tegrity and isolation 

'h ad Consider for ex amp e, sys em n 
accounted for as system. ovet: e. .' . '. hould ex ect to be part of the service offered 
functions. These are funchons which every uset: s . tion~s users would probably be surprised 
by the operating system. In fact, many of yo~r organ~za 
to find that they do not have this protechon now. 

A study was conducted by the Project :~ ~eter~line :h::;~r~~~~~~~~a~:~r~!~t!:e c~~~~~ 
by a prototype SSS. Future system~ shou ~ve Im:r r:sults of this study are included as 
findings. Jhe environment, techmques use , an 
Appendix E. 

• Maintainability 

. tern software today is a large scale operation 
The support of computer operatlllg sy~ rganization The nature of such support requiting a major commitment of re~ources y your 0 • 

involves a cycle of activities, inclUding: 

Planning 
Education 

. Generation 
Implementation 
Operation 
Maintenance 

. . d t . port in each of these areas is important 
,1he ability to provide and mallltal~, a eq~ao: t~; com uter operation. You must be con-

and generally affects the over~l1f1effec~~~nes aintalnabili~ of a software security system and cerned with factors that could In uence; em. 
thus impact the effectiveness of your computer operatIons. 

. t· . lly a combined effort on the part of both 
The support oftoday's softwaresy.stems ~s YPlct xity of the system usually dictates this 

vendor and inhol1.se personn~1. Th(~ s~ze ~ ~o~~c:rity on both of these groups must be requirement. Therefoi'e, the Impal.::t 0 so ware 
.' considered. 

t'. -

Three basic concerns of the maintainability of software security exists. They are: 

Changes in the amount and type of support required 

Upholding maintenance integrity 

Impact on software support productivity and activity 

The information systems executive responsible for budgeting, staffing, &nd education of 
the software support function must be concerned with any change in the amount and type of 
support required to maintain the software security system. Some appropriate questions that can 
be used to assess yoUi' situation are: 

Will there be an increase in the amount of support required with the software security system? 

Will such an increase affect in-house staffing levels? Vendor staffing levels: 

Will an increase in the amount of required support affect in-house staffing levels? 
Vendor staffing levels? 

Must additional vendor related support be located at your installation? 

Will there be a change in the degree or type of support or expertise required for the 
software security system? 

The major provisions of software security should not drastically alter the activities of 
people currently engaged in the support function. Software security, as with any new feature 
of the operating system, must be supported and included in all plans surrounding the recon­
figuration of the system unless you are willing to risk rendering security provisions impotent. 

The realization that the software will occasionally fail (because of design flaws, programing 
errors, etc.) requires the development of a mechanism for the accurate and expedient applica­
tion of fixes to the system. You should be concerned with the impact of§oftware security 
provisions on the ability to perform maintenance on the system. Also, you must consid~r the 
impact of maintenance on the integrity of the security features. Consider the following que~tions 
i'elating to maintenance integrity of the software security systems: '1" 

Will pl'oblem reporting/resolutionprocedures be affected? 

Do problems dealing with security functions require special handling? 

Do specific maintenance tools generate security exposures? . 

Careful consideration should be given to the existing user/vendor problem reporting! 
resolution procedures. Consider the impact of publicizing a known problem with a security 
feature to aU users of the system. No installation would want the outright advertisement of a 
security "loophole", particularly within the service bureau environment with many users at 
remote terminals. The awareness of a "loophole" at one installation would also represent an 
exposure to another. Tighter controls over who receives information of this type will be required 
to minimize the potential adverse consequences. 
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Also consider the exposure in the Program Temporary Fix (PTF) transmission procedures. 

Are you sure the PTF has been delivered from the correct vendor source point? 

Has the PTF been susceptible to interception and/or modification enroute to your 

installation? 

Who receives the PTF at your i'llstallation? 

Current transmission procedures must be modified in order to maintain the intergrity of PTFs. 

Once the solution to a problem is known, the application of the fix itself may be a problem. 
Assuming security features are somehow certified as corr~~ct upon initial installation of the 

system: . 

What procedures should be established for their recertific:ation after a fix has been applied? 

With the high amount of maintenance being performed on present software systems, is it 
practical to expect recertification after every fix? 

Certification of software security system maintenance activity clearly requires each 
installation to evaluate for itself the advantages and disadvantages of such a process. Some of 
the variables involved in this analysis are: the certification tools available; the amount of 
maintenance activity; the induced slow down of the support fUflction; and the degree of risks 
involved (e.g., the integrity of personnel assigned to the application of fixes.) 

The adoption of software security system provisions in general will have a sobering effect 
on the software maintenance support function. The overhead r:equired to control critical system 
data sets will be felt by support p,ersonne1 and initially, at least, resented by them. The assign­
ment of access rights by typeWlll have the.effect of controlling their activities. Access 
capabilities that heretofore have been unrestrained and unchecked will be assigned on a "need-

to know" basis only. . 

While it is not the purpose of software security systems to impede the progress of the 
support function, the controlling influence does have the potential for introducing both 
psychological and operational bottlenecks. The syste1l1 programmer who wants to allocate a new 
system data set requiring protection, does not enjo;y"being inconvenienced by authorization 
pru.cedures. Changing the behavior and attitudes of all personnel affected by the software 
security system is the key to its success. The motivation of software support personnel to work 
withUle software security system rather than against it will be a primary factor affecting its 
maintainability .An adequate education program is crucial in establishing this motivation. 
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Up until this point, system access considerations ha 1'; . 'I' 

in general; however, ve app t~d to all mamtenance personnel 

What specific requirements exist to assure effective, yet controlled vendor S}!;~:~ort? 

The Programming Systems Representative (PSR) t h tai~ing the vendor diagnostic aids. Special consideraf
mus .av~ acce.ss to t~ose. li~rarie~ con-

WhICh allows the on-site PSR to form a CPU t CPUIoh
ns 

eXIst If a dIagnostic atd IS avaIlable 
specialist assistance: 0 ookup for remotely-based component 

~~e::::Je b~~t~;~ur(aDnaCteathat datal requibred for deb'll:gging will not be removed from 
. remova can e controlled at th I I . b . . 

security measures such as locked doors and guards.) e oca SIte y phYSIcal 

In a CPU to CPU environm tit h k . lId en, w 1a c ec wIll be made on the remote CPU? Will the 
:~~ :e~p~ :~;lo~~e c~nnet~t tOr the remote support CPU, or will contact be made 

no er oca IOn or the purpose of obtaining sensitive user data? 

. The SSS will inhibit hardware maintenance . 1 f ' 
functions unless plans are made to allow acces t Pttso~ned rom executmg their assigned 
nel must be given access to not onl defin d s 0 sys em ar ware components. These person­
but also to the vendordiagnostic li~raries.\h?st~m ;eso~rces s.uch as term.inals or printers, 
Impact on system '~iown time". s SI ua Ion IS crucial because It has a potential 

• Administrati~e Procedural Support 

~uccesstu~~~i~~~~~:i::;:~~:~e p:~!~~:;~ ;~~~~~~r:l ~~::,g~n o~::velopment, is r:quired to 
mstallatlOn procedures are not merely ad' bl y 1 Y cases, l1ew,Ot changed ; . . '. '. eSlra e comp emel,t to the sy t tl 
:;d",ry .t~ at:ct~mphs9. the overall goal of installation security. Therefore t~:~~g:::: ::elenveecleosf-
0 .. mlms ra lVe procedural supp rt 'd h Id ' v 
capabilities of a software securi~ SyrS~;~~e s ou be considered when evaluating the 

Pr~cedural requir.ements ~ill vary between systems . and also within a . 

~~~;~f{~~r~~~~e ~~~~~~~~~~c~~~s ::e~. Ideadll~: the /syste~ will require minimu~v~~o~:~~~.~ ,<.: '.. s y use man securIty" interfaces. 

syste~~a~~~~~I~~P:~I:~~r~r~~~~tu~:sd:~;loped to implement and operate a software security 

G~theri~g ~ser reso~rcc prote'ction requirements 
Dissemlllatlllg user passwords 
Auditi~g the software security system 
Acces~lllg system libra1'ies for updating capabilities 
HandlIng attempted violations of security 
Han~1ing specially labeled output 
Backlllg up confidential or critical data 
Operat~n~ the instalIation on off shifts (second, third, holidays) 
AuthQrlzlllg system access to vendor, hardware, software and maintenance personnel. 
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This list, although not exhaustive, should provide a gu~de for the type of procedures. 
required. While it may be difficult to determine the complexity and level of support required for 
substantive procedures, the experience of'other installations should provide, a helpful reference. 

Project SAFE has found it desirable to incorporate the software system related procedure5 
and responsibilities into a single manual (Recommended Security Practices) which includes ali 
procedures necessary to' achieve a .secured automated facility. Most of these procedures have 
been tested successfully at the Management Information Division. This document should serve 
as a useful reference. 

• Impact on User Applications 

For the most part, a SSS should be transparent to the user and his applications. 
However, since few existing applications have been designed/coded with security in mind, 
problems will undoubtedly surface' during conversion. Although subtle inconsistencies may 
unexpectedly arise, the areas most probably impacted include: 

Integrity 
Job Control Language 
Field/Record Level Security 
Volume Control 

Integrity - Integrity problems generally may be avoided by following coding standards 
recommended in the operating system documentation. Problems arise wheil a programmer 
attempts to short-cut system-provided user functions or to execute a function that was designed 
to be used solely by the operating system (e.g., modification of system control blocks, 
attempting to run as a system task, execution of privileged operations or macro inst1'Uctions, 
etc.) 

The number of integrity problems that an installation can expect to ~ncounter during 
installation of a SSS is directly proportional to the numbet of integrity "fixes" in that sy.~teri1. 
The vendor should supply a list of newly protected areas. An analysis of this list considering the 
functions required by your applications, should reveal the areas of greatest potef\tial impact. 
Unfortunately, in many cases the existence of a new problem depends on the coding method 
used and cannot be detected by reviewing the application design documentati,on. Paradoxically, 
the more intelligent and ingenious the prog~'ammer, the more likely generated code will 
contain some type of integrity violation. Since most integrity problems cannot be predicted, the 
DP manager should compare the number of integrity "fixes" in the SSS with the software 
functions required by a given application and the degree of system I, savvy" acquired by his 
application programmers. 

Job Control tanguage - Although the SSS will perform most of its functions automatically, 
the user may be given the option to make specific requests within his job control language. 
These requests will be made through the addition of new parameters 01' key words within the 
language. An example of a potential request might be the capability to perform a sanitization 
operation upon data set deletion. Another language consideration is the likelihood that it will 
contain a job identification capability such as a password. Any additional language requirement 
can be previously identified by scanning the list of new parameters/keywords in the SSS 
documentation. 

I
, 

, 
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'.:, Field/..~~Cbrd Level Security - To take ad at' 
\;1"'I'Y~thin a SS'S, the application must satisfy cev.tn. age of ~ field/record level security capability 

!;'i~\~I'" I am reqUIrements: 

It must contain a data dictionary definition techni u . . . . 
every access to a logical block of data is mad th.q e m accessmg data wlthm files. Thus, 
key. e rough the usage of a pre-defined name or 

The appIi.cation must contain an interface to th "'c 
authorization. e security mecha~isrn to perform 

It must have the ability to terminate l' t . 
record the event. eques s causing field/record level violations and 

Design incompatabilities between the SSS and . 
immediately taking advantage of the SSS int rfprogr~tmhs may pr~vent an application from 

e ace WI out a codmg change. 

Volume Control - Since the SSS ma' , .. 
subject to specific problems if one of his v~l~;:::~~e \~OlU?le defillltlOn capability, the user is 
nent I/O errors. While it may be necessary t' . lSI el tehr ost, damaged or encounters perma-

. • 0 rep ace e volume the us . 
option to simply use a temporary volume thr h '" " er may not have the 
SSS restriction requites that the temporary vo~~g ~n appr?prl~te Job control deck change. This 
avoid bypassing data set control The user ~e t~ pr;vI0us y defined before the job is run to 
either: . mus, ereJ.ore, plan for events of this nature by 

Establishing procedures with Security Office personnel 
prooedures, or by to effect immediate definition 

Previously establishing a pool of volumes to be used d·' 'h . utlng suc emergencies. 

prop~rthn~:!:~~~t~om;~'l:~:;~~ ~ao%!~~: ~~~~:~nt~:~~~: and should be documented in the 

Bypass Label Processing (BLP) cannot be used f1'eely if volum 1 " e access contra IS necessary. 

V Qlume contamination control allows both 
ocCUr on designated volumes onl Th permanent and temporary data set allocation to 
criteria established by installati~~ m e vOlumes

t 
m~st be ~eslgn~te~ in advance through 

definitions. anagemen. ontrol IS ma1l1ta1l1ed through profile 

Utility functions available with . t . 
SSS in order to preserve secU~i~;~en operatmg systems may be somewhat limited in the 

Macro statements may be available which the. " . 
(e.g., header/classification labeling technique ~~~g;:~:~ ~:~p~~. wlthm hiS p1'ograms 

d
All, user restr~ctions and selective capabilities within the SSS should b d 

ven or m a consohdated manner (e g SSS ' . e ocumented by the 
existing and future applications i~ li~~~ of th~:e~osc~~~~~~J;:. should evaluate the deSign of 
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• Impact on Operating System and Sub~systems . 
ca able of being installed wIth ma?y 

A software security s.ystem (SSS) S?OUI~e~~ine ~h~ extent to which softw~re se~unty 
different functions. The functiOns sel~cted wb1ll dteems The selection of these functIons WIll be 

. f ystem and Its su ~sys. '. 
",ill im~act an opera mg

d
s f a particular environment. 

determlll€!Q by the nee. 0 

Specifically, the considerations involved include: 
as an integral part of the operating system. 

Patched~in security versus security 

Control of utility functions. 

Consistency and compatibility with sub~systems. 

. . inte rated SSS has security concepts design~d 
Patched~in Versus Integral S~cur.ity - ~~~ In t~is type of system, mo~t of the security 

into the operating syste~ from Its ~n~e~~all extended part of the operatmg system. 
functions operate as an mtegral an g Y . added 

. . ne in which security functIons have b.een 
A patched~in software secunty system 1S

b 
0 fi alized with the intent of plugg111g kn?wn 

after the system design specificati~ns h1avte
h

. e~np::f system many of the security functIons 
dd' ecurity functIon .. n IS Y , 

exposures or a mg s . f the operating system Uself. . 
operate as tasks. separate rom 

. is that the security function is not being 
The most serious flaw in a patched-m syste:a convenience mechanism. For example, th.e 

handled by a logical system task but !athe; th~~~gpoint a security check might be added. :?IS 
. . fi . t analyzed to determme a w . t hich never made a provisIon 

Je~ti::~~S ~~sed on the design of the origina~i~f:Ja~7! sr~i=~y;e of approach range from 
for the insertion. The disadvantage~ aSflso This general technique through its very nature 

d t ill ical processmg ow. 
increased overhea o. o~ d d unanticipated exposures. 
is prone to both antlcipa e an . 

atched-in security system and an mt~gral 
In analyzing the inherent differences bet~eenit~ ~ 
't system you must also be CO}1cerne w . secutl y , 

1: SSS as an operating system extension as 
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How difficult would it be to suppor an. s stem? 
d t an integral part of the operatmg y . 

compare 0 • . 

. of installation time, support and ma1Utam~ 
This point should be addressed 111 terms '. post system generation installa-
ability. A patched-in sec~ri~y feat.ure wO~~S~i~lr~me. Support and maintainability 
tion rather than automatIc mcluSIOn a~ Why is this the case? Suppose a problem 
should be simpler in the i~tegrated sy~.e~·the user cannot isolate, but the probl~m 
occurs within a patched-m ~yste~ w ;~is situation is quite possible since security 
appears to be due to secm:1t1 COt ~e operating system's processing. To whom does 
functions are executed throug ou 

.~ \ 

! : 

., 
he send the problem report? Even ifthe same vendor has supplied both the operating 
system and the security functions, additional time may be consumed in determining 
which jnternat maintenance group should resolve the problem. 

Are there significant overhead differences between the two types of systems? 

Again, installation time, support and maintainability ,aryl important factors in 
determining the cost differences, but the key factor should be system degradation. 
Most patch-in security systems will generate additional load modules. The overhead 
involved in transfer of control to such additional 'modules must be considered. 

Software security functions should most definitely be an integral part of the operating 
system. As noted by Anderson in a Computer Security Technology Planning Study for the 
Air Force: 

The issue of computer security is one of completeness rather than degree, and a 
complete system will provide all of the controls necessary for a mixture of all securityr 
levels on a single system. It is the notion of completeness that compels one to take thiJ 
position that security must be designed into systems at their inception. . . Unless 
security is designed into a system from its inception, there is little chance that it can be 
made secure by retrofit. 

Utility Functions - The utilities supplied by the operating system are vital to the users of 
that operating system. Certain restrictions should be imposed on user type utilities, however, 
to maintain the integrity of the security system, They should not be allowed to function any 
differently than that of a user written program. By applying this restriction, the users will be 
able to use the utility functions in their problem programs without possibly violating security. 
Utilities that can be used to circumvent security safeguards should be maintained as system 
utilities with limited accessability. 

Sub-systems - Sub-systems should be provided with the same levels of security as that 
incorporated into the opel'ating system which controls batch job processing. This means that the 
five fundamental SSS characteristics should apply to sub-system design as well. Such a 
provision allows for consistency and compatability throughout the entire complex system. 

Just as important as providing functional capability is the quality of providing standard 
interfaces wherever possible. Thus, various sub-systems will interface using an identical set of 
specifications, This interface could be provided through the use of macros, supervisor calls 
(SVCs) or' a front-end processor to invoke the security functions. 

Sub-system software should be easily modifiable with minimal changes, to avoid altering or 
degl'ading the intended function of the sub-system. To maintain a high standard of reliability in 
sub-systems, you must avoid making detailed changes to mainline code in an attempt to support 
the security function. This is not to say that sub-system vendors should anticipate specific 
security functions, but to ensure that sub-systems are modular in design to enhance adaptability 
to the security system. 
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The standard interfaces will be used to transport security related data from the sUb-systems 
to the security function and.back again. Thus, both the operating system security function and 
the sUb-system are performing security related tasks. To maintain conSistency throughout the 
system, it is important that the sub-systems perform a minimal degree of security. Therefore, 
the sUb-systems should primarily be responsible for: 

Gathering sufficient information surrounding requested resource usage and user 
identification, and 

Assisting the SSS in handling attempted violations. 

Each sub-system must accommodate these requirements according to individual installa­
tion security needs. A discussion of detailed considerations pertaining to some specific 
sub-systems follows. 

Remote Job ,Entry (RJE) Systems - RJE poses special problems in the attempt to 
maintain security. 

Is there an adequate procedure to identify/authenticate the RJE user? 

Should this procedure be periodically repeated or executed only upon initial 
sign-on? 

How should attempted sign-on violations be handled? 

How should attempted violations during job execution be handled? (Possibilities 
include disabling the terminal, withholding job output, delaying notification to 
user of job status, etc.) 

Is job routing over RJE lines strictly controlled? 

You should be aware oHhe capabilities of the SSS and how,they match your RJE require~ 
ments. You should decide for your pat1icular environment,what restrictions should be enforced 
in order to maintain security. 

Teleprocessing (TP) ,,- A teleprocessing system is a col1~ction of terminals that use 
communication lines to access the facilities of the computer through the use of pre-programmed 
transaction This type of system is prone to users tampering with the syst.em in an attempt to 
break its security. Isolation is a primary problem in a TP system, because the distance factor 
involved makes it v61y?ifficult to control the user of a terminal. In order to physically control the 
activities of TP system users, you must have tight controls ove.r access to the system. When 
evaluating the protection capabilities of a TP system, you should answer the fonowing 
questions: 

(I 

":r .• : 

1< . 

How is identification and authentication h I 
cedures adequate for your system? and ed for users of a TP network? Are the pro-

Can defined terminal accesses be restricted to time-of-day? 

ShOUld defined terminals be automatically signed-off ft . 
a er an extended perIod of inactivity? 

In c~ses of attempted violations, can the 
terml11aIluser? network always identify the responsible 

How shOUld attempted sign-on violations be handled? 

How shOUld attempted processing violations be handled? 

How effectively does the TP sub-s stem re . rn ••• 

language (isolation by context)? y strIct 1 P user capabIlItIes through high level 

Is selective terminal buffer sanitization a capability? 

In the event certain hardcopy ter1l1i~als do .' '" 
TP network overwrite user accountin / d not pr?vlde a ~rl11t l11hlbit feature, does the 

g co eword l11formatIon? 
Timesharing Systems (TSS) - A tim h . 

a terminal on a timesharing system is ~: :~~g :rstem (TSS).differs from a TP system in that 
programs under the control 'Of a single s' p _ . 1" progra~ml11g and executing a variety of 
range of extensive capabilities and thus Ign ont ImesharIng systems typically offer a wide 
security. presen a great potential threat to data and system 

. ~11 of th~ considerations mentioned in the TP section '. . . 
addItIonal prImary areas of concer h . . also apply to the TSS; There are two . n, owever: 

The increased flexibility ofthe command Ian u 
the TP system - does the TSS access th SS~' a:e ~ver th~ p:eprogrammed transactions of 

. e 111 er aces wlthl11 the various TSS commands? 

Swapping of main storage among TSS users - does the . . . 
access by a subsequent user? A . TSS samtIze mall1 storllge prior to 
TSS region? . re user maIn storage boundaries observed within the 

Data Base Systems - In an attem t t r·. . 
b~c~me a common practice throughout ~om 0 u~~~l:~at~ re~~~dant data, file consolidation has 

thIS 111creased sharing, integrated data base ~nd fil formatIOn system applications. Because of 
to controlmuItiple users of 'the same infor f eT~.anagement systems need the capability 
levels of ,~ecurity: rna Ion. IS control potentially can involve three 

File Security 
Record Security 
Field Security 
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In order to provide the necessary detailed level of control over an integrated data base, the 

subsystem must perform certain functions: 

r 
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It must use a data dictionary 
It must allow access only through dictionary terms 
It should handle attempted violations in a manner suitable to the installation. 

This detailed level, of control will probably induce a high degree of overhead. It is 

mandatory that techniques be developed to minimize this overhead. 

• Ease of Implementation 

The SSS must be designed with ill!plementation considerations in mind. To evaluate 

the SSS, you must consider the following questions: 

What does the SSS include that wlll ease the implementation for the following groups in 

your organization? 

Management 
Security Office 
Software Staff 
Operations Staff 
Users 

What support will the SSS vendor technicians provide to ease the implementation? 

A well designed SSS should possess the following characteristics which will assure the 
smoothest conversion possible for the following groUpS in the organization: 

Management _ The SSS vendor should provide management with an overview of the 
information required for planning the conversion, illstallation and operation of the SSS. 
This documentation should include data concerning the degradation caused by the 
additional functions of the SSS and the estimated manpower requirements to install and 
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operate the SSS. . • 

Security Office _ Presently, most security offices are concerned only with physical 
security. The advent of the SSS means additional responsibilities will be required of the 
security office. The security office will now be involved with the organization'S computer 
and data ftles. Of particular concern, is the initial establishment of the security profile. To 
enable the security office to perform these new tasks, the vendor must provide complete 
documentation on the functions of the SSS and their use. Since this information is new to 
the security office staff, the vendor must provide the required information in a precise and 

complete fashion. 

Software Staff - The softw . explains: are staff wIll require complet '.c • e Inl0rmatlOn on the SSS which 

, How to select required security options. 

The system generation process. 

How to plan and allocate space for th~ profile data sets. 

How to plan and allocate space for the audit trail data t 
Wh se s. 

at changes, if any, must be mad t e 0 catalogued procedures. 

What changes must be made parameters. to the standard regi . 011 size or other system 

How to tune the SSS t o perform efficiently. 

Problem determin f . a Ion aids to decrease problem resolution time. 

In addition to documentation th modifications such a '. e software staff will require exits th t 
defined and controII:d a~count.ldng routines and librarian systems Th

a 
can?e used for local 

o aVOI potential compromises of 't' es~ eXits must be well . sys em securIty. 

Operations Staff - The operat' following information: Ions staff must have documentation whl'ch supplies the 

What hardwar . . e support IS required by the SSS? 

What configuration chan e . utilization? g s are necessary ,due to additional data s t , . . , " " e s or space 

What amount of test d' . an conversion compute!? time '11 b . WI e reqlpred? 

Users - For the users ofthe SSS s' . ' 
burden of implementation. For 'e:aV~rp~~ltems could be provided that would ease the 

, preprocessors and temporary b A ypasses. 

preprocessor which would scan th . atte~pting to run test or production C:UII:stallation's pro?rams or Jct before 
conflicts between the programs JCL d t1

rove 
to be an Invaluable tool to find 

used to aid in the definition a~d u an
f 

e SSS. The JCL scan could also be 
se 0 resources. 

Bypasses could serve as a re 1 ?ypasses, which allow the SSS fo~~e~~nt for ?repl'ocessors in the SSS. These 
Job, would notbe as desirable as age conflicts but not terminate the running 
the problems in lieu of correctin:~~~:~essor because users will tend to ignore 
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If, however, the SSS does not provide either preprocessors or bypasses, two computer 
systems may be required for the conversion to the SSS. The SSS could then be instalkld on the 
first system with the other used for unconverted jobs or for jobs within which conflicts appear 
after entering production on the SSS. Once tpe SSS enters production on both machines, there 
will be no bypasses for ul!converted jobs. This will tend to force the users to "clean up" their 
application systems. 

To answer the second question, you must first evaluate your present installation. If you 
presently require vendor support, at least the same amount of support will be required for the 
SSS. If your installation presently requires little vendor support, other than education, no 
additional operational support should be required. However, some vendor support during the 
planning and implementation phases could prove invaluable. 

The SSS should not prove to be more difficult to implement than any other operating 
system. It will take longer, however, due to the extra functions that will be implemented. 

• Ease of Use 

The implementation of a software security system provides the installation with its 
initial exposure to the operation and working concepts of software security techniques. An 
important factor in analyzing systems is determining how these concepts have been designed 
from the standpoint of ease-of-use. This criterion should be of even greater importance than 
ease-of-implementation since security use and maintenance is an on-going effort affecting the 
entire installation. The DP manager should be aware of the types of system functions which he 
can investigate from a usability standpoint. This can be done by considering the installation 
organizational interfaces to the system. .. 

Security Office - The Security Office has the responsibility for maintaining system security 
at the level prescribed by management. The software security system will provide this office 
with facilities to achieve this goal. Are these facilities easy to use? 

One necessary capability is that of real-time access to the security profile(s). This access 
will most likely be given through a unique command language which has the ability to build, 
update and list the contents of the profile upon request. There are specific items with which one 
must be aware when determining the usability of such a language. This command language 
should: 

Be syntactically consistent and as brief as possible. 

Have a full as well as an abbreviated free form format (the full form should be self­
descriptive and the abbreviated form should be? used once the user becomes familiar 
with the language.) 

Be capable of manipulating groups of user and resource definitions as well as 
individual item definitions. 

Be capable of creating a "parent" .group from several other groups. 

.J 

, -, . 

Provi~e for items to be easily added to deleted f 
affectIng the group or unrelated ite~s within.rom or changed within groups without 

Allow the user installation to specif lim' 
restrictions caused by SSS d' y. Its of quantity within the profile 'th 

co lllg techlllques. WI no 

Be capable of being entered from a ter' . 
~n~~esl~ass data (card reader, tape ~;~~l I!e~lc~ as well as through a device which 
I en Ica III format. ' " 0 cases, the commands should be 

Have ~ comprehensive reporting capabilit t . 
reportlllg capability should inel d . Y 0 d~splay profile status upon request Th' 
through easy-to-use formatlmacr~ :ta~:mstalltatlOn "formatable" reports produce~ 

en s. 

Allow two or more terminal devices to concurrently access the profile. 

Allow for the replacement of defined 1/0 volu . 
damage to original volumes). mes With ease (in case of permanent 

These considerations relevant to command 1 
anguage usability ate cert . I t 

Another usability issue is that f ,/;t aln y no exhaustive. 
system shOUld.' 0 proJ < e update restrictions. Th 'd r 

e I ea software security 

All~w u11restricted update andlor profile sw' . 
~ctton .would be initiated at the discretiona~rng dUrIn~ production processing. The 
ImpactIng the system. This particular feat :re securIty office without adversely 
ately rather than causing a dependenc ~re a ows changes to be applied immedi-

y ased on production system availability. 
Have the ability to move swa back 
catalogued procedures a~d sy~tem t ui or restore profiles easily through a set of 
commands, if properly designed wOUl~s b s : ~rough security commands. Security 
~he! ~ould be an easy-to-use techni ue an: e etter ap~ro~ch from two standpoints; 
Indlv1dual in JCL procedures. q they would ehmlllate the need to train the 

AlIo,: fo~ the ability to increase the size . 
alterIng Its contents in the event that . o:a1~he. securIty profile data set without 

. . . . . -. . Ins atlon prome requiremerits. change. 
Other usablltty jssues affecting the Sec~rity Office should: . . 

Haye the ability to transfer a profile from on 
acttve User codeword list. . e CPU to another in order to maintain the 

Provide the capability to test new rofiles fo . 
production jobs against the profil~. r accuracy WIthout having to run pseudo 

Provide descriptive diagnostic messa. . . 
categories; software security status ges. DIagnostIC messages faU into two broad 
The status messages pertain to sy:essa1es a,nd attempted violation notifications 
cate~orized into such classifications a en:" ~nctlOn.ing. These messages should b~ 

. reqUIred" with 'the message ID cont s .. In o~matlOn ~l1ly':, "warning" or "action 
should contain complete, and concise ~~~~g t e claSSIficatIon type. The messages 

" . '. 
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. . stics should contain all the data needed by 

The attempted violation notification .dlahgno. 1· t . th~ type of attempted violation and 
. d t . e who IS t e VIO a or, 1 • ; 1 t .' job the security office to e ermm . be hel ful in tracmg the VIO a or, l.e., 

the resources involved. Other Items may p 
name, date and time. 

ro rammers although comprising a small port~on 
System-Programming Staff - Systen;- Pt ~ tion re~uire the most potentially damagmg 

of the total data processing staff of an ms a : f ~ libraries are relatively static, system 
(software) authorizations. Wh:reas :s~~t:;o :; 10fixes, additions or desired changes. 
libraries are constantly, bemg p . 

. necessary updates while maintaining as hlgh a 
Th. SSS must be capable of allowmg such to use control mechanism. The 

e 'bl An SSS must have an easy . d 
degree of protection as POSSl e. b' t d by the degree of control deSire . 
degree of ease necessary should not e Impac e 

considered to restrict the system programming 
Several alternative concep~s should be 

staff's daily authorization reqUlrements. 
" authorization to updata all system 

Alternative [1] All system programmers have 
libraries, 

thorized to update selected libraries as 
l td ogrammers are au 

Alternative [2] Se ec e pr
d 

re responsible for these libraries, 
owners an a 

(
small group) has authorization to update all 

Alternative [3] One programmer or a 
system libraries, 

.' d t all or selected system 
Alternative [4] No one has da~y ~ut~or1~atiOn to t~;o~ary "as required" basis. 

libraries. Authorlzat10n 1S g1ven on a e , 

. 1'0 ressively increased tightening of control. 
These four concepts are characterized by the p fhe programming staff ideally should not 

As tightening increases, ~o~ev.er, the d~pa~i:C~: authorization itself. The progra~mers, tfo; 
increase beyond the restr1ction Impose . Y s t for job submittal (extra passwotds, jO? con 1'0 

ample should have no increased reqUlremen sd hould be required for system mterface 
ex, .) A minimal set of proce ures s 
statements, programs. 
'regardless of the access concept used. . d 

. rofile and core dumping aids.' These alds shoul 
Another area concerns the use of s~curlty Pf needed in a well formatted report so that 

be simple to use, yet provide all the mforma lon 

debugging is easy. 
m im act software testing? As the system 

To what degree does the nature of the syst;e terfa~e special needs will become evident. 
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1 grams for system m ,I. . d r be run as 
programmers deve op new pro f mple . priviledged operatlOn co es, 0 .. b 
These programs may be intended to u~:f ~~~~:, etc.' Testing these types of prog: ams ~.ay f e 
a system task or as a system user eXl u'

t 
t ms Does the SSS supply a speCial faclhty or 

more difficult under various software secun y sys e . 

this need? 

Maintaining current backup cop~~s of the installation's system libraries is one of the most 
critical jobs to be performed. Since ma:q.Y·f~stem libraries are located olJ81~tl$W volumes" the 
ability to dump/restore these volumes teq,~Jres a "blanket coverage" of alL~hHl. within. 'j'his 
situation requires a unique software capability for allowing a restricted type of access to the 
volume. Does this method impact current practices? Does it require additional procedures? 

Another consideration centers around the work involved by the staff in the event the SSS 
must be temporarily backed out. One case in point involves user passwords. Once a software 
security system is in production and users have been using passwords in their jobs, backing out 
to a previous system in order to resolve a problem requires reversion to non-password jobs. To 
avoid this problem, the system programming staff could modify the non-security system to 
ignore the job password. 

Perhaps the most difficult area to assess is that of determining the ease with which system, 
sub-system and application upgrading and maintenance can be performed. Some insight may be 
gained by investigating the SSS complexity of design or by the length of time it takes a system 
programmer to understand its internal processings. 

Operations Staff - The additional functions provided by the SSS places increased demands 
on the operations staff. The degree of demand, however, can be minimized by considering three 
areas of interface: 

Operations must handle a new set of system messages pertaining to various security 
functions - The SSS should have a functionally oriented message routing mechanism 
which limits only necessary security messatds to operation consoles. Definite 
distinctions should be made for messages warranting routing to the Security Office. 
The types of messages that operations should be aware of are only those relating to the 
security task's interface with the system or functions affecting system resources 
(printers, memory, terminals, etc.); as opposed to attempted violation messages. 

The handling of output generated by the system - Every type of output related to the 
security function should be identified by the data processing manager when evaluating 
a system. This output may be user generated with imprinted security ciassifications or 
handling techniques requiring operation staff procedures and routing paths beyond 
those already in existence. On the other hand, output may be security task related 
containing such data as profile printouts or security debugging aid reports. These 
require special handling also. The volume and types of system output will vary among 
software security systems. This has a direct impact on the number of operating 
procedures required. 

The third area of concern applies to those installations in which operations has the 
responsibility for running certain jobsi i.e., accounting runs, backup/restore runs, 
certain lIbrary maintenance tuns, etc. - In these cases, the selected operations 
personnel will be considered as system users and be requited to have passwords. They 
will also be subject to any of the constrain~s that software security places 011 system 
users. . 

.. , 
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Users - From th.e users' ~tandpoint., the S'~~, ("hich is\~i~~est to use is)fh;:15~~~"w~~?1rw·~, 
most transparent to hIm. He will be subjected to some constramts by any SSS, fdt'e~o.iti:ple: 

There will be a requirement for the user to identify himself in a job, and the system 
should provide a simple method to accomplish this. 

Users may be more restricted in the system utility functions which can be used. 

In order to build the security profile, the user may be required to furnish data to the 
security office. The amount of data necessary is dependent on the profile method used. 
It may also depend on the number of steps within jobs. A lengthy job passing 
controlled data from step to step within permanent data sets requires all these data 
sets to be controlled, not just the initial input and final output files. 

The installation which presently condones testing of newly developed application 
programs with production data files may incur yet another impact. Since the personnel 
normally authorized to controlled production data sets are not the application 
programmers, the programmers will no longer have access to them. Thus the need for 
the creation of test data files for all confidential applications in the testing phase 

becomes mandatory. 

The user should have a capability within the SSS to label output. This facility should be 
optional and easy to use, and should contain, if desirable, user requested: 

security classifications on data separator pages 

secu1'ity classifications on the top and bottom of all data pages 

x of y pagination. 

Documentation provided with the SSS by its vendor should state all known user constraints 

so that non-transpal'encies may be resolved in advance. 

Installation Staff Interactions -'The degl'ee of interface necessary betwee11 the secu1'ity 
)"£:~';.~ office, opel'ations, systems programml'll.g and users will vary from one SSS to another. 
" . '.' , ""~lntelfaces require written procedures and consume personnel time. Fewel' interfaces will be 

r~quired if the system routes output directly to the -approp1'iate individuals rather than to an 
intermediate point. (Hardware configuration plays a part here.) The degree of interface also 
depends on the level of centralized autho1'ization to be maintained by the SSS. Authorization 
centralization will be discussed in the section on flexibility. 

S8 

• Functional Capabilities 

Software secul'ity systems, while subject to scrutiny on the basis of other qualities (e.g., 
pelformance, maintainability, etc.), must ultimately be evaluated on their fUnctional 

capabilities. 

.~ , 

...... 

1~~\ 
The.sp~~,~Pc.s!~g~ards incorporated into the 0 er . ' . chatacterlst'~~S"ot~qftware ~J?ul)it~y. It is b th~r .atmg .system eXist to remforO!1},;the conceptual 
able to p~ovid'e;a'vm'met4f,~~rpr~t~1:tjon c;pabilit111Clus~~n that the soft:vare se'&lirity system is 
the functlOnal capabilities of ~t sfr)fj:wite securitv" . y t s e data p~oce~s111g manager evaluating 

, ,:.' :J;;~Ys em, you should aSK the following q t' . '-,'.v~: .. ::' ues Ions. 

Does the software security system cont~t:: h .. . . 
your organization? . n t ose functlOnal capabilities required by 

How effective are th '1 bl . e aval a e functlOnal capabilities? 

To what extent do missing functional ca b'" . 
quired level of software security? pa IItties Jeopardize achievement of the re-

~he process of matching the organization's s . 
functlonal capabilities that are pl'ovided 'th' ofthware secul'lty requ.irements with those 

(l) 'd t'fi . WI m t e software 't 1 en 1 Icatlon of exposures that . t securl y system requires' 
. .. eXIS as a result of th b . 

prOVISIons; and (2) identification of s 'f f' e a sence of software security 
system which will eliminate the kno peCl lC unctlOnal capabilities within the software secUl'ity 

Y
OU" ..' . wn exposures You are re ·bl.c 

r orgamzatlon's vulnerabilities and risks a d·t.' b h' .sponsl e lor the assessment of 
software security should be outlined Id t'fin t~ IS Y t IS actlon that specific requirements for 
add th . en 1 lca Ion of softwar 't 

. ress, ese requirements and ultimately justif th . . 1 .e S:CU1'l y system features which 
WIll reqUlre some knowledge concerning what t / k ell' 1.nc U~lOn IS also your responsibility and 
of a software security system should be evalu t

o 
d ~o f~r 1.n tillS area. The functional capabilities 

the five fundamenta1 characteristics of soft
a 

e. 111 re atl?nship to their specific contribution to 
, ware protectlOn: 

Integrity 
Isolation 
Controlled Access 
Identification 
Surveillance 

As a r~sult of Project Safe's study and work . 
systems, a lIst of specific capabilities is prese t d t With .a prototype of future software se(;mrity 

n e 0 aSSIst you and your staff with your analysis. 

INTEGRITY 

~he cap~~ility to prevent all application 1'0 rams 
ompromls111g the software security system int~grfty. and SUb-systems from 

The capability to reconstruct securit . fil . to IPL. . Y pro 1 es m the event of 1/0 errors without having 

The ~apabiIity to notify thesecurit . ., ' cap~clty of profile reached) on the se~ opera:or of ?tn6r unusua! conditicllns (e.g., 
the system. . Ul'lty profile WIthout damaging Qr int\rrrup~ing 
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ISOLATION 

The ca'lJ~TH}:ity to allow for the ~~-:,~ntra1ization of securitr operator functions. 

. . ";."::~~(~~~ ". t e or tape file after the data The capability to sanitize secj:l.~p)~::{jf~:-dll:e~~;access s orag 
set is deleted. . '. " 

The capability to control the placement of data on a direct access or tape volume. 

h'l 'd nt in main The capability of protecting each user's programs and data, w I e resl e 
storage, from both reading and writing by other users' programs. 

The capability to fetch protect sensitive system data (Le., security kernel). 

The capability to determine what data is needed when a main storage dump is taken 
and give only that portion. 

The capability to maintain a security audit journal separate from all other system log-
ging facilities. . 

The capability to route security messages to specific security consoles. 

The capability to sanitize the buffers on all 1:0 devices. 

The capability to sanitize ail freed main storage. 

The capability to control which devices will be used for security output. 

The capability to restrict the execution of system unc Ions .., . f f (e g privileged state) 
to specific programs. 

IDENTIFICATION 

The capabi1it~ to uniquely define syst~m resources and their characteristics to the 
security system. 

The capability to uniquely identify and authenticate all users of the system. 

The capability to provide randomly generated codewords (if codewords are to be used 
for identification). 

d b th during and after the con­The capability to allow the use. of undefine resources 0 

version to the software securIty system. 

The capability to allow terminal-orIented su -sys ems 0 . b t t use the identification pro-
visions of the security system. 

The capability to label printeq. output wIth a securt y c aSSl c , . 't I 'fi ation page numbers, 
date and time . 

)' '} 

CONTROLLED ACCESS 

';;'·"'~":.i:~:""""> :::::~:':::'::"'",.;,.;:. ", .,,; '11,'"", " 

The capability to prevent unauthorized oi,ttempts at'~igniQg ~h~to6;'~\~~"{i'~ity;operator 
console. . '" ::, "\ 

The capability to dump/restore complete disk volumes with authorization to the 
volume table of contents without authorization to the data sets that reside on that volume. 

The capability to display the file identification from tape when serial number or data 
set name is not known. Bypassing file labels should not be permitted. 

The capability to have different periods of access in order to authorize personnel to 
resources during working periods. 

The capability to delete residual temporary data sets from work packs without being 
in a privileged state. 

Th~, capability to control which programs will be executed, added, or replaced by a 
user' on the basis of his security level, access categories, and need-to-know. 

The capability to restrict access to data sets, programs and terminals on the basis 
of hierarchical security levels. 

The capability to control access to data sets, programs and terminals on the basis of a 
need-to-know or through access categories. 

The capability to define and control access to individual fields of data by field name 
and security level. 

The capability to control all system data ,sets (e.g., the system catalog) in the same 
maimer as all user data sets. 

SURVEILLANCE 

The capability to include into a security audit journal the following: 

any access to sensitive information, 
any use of critical resources, 
any changes to the access control profiles, 
any unauthorized attempts to sign onto the security operators console, 
any attempted security violation. 

The capability to audit system integrity in either real-time 01' batch mode. 

Effective software security requires effective functional capabilities, The feature that is 
included with security "loopholes" will diminish the threat protection goals of a software 
security system. A case in point is the software security system requirement for a, security audit log. 
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Whi1~ sound in concept, the manner in which the security audit meoh~itisrir;i'~'~)ml?1em7nte~ 
is a measure of its effectiveness. The sensitive nature of security log data requires recordmg It 
separately from normal accounting data. A software security system that does not acknowledge 

'this need would impact the control of such data and reduce the overall effectiveness of such a 
feature. 

, . 

The overall value of a software security system will ultimately be determined by its ability 
to satisfy your requirements for software ptoteGtlon"~The 'presence of effective functional 
capabilities to giv~ substance to this protection is important and should be used by the data 
processing manager to evaluate its worth. 

• Flexibility 

An important evaluation criterion in a softwar~ ~ecurity system is ~he deg;ee of flexibility 
incorporated into its design. Each installation has dlstmct software secunty neeos and should be 
given the ability to employ a system in which the security functions exactly match those needs. 
Cost/benefits of software security flexibility include savings in machine/system overhead and 
reduced training costs. 

Two aspects of flexibility need to be considered; flexibility in implementation and flexibility 
during use: 

Implementation flexibility includes being able to select o~ly those functions 
required by the installation from among a ran~e of software optlOns. O~ly necessary 
functions are included in the SYSGEN - savl11g the code and operatmg overhead 
associated with the functions not selected. This means that the installation require­
ments must be understood in advance. 

Flexibility during use involves being able to change the security f~nctions in ~~e as t?e 
needs of the installation change. This change could be accomphshed by a secul'1ty 
only" SYSGEN through speci(ll macro statements applying only to the security func­
tions that need to be changed. In a modularly designed software system, the changes 
would be simple to accommodate. 
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What types of functions, then, should the installation be able to include or omit depending 
on individual needs? 

Profile Report Formatting - Through a set of format macros, various desired profile 
reporting programs will be automatically built and included in the system. These 
reports are used by the security office to examine profile status. " 

Security Accounting Routines - In order to provide the capability to charge users of 
security functions for specific security requests, programs may be included in the 
SYSGEN which monitor security functions. They would be a logical extension of the 
operating system's regular accounting scheme. Such items as main and device 
storage sanitization (which should be capable of being performed upon request) and 
profile access by job may be monitored. An installation should be abl7 to s7lect only 
those functions it wishes to monitor based on the chargeback algorlthm m effect. 

Certification Routines - Various levels of cer~mc~i.tion or threat monitoring routines 
should be capable of being individually seleGted.Thes.et'Outines would be activated 
periodic;ally based on some condition such as 'a timer interrupt. They would provide 
various/system checks automatically; e.g., scan system control blocks for 
inaccuracies, make storage checks, issue violation attempts, test the profile fot 
unfavorable conditions. 

Audit Trail - Different degrees of recording in the security audit trail should be 
available. This trail, which provides a history of resource access by type, should be 
capable of recording any information as determined by the installation. Thus, the 
installation can determine, based on the additional overhead involved, if the data is 
worth gathering. An option should also be ~I(ble to either include all security profile 
maintenance in this audit trail or in a separate "Profile Trail." 

Authorization Scope - The installation should be able to select the scope of authori­
zation by resource type. For example, if only data set authorization is desired, then 
code for program, terminal space allotment authorization, etc., should be omitted from 
the system. 

Data Set Sanitiza.tion - In addition to individual data sanitization requests made by 
the user in his job, the SSS should provide a capability for blanket sanitization based 
on one or more criteria. These criteria may range from security levels assigned to data 
sets, unique qualifiers in data set names or profile data set grouping. Again, this 
feature should be a selectable item. 

Hardware Bugger Sanitization - This capabiH\\y should be chosen by device type or 
specific unit address. Thus, only those devices potentially handling some type of 
protected data need be sanitized upon deallocation. 

Security Profile Considerations -

The profile should be capable of storage on any type medium. 

It should have the flexibility to be shared between CPU's. 

The installation should be able to select whether the software system will 
maintain a current standby profile in the event the primary profile becomes 
disabled. 

Data Set Name by Volume - The installation should be able to choose whether it 
intends to control data sets by name only or by name and volume residence. The latter 
restricts the number of copies of data in existence. This feature should be optional 
because it could have a significant impact on the amount of work necessary to establish 
and maintain the profile. 
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Sub-system Interfaces - Even though a sofP./vare security system will in most cases 
be executing in an environment with one 01: more sub-systems, these sub-systems may 
not require an interface to the security system. The installation requirhlg no interfaces 
should be able to eliminate that code from the production system at SYSGEN time. 
(Note, however, that the secu1'ity system should contain one common interface for all 
sub-systems. This means that if only one of the sub-systems requires the interface, it 
must be included.) • 

Resource Restriction Methods - Three major approaches can be used in relation to 
resource restriction methods. A software security system can operate with either a 
total resource inclusion technique or total resource exclusion technique or a 
combination of both. 

The inclusion technique allows all system resources to be available to all 
system users unless a resource is specifically defined as restricted. 

The e:wlusion technique restricts all system resources from all system users 
unless specifically defi,l?;ed as being accessible. (This technique in its pure 
form has limited use since it requires al~.resources within the system to be 
controlled.) 

An example of a useful combi~wtion of both follows: A software system could 
provide the inclusion technique for general use, but use the exclusion tech­
nique for resources which meet certain critel;'ia'. This criteria might con­
sist of selected qualifiers for data set names, selected controller addresses P 

for'sets of terminals or perhaps selected qualifiers for program names. 
Many criteria could be established. ~~'" 

The important point in this area is that a software security system should provide the 
SYSGEN capability to mold the restriction methods available into one which is unique 
to the installation's requirements. 

Level of Administrative Control - Perhaps the most important function to contain 
flexibility is the level of security support provided to the security office. This level 
of support p'ertains exclusively to the varying methods by \vhich the security profile 
may be updated from an administrative viewpoint. Three basic categories of support 
are possible. 

Centralized Profile Method [CPM] 
The CPM is characterized by the dominant role played by the installation 
security office (ISO). This office gathers all usertequiremel1ts and tran­
scribes them into profile update commands. The ISO is essentially the 
security middleman between the system and the user. This method places 
inct:.~asing demands on the ISO as the users' organiza~ional complexity and 
security requirements expand. 

. JL 

Subordinate Profile Method [SPM] .. 
The SPM differs from the CPM' th . 
These sub ffi 111 at subsecul'lty offices are possible 

instaliation~s 1~::r~fh~else~t~~~~h~:fi~~sn~O~:d~r!~~~atio~. ~aths ~f th~ 
office ~ay update and interrogate the security ;ofil~. wE~~ eae sub­
handles Its own requirements without impacting th/others. The ~S~u~10affi~~ 
may n?t have ~ccess to suboffice recorded data within the profile d I 
upon InstallatIon requirements. epen mg 

Dece~traliz~d Profile Method [DPM]. . 

~erta111 enVironments require a DPM. This method deviates from the others 
m !hat the profile updating is done by the user within his job based h' 
qUIrem~nt~. The sec~rity office in this environment will have ~e:s l~;:; 
~=::~;Sthlbalnlty b~;aus~. It nollw only monitors user profile status and requests 

pel10rmmg a updates. 

It Automatic vs. User Functions 

The system should provide flexibility betwe h . 
automatically performed and those which are r, t ~n t ose secul'lty functions which are 
instalfation may wish to leave data set sanl'tl' eXt~CU e

d 
~p.on user request only. For example, all. 

, ' za Ion eClSlons to the di t' f 1 user would, then issue the request within his . ob A h . ,; . scre Ion 0 be user. The 
this decision to be made by an individual] us'er n~t er!nstallatlOn, how~:er,. may not wish 
automatically performed upon deletion f d't n thiS ca~e, the santtIzatlon would be 

. 0 every a a set meetIng the predetermined criteria. 

In determining which method to use the installaf . 
resources to be included in the rofil ' .' ~on ~ust review the number of users and 
be fitted with nesired points of ~ontr~ ~~~~ \~~h o:gan~zat~onal characteristics. This data should 
ISO has full control but may not be able t m . ~IOIga11lZatlOn. As one example, in the CPM, the 
installation. ' 0 qUIc y respond to user requests in a large, complex 

• Education Requirements 

The disciplined environment which must b t bI' h . . . 
security system includes ade uate education an e e~ .a . IS ed With the InstallatIon of a software 
required will vary with the q complexit f th c1 tra~ntng at all1evel~. The amount of education 
implemented. y 0 e so ware system and the security functions 

The categories of education to be consideted include: 

Management - The mana t 
will functi . gemen personnel must understand how the software 
what f on I~ general terms, what security functions are to be implemented and 

ac Ions t ey must take to support a successful implementation. 

Users Pl' h . t - ersonne 111 t e usmg organizations must understand how the software 

Osyfs ellm aff~cts them, what previous practices willuQ longer be accepted and be aware 
a reqUIrements. . 

Security Office - The per I . , 'bi . 
and auditing the ft . sonne re?ons! e for developmg and maintaining profiles 
office d' . so dware ~y~tel11. unctIOns must be thoroughly versed in security' 

proce ures an , admlntstrattve requirements . 
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S ftware - The software personnel must be technically proficient i? .the ~n~tallation 
o. d' of the software security system. In addItion, It IS essen-

:i:1 t::~~:n:y~~:!r~~:g~:~~ers maintain a continuing dialogue with ;n~?r sup po: 
personnel concerning the degree of security required and the most e ec lve way 

. , support the hardware/softwareenvironment. 

. . 1 d t be familial' with the new procedures for 
Operations - Oper~tmg pers~nne n;e 0 d the routing of· attempted violations 
operating the software securIty sys em an . 
printout to the security office. 

• COST CONSIDERATIONS 

. t d f ed cost considerations must After the software security system reqUlremen s a~e em, 
be identified. The costs can be broken into two categorIes: 

Implementation costs 
Operational costs 

The implementation costs include, but are not limited 'to the following: 
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Administration 
Planning 
Budgeting 
Organizing 

Procedures Development 
People 
Materials 

Education 
Instructors 
Staff cost for attendance 
Materials 
Equipment 
Classrooms 

Software Installation 
Planning 
Staff , 
Generation 
Testing 

Installation t ( . the recoding of application programs to run in a Application program change co~ s VlS, 

secured operating system enVIronment) 

Staff 
Testing 
Planning . 

As a result of Project SAFE, the efforts to insta~l the prototype software secunty system was 
expended in approximately the following proportlons: 

Software Installation 40% 
Administration 2S % 
Procedures Development 20% 
Profile Development 10% 
&~~~ S% 

It should be noted, however, that these figures represent "ball park" estimates. It is 
meaningless to specify the Project's manpower loading figures for the installation of the 
prototype software security system, because many of the fixes and problems that were 
encountered and documented would be resolved prior to release of a vendor supported system. 
The complexity of your operating system and operating environment will also influence, to a 
large extent, the ease with which you can implement a software security system. In addition, 
your profile development effort will depend almost entirely on the size and complexity of your 
security profiles for Users of system resources. 

The operational costs include: 

Administration 
Management attention 

Staffing 
Software security system maintenance 
Profile maintenance 
Procedure maintenance 
Security Office operations 

Rental/Purchase (amortized) 
Software security system 
Floor space for extra staffing 

Education 
Instructor 
Classrooms 
Materials 
Staff attendance 

Performance 
Overhead absorbed by computer system 
Degradation billable to users 

Inconvenience 
Rerun 
Degradation 
User setup 

, It is not possible, however, to give .cost figures. Cost will vary .due to many factors, including 
installation SIze and complexity, the number and kinds of security functions used and' 
adaptability of your organization to support a software security system. You must, therefore, 
plan, budget, and staff your installation for the amoll,l1t of security you need an~ can justify 
considering your vulnerabilities. 

Weighing Evaluation Criteria 

"How do you compare software security systems on the basis of these evaluation criteria~ 

The following calculatioll worksheet for evaluating software security systems is based on a 
logical sequence of steps and will help you reach a decision. Use of the worksheet is described 
below. 
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SYSTEM A SYSTEM B 

CRITERIA WEIGHTED WEIGHTED 
WEIGHT RATING RATING RATING RATING 
(1 ·10) (1 ·10) (1) X (2) (1.10) (1) X (4) 

EVALUATION CRITERIA CD @ ® @ ® 
~ 

1. Performance 

2. Maintenance 

3. Administrative 
Support (Procedures) 

4. Impact on Applications 

5. Impact on Operating 
Systems and Subsystems 

6. Ease of Implementation 

7. Ease of Use 

8. Functional Capabilities 

, 9. Flexibility 

10. Security Utility Aids 

11. Education Requirements 

12. Cost 

Total Weighted Rating: 

Twelve different criteria are listed down the left-hand ~ide of the workshe;~'t!~~:::~;:~ 
in using the worksheet is t? consi~er each criterion ~~d ~~:~~tc~~:r:;:~:!l~~ee given a rating of 
importance to you: operatmg ~nvI~onme,!It. Avery ld ?e given a rating of 1, 2, or 3, for example. 8,9', or 10; a criterIOn of very httle Impohance wou 
Put Jhe rating figure in colqmn one. 

~~n consider System A in terms of the various criteria. In column two,g~ve the s['~a~ 
rating fo; each of the criterion which you have just eV,aluateddfor your! enfVl1'nOentmoet:n'? If the 

. h 't ion - agam rate on a sca eo 0 , . 
importance does the system.p~ace on.eac crt er for example' you might give the system an 8, 9, system is very high on proVldmg mamtenance, , 
or 10 rating on maintenance. 

In column three, put the product of columns one and two. If the system is doing what you 
want it to, the number placed in column three should be high. For example, if you rated 
maintenance as being very important, perhaps an eight, and the system does provide extensive 
maintenance, again rated eight; then the product in column three would be 64. Another system 
may provide very little maintenance - rated 3. The product in column three for that system 
would be 24. For your purposes, System A is the better system. In short, the higher the number 
in column three, the more the syst~m fits your needs. 

There may be additional systems which you want to evaluate against System A _ use 
columns 4 and 5 and any additional columns which you might want to add to produce values for 
those systems. To compare systems on a gross basis, the totals of the Weighted Rating columns 
for each system shOUld be compared. As a general rule, the system with the highest total is the 
best system for your environment. 

As a word of caution, though, there may be certain criteria which are critical. For example, 
cost may be the one criterion which woqld exclude any system which does not fall within the 
permissible maximum. Or, maintenance may be of the utmost importance. If a vendor does not 
supply maintenance for the system, there may be a need to exclude the system. For these 
reasons, simply looking at the totals of one system over another will give you only a gross 
approximation of the "best" three or four systems. After that, you'll have to make a ihore 
thorough analysis of each "best" system. The final selection would include consideration of 
other factors in addition to those evaluated in the rating scheme, such as: 

• Soundness and stability of the vendor 
• Industry reputation 
• Experience in security software 

Recognize that this approach to evaluating software security systems relies heavily on 
SUbjective weights and rating. You may justifiably ask, "How can I minimize the effects of my 
biases and knowledge constraints in order to improve the overall effectiveness of this evaluation procedure?" 

One method commonly used to answer just that question is the D(~Jphi Technique, which is 
discussed in Appendix D. The Delphi Technique can be applied to the first two steps of the 
software security system evaluation procedure just described, as indicated below: 

• The panel, comprised of experts whose judgment is respected by the executive, arrives 
at a consensus regarding the relative weigfit of each evaluation criterion for your 
environment. 

• A consensus is then reached on the rating of each criterion for each competing software 
secmity system. 

• Multiplying the two columns will then provide you with the necessary comparative values. U 
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SSS Implementation Considerations 

Careful Colls~Q.eration must be given to the implementation of an SSS, to: 

• Minimize the impact on existing levels of computer operating effectiveness. 
• Reduce the possibility of "overlooking" specific vulnerabilities and miscalculating the 

risks involved, and' 
• Provide for the effective utilization of SSS facilities. 

The successful operation of today's computerized information system is a complex process 
requiring a high level of project control and systems assurance. As with any significant change 
in the organization's computer operating environment, the implementation of an SSS must be 
executed in a controlled manner and coordinated with all of the other important activities that 
typically take place in a progressive information processing establishment. This is particuarly 
important because of the broad-based 'impact of an SSS on personnel and the total system. 

Software security, by virtue of its presence within the computer operating system, must be 
considered for its potential impact on some of the non-security related aspects of the system. 
Security at the expense of impaired operational efficiency, productivity, and accuracy is a 
tradeoff to be balanced and necessitates top management involvement to protect the overall 
effectiveness of the computer utility. At the same time, management must ask for and receive 
some assurance that what has been planned for in the way of software security provisions do in 
fact become reality. The system that creates a false sense of security is potentially harmful. 
Action should be taken to assure that implementation of SSS facilities do in fact provide the 
required level of information protection and that it has been achieved in the most efficient way 
possible. 

The successful implementation of an SSS is characterized by: 

Careful Planning 
Comprehensive Education 
Well-Documented and Enforceable Procedures 

To ease the implementation and minimize the impact on existing levels of computer 
operating effectiveness, proper planning is necessary. Some specific areas for concern are: 

• What priority does the SSS impiementation have in relation to other org~nization 
objectives? 

• How will the SSS implementation impact user information system development plans 
and vice versa? 

• How will the SSS implementation be controlled and who will be responsible for 
communicating project status to management and the user community? 

• What are the roles to be played by each member of the organization during the SSS 
implementation? 

• How is a security conscious attitude maintained both during and after implementation 
of an SSS? 

• How will provisions for tighter system integrity impact users of the SSS? What plan of 
action is necessary to minimize this impact? 

.1 

• Does this plan include: 

Reviewing what facilities are being used and identifying the users? 

~d~ntifying programs that use "back door" facilities of the operating s stem 
(VIS, use of unsupported or installation supported "hooks")? y 

Identifying programs that are "bending" the rules (i.e., fetch pl'otect)? 

Revie,;ing ~o.t~ntial incompatabilities with sub-systems (teleprocessing, in­
stallatIon utIlIties, other vendor's software)? 

Use of coding standards? 

Identifying information resources to be protected? 

Establishing responsibility and ownership of information? 

Resolving information sharing conflicts? 

ASSigning information access capabilities and their type to users? 

Developing security profile of the installation's resources and their use? 

Establishing procedures for the maintenance of the secudty profile? 

• How. ~nd to what extend should extended security facilities (e .. , controlle 
provlSlons and data set protection) of the SSS be used? What plan ~f f . d access 
for their effective useP . ac Ion IS necessary 

• What will be the impact of the SSS on user billings? 
• What will be the impact on user test pro~edures? . 
• What contin~enc.ies sho.uld be estab~ished for a backup operating system if ma' or 

problems artse In the ImplementatIon of the SSS? J 
• How should incompatabilities between the two systems be handled? (' I 

d t JCL th t . I.e. c langes 
:\~e °Jobcard) are not supported by the backup operating system such as codewords 

. ~ufficie~t educatio~ on the SSS for all affected personnel is necessary to generate a securi 
~on~clou.S att~tude, G.ett1l1g your people to willingly work with the implementation rather tha% 
galnst tt, wIll contl'lbute heavily to their ultimate acceptance of the SSS A 'd d . 

pi'ogram t bI' h d' . . goo e UcatlOn 
for the - es: l~ e.cc pl'l?r to the Implementation - is required to provide the necessary skills 

e SUPPO! an ellectIve use of the SSS facilities. Such an education 1'0 l' • 

genera~e feedback and provide a forum for discussing their suggestions a~d 1d~:.wdl also 
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The development of well-documented and enforceable procedures to support the SSS is 
essential and should be addressed during the implementation. Software security is but one link 
in the chain of protection for the organization and must be coordinate,d with the establishment of 
proper admirfistrative,,;,ptocedures and controls to be effective. It has been said that unless 
operations~H1anage1n¢t.r.~\maintaills physical, procedural and personnel safeguards. the system's 
security wtll constantly be at risk, 'no matter how much protection has been. programmed in. * 

,~ 1\ 

HARDWARE SECURITY 

The security of computerized information is characterized by a combination of both 
hardware and software technology. This section is intended to describe" briefly the role that 
hardware plays in the development of an effective computer security program. Specifically, 

• What hardware safeguards are available to support the fundam~intal characteristics of 
software protection? ! 

• What factors affect the selection of hardware versus software security features? 

• How is the effectiveness of software security related to the effectiveness of hardware 
/"_~ecurity? 

(,--J 
The. development of hardware devices and features to complement the software in 

maintaining system security is not a n'ew idea. Since the advent of multiprogramming, 
hardware isolation techniques have become commonplace as an effective tool for protection. 
Memory partitioning is a good example of ,this. Privileged machine states and instruction sets 
are fundamental to the correct operation of today's computing machinery and are for the most 
part inseparable from the architecture. Other features exist and some need to be developed 
possibly as alternatives to software security techniques fot enhancing the controlled access, 
identification, and surveillance characterisitics of the system. Following is a list of various 
hardware devices and features, that contribute to the fundamental characteristics of software 
protection: 

Integrity Features 
parity checking .circuitry 
store protection (write inhibit) 

Isolation ,Features 
privileged machine states 
privileged instruction sets 
memory partitioning/bounding 
main memory block erase 
dedicated memory (multiprocessors) 
print inhibit capabi1i~y on hardcopy terminals 

*SECURITY & PRIVACY IN COMPUTER SYSTEMS Anthology, Lance J. Hoffl}.1~n - Security 
Considerations for Operations Management, IBM GS20-2169-0 .. , 

Controlled Access 
tape volume protection rings 
DASD write inhibit switch 
cryptographic encoding devices 
terminal locks 
fetch pt~tection (read inhibit) 

Identification 
terminal badge reader 

-. _._-

car~ ,input device badge reader 

Surv~i~:~~;: hardware identification of terminals and peripherals 

Security Office terminal 
alarm devices 
DASD check sum logic 
Test Protection instruction 
minicomputer threat monitor 

D~termining whether hardware or software ' 
prescl'lbed security function depends on th . f~~tures should be selected to execute a 
effectiveness as a threat deterrent. e avallabIhty of the feature, its cost, efficiency and 

It s~ould be noted that the effectiveness of tot '. 
the Worklllg relationship between the syste h d al system secunty WIll require understanding 
software on machine hardware for the reIia~ ar wa;.e and software. The dependency of system 
fundamental and must be considered for it: ex~cu t~Of ?f the programmed security controls is 
security system. This concern has been p po ~n Ia Impact on the integrity of a software 
Aspects of Secure Computing: revlOUS y expressed by L. M. MohIo in Hardware 

Software access controls rely upon certain ' 
deliberately dlsabled without ' hPleces of hardware. If these go dead or be 

warnl1lg, t en all that remains is false security. 

Exposure as a result of hardware failure' . 
maintenance. Hardware subversion tech . ~s PlodsslbIe through design flaws' and improper 
:£ t ' mques Inc u e the temp 'd' bI ea utes or countermeasures and will require addT I d .. Oral! Isa ement of protection 
to check the potential threats. Ilona a mImstratlve policies and procedures 
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PHYSICAL SECURITY 

. . t hysical safeguards in addition to 
A balanced security system must l,ncl

l
ude a~tpr~purslta, aes l.Pn <:'oftware S, ecurity, the manager is 

'd' hYSlca securt y, j ",.. d software protection. In conSl ermg'p . ' ment and security systems an 
confront~<;\, .. v.vith rapid t~chnolo~~~l adv~~~::iO~n c:;u~~bject the security system to obso­
increasingi)\1\~m\")ers of hazards. . IS con: '" 

;.,,:~.;. ·,~::t·'l'iI:tively short period of tlml ... 
lescence l1j '~.,~e.:,:"" 

Thisrev~~w of physical security is divided into four segments: 

Physical resou.rces to be protected 

Hazards to be protected ag~inst 

Protective measures to be considered 

Information storage and disposai ma.nagement 

• Physical Resources 

Two kinds of questions are related to the consideration of physical resources: 

What specific resources are to be protected? 
. r ? 

How important is protection of those resources to the orgaOlza IOn. 

The specific resources to be protected inci\ude: 

Computer and peripheral equipment 

Support facilities 

Data media 

Libraries 

Documentation 

Personnel 
. . . ~ tection a number of factors need to be con-

1rt analyzing the need for physIcal securIty pl.o ,'recover from loss is one factor. Are 
sidered. The ability of the organizat~on.to finance: ~~~:~~e adeq~ate? The criticality of the 
contingency funds avaitab1t} or IS 1l1suranc}e b considered Is your situation such that 

. . b' provided must a so e . I t' cY informatIon service emg f d lost without regard to cost? s con 1l1gen 

14 

alternate processing would have to be per orl~ed' a ~s of purchasir~g temporary services and 
planning adequate an~ .what are the expec e co 
re-establishing the fac111ty? 

.' h roach to analyzing the trade-offs be~een 
A more thorough exa.n'ilrtatl~n of t ~ a~lp t d . , the chapter on The EconomlCS of 

consequences of loss verslJs securIty cost, 1S p,tesen e m 

Security. "," 

• Hazards 

The development of physical safeguards must consider the likely hazards to which the 
installation may be exposed. The following list includes some possible hazards: 

Accidental destruction such as fire, water, wind, eart.hquake 

Mechanical interruptions such as equipment failure or utility loss (e.g., power, 
water, communications) 

System losses resulting from vadous actions including accidental modification of 
equipment and support' facilities 

Accidents during maintenance, repairs and enhancements 

Operator errors disrupting equipmertt, data, programs and software 

Accidental disclosure resulting from lost keys, lock combinations or identification 
badges 

Intentional disruption by dissident employees 01' outside personnel 

• Protective Measures 

In addition to the cost factors of physical security, another consideration is the 
compatibility of the security program with the installation's primary functions. Extreme 
measures to attempt complete protection may introduce restrictions and rigidity that would be 
self-defeating by limiting the capability of the facility. A number of reasonable protection 
measures may be considered. 

When a new facility is being planned for the data processing function, important factors to 
consider include: 

Site selection is a key consideration and the manager enjoys gl'eater flexibility 
today than ·ever before in selecting a site for the data processing installation. With 
past technology, it: was important for the installation to be physically located as 
near as possible to the users. With telecommunications capability this require­
ment is considerably diminished and security considerations actually favot a 
remote processing site. The trend today is toward isolation of the data storage and 
the central ptocessors while geographically distributing the peripheral devices 
closer to the users via data communication lines. 

Architectual design is another important factor. Physical provisions for restricted 
access can be incorporated into the design. The concept of a I 'blockhouse' I - a 
one-story, windowless and limited entry/exit structure - is becoming 
increasingly popular. Protection and "fail safe" design of the support facilitie~ 
are additional design requirements. 
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When a new facility specifically designed for the data processing function is not feasible, 
major considerations include: 

Avoid below ground level facilities or other sites which are subject to flooding. 
Automatic pumps and drains are subject to failure under extreme conditions. 
Flooding has been found to be the greatest cause of insurance claims. This situ­
ation is primarily due to poor site selection and association with other machines 
which are normally put in the basement. 

Windows should be avoided because of vulnerability (ease of ingress and 
breakage), loss of usable floor space, and the necessity to combat solar heat. 

Avoid sites in buildings ope!l to the general public to minimize the. exposure 
tesulting from public traffic. Public reference to the location of the data process­
ing facility should be avoided to minimize the challenge that security access 
control systems represent to some individuals. 

Sites should be located approximately in the center of the building to utilize the 
maximum inherent protection of the structure, but generally not higher than eight 
to ten stories. Passenger and freight elevator service must be adequate. 

I . 

The site location should consider availability off.V:e and police protection, outside 
utilities, and equipment service centets. . 

Administrative procedures are widely used to solve security weaknesses, but are 
generally less effective and reliable than physical measures. Personnel 
turnover, changes of management and their policies and priorities, office 
rearrangements, changes of functions in adjoining areas and changes of building 
management practices undermine the enforcement procedure. If procedures, 
controls, inspections and preventive measures are the basis of security, the effort 
will depend largely on the committment of top management. This committment 
implies allocation of sufficient staff to develop and maintain a coordinated and 
well-balanced ptogram. 

Uninterruptable power systems are being employed in a few large installations 
with general success. Reluctance to acquire more of these systems stems from 
high costs, space and the initial installation problems. Cost is approximately 
$1,000 per KVA, plus the loss of space and the nuisance of the generators. Some 
installations have experienced down time in the initial phases to offset several 
years of outages under normal utility power. Most of these problems have been 
attributed to improper installation and checkout procedures. 

. Controlled access systems offer a relatively new tool for controlling traffic into 
sensitive area. These systems normally include small computers used in com­
bination with magnetically coded badges, closed circuit television, turnstiles, 
audit trails, vibration and detection devices, etc. 

.~ , 
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The isolation of the processors and dat d' £ . 
greater dependence upon communicaatl'omn

e 
tlar or s~c~rlty purposes generates a 

f 'l't' , ansmlSSlon and remote t . 1 aCIlles. These are areas over which d t . .' ermlna 

t~witchbed network capability and a1ternat:-~i::.;~:s~~:~~i~u~~l~f~:: sl!tmtlee aClotntrol. 
lves, ut generally are ex' d' erna­

ruption. The terminal facilft;:~~~u~~er:~~~f lIttle ;alue d against intentional dis-
and must, therefore, be considered in the :::::: maaZ:~e:. as the central facility 

• Information Storage and Disposal Management 

I~formation storage and disposal management k ". 
securIty requirements. Wily is there a need for info :~~ e~ elements I? planmng phYSIcal 
controls? Consider, for example the financial d l' a IOn ~ or age and dIsposal management 
keeps all vital records locked up ~nd away from u ep~~m~ntd In your organization. It probably 
~rue for data ~rocessing files considering their Crit~:~ity~~~~e~~rs~~n~l. Th; same sho~ld ~old 
Jmproperly dIscarded confidential data presents opport 'f ~c lOnl11g o. ~our orga~lzatlon. 
secrets or for violation of an individual's 1'1' ht t . unl les or competItIOn to gam trade 

g 0 prIvacy. 

What controls are required for information stora d d' 
to·· this question tequires a complete anal si f ge an. I~posal management? The answer 
and users of confidential data are iden~fi:: a~~u:::;:r~~~~t.l0n to make certain that all uses 

The following categories of data should be protected: 

Current files 

Backup files 

Procedures and programs 

Confidential obsolete and extraneous information trash 

. will :~:!s~~::;O!::i:e;~:~u~~:r t~::~!~~!t~~:' :~~~kT~e determination of the contr~l~ ~equired 
controls that are to be established must nth' d th ow ~nd backup storage faCIlIties. The 

f:!J!£~:~::~:i~c7:::dO;:~~~~~:10£~~~ni:7.ni::~a~]~~J.~:1;~!~:!~~1:~~~~:~~ 
Ol1~site or off-site fireproof storage 

Storage in on-site isolated locations 

Storage in off-site remote locations 

Procedures concerning the utilization of stored data 

i! 
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Another area often overlooked is control of confidential obsolete andlor extraneous 
information trash. Most computer-generated reports are eventually discarded. Computer 
operators will make tf\istakes in aligning new forms in the printers or starting new1pbs and will 
discard the forms after restarting the job. This discarded material represents a potential security 
leak. 
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When analyzing,trash control security requirements, several tools should be considered: 

Compactors to prevent casual browsers from acquiring information from waste contai:(1~ts 

Shredders to make reconstruction of reports virtually impossible 

Incinerators to destroy all traces of information 

Procedures to instruct how and when to use the disposal devices 

In addition to these tools, periodic audits should be conducted to assure that confidential data is 
being disposed of properly. 

The intensity and complexity of life, attendant upon advancing civilization, have ren.­
dered necessary some retreat from the world, and man, under the refining influence 
of culture, has become more sensitive to publicity, so that solitude and privacy have 
become essential to the individual,' but modem enterprise and invention llave, through 
invasions upon his privacy, subjected him. to mental pain and distress, far gre(ltfl'l than 
could be inflicted by mere bodily injury. 

One might expect these to be the words of a radical civil Hbertarian. However, this quota­
tion is taken from an article entitled The Right To Privacy which was published in the Harvard 
Law Review in 1890 and co-authored by the eminent legal scholar, Louis D. Brandeis. 

It is apparently a popular misconception that the right of an individual to be free from 
unreasonable intrusions into what is commonly understood to be the private or personal sector 
of his environment is a recently developed concept - a concept which is much discussed, but 
which has not ye~ attained the status of a right, recognized and protected by the lawii A evi­
denced by the Brandeis qu.ote, however, farsighted legal commentators have, for some time, 
recognized, what Justice William O. Douglas later referred to as the "penumbras" ofthe dght 
to priva.cy in the existing body of constitutional and common law. The right to privacy is present, 
real and enforceable. However, in order to properly understand the nature, limitations and 

. future ofthe righHo privacy, you shoUld be familiar with its development and its current status 
in the area of constitutional, common and statutory law. 

CONSTITUTIONA:~ LAW 

In America, the concept oll a right to privacy springs from the American col~nial resentment 
tow,ard general warrants f~r search and seizure issued'by the British Governors prior to the 
Revolutionary War. This attitudinal reaction against invasion of home and seizure of personal 
property was formalized in the 4th Amendment to the United. States Con~titutiotl, which 
guamntees the rigbt of the people to be secure in their persons, houses, papers, and effects, 
agab~st unreasonable search and seizures . .. . 

Until relatively recent Supreme Court rulings, the constitutional rights granted by the 4th 
Am~~ndment remained mere property rights assuring a citizen freedom from physical interfer­
enC~l and trespass. However, as noted by Warren and Brandeis, in theil' 1890 commentary, 
polit'ical, social, and economic changes require the recognition of new rights, and the common 
law,in its eternal youth, grows to meet the demands of society. It was not until very recently, 
how(~ver, that the United States Supreme Court, in decisions involving alleged violations of the 
4th Amendment rights, abandoned the traditional restrictive interpretation based on property 
rights. 
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In its 1967 decision in Katz v. U.S., the Court recognized society's need for an expanded 
interpretation of the 4th Amendment Rights. It held that the electronic surveillance of a public 
telephone booth without a warrant constituted an u~constitutional search and seizure. The 
United States Supreme Court extended the constitutional protection beyond a mere property 
right to include what one seeks to preserve as private, even in an area accessible to the public. 
The Court thus acknowledged that the constitutional right to be free from unreasonable search 
and seizure belongs to the person and not to his property. Further, the Court acknowledged that 
he should be entitled to that right wherever and whenever he has a reasonable expectation of 
privacy. This expansion or the 4th Amendment rights to include intangible things (e.g. conver­
sations) could not have been foreseen by the draftors of the Constitution since it was a reaction 
to technological advancement unknown to them. 

Perhaps the most significant Supreme Court decision on the constitutional right to privacy 
is that Court's ruling in Griswold v. Connecticut. The primary significance of the Court's holding 
in Griswold is that for the first time, the Court recognizes a right to privacy outside of circum­
stances involving seal'ches or ~eizures in violation of the 4th Amendll'lent. Specifically, the Court 
ruled unconstitutional Connecticut's anti-birth control legislation which prohibited physicians 
from advisihg, examining and prescribing birth control devices for married persons. The Court 
reasoi~ed that certain activities, not specifically or expressly guaranteed under the Bill of Rights, 
have been recognized as constitutionally protected forms of expression. The Court found that 
rights of privacy were impliedly protected by the 1st Amendment (right of association), the 3rd 
Amendment (prohibition against quartering of soldiers in private homes), the 4th Amendment 
(prohibition against ul11'easonable search and seizure), the 5th Amendment (prohibition against 
involuntary self incrimination) and the 9th Amendment's reservation to the people of unenumer-
ated rights. . 

The Griswold decision signaled the beginning of a prolific era of litigation characterized by 
a heightened consciousness of the right to privacy. This phenomenon is evidenced by a deluge of 
decisions from jurisdictions across the country dealing with criminal prosecutions or govern­
mental investigations of sexual habits and relationships, legislative prescriptions regarding 
personal safety and regulations with respect to the length of a student's hair. Insofar as these 
cases represented opportunities for the Supreme Court to further refine its posture with respect 
to the right to privacy, the court declined to consider most of them. 

Ultimately, the ferment which the Court set in motion with its decision in Griswold culmi­
nated in its recent, highly controversial decision regarding a woman's right to determine 
whether or not to terminate her pregnancy by abortion. Recognizing a mother's right to privacy, 
the Court found a Texas statute prohibiting abortion to be unconstitutional. 

Based on the Court's apparent alacrity in safeguarding the individual from various forms of 
intrusions UpOl1 his person, property and intangible elements of his environment, one might 
anticipate a logically resultant willingness to protect the individual from governmental or private 
intrusion by way of record and information collection. In fact, early decisions of t~e C?~rt were 
indicative of such a trend. However, initial rulings limiting governmental 1l1qU1l'les and 
information collection have been overshadowed by later decisions. 

Recent cases reinforcing the government's right to know, hold generally that the 
goverhment may requite the production of relevant information wherever it may be and regard­
less of the form in which it is maintained. 
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, .courts are particularly willing to require production where the government's revenue 
ll1terests a~e at stake. The Censu~ ~~reau may collect data without warrant; however, Congress 
has establIshed a statutory prohIbItion against the raiding of Census Bureau information b 
other federal agencies. y 

Some narrow limitations have been placed on the governmental right to know. Thus, the 
Secret~ry of the Tre~surer m~y not, und~r the auspices of the Bank Secrecy Act, require routine 
report.ll1g of domestl~ ~nanclal transactIons without summons, subpeona or warrant where the 
materIal requested IS Irrelevant to any matter under inquiry. 

~Ithuugh some ~ecisions rec~gnize a limited corporate constitutional right of privacy, it is 
?enerally hel? that Sll1ce c.o:-poratIOns. are clotted with public attributes and have a collective 
I~p~ct?n socIety,. from ~hlcih they derIve the privilege to act as an artificial entity, the corpora­
tIon s rIght to pl'1vacy IS much more limited than the individual's. 

. ~n area. of consid~rablec~ntroversy and commentary is the question of an individual's con­
StI.tutIOn~l l'1g~t to prIvacy w~t~ respect ~o credit and insurance investigating bureaus. The 
pl'1mary ~mpedl~ent to recogl11zll1g a constItutional right to privacy in this area is the absence of 
st.ate actIOn. I~ IS, of course, a well established principal of constitutional law that the Bill of 
Rl~hts protectIons are generally available to the individual only as against state or governmental 
actIOn. Although some legal commentators have theorized that the activities of information 
collectors are so ~elated to governmental policies and so impregnated with governmental 
~haracter as to. sat!sfy the req~isite state action. However, the present state of law offers vel'y 
httle r~al con~tItutIOnal protection, even as against the government, with respect to information 
~athel'lng ~nd col1ec~ion, In the vast majority of instances, Courts, balancing the individual's 
rIght to prtvacy agalI~st the government's right to know, have favored the latter. 

COMMON LAW 

In addition to the principles of constitutional law guaranteeing a right to privacy, there has 
d.evelope~ a ~ody of c~mmon law which affords the individual a remedial action against one who 
v~ol~tes ?lS l'lght to pl'1vacy. This body of law defines actionable intrusions on one's privacy and 
dlstll1gmshes them from those 110t recognized as actionable. . 

The concept of a remedy for actionable or tortious invasion of privacy (it is generalIy 
agreed) stems from the Warren-Brandei~ Harvard Law Review article discussed above. Since 
1890, the vast majority of jurisdictions have recognized a common law right to privacy in one 
form or another. By 1960, a renowned legal scholar in the area of tort law counted 35 jurisdic­
tions which r~cognized actionable violations of the right to privacy, and classified four distinct 
caus~s Of. actI~n ,which had developed. Although some commentators have challenged this 
c1a~slficatlOn, It IS worth noting here, because it is indicative of the scope of recognized 
actionable offenses: 

. • Appropriation for one's benefit or advantage of another's name or likeness. 
• Intrusion upon one's physical solitude or seclusion. 
• PublicatioI1 of a highly objectionable kind relating to private information about 

. another. 

• Publicity which places one in a false light in the public eye. 

Apparently only tJ/tee states continue to reject the existence of a common right to privacy: 
Rhode Island:Yvisconsin and Nebraska. 

~;' 

81 , 
It" 

); 

.!. 

:111 

.'1, 
':1 
'I , :, 
:11 
·4 r 
I , 

". I , 
':r 
~' ! ,I 
'; 

~ 
.. , 

f 

'I 
~ ~ f 

:1 

, 

;f: 



r·
··~'· t· ,,~ 

f 

82 

.\\\. 
\. 
\~ \\ 

\~\ 
\\ 

As with respect"B the constitutional right discussed above, the common la,:" right to privacy 
is not absolute and the~ndividual's right to be left alone must be balanced agamst an~ harn~on­
ized with community interests and the right of other individuals to know ~nd ~ubhsh. Smce 
examples of Court decisions relating to various circumstances should help to Inu.mmate ~he vast 
scope of circumstances to which the common law right to privacy is presently ~emg appl~ed, ~he 
following sampling of rulings is included for that purpose and t? outlIne the hlstOl'lcal 
development of the common law regarding privacy. It must ~e en:ph~sIzed. however, that t~ese 
are merely cited as exaJ;J.1ples and, because of the vast diSpal'lty m ru~mgs among vanous 
jurisdictions and the general lack of definitive pronouncements from Untte.d States Supreme 
Court, these holdings can by no means be relied upon as, currently representmg the state of the 
law in all jurisdictions. 

• In 1962 a Federal Court applying state law, found .that a cau~e of action has. been 
established where a tire dealer who, under the mIstaken behef that the claImant 
was not current on his tire payments, removed all four tires from his car and left it in 
a parking lot on its whe~l rim~ in full vie,,; ?f the claimant's fellow employ~es and 
others. Under similar cIrcumstances, decislOns frequently turn on :vhether o~ ~~t 
the exposure is found to be objectionable to a reasonable man of ordmary sensIbIlI­
ties. Applying the same standards, ho:vever, Court~ have found that an employees 
publication of an employee's wages IS not offensIve to a reasonable man. 

• A California Court, adopting what has been labeled a minority positio~, recentl? 
allowed recovery for an alleged unnecessary use of the claimant's name m a pubh­
cation reviving past events. In that case, the defendant had published ~n ~rticle on 
truck highjacking which using the claimant's actua~ name, rel~te~ an ~ncIde~t, for 
which the claimant had been convicted 11 years earher. The piamtiff c~almed.1:hat as 
a result of the publication he was scorned and abandoned by IllS famIly and 
friends; The COUli, balancing the individual's right of privacy ag,dnst the g~neral 
interest in an unfettered press, held that under the circumstances before It, the 
former outweighed the latter. 

• A large number of cases have considered invasions of privacy based on phy~ical 
intrusions, usually overzealous and physical ~eeping,. spyi~g or eavesdr.oppm? 
Probably the most controversial example of actIonable mtrusI~n by surveIllance I,S 
the decision of a New York Federal Court in Galleia v. Onassls. In that case, SUlt 
was brought by the plaintiff-photographer w~o claimed that ~ acqu.eline ?nassis and 
her Secret Service Agents were liable for mterferences WIth ?IS busmess, fa~se 
arrest and malicious prosecution. Mrs. Onassis, the defendant, flIed a counterclallU 
against the plaintiff based upon an alleged violation of her privacy, under bot? com­
mon law and constitutional law. In addition to finding that Mrs. OnaSSlS was 
e11titled to a cause of action for assault and battery, the Court found that the 
plaintiff-photographer had committed actionable intrusions upon Mrs .. Onassis's 
privacy. The plaintiff-photographer had allegedly pursued Mrs. OnaSSIS and her 
children photographing them at close distance in theaters, restaurants, parks, 
schools and tennis courts, using derisive language as he leaped about them. 
Despite the fact that the defendant was found to be a public figure, the Court held 
that the plaintiff-photographer has "no general constitutional right to as~au1t, 

harass or unceasingly shadow Mrs. Onassis". The Gall~la case is ~f ~artIcul~r 
significance for the reasons that it extends the right of pl'lvacy to publIc fI?ur~s m 
public places and more importantly dovetails the comnion 1aw and constItutIonal 
grounds for relief. 

l , 

A~ incre~singl~ large number of cases dealing with the common law right to privacy involve 
alI.eg(\.,.tIons of mtruslons by way of commercial or governmental information collectio a d d't ./ . CI' n n cre 1 
reportmg. aIm ants are, however, almost universally unsuccessful in obtaining relief under the 
cur.rent state of the co~mon .law right to privacy. A general rule has developed that no cause of 
actlOn would allow for IntrusIons for the purpose of collecting information unless such intrusion 
is extreme and unreasonable. 

" One example of such a case is the ruling of a Federal Court in South Carolina that 
the agent of a credit reporting company acted in good faith and in pursuit of what 
the Court called the legitimate goal of collecting information in a routine insurance 
investigation. In that. case, the plaintiff alleged that he had been exposed to physi­
cal and mental sufferlllg and extreme embarrassment by reason of the agent's com­
ing to the plaintiff's home and questioning the plaintiff's wife regarding matters 
such as her age, the number of children in their family. the plaintiff's salary and the 
plain~iff's present insurance coverage. Similarly, where an action was brought 
alleglllg that the defendant - a Retail Store - had informed a credit bureau of a 
disputed delinquency in the plaintiff"s account;the Court found no actionable viola­
tion of the pl~intiff' s common law right to privacy. This was true even though the 
account had, m fact, been opened by one fraudulently using the plaintiff's name 
and due to the false credit report the plaintiff had been required to the first time 
in his life to furnish collateral for a loan. 

Typically, Courts rule against plaintiffs in credit reporting privacy cases on the basis of a 
quali~ed or a :ondition.al p;ivilege ;'hich stems from what is recognized to be society's legiti­
mate 111terest 111 collectmg mformatIon. Genel.·ally, in order to be actionable such an intrusion 
must b: phys~c.al and ak~n to t.respass. The mere submission of a confidential credit report to 
those WIth legItImate bUSIness Interests -. even if false - is generally not actionable under the 
curre~t. state of the law. Courts typically hold that where there is no publication, public 
~urvellla~ce, constant harass~ent or trespass; society's commercial interest in obtaining credit 
mf()rmatlOn should be recogntzed as paramount. The outcome is usually the same where the 
action is based upon libel or slander unless there has been a publication of defamatory matter 
not reason~bly nec~ssary to accomplish the business purpose or unless derogatory or 
defamatory lnformatlOn has been sent to disinterested subscribers or members of the public. 

~n summary, actions against credit reporting bureaus for intrusion upon oue's privacy 
requ.lr~ . a.cts of physical harassment which are objectionable to a reas~!1able man of ordinary 
sensIbIhties. Recovery may be allowed for over-zealous physical surveillance and unauthorized 
wire tapping or electronic surveillance; but the mere questioning of one's family or friends is 
generally not actionable. The questions which an individual must answer in order to obtain 
credit, apply for a job, or enroll in a school are normally entitled to a qualified privilege. Suits 
alleging publications of private facts by credit reporting bureaus are frequently not successful 
because the information is transmitted to "interested subscribers" and not released to the 
general public. Additionally, facts obtained from others are held not to be private facts simply 
because someone else already knew them. One commentator has summarize<' the current state 
of the law as follows: \\ 
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The established tort doctrine relating to our problem may be sum.mariz~d ~~ follows: 
If accurate information is disclosed out of the subject file, there .l~ no Itab.lltty unle.ss 
disclosure is made to a great number of people, however sellsltlve the. l1lfor.matw~ 
may be. Since disclosure of such information is normally made t~ professL01i~ll1lvestl-
ators, the remedy of damages for invasion of privacy offers little :r:rotectwll t? the 

;ubject, and even though the information be arguable false, tI~!e .dlsclosure wlZl be 
ualifiable privileged against an action for damages on a defam~twn th~ory ~? long !s the investigation is, or represent" a prospective lender, a wife seekmg,ellde7ce 

in a divorce proceeding, a prospective insurer 01' son:e one else v:l~o has ~hat .the aw 
re ards as a sufficient interest in inquiring - assuml1lg that the l1lJorma~l~n dlsclosed 
is ;elevant to that interest. The kind of rigid limitation and acc~ss to ~ens~tlve persol!al 
information that would be needed in order to give the subJe~t ejJect~v~ protect~~n 
against improper disclosure of personal data is thus unc01l~e1llal to eXlstmg the01les 
of recovery of damages for defamation or invasion of p1'lvacy. 

Thirty-one Law and CON. TROB. 342, 347. 

An overview of the right to privacy as it is defined i~ the bodies of constitutional and 
common law reveals an almost universal recognition of the l'lght and a tre"nd toward an expan­
sion of the scope of circumstances under which the right m~y be en~orced. The~e ~pp~ar~, how­
ever to be an exception in cases involving intrusion 'by credIt report1l1g C~l1lpal11es. !t IS, m ~ac~, 
diffi~ult to find a pattern or a trend in the developm.ent of the law of ptlvacy relat~ng to credIt 
reporting. If there are to be any significant changes lIitithe current state o~ the law 111 that ar~.~, 
the will undoubtedly come in the establishment of stricter st~~dards. l~posed upo~ cre I­
re ~rting companies rather than in the abandonm~nt of the qua~lfled ~tlvIlege now .enJoyed ~y 

Ph . Alt"'ough· the l'mposition of a ren U1rement of a hIgher atandard of care would, 111 suc compames. 11, ':l. ld 
the technical sense, afford the individual increased protectl~n: such a measure wou. ' ~s a 
practical matter, be of dubious value. This is true because the 1l1J~red p~~son would be req~lr~d 
to bare the burden of establishing details and specific facts showmg a fatlure .on the pa~ 0 t ~ 

. to meet tIle higher standard of care. This involves conSIderable hme an reporting company . . h h . f f t 
expense ~nd there is, of course, little certainty regarding the manner 111 WhlC t e tl'ler 0 ac 
will view the circumstances. 

In any event, it must be recognized that the common law and the constitut~onal ;igh.t ~o 
privacy is not a mere fantasy or drea~. It is. real a~d present and ~he .m~nner 111 WhICh It IS 
applied by the Courts in response to 1l1cteasmg sOCIetal pressures IS slglllficant to all of us. 

STATUTORY PROVISIONS 

In some instances responding to developments in the c.onstitutional or .common law right to 
privacy but far more frequently responding to their constItuents, the Ul11ted State~ Congress 
and the legislatures of the various states have enacted legislation re~atin? .to pt1vac~: The 
following summary reviews some of this legislation - while not exhaustIve, It IS exemphttve of 
the broad scope of such legislation. 

FEDERAL STATUTORY PROVISIONS 

Two Federal statutes contain specific l'ecognitic)l1 of the right to privac~. They are: The Fair 
Credit Reporting Act, and the Freedom ofInformation Act. These and certa111 other statutes and 
statutory provisions are described in this section. 
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• The Fair Credit Reporting Act deals with the collection, maintenance and distribution of 
consumers' credit reports which are used, at least in part, for determining the consumer's 
eligibility of employment, credit or insurance. The Act does not apply to reports used for 
busine~s, com~ercial or professi?nal purposes. In its statement of purpose, the Act specifically 
recoglllzes a rIght to prIvacy WIth respect to consumer credit reports: 

There is a need to insure that consumer reporting agencies exercise their grave 
responsibility wz'th fairness, impartialty, and respect for the consumers right to 
privacy. 

The Act imposes a limitation on the period of time that a credit reporting agency can hold 
any bit of information. When this time limit expires, the data becomes stale and cannot be 
disseminated unless the report is to be used for determining wheth~r to grant credit in excess of 
$50,000, underwrite a life insurance policy having a face value in excess of $50,000, or offer 
employment carrying a compensation in excess of $20,000 per year. Where credit or insurance 
for personal, family or household purposes or employment is denied 01' the charge for such 
credit or insurance is increased, wholly or partly because of information received from a 
consumer reporting agency, the user of the consumer report must advise the ~onsumer and 
supply the name and address of the reporting agency. This is also true when credit is denied, 
wholly or partly because of information bearing on the credit-worthiness of the applicant. If the 
information has been obtained from a source other than a consumer reporting agency, the user 
of the information must disclose its nature upon written request of the consumer. In most cases, 
a person procuring or causing to be prepared an investigative report about a consumer must so 
notify the consumer. The Act provides that a consumer reporting agency is to follow reasonable 
procedures to insure the maximum possible accuracy of the information contained in such a 
report. Upon the request and proper identification of any consumer, the reporting agency must 
clearly and accurately disclose the nature and SUbstance of all information (except medical 
information) which it holds and the sources (except sources gathered and used solely for the 
purpose of preparing an investigative report) of such information. Of course, this provision does 
not give the consumer the right to physically possess the file or receive a copy of it, only the right 
to know its contents. 

In the case of a dispute between the consumer and the reporting agency, the agency is 
required to reinvestigate the accuracy of this information. If the dispute remains unsolved, the 
repoliing agency must so note the dispute in subst::quent reports. If disputed information is 
deleted from a file the reporting agency must so notify certain persons designated by the 
consumer who have received the reports. With a few exceptions, the consumer reporting agency 
may impose a "reasonable" fee for making disclosiIres pursuant to the Act. The Act provides 
civil and cdminal penalties for violations of its provisions. Compliance is enforced by the Federal 
Trade Commission. . 

This brief statement, highlighting certain provisions of the Fair Credit Reporting Act is 
intended as a mere illustration of the scope of the Act and it must be borne in mind that 
complete compliance with the provisions of the Act requires a more detailed analysis and expert 
advice. 
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• The Freedom of Information Act which generally provides for public access to records 
held by governmental agencies, also recognizes the individual's right to privacy: 

. . . to the extent required to prevent a clearly unwarranted record ilzvasion of person­
al privacy, an agency may delete identifying deta~ls when it makes availa~le or p.ub­
lishes an opinion. stigma of policy, illterpretatio'h," or staff manual or .11lstructlO~. 
However, in each case the justification for the deletion shall be explazned full zn 
writing . .. 

5 U.S.C. ,522 (a) (2) 

Although the statute, which provides a procedure whereby an individual can p~event se.xually­
oriented advertisements from being mailed to him does not expressly mention the rIght to 
p1'ivacy, that right was expressly stated by Congress to be the reason for the enactment of the 
statute. Thus, Congress found: 

that such use of the mails constitutes a serious treat to the dignity and sanctity of the 
American home and subjects many persons to an unconscionable and unwarranted 
intrusion upon their fundamental right to privacy. 

II 
.\. 

The first type of statute referred' h~, above is what is sometimes referred to as the Public 
Records Act (44 U.S.C. , 3501, ET SEd'.) That Act provides for certain'limitations on Federal 
agency information collection practices. The pertinent secti~n of the Act reads as follows: 

A Federal a~ency may not conduct or sponsor collection of information upon identical 
i~ems from i~n or mote persons, other than Federal e.mployees, u~lless, in adva~lCe of 

'>/fci;.JlJf.itJ..J1;<@,revision of any plans orforms to be used Z1t the. collect~01l ... ~he Dzrector 
ltc,s stated he does not disapprove the proposed collectzoll of l11jonnatlOll. 

Examples of similar legislative controls include: limitations on the use of census data 
obtained under the Census Act; the rt!quired confidentiality of information obtained in the 
course of venereal disease prevention control projects and pr~grams; g:ants for research 
treatment and control of sickle cell anemia and Cooley'S AnemIa; educatIonal and research 
programs of the Attorney General concerning drugs and other controlle~ su~stan.ces; a~d grants 
from the Secretary of Health, Education and Welfare for programs 111 Juvemle delInquency 
control. 
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The Constitutions of at least six states contain provisid~s which protect their citizens fr0111 

unrea.s0nable invasions of privacy (Alaska, California, Hawaii, Iowa, Illinois, and South 
CaroIll1a.) Perhaps the most broadly stated provision is that found in the California Constitution 
which states: • 

All people. are of nature free and independent and have certain inalienable rights. 
among which are theirs of enjoying and defending life and liberty . .. and pursuing 
and obtaining . privacy. 

A lack of definitive j~dic~aI pronouncements relating to these constitutional provisions prohibits 
an accurate generalIzatIon, with respect to their significance. 

. ~he various t~pes of St~te statutory enactments afford protection against certain specific 
vlOlatlOns of the rIght to prIvacy. Several state legislatures hav:e, for example, enacted laws 
prohibiting the unauthorized use of another's name or image for commercial purposes. Other 
statutes specifically prohibit unreasonable interceptions of communications. 

T?e ?nly state which expressly recognizes a right to privacy with respect to credit 
reportll1g IS the State of New York. New York's Credit Data Reporting Act prescribes limitations 
o~ w~at can b.e inclu?ed in a cr~dit repoli and limits those to whom credit rating agencies may 
gIVe ll1fOrmatlon. ThIS Act, WhICh may prove to be a precedent for legislation in other states 
provides for both civil liability and criminal penalties for violations of its provisions. ' 

Responding to a recent ;survey by the National Association for State Information Systems 
(NAS~S), t,en states iildicated',that they had legislative or administrative policies governing the 
handhng of personal data and state information systems. These policies have as their principal 
purpose thl~ governing of information practices in the public sector. An example of such a policy 
is that contained in the California Budget Act of 1972 which prohibits any expenditure of funds 
on data processing activities without a certification from the director of the agency involved and 
the Director of Finance that adequate safeguards have been established to insure the 
confidentiality of data. The confidentiality criteria u~d in the State of California are as follows: 

• All designers of information systems shall include in their analyses the recognition 
of the use of confidential informatiofi. 

• Strict controls shall be developed to prevent unauthorized access to data maintained 
in computer files. These controls shall include physical security of program docu­
mentation, data files, and data processing facilities as well as electronic controls to 
prevent accidental or intentional unauthorized access to data. 

• Each state department shall designate an Information Security Officer who shall 
be responsible for implementing state policies and standards regarding the con­
fidentiality and security of information in his respective department. 

• Each consolidated data center shall also designate an Information Security Officer 
to carry out the aboi/e duties for each data center. 
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• It is the intention of this Legislature that the Department of Finance continually 
review. the adequacy of state policies and procedures with regard to the confiden­
tialitj 'of data. A repQrt shall be submitted to the Joint Legislative Budget 
Committee and the fiscal committee on December I, 1972 regarding progress in, this 
area. 

• In order to preserve the integrity of the sec~rity and confidentiality measures inte­
grated into the state~s automated information systems, any contractor engaging in 
systems analysis, programming, or other EDP work for the state must hold confi­
dential the details of the work performed, and appropriate language shall be made 
a part of any such contracts. 

Despite the existence of constitutional safeguards in six states, most of the privacy 
protection afforded on the state level comes from an amalgam of provisions which protect 
specific relationships or gove1'l1 the use of personal information held by some department of 
state gove1'l1ment. 

There is a great deal of variation among the states with respect to the amount and quality of 
protection provided for any given privileged relationship and in the amount and quality of 
protection provided with respect to the various types of personal and business information held 
by state agencies. 

Various relationships have been deemed so important to society that the individuals 
involved are given protection against in-court disclosure of communications which are part of 
that relationship. To the extent that the parties to privileged communications may rely upon a 
freedom from coerced disclosure of those communications, these provisions afford some 
measure of privacy. It s.hould be noted, however, that a complex body of law has developed as a' 
result of the recognition of privileged communications and the exceptions and limitations are 
considerable. 

The most common privileged relationship is that which applies to communications between 
husband and wife. The state of Iowa recognizes privileged communications between parent and 
child and in California communications between guardian and ward are also confidential. The 
doctOl··patient privilege is recognized in some thirty-six states and an increasing number of 
states recognize a psychiatrist-client 01' psychologist-client privilege. Other commonly recog­
nized privileged relationships are that of atto1'l1ey-client and Priest-penitent. Among the privi­
leged relationships which are t'ecognized in some jurisdictions, but remain uncommon are: 
Dentist-patient, social worker-client; marriage counselor-client; student counselor-student; 
accountant-client; media employee-source. Numerous state statutes afford a degree of 
confidentiality with respect to information or data in the possession of governmental agencies. 
At least nineteen states have enacted general prohibitions against access to identifiable 
information about recipients and applicants for public aid. Eighteen states provide confidential­
ity relating to various phases relating to the mentally ill, information obtained through state 
administration of vocational rehabilitation, certain information obtained regarding persons on 
parole or probation, certain criminal records and, the records of certain court proceedings 
involving minors. Still other state statutes limit access to data regarding communicable 
diseases, complaints of discrimination, disciplinary proceedings in the legal profession, motor 
vehicle accident reports, information conce1'l1ing the uses of narcotic drugs or controlled sub­
stances, data relating to unemployment compensation, information regarding state or county 
reti1'ement systems and data acquired in litigation conce1'l1ing pollution control. 

------------------.-~iG ..... __ "'_.I) .... _ .. _.'t."t;~~ ..... -_·1 ""'''' .... '''''''-,-,-, -"'-g----____ ".,' •. 1 . ..,. 0'1.'" 

A number of states restrict the use by certain t f b . . . 
regular course of doing business A I f ypes 0 • uSI~esses of 1l1formatlon held in the 
biting collection agencies from Publis~~~m.p e ~. SU~.h leg;slatton is a Caiifol'l1ia statute prohi­
beat lists" and from engaging in unfair o~ p;s l~gl ISd~s 0 debt?rs commonly known as "dead 

n mls ea 111g practices or methods of collection. 

To date, no statutes have been ena t d h' h d 
relating to the right to privacy in both' ~he w b~~ e:l c?mprehensively with the problems 
public sector, however, a number of note:~l~h IC ~n prIVate sectors. With respect to the 

~::!g~e~ia~! ::~~:~:~:;~;~t;~:ra;!: th: ~ght ~o P;~fv:~~~fh~~~vt::~s a:::;:~:i~~t:~: 
of compu.terized information held'· tet

o 
e proposals have particulul' l'elevance to the use 

f 111 S a e government data banks Such' d I . I . 
requently contain provisions requiring notificatio f th . t . . propo~e egis ation 

existence to a state agency other than by wh'i h ;
0 

e eXlS ~nce of a fIle or dIsclosure of its 
inspection, supplementation, modification and ~a;a ::~ pc~mrl'oPdIlI.ed, an.oPPofrtdunity fol' subject 

c purgIng 0 ata and records. 

The foregoing discussion indicates th t t t t . 
level is scattered throughout numerous statu:· s ~.\ory protectIon of privacy on the state 
the meaningful statutes have been enacted ::. w r~c vary g:e~tly fl'om stat~ to state. Most of 

fta;:~~~~~~U;a~itt~ r::;:::Ot~:~ ~~~~~t~ti~n:;le:~;:~~+~~~~et~i~~~~~ ~~:a~;~~he;'~~r!: 
Characteristic of the more recent enactments are: owar e enactment of such statutes. 

• A clearer recognition of the right to privacy, 

• An expanded scope of application and 

• More effective sanctions for violations. 

deal ~~~~~~~ ~~ssible ~xcepti~? of constitutional provisions, the more recent measures tend to 

~~:~1t a:~e~::~~:~r:::~~~v'~~;:':~E;~i':::~~:~h~~t;~~~:~:~~:;'~~~t~~~t~C:A~g;:~a;~~~, t: 
~~!~~~e~~sl:~:nm~i~:~:~n~~ ~~O~~:~}r::E::~:Cpt::~~c~::~;~'~~:~~~~!i;/ a;~a~r::c~~c!: 

, at 111 cases lllvolvmg l11mors. 

~ffi.· .............. ________________________ __ 
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CONCLUSION 

The right of privacy, like every other principal of law, is not susceptible to absolutes. It 
cannot be reduced to a brief unqualified definition and, rather than remaining constant, it is 
continually changing and developing. This is, in fact, particularly true of the law of privacy 
which is ~'10w in its infancy. 

The right to pl'ivacy is, in fact, virtually meaningless in the abstract. It takes on teal signifi­
cance only when it applies to a given set of circumstances; whereupon it becomes, for that 
limited pm'pose, simply what the court or legislature says that it is. 

This section, or any single work or treatise, can adequately impart sufficient knowledge to 
allow you to know with certainty, precisely, and completely what the right to privacy is and how 
it applies to the infinite variety of factual settings, which are part of our everyday environment. 

It is hoped, however, that this section has stimulated an awareness of and a feeling for the 
right to privacy. Indeed, it is this awareness from which, as witnessed by the Brandeis article, 
the right to privacy was conceived and upon which it will mature. Courts and legislatures 
respond or react to public concerns and, in that sense, it is we who will shape the future of the 
right to privacy. 
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CHAPTER· IV: THE ECONOMICS 
OF SECURITY 

INTRODUCTION AND OVERVIEW 
The -security decision is necessarily an organization and installation dependent problem. 

There is no universal solution to the question: 

How do you determine the most cost-effective mix of security safeguards to address 
my organization's information privacy and security problom? 

Clearly, however, any attempt to analyze carefully the problem will result in at least a 
better understanding of your organization's vulnerability and a rational basis for choosing (or 
not choosing) a given set of technological and administrative safeguards to address the problem. 

The security problem in your organization can probably be broken down into the following 
three components: 

• What and where are the information exposure possibilities in the organization? 
• What is the value of information in your systems? 
• What security safeguards are available, how effective are they and at what cost? 
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.' . he com onents of the security decision. In the following 
T~e Illustration belotw ~leIPbIct~r!ated to ~stablish a rational framework for selecting a cost 

matel'lal each componen WI e 
effectiv~ mix of administrative and technological safeguards. 
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METHODOLOGY 

1. Categori2:e exposures. . . . . 
2. Identify specific access vulnerabilities and estimate 

exposure probabilities. 
3. Document exposure areas, vulnerabilities and 

probabilities. 

t",\temizcthe information resources of the 
/ ;organization, . ' 
~.tEstimate the value of the mform~tIO~. t 

3. Document the value of the organization s 
information. 

1. Research available safeguards and list th~se 
appropriate with corresponding converSion and 
operational costs. 

2. Estimate the probability of given sa'feguards 
failing. 

1. Apply total expected cost model. 

, ' 

The specific methodology that will be used to generate the set of feasible security alterna­
tives is summarized below. 

First, this chapter will address tIle fil'st three components of the security decisiol1i namely, 
exposure assessrnent, information valuation and safeguard cost identificatiol1. Specifically, it 
will deal with your qata gathering requirements and describe the tool s that can be used to gather 
this data. 

Next, a model will be described which was designed to develop a set of feasible security 
alternatives. The model is based on the total expected cost of security considering your organi­
zation's exposures, available safeguards and the value of information. The constraints on the 
model include your budget, the availability of the data and the state of the art in security 
technology,: 

As ~Irindication of what is to follow, it is appropriate to consider briefly the approach and 
intent o~ the Total Expected Cost Model in this overview, 

The model attempts to determine the most cost-effective combination of administrative and 
technological safeguards. This is accomplished by summing the cost of each security system and 
the expected loss associated with each system. The alternative with minimum total expected 
cl..'stfor a given data processing center is selected as the "best" security system for the center. 

A security system is defined as a collection of 0, 1, 2, or more safeguards. For example, if 
there are only two safeguards available for securing a data processing center, call them 
Safeguard A and Safeguard ,13, then you have four possible security systems to choose from. 
These are: 

• Use neither A nor B; i.e., employ no safeguards. 
.. Use Safeguard A only. 
• Use Safeguard B only. 
• Use both A and B. 

The total expected cost of security has two major components. The first is the cost of 
installing and operating the safeguards. This is a real, out-of-pocket cost which can be 
determined relatively easily. The second is the cost (or loss) associated with the exposure of 
information being secured by the system. This loss due to exposure is not easily determined and 
must be based on estimates of the value of the resource and the probability someone will 
attempt to expose it and be successful. It is not a real cost in the sense that you know for cei'tain 
that you will have to pay it, but rather an expected cost based upon two probabilities - the 
probability someone wants to expose information and the probability the safeguard(s) being 
used to prot~~ct if fails to formulate the problem, let: 

Xk eost ($/year) to install and operate the safeguards comprising security system k. 

Y k = expected loss ($/year) due to exposure if security system k is used. 

TECk = total expected cost ($/year) in using security system k. 
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The cost versus loss trade off becomes clear through use of the formula. With few effective 
safeguards and a resultant low cost in providing security, the expected loss due to exposure will 
be high. On the other hand, an increase in the number of effective safeguards employed will 
increase the cost of providing security and reduce the expected loss due to exposure. 

The problem is to find the correct balance of the two costs, Xk and Yk (Le., the security 

system k which minimizes the total expected cost) . 
. 

The solution to this problem is illustrated graphically below. 
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In this example, two cost curves, Xk and Yk, are plotted. The total expected cost curve is simply 
the sum of the values comprising X k and Y k. Your total expected cost is minimized if security 
system k = 3 is chosen. . 

The following pages will now describe what data is required and how this data can be used 
to generate your total expe,cted cost curve . 
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METHODS OF DATA COLLECTION 

To utilize the Total' Expected Cost (TEC) Model approach to determine the most cost­
effective mix of safeguards, you must determine the probability of information cJ;;posure, the 
value of the information in your systems and the types and costs of safegnards available to 
protect your information. 

EXPOSURE ASSESSMENT 

For the purpose of this data collection methodology your organization's information 
exposures should be defined as the accidental and/or intentional alteration, destruction or dis­
closure of information. In order to assess the exposures within your organization you should 
identify: 

• The location of information in the information processing framework. 
• The physical form of information. (Is it printed output, disk packs, tape reels, etc.?) 
• The relationship between information in its physical form and location and the other in­

formation system resources. 

The location, form and relationships of information to other resources are treated 
separately below to provide understanding of the methodology. 

LOCATION OF INFORMATION 

The information processing framework has been broken down into the following steps. 
These steps should be used to locate information in the various stages of processing. 

• Data Gathering. The manual creation and transportation of data. 
• Data Transmission. The manual movement of source documents to the input area in which 

source documents are converted to machine readable form. 
• Data Conversion. The phys.ical conversion of manual source documents to machine readable 

form. 
• Data Communication-Input. The transmission of machine readable data (e.g., TP, messen­

ger, mail, etc.). 
• Data Receipt. The receipt of data via communications facilities and stored awaiting 

processing. 
• Data Processing. The execution of application programs to perform intended computations 

and preparation of the result of the computations. 
• Output Preparation. The preparation of output media for dissemination to users including 

tapes, cards, disk, drum, and paper. 
• Data Movement. The manual movement of computer produced output, in various media 

form, to the output area to await user pick-up. 
• Data Communication-Output. The transmission of output to the user, (e.g., TP, messenger, 

mail). 
• Data Usage. The use of data by the recipient, including the storage or location of it while it is 

being used. 
• Data Disposition. The disposition of data after the period of usage including the methods and 

locations of storage, length of time for storage and final disposal, as appropriate. 
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FORM OF INFORMATION 

In order to reduce the potential exposure of information you must also identify its form at 
the various steps in the processing framework. Consider the following classifications: 

• Human Readable Media. This classification includes information which can be read and 
understood by personneJ including source documents, printed listings, systems and program 
documentation, interpreted (printed) punched cards and output teports. 

• Computer and Equipment Readable Media. This classification includes information which 
can be read and interpreted by computer and other equipment including information located 
in main memory or on disk packs, magnetic drums, magnetic tapes, punched cards, 
microfilm and microfiche. 

RELATIONSHIPS BETWEEN INFORMATION AND 
OTHER INFORMATION SYSTEM RESOURCES 

The exposure assessment depends not only on the form or media of the information and the 
location of it in the processing cycle but also on the relationships of it to the otJ}cr processing 
resources within your organization. 

For the purpose of this methodology "other resources" have been classifi~\d as foIlows: 

• Personnel Resources. 

a. EDP management 
b. Data center management 
c. Computer operations personnel 
d. 1/0 control personnel 
e. Clerical personnel 
f. Systems and programming management 
g. Systems analysts 
h. Programmers 
i. Software specialists 
j . User personnel 

• Physical Site Components. 

a. Power supply 
b. Heating, air conditioning, humidity control equipment 
c. Walls, windows, doors, floors, ceiling 
d. Lighting, water supply 
e. Fire prevention/retardation equipment 

• Support Equipment. 

a. Storage vaults 
b. Storage cabinets (forms, disk, tape, card) 
c. Utility carts, tables, scheduling boards, work flow control materials, and equipment 

status boards 
d. Bursting, decollating and shredding equipment 
e. Microfilm/microfiche and copying equipment 
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• Computer Equipment. 

a. Local 

Terminals 
Central processors 
Consoles 
Drum, disk, tape drives 

R 
Card readers, punches, printers, paper tape readers/punches 

b. emote 

P:inters: card readers, paper tape readers/punches 
Vldeo dIsplays 
Consoles 
Terminals 

• Communication Equipment. 

a. Modems 
, b. Processors 
c. Line junction boxes 
d: Lines 

• Software. 

a. Computer operating programs 
b. File management and resource accounting programs 
c. Compilers, utility programs 
d. Communication control programs 
e. Program access control programs 
f. Application programs 

• Access Control Equipment. 

a. Badge readers 
b. Access control computer 
c. Television cameras 
d. Television screen monitors 
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RELATIONSIllPS BETWEEN Il'TFORMATION IN THE 
INFORMATION SYSTEM FRAlVIEWORK 
AND OTHER RESOURCES 
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SUPPORT EQUIPMENT 

DATA 
GATHERING 

SOURCE 
DOCUMENTS 

• 

DATA 
TRANSMISSION 

B 

SOURCE 
DOCUMENTS 

• 

• 

i------------~~-~--.------ ..... --
COMPUTER EQUIPMENT 

LOCAL AND REMOTE 

COMMUNICATION EQUIPMENT 

.,~---

---~- ------.- ... ---

SOFTWARE 

--_._ .. _--------_.--

ACCESS CONTROL EQUIPMENT 

-------- ---. - ._ .. _--

DATA 
CONVERSION 

A,B 

SOURCE 
DOCUMENTS 
CARDS, TAPE 

• 

• 

• 

• 

DATA. 
COMMUNICAU 

INPUT 

A,B : 
I 

CARDS,TAP 
DISK) 

'" DRUM; 

• ! 

• 
-----t 

f 
~ 
t 
~ 

DATA DATA 
RECEIPT PROCESSING 

A A 

TAPE 
DISK MAIN STORAGE 

DRUM 

• • 

• • 
-_. 

~ ---

-
--- ~-- ~- -

• ·1· 
i 

--__ L 
f¢ 

~ . ~ . 
i --1--

• It • 

f. 
-------~,------­. 

I 

'. 

• 

• 

OUTPUT 
PREPARATION 

A,B 

CARD,TAPE 
DISK, DRUM 

PAPER REPORTS 

• 

• 
-- - - - -

-- -- . _. 

• 

• 

• 

DATA DATA 
DATA 

MOVEMENT . COMMUNICATION· DATA 
OUTPUT USAGE DISPOSITION 

A,B A,B 
A,B 

B DISK, TAPE CARDS, TAPE PAPER REPORTS TAPE DISK PAPER REPORTS FICHE PAPER REPORTS PAPER REPORTS FICHE 
CARDS PUNCH.TAPE MICROFILM 

MICROFILM PUNCH-TAPE 

• • • • 

• • • • 
'. -

-

• • • 
- _. -- --- ----- -

• 

• 
J 

• 

• • • 
-~--~~--

101 



r , 

102 

; 
,' ...... ,s ..... __ _ 

The chart above illustrates the form of information in each activity within the information 
system framework. The chart also shows the noninformation resources which operate on or with 
information at each step in the framework. 

Through the use of this chart or a similar displr,;:y technique, you can isolate the location of 
information in human and computer readable form or media within the specific activities of the 
information system framewor~. 

The next step in ord~.r to assess the exposure of your organization's information to 
accidental and/or intentional alteration, destruction or disclosure is to estimate the probability 
that someone will attempt to expose the information and be successful. 

Generally stated, the probability of exposure depends on the number of personnel and 
other information system resources granted access to information. AdditionaUy, the degree of 
access (e.g., restricted, full) will also playa role in determining exposure probability. 

EXPOSURE PROBABILITY 

An understanding of the number of personnel and other resources having access to 
information is vital to estimating exposure probability. You must also understand how personnel 
and other resources can access information. To assist in this understanding various access 
routes have been defined to illustrate how information can be accessed. 

F'our primary access routes have been defined and include physical access to information 
through a remote processing site or through a local pl'ocessing site: 

• To Remote Processing Equipment. 

The intruder may gain entry to a remote processing site and access information in its 
various forUls 01' media either directly through the processing equipment 01' through the 
operating system or some programming interface. 

• To Local Processing Equipment. 

The intruder may gain entry to the local data processing center the access information 
either directly through the processing equipment or again through the operating system 
or some programming interface. 

• Computer Media Information. 

The intruder may gain physical entry to the local processing site and access computer 
media information (Le., disk packs, tape reels, etc.) 

• Human Readable Media. 

This route includes physical entry to the processing facility and access to hUman 
readable media such as printed cards, output reports, program and system documen­
tation. 

L 
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! ou ,:iIlnote that each of the four main access routes include entr to the 
ph~slca! site. The following chart illustrates the four primary access :Outes anr~m~!~i~:~o~:; 
estlm.at111g the ~ate ?f a.tt~mpted access through the various ruutes and subrollte~. The 
~~nta111s ~orty-elght 111dl~ld~al access routes. The first twelve routes are explained as fOI~hart 

e speCIfic subroutes wlth111 each of the primary route(! 2 3 and 4 ad' d' h ws. 
" th b . " , , re el'lve 111 t e same manner as e su routes dlustrat~d for primary route #1 and th ~ erelore are not shown. 

Access Routes and Sub.Routes 

Primary 
Route #1 

Access to human readable or com­
puter media information through the 
remote site equipment, operating 
system and/or programming. 

Sub-Route #'s 

1-4 Disclosure 

1-2 Insider (Inside Personnel) 
1. Accidental 
2. Intentional 

3-4 Outsider (Outside Personnel) 
3. Accidential 
4. Intentional 

5-8 Alteration 

5-6 Insider 
5. Accidental 
6. Intentional 

7-8 Outsider 
7. Accidental 
8. Intentional 

9·12 Destruction 

9-10 Insider 
9, Accidental 

10. Intentional 

11-12 Outsider 
11. Accidental 
12. Intentional 
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To apply the methodology shown in the chart you should: 

Step 1. 

Step 2. 

Determine the time frame within which you will estimate the probability _ normally 
from one to five years. 

Estimate the rate of access for each of the 48 access routes. To assist you the rates have 
been categorized three ways: 

(N) - Never - access not probable 

(S) - Seldom - access likely 1 to 3 times within the estimating time frame 
(0) - Often - access likely 4 to 8 times within the estimating time frame 

Step 3. Apply the estimated rates of acces for applicable routes to the Total Expected Cost Model. 

An example of how this chart ":'s used is shown in Appendix G. 

INFORMATION VALUATION 

The determination of information value contains elements of opinion and subjectivity and 
therefore is relative to your organization. The value you place on your information will neces­
sarily reflect the following perspectives: 

• . I' 

• Value to you, the custodian of the information. 
'. Value to the subject about whom the information is maintained." 
• Value to an intruder desiring to obtain information. 

The methodology for determining information value necessarily focuses on your 
perspective as the custodian of the information. Where it is practical to identify subject and 
intruder value you should do so, because there consideration is useful to assess the value of 
information to you and the risk of its exposure. 

The chart shown below illustrates the methodology for assessing information value. You 
will note that value is expressed two ways: 

• Dollar Value. Dollar value is assessed through quantitative estimates of costs andlor 
out-of-pocket expense. 

• Utility Value. Utility value is expressed subjectively and converted to dollars based on 
the impact or importance of the utility factor to your organization (a utility factor dollar 
conversion scale is included on the chart). 
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Scale for converting Utility Value to 
doUDrs based on Impact or Importance 
of the utUtty factor to the organlznllon. 

5 -Maximum f" 

4-Hfgh 
a-Medium 

VALUE CALCULATION METHOD 

2 -Some 
I-Little 

SlOO,OOO 
$ 75,000 
$ 50,000 
$ 2~,OOO 
$ 1,000 DOLLAR VALUE ILLUSTRATION 

t 
, lUSTRATION OF UTILITY 
! 

CUSTODIAN 

Cost of Acquisition 

Cost of Malntenam." 

Cost of Replacemtnt 

Up port unity (time cost) 

Market Value (sales and assets) 

Legal 

Action 

Cost of Development and/or Purchase Cost 

Materml + Labor + Equipment 

Cost of Reconstruction and/or Purchase Cost 

$ Value of Resource 

$ Value of Penalty for Loss/Destruction/Modification 

~-----------------------
Decision 

Control 

I 

I' , 

Ii 
, ,DfJnablUty to Act or 
, ~Misslon 

!l'lnaoility to-'M'"a"'k::". ---­
JOeclslons 
/Loss of Ci"'o;;;n:;;tr:;:;o"l ~---­
f\'Ililons (,v"aste) 

IE::::-------------------------- - -----'. II"Emi·y·'~ t:;:;o------
Accounting 'l' ~rOt Operations 

~----------------------------- ILosiof 
Lego\ ~Aulhor\zotlon 

......... _-----------------------_., , 
Insurance Amount of Insurance Benefit Obtainable 

/-p-.n-s-Io-n----------- I\mount ot Henetns - -- -- i: 
Access to Gov', Funds Amount of Funds (Le., scholarship) I 

~---c-r-ed-I-t p-o-w-e-r--------- Amount of Credit I' 

$ Value of Earnings Poten-tinl + Cost' of Education t 
~-----------------

Education 

Employment Annual Compensation .c-

"------~-----------------

Obtoln License _ .~lIvlty Authorization ,--____________________ r ______ _ 

Civil 
Liberti •• Exercise Frnnchise 

IOKtgulate 
JRIAcuon 

~----''-------- -------------_._-------

Repulallon • Well Being -"Health 

$VALUE UTILITY 

$,~'----

51-<-__ -

VALUE TOTAL 

SUBJECT 
INTRUDER 

J VALUE UTILITY S VALUE UTILITY $ VALUE 
TOTAL 

$._----

$ 

UTILITY 
TOTAL 

EXHIBIT VI 

OVERALL 
TOTAL 

'--------------------------=====~--~====--
/"B_I_ac_k_m_B_II ___________ $ of Payment X Number of Payments 

~-c-o-m~p-e-tl-tl-Ve-A-dv-a-n-ta-g-e-----"-M-n-te-r-IB-1_+_L_o_bo_r_+_l_·I~m_e_n_o_t_._xp~e_.n_d_.d _________ ~ 

SeU Resource 

Improvo Credit Rntlng 

ImDrove Work. Education, Pension 
Rights Quoliflcatlons 

$ of Payment 

Present Amount ot Credit .. Previous credit Une 

Present Amount of $ .. Previous Amount Salary, pension 

PolitlcolAdvantase or Impact ilJelty to Cnu •• 
~-------------------------' .----~---

.:!:antage. ConvenU:JIl,;C t'ersonnl Usc or Resource 
----------~-----~-----------

Dcc:ttuetlon or Resource ...:reey 

\ .;;~:::::.--_;_::_=_:_:::-=:--------------------- ~nl\:;;1 =c=o-----L Alteration at ReSOU1'ce Jtte 'ered Re$ource: 
~~::::: ___ ....:.::.::::.::=:.:.:-=::.::::.:::.... ______ ____________ --r ~_ . ...;n;.;;t.'_ ____ _ 

Disruption or Service ' ~r 
........ _--------------- - - - -- - ----~ --------
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To use the methodology shown you should first identify the information to be valued (Le., 
an information system, master and/or transaction file, output reports, etc.), then proceed from 
left to right on the exhibit assessing value from each of the perspectives. 

SAFEGUARD AND COST IDENTIFICATION 

After you have assessed the exposure probability of the information in your organization 
and identified the value of the information, the types and costs of safeguards available must be 

determined. Safeguards have been classified two ways: 

• Technological 
• General Management 

With each type of safeguard there are two associated costs; the direct cost or the cost of 
purchase or lease of given safeguards, and the indirect or operating costs associated with the 

safeguards. Safeguards are further classified as follows: 

• Technological Safeguards. 
Physical Plant Access Controls 
Physical Plant Disposal Controls 
Software Controls 
Teleprocessing Controls 

• General Management Safeguards. 
General Security Education 
Organization for Security 
Policy Development 
Systems Assurance 

The chart on the next two pages illustrates some of the safeguard types and associated cost 
considerations. You should investigate the types and costs of safeguards and select those 
appropriate for your organization. When the selected safeguard combinations are included in 
the Total Expected Cost (TEC) Model, it will become apparent that certain of the combinations 

are more cost effective than others. 

, 

SECURITY SAFEGUARD COST CONSIDERATIONS 

~"' SAFEGUARD TYPES 
ASSOCIATED CONVERSION COST CONSiDERATIONS 

1. Use of key or combination Distribute keys and combinations to authorized people 
lock to gain access Develop distribution procedures 

Education 

en 2. Sign·in/Sign·out With guard -' Develop sign·in/sign-out procedure 
0 
a: or receptionist checking 
I- identification card 

D~velop Identification procedure by shift and skill t e 

z HIre guard or receptionist yp 
0 u Identification media creation and distribution 
en Develop control procedures for lost identiffcatfon media 
en w Develop procedure to control file movement 
u u Education 
« 
I- 3. Automated access control Z Badge creatipn and distribution costs 

:5 system with magnetic badge 
a. 

Install system (e.g .. electrical and mechanical work 

-' 
phYSical planlling. software costs etc) , 

« Develop violation action proced~re • 
u 
~ 

EducdtiQn 

:r: 4. Automatic access control Same as In (3) 
a. system with magnetic badge Hire guard 

and guard 

5. System as in (4) with sur- Same as In (4) 
veiilance and alarm equip 
ment 

I-~ 1. No disposal controls None 
zO 
:51= 2. Compactors 
a. Z 

~evelop procedure for disposal of confidentiel obsolete 

-,0 
Informat,'.m and trash 

«u EqUIpment tnstailation 
u-' 

>- -« 
~en 3. Shredders 

(!l :r:~ 4. Information liquefying pro-
Same as in (2) 

a 
-' a. en Same as in (3) 

0 0 cess 
z 
:r 
u 1. No software security w Develop contr?1 p~ocedures for changes to vendor supplied 
I- softwa~e, applicatIon programs, testing sensitive applications 

~peratmg sy~ems documentation, and application program ' 
ocumentatlon 

2. Software with FETCH Protect I Same a. in (1) 
In.~all FETCH Pr.otect .software tSYSGEN, test & implement) 
Wnte attempted mtegrlty violation procedure 
Develop procedures for sohware security documentation 
control -

UJ 

Educ~tlon for software, operations staff & users 
Application pmgrof;' 'change costs 

a: 
« 3. Software with FETCH & In-
.~ 

Same a!rln (2) 

u. tegrity features 
a en 4. Software as in (3) with Same as In (3) 

logging functions Develop Interface with operating system subsystems 

5. Software as In (4) with data Same as in (4) 
set authorization functions Develop Information ~Iassiflcation gUidelines 

Develop profile definition procedure ' 
Define profiles 
Develop codeword distribution and change procedures 

6. Software with (5) and field Same as in (5) 
& record level caoability 

7. Sottware WICO (6) & over Same as in (6) 
write capabilities Develop overwrite procedures 

'.' 

., 
t 
r: 
F ASSOCIATED OPERATION COST CONSIDERATIONS 

DIRECT INDIRECT 

On-golng Education 

Guard or receptionist Audit 
salary 

Maintenance 

Equlpm~"t rental Audit 
Mainte'lance 

1 ' 

Same as in (3) Audit 
Guard salary 

Same as in (4) Audit 

Npnr. None 

Eq u Ipment COst Audit 
Maintenance 

Same as in (2) Same as in (2) 
Same as In (3) Same as In (3) 

Staff for enforcement Technology )"el.mrch 
and execution Audit 

An~lyze & remedy attemp' Same as in (1) 
ted violations On-golng education 
Computer overhead for users & staff 
Software maintenance 

Same as in (2) Same 8S in (2) 

, 
Same as in (3) Same as In (3) 

Same as in (4) :same as In (4) 
Real time adminlstra- . 
tlon ,-

Same as in (5) Same as In (5) 

Same as In (6) Same as in (6) 

CHART CONTINUED ON NEXT PAGE 
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SECURITY SAFEGUARD COST CONSIDERATIONS 

~NS ASSOCIATED CONVERSION COST CONSIDERATIONS 
SAFEGUARD TYPES 

1. No TP controls None 

2. Terminal Location Controls Location control devices (e.g .. locKs on doors, guards, etc.) 
Vl Secure communication line junction points & modems .;J 
0 Develop phYSical access control procedures 0: . ... ,. z 3. Terminal Ust! Controls as SalTl'~ as In (2) 

(!) 0 
0 u well as (2) Hardware fP.atures (e.g .. hadge reader, hardwired pass· 
...J (!) 

words, etc.' 0 z 
z Bi De'lelop procedures for use of hardw:Jre functions :J: 
U W 
W u 

Software Controls as woll Same as in (3) t- o 4. 
0: as (3) Install software (SYSGEN, test, implement) '" W Develop TP Control program Interface ...J 
W Develop procedures for use of TP software functions I-

5. Line controls in addition Installation costs (encryption, cable shielding, etc.) 
to (4) 

1. Problem definition and Program <;"velorrn·~t 
code of conduct Modi;, cotn!.~,!Oieation ·!OS'ts 

z 
0 2. Executive Programs (organlza. Same as in I') 
~ tion considerations, policy 
u considerations, implementa· ::l 
0 tion approach, etc.l 
W 
...J 
<I: 3. General Administrative Con· Same as in (2) 
0: siderations (work flow con· W 
z (rols, personnel practices. W 
(!) etc.) 

! 
!, 4. Security In Systems Design Same as in (3) 
" ! 'j 

• .I I 
1 

i 

I-
Z 
W 0: Develop organization structure ::; 

f2~ W Write lob descriptions 
(!) w- Establish qualification c."iteria <I: NO: 
Z _::l H Iring and Staffing costs <I: ZU 
::; 4;w TraIning costs (!)Vl 
...J 0: Develop Budget 
4; 0 0: 
W 
Z 
W 
(!) 

I-z 
,.W 

u~ Write policies 
:::;g Communicate Policy 
Ow 
"'> w 

I 
0 

Vl W 
::;U Develop security guidelines for systems w Z 

~~ 
design and programmIng 

<I: 
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ASSOCIATED OPERATION COST CONSIDERATIONS 

DIRECT INDIRECT 

None Technology research 

Staff for enforcement Technology research 
&executlon Audit 
Maintenance 

Same as in (2) Same as in (2) 
Rental Costs 
Overhead 

Same as in (3) Same as In (3) 
Software maintenance 

Same as in (4) Same as in (4) 
Additional line costs 

On.golng administration 

Same 

Same 

Same 

Oll.golng admln· 
istration costs 

.. 

Administration 8( Administration 
enforcement Audit 

Audit 

"' 

---------------- ------

METHOD FOR DETERMIf'UNG THE :;BEST 
SECURITY SYSTEM 

Different security systems, or levels of security, can be achieved by using different combi­
nations of safeguards. The problem, therefore, is to find the "best" combination of safeguards 
to secure the resources of a given center. The alternative security systems range from 
employing no security devices to using a number of safeguards (for example, hardware, 
software, and administrative practices.) The method used to find the best security system 
involves determining the total expected cost (TECk) for each alternative, k. The alternative with 
minimum total expected cost for a given data processing center is selected as the best security 
system for the center. 

The method is iIlush'ated with an example using real data and based upon a real situation, 
the protection of birth records within the State of Illinois which are maintained and processed by 
the Office of Vital Records and the MID. 

The ~xposure access route describes the type of exposure, how and by whom it can be 
performed, and Ahe form in which the information can be obtained. Using the methodology 
previously descnbed, an estimate of the average number of attempts per year to expose birth 
records via the forty-eight possible exposure access routes was performed, assuming a system 
of safeguards presently employed by the MID and the Office of Vital Records. Five of the 
exposure access routes (numbers 2, 5, 6. 26, 38) were found to be vulnerable, that is, it was 
estimated that the average number of att6mpts per year to expose birth records via these routes 
would be greater than zero. It was predicted that no one could or would ever attempt to expose 
birth records by way of the other routes, that is, they are not routes which are vulnerable to 
exposure. 

To estimate the value of birth records, if exposed, officials at the Office of Vital Records for 
the State of Illinois used the method of determining resource value described earlier. The 
estimates for the value of birth records and the average number of attempts per year to expose 
them are given in the table below. A detailed explanation of the methodology used to obtain 
these estimates is given in Appendix G. 

TABLE 1 

EXPOSURE ACCESS 
ROUTE NUMBER EXPOSURE ACCESS ROUTE 

VALUE OF RESOURCE 
($ PER EXPOSURE) 

AVERAGE NO. 
OF ATTEMPTED EX­
POSURES PER YEAR 

EXPECTED LOSS 
EXPOSURE ACCESS RTE. 
(PROD, OF PREVo 2 COL. 

2 

5 

6 

26 

38 

Intentional disclosure of human readable or 
computer medln information vin remote equip­
ment by an insider. 

Accidental alteration of hilll;an rerillable or com" 
puter media information via remote equipment 

, by nn 'insider. 

Intentional nlteration of human readable or 
computer media information viii remote equIp" 
ment by an Insider. 

Intentional disclosure of computer media infor­
IT!ation nt the local site by an Insider. 

Intentional disclosure of human readable Infor, 
mati!)n at the local ~ite by ali Insider. 

$250,000 

775,000 

775,000 

250,000 

250,000 

0.4 $100,000 

1.2 930.,000 

0.4 310,000 

0.4 100,000 

0.4 100,000 
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This information is now used to determine the best security system for the one resource, 
birth records. To maintain a manageable example, it is assumed that this resource is the only 
one that the MID and the Office of Vital Records is interested in protecting from exposure. 
Clearly, in a real situation there are many resources worth protecting. However, the method that 
follows for determining the best security system would remain the same for more than one 
resource, only the number of calculations. would increase. 

After identifying all the e)'posure access routes through which it is estimated information 
will be exposed if no new safeguards are employed, you can limit your investigation of 
safeguards to those which protect these routes. In this case, five safeguards have been 
identified. They are given in the table shown below, which also includes the exposure access 
routes these safeguards protect and an estimate of the probability the safeguard fails, given an 
attempt is made to expose a resource it protects. 

TABLE 2 

SAFEGUARD NO. 

o 
1 

2 

3 

4 

5 

EXPOSURE ACCESS 
ROUTES PROTECTED 

none 

2, 6 

5 

2, 6 

26, 38 

26,38 

SAFEG UARD TYPE 

No new safeguards. 

Audit trail at remote location (software). 

Verification checking at remote location (hardware and pcrsonnel). 

Authorization checking at remote location (software). 

Exist control al local site (personnel). 

Surveillance at site (hardware & personnel). 

PROBABILITY SAFEGUARD 
FAILS, GIVEN AN ATTEMPT 

IS MADE TO 
EXPOSE RESOURCE 

1.00 

0.05 

0.02 

0.00 

0.02 

0.30 

The following table shows the implementation and operating costs for the safeguards being 
considered and a description of h9w these costs were obtained. In all cases where personnel are 
required, overhead (indirect) expenses are assumed to be 500/0 of salaries or wages. 

TABLE 3 

COSTS 
IMPLEMENTATION OPERATING 

112 

SAFlWuARD NO. 

o 
1 

2 

3 

4 

5 

DESCRIPTION OF SAFEGUARD 

No neW safeguards 

Clerk works y,-time for one shift; salQry, $8,000/year. 
Operating cost + 1'1(8,000 + 4,000). 

Verifier works 3/4 the time of the operator; operator works y,·timc; 
salnry, $8,000/year; hardware rental 200/month. Operating cost '" 
3/4 (1'1(8,000 + 4,000) ) + 12(200). 

Software rental $3,000/month. 

One guurd on eRch of ·throe shifts; seven days/week; fiVe guurds 
requiNd In total; sulary $8,OOO/yoar, Operating cost " 5(8,000 
+ 4.000). 

Same as safeguard 4. with thO addition of $10,000 worth of equip. 
ment - Il one.llme purchnse. 

($) ($/YEAR) 

0 0 

$10,000 $ 6,000 

2,000 6,900 

50,000 36,000 

6,000 60,000 

16,000 60,000 

I 

Fc. o , 

In both Tables 2 and 3, above, safeguard number 0 is used to indicate the alternative of no new 

security devices. 

The following table shows the probabiiity a safeguard fails to prevent exposure of birth 
records, given an attempt is made to expose them by way of the vulnerable exposure access 
routes. This table is based upon the information given in Table 2 and is presented in this form to 
show more clearly the relationship between the safeguards and the vulnerable exposure access 
routes of this example. When no new safeguards are employed, the probability offailure is 1.00 
for all vulnerable routes. In other words, if someone attempts to expose birth records via one of 
the vulnerable exposure access routes, the chance of success is 1000/0. However, when 
safeguard 1 is employed, the probability this safeguard fails to prevent exposure is .05 for routes 
2 and 6, and 1.00 for routes 5, 26 and 38. This means that if someone attempts to expose birth 
records via routes 2 and 6, the chance of success is 50/0. But safeguard 1 does not protect against 
exposure by way of routes 5, 26, or 38, hence the chance of success is 1000/0 for these routes. 

TABLE 4 

EXPOSURE ACCESS ROUTE NUMBER 

SAFEGUARD NO. 2 5 6 26 38 

0 1.00 1.00 1.00 1.00 1.00 

1 .05 1.00 .05 1.00 1.00 

2 1.00 .02 1.00 1.00 1.00 

3 0.00 1.00 0.00 1.00 1.00 

4 1.00 1.00 1.00 .02 .02 

5 1.00 1.00 1.00 .03 .03 

'I-
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Table 5 gives all the possible security systems, k, for this example; the safeguards which 
comprise them; Xki Yki and TECk. The TECk are compared on a one-year basis. A very slight 
modification of the method, using discounted future expenses, is presented in Appendix H, 
where a five-year planning period is assumed. Table 5 is also redone in Appendix H, using a • 
five-year planning period. 

TABLE 5 

SECURl'l'Y SAFEGUARDS 
SYSTEM COMPRISING 

k k 

0 0 
1 1 
2 2 
1 3 
4 4 
5 5 
6 1,2 
7 1,3 
8 1,4 
9 1,5 

10 2,3 
11 '2,4 
12 2,5 
13 3,4 
14 3,5 
15 4,5 
16 1,2,3 
17 1,2,4 
18 1,2,5 
19 1,3,4 
20 1,3,5 
21 1,4,5 
22 2,3,4 
23 2,3,5 
24 2,4,5 
25 3,4,5 
26 1,2,3,4 
27 1,2,3,5 
28 1,2,4,5 
29 1,3,4,5 
30 2,3,4,5 
31 1,2,3,4,5 
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XIk XO k 
($) ($) 

0 0 
10,000 6,000 

2,000 6,900 
50,000 36,000 

6,000 60,000 
16,000 60,000 
12,000 12,900 

16,000 66,000 
26,000 66,000 
52,000 42,900 

8,000 66,900 
18,000 66,900 
56,000 96,000 
66,000 96,000 
16,000 60,000 

18,000 72,900 
28,000 72,900 

26,000 66,000 
58,000 102,900 
68,000 102,900 
18,000 66,900 
66,000 96,000 

28,000 72,900 

68,000 102,900 

Xk 
($) 

0 
16,000 

8,900 
86,000 
66,000 
76,000 
24,900 

82,000 
92,000 
94,900 
74,900 
84,900 

152,000 
162,000 

76,000 

90,900 
100,900 

92,000 ' 
160,900 
170,900 

84,000 
162,000 

100,000 

170,900 

1,540,000 
1,150,000 

628,600 
1,130,000 
1,342,000 
1,400,000 

239,100 

954,500 
1,010,500 

218,600 
432,600 
488,600 
934,000 
990,000 

1,341,200 

43,100 
99,100 

951,700 
22,600 
78,600 

429,800 
931,200 

40,300 

19,800 

1,540,000 

264,000 

134,000 

183,500 

141,200 

190,700 

The costs for security systems 7, 16, 19, 20, 26, 27, 29 and 31 have not been calculated 
because each of these systems contains safeguards 1 and 3. Safeguard 1 does not contribute 
anything except additional cost to such systems. It does not provide additional security for the 
exposure access routes 2 and 6 which it protects because safeguard 3 provides "complete" 
security for these routes, that is, if someone were to attempt to expose birth records by way of 
route 2 or 6, the chance of success would be 0.00 if safeguard 3 was being used. Therefore, 
security systems containing safeguards 1 and 3 are redundant. In some cases Table 5 does not 
show the value for TECk where Xk and Yk have been calculated. Such systems are dominated by 
other systems in this example and, therefore, would never be picked as the best security system 
for this situation. For example, security system 1 is dominated by security system 2 because 
both the cost, Xl, and the expected loss, Y1, for this system are greater than the cost, X2, and 
expected loss, Y 2[, for system 2. The method for obtaining the values in Table 5 is now 
described. 

The basic model for finding the best combination of safeguards to secure the resources of a 
data processing center was given previously, namely, 

where 

Xk - cost ($/year) to install and operate the safeguards comprising security system k. 

Y k - expected loss ($/year) due to exposure if security system k is used. 

TECk = total expected cost ($/year) in using security system k. 

The cost Xk consists of two components - implementation cost and operating cost. 
Implementation cost is defined as a one-time start-up s:ost associated with using the safeguards 
in security system k. This might include equipment, training, computer programming, etc .. The 
operating costs are the yearly expenses required to keep the safeguards in use, (e.g., salaries, 
rental of software 01' hardware.) To formulate the model then, let: 

X1k = cost ($) to implement the safeguards comprising security system k. 

XOk = cost ($/year) to operate the safeguards comprising security system k. 

Then, in this example where the costs of alternative systems are being compared on a one-year 
basis, 

These costs are found in Table 3, shown previously. It should be noted, howevel', that care must 
be taken in determining Xk, since the safeguards comprising some systems share costs. 

The loss Y k is found by summing, over all the \'u1nerable exposure access routes, the 
product ofthe expected loss due to estimated attempted exposures per year and the probability 
of success of these attempts. For this example, the expected losses were given in Table 1 and 
the probabilities of success of attempted exposures, that is, the probabilities safeguards fail, 
were given in Table 4 . 

-----~~-~----,~~-~--------~----------------....... -----------------------~-
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Some sample calculations, on which Table 5 was based, follow: 
TECO: 

Xo - 0. No new safeguards are employed; he'nee, there is no new cost in providing 
security. 

Yo - 100,000(1.00) + 930,000(1.00) + 310,000(1.00) + 100,000(1.00) 
+ 100,000(1.00) 

$1,540,000 

TECO = Xo + YO + ° + 1,540,000 = $1,540,000 

TEC1: 

Xl = XIl + XOl = 10,000 + 6,000 = $16,000. 

Y 1 = 100,000(.05) + 930,000(1.00) + 310,000(.05) + 100,000(1.00) + 100,000(1.00) 
= $1,150,500 

TEC1:::: Xl + Yl = 16,000 + 1,150,500 = $1,166,500 

X6 - XI6 + X06 - (10,000 + 2,000) + (6,000 + 6,900) = $24,900 

Y 6 - 100,000(,05) (1.00) + 930,000(1.00) (.02) + 310,000(.05) (1.00) 

+ 100,000(1.00) (1.00) = $239,100. 

In security system 6 two safeguards, 1 and 2, are being employed. It is assumed the 
safeguards work independently of each other; hence the probability of a successful 
attempted exposure is the product of the probability the attempt will be successful 
against each safeguard. 

TEC6 = X6 + Y6 = 24,900 + 239,100 = $264,000 
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TEC30: 

X30 = XI30 + X030 
Note that safeguards 4 and 5 both use guards at the local site 
and these guards can perform both exit control and surveil­
lance. Therefore, the operating cost and some 
implementation cost for these two safeguards ate shared and 
must not be duplicated. 

- (2,000 + 6,900) + (50,000 + 36,000) 
+ (6,000 + 60,000) + (10,000 + 0) = $170,900. 

Y30 = 100,000(1.00) (.00) (1.00) (1.00) + 930,000(.02) (1.00) (1.00) (1.00) 

+ 310,000(1.00) (.00) (1.00) (1.00) + 100,000(1.00) (1.00) (.02) (.30) 

+ 100,000 (1.00) (1.00) (.02) (.30) = $19.800. 

The product of probabilities here follows the same argument given in deter­
mining Y6' 

TEC30 :::: X30 + Y30 = 170,900 + 19,800 = $190,700. 

A graph of the results of Table 5 is given on the next page. Only the undominated security 
systems are shown on the graph. Security system 17, comprising safeguards 1, 2 and 4, is the 
system with minimum total expected cost. If you use minimum TEC as the only criterion for 
making the decision on the best level of security for the center, then you should select system 
17. The graph shows that purchasing more security than provided by system 17, for example, 
security system 28 which employs safeguards 1, 2, 4, and 5, does not reduce expected loss from 
e:xposure enough to justify the additional cost, that is, TEC28 is greater than TEC17. 
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SECURITY SYSTEM 

This section has presented a method for determining the best level of security for a data 
,processing center. Minimum total expected cost has been used as the criterion for selecting the 
"best" level of security. However, even if you find this criterion unsatisfactory,the 
methodology presented enables you to look at the problem objectively, to compare the various 
alternative security systems available and. to narrow your choice to alternative sy:~tems by 
weeding out redundant and dominated alternatives. In most real situations there wouid be a 
constraint on the amount of money available to purchase safeguards. You can use the 
methodology of this section to help determine the best security system for your center while still 
adhering to a budget constraint. If a security budget constraint of $80,000 were imposed on the 
above example, it is clear that you should pick security system 6 over security systems 4, 5, 11, 
or 15. Nevertheless, you must apply good judgment and experience in making the security 
system decision. This methodology provides you with a framework for doing so. In the example, 
security system 6 costs less than one-third of the cost of security system 17, the "best" system. 
You might feel that the additional reduction in expected loss, due to exposure in going from 
system 6 to system 17, is not worth the additional real cost in safeguards, or you might choose to 
"take a chance. " However, in comparing system 0 with systems 6 and 17, you are more likely to 
"take a chance" in using 6 over 17, than 0 over 6. 

,f... complete development of the methodology presented in this section, as well as discussion 
of the assumptions which must be made in order to use it, appears in Appendix H. 

SOME POTENTIAL PROBLEMS, REFINEMENTS AND POSITIVE SIDE EFFECTS 

There are a number of refinements which can be made to the model and some problems 
associated with this approach to analyzing the economics of security. Namely, 

• More work should be done to apply the concepts of Utility Theory to the value determina­
tion methodology. 

.. ' 

• Invery large and complex security systems, the number of calculations required to 
generate the model would prohibit manual calculation. Perhaps, after the model is 
further refined, an automated version can be developed. 

• The assumptions which must be made to use the model (see Appendix H) may be 
inapplicable to ~ertain types of environments. 

Nevertheless, the application of the methodology described in this chapter to a few real. 
information systerp.s in the State of Illinois resulted in some positive side effects. It: 

• Served as an excellent communication tool between the information technologist respon­
sible for the design of a system and the user of the information system. 

• Served to enlighten information system user m1:\-nagement not only to security problems 
in automated systems but also to problems in manual systems. 

• Reduced the purely emotional, event-driven response to security which typifies the 
attitude of many users. generators and operators of information systems. 

• Caused a criticall"assessment of the information systems~nvironment and promoted 
improved understanding of the type and number of actions necessary to improve the 
security of the environlltent. 

• Illustrated the complexity of the information privacy and security problem and provided 
useful guidelines for "advancing the state-of-the-art". 

It appears, then that this approach to analyzing security requirements can also provide a 
vehicle for comltiimicritIng with and educating users, operators and generators of information 
systems to the needi for creating a we1l-balanced security environment. 

.~ !ti. ~ ... __ . ____ ~~~~~~~_.~~~~~~~~~ __ ~~_~_...liiiiiI ___________________ ....;.. _____________ _ 
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CHAPTER V: A SUMMARY OF GENERAL 
CONCLUSIONS AND 
RECOMMENDATIONS 

This document has described the results of a multidisciplinary effort involving lawyers, 
computer specialists, statisticians, operations researchers, educators, administrators and 
management consultants. The results of the project clearly point to the need for action by both 
users of information systems and manufacturers of hardware and software systems. 

The need for new technology which is more responsive to user requirements is apparent. 
Equally important, however, is the need for practical administrative and educational tools and 
guidelines which are necessary to support technology. The urgency of the situation is 
highlighted by the determined efforts of a number of federal and state legislators to introduce 
comprehensive privacy legislation. Project SAFE has attempted to. de£ine the requirements and 
considerations involved in establishing a viable balance betwee~ tHj'... technological, admini­
strative and educational requirements consistent with the present day concept of an individual's 
right to privacy. 

The following list summarizes the project's general conclusions and recommendations: 

~ • Conclusion: 
'il There are precedents in constitutional law, common law arid statutory law respecting an 
:1 individual's right to privacy. There is a trend, however J to more clearly define this right at the 
;l state and federal level by introducing new legislation. The legislative recommendations of a ;} 
t joint e·ffort involving the National Association for State Information Systems (NASIS), the 
~ 'Government Management Information Scienc65 users group (G-MIS) and Project SAFE are 
~ documerited in a paper entitled "Records, Privacy and the Law - A Need for Legislative 
" Action". This effort was not funded, by mM. 
~ 
~ Recommendation: 
I The State of Illinois should investigate its present legislative posture regarding an indi~ 

vidual's right to privacy. 

• Conclusion: 
Policy statements related to the privacy of information and data security are necessary to 
indicate the concern and posture of the senior level executives within the state. 

Recommendation: 
All senior executives within the State of Illinois should explicit1~V state the information privacy 
and protection requirements for theIr jurisdicti()n in the formn of written policy statements. 
The statements developed by Project SAFE may serve as a u\~eful reference (see Recom-
mended Security Practices ). . . 
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• Conclusion: 
Substantive, enforceable procedures must be developed and supported by all levels of man-
agement involved in information system activities. 

Recommendation: 
Substantive procedures and job responsibilities must address: 

a. Personnel practices 
b. Work Flow Control 
c. Software Se'curity Administration 
d. Terminal Access 
e. Systems Design 
f. Physical Plant Protection 
g. Contingency Planning 
h. Auditing Responsibilities 

The procedures developed by Project SAFE should be adopted as appropriate (Recommended 
Secu1'ity Practices). 

• Conclusion: 
The concepts and safeguards relating to the privacy of information and data security should 
become an integral part of the training and education program of all generators, operators, 
and users of information systems. 

Recommendation: 
The videotape program of education developed by Project SAFE should be used and, if 
necessary, expanded by the information systems community within the State of illinois. In 
some instances, it may be advisable to develop workbooks or programmed instruction man­
uals to be used in conjunction with the videotape program (see Project SAFE Session 
Leader's Guide). 

• Conclusion: 
Software security is a viable, necessary link in the information protection chain. 

Recommendation: 
A software security system should be designed with the concepts of Integrity, Isolation, 
Identification, Controlled Access and Surveillance in mind·. Designets of a software security 
system should: 

122 

a. Consider the pei'formance of the software security system :from the standpoints of 
functional certification, reliability and system degradation.' 

b. Consider the changes to normal system support that are reqti~red to maintain system 
integrity. 

c. Assure that the degree of administrative procedural support liequired is minimal and 
enforceable. 

d. Assure that the impact on user applications is minimizedi and well-documented. 
e. Assure that the operating system and sub-systems are de:signed with security in 

mind and use a common security interface. 
f. Provide appropriate tools to facilitate software security sysh~in implementation and 

use. i 
g. Use the functional capabilities defined herein as guidelines In the design of future 

software security systems. • 
h. Provide the user with the flexibility to tailor a specific system :io his, requirements and 

budgetary constraints. 
i. Assure that proper tools and techniques are available to train all levels of the organi­

zation during conversion and on-going thereafter. 

J 

.p------,...------.------------------~---.-.--. 

~, 

-. • Conclusion: 
Hardware security is a viable complement to a software security system. In fact, the effective­
ness of a software security system is dependent on the reliability and serviceability of the 
hardware system. 

Recommendation: 
Manufacturers should investigate the feasibility of using hardware capability in lieu of soft­
ware capability to support some security functions. 

• Conclusion: 
Physical security is the "first line of defense" in any information systems environment. 

R~c\{)mmendation: 

a. The feasibility of expanding the use of automated (people) access control systems to 
control file movement to and from state data centers should be investigated. 

b. The feasibility of a computer blockhouse to accommodate the computer hardware of 
the Agencies subject to the Governor should be investigated. 

c. The magnetic stripe badge used in the automated access control system developed 
by Project SAFE in conjunction with the Secretary of State should become the stan­
dard state ID. 

Although these conclusions and recommendations are specifically aimed at the State of Illinois 
and manufacturers of hardware and software systems, the products, tools, and techniques 
referenced ,and described in this document should provide useful guidelines to industry and 
government information system professionals at large. Tailoring these products to your specific 
requirements and applying them to your information systems is your responsibility. 
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APPENDIX A 

Privacy consciousness during the design phase of an information system is ess~ntia1. The 
systems designer must be aware of the privacy implications and provide appropriate safeguards 
from the time the information is collected through its use and final disposition. 

A generalized information system is illustrated as Exhibit A-l. This flow chart contains 
references to specific sections of the Privacy Criteria which is included as Appendix B. These 
criteria will enable the system designer and operator to better understand the privacy 
implications and the considerations involved in information systems. 
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APPENDIX B 
CRITERIA FOR MAINTENANCE OF PRIVACY 

IN INFORMATION SYSTEMS 
This outline provides a series of questions related to the issue of privacy in information 

systems. These questions will serve as a guideline for people developing, reviewing and operat­
ing personal information systems. The intent is that they be used as a device for measuring 
existing practices within a system against those of a model designed to maximize the privacy 
interest. The Guidelines are divided roughly into two parts: 

• The Design or Development State of a System, and 
• The Actual Systems Operation. 

These guidelines are intended to be used in conjunction with the generalized information 
system flow chart included as a reference in Appendix A. 
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SYSTEMS REVIEW AND DEVELOPMENT 

Users and operators of informa.tion systems are responsible for the protection of privacy 
within the system. This responsibility includes a concern for answers to the following questions. 

• PURPOSE OF THE SYSTEM 

A. What purposes are or will be served by the system and the information collected? 
B. Can those purposes be served without collecting the information? 
C. Is the information gathered worth the cost of gathering and maintaining it? _ 

1. What commitment of economic l'eSOUl'ces is required by the system? 
2. What resistance might be generated by the information-gathering process? 

D. Is the information to be collected limited to the purposes for which the system 
was designed? 

1. Is the proposed information system limited to the collection of information essen­
tial to the functioning of the program? 

2. Is the infol'mation to be collected necessary only for the purpose of increasing the 
versatility or ease of operaticll1 of the program? 

3. Is the information to be collected irrelevant to the purposes of the program? 

Suggestions: 

Compile an inventory of information-related forms. 

Review information-related forms against these criteria. 

• SYSTEMS MANAGEMENT FOR PRIVACY 

A. Does the system provide a clear delegation of responsibility for privacy and security of 
information within the system? 

1. Does the system provide a clear delegation of responsibility for decision-making 
regarding dissemination of information from the system? 

2. Are the proposed 01' existing disseminations necessary to the purposes for which the 
system was created? 

3. Does the system include an awareness of the existing legal protections and prohibi­

\ 

Ii 
II 
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tions against unwarranted dissemination? 
Is the dissemination limited to institutions andlor persons who have a clear right to 
the information in compliance with the purposes for which the system was created? 
Does the system include reasonable provisions for the participation of the subject in 
dissemination proceedings? 

B-2 

B. Is the system designed to minimize foreseeable privacy problems arising from non­
routine requests? 

1. Are decisions regarding non-routine dissemination of information limited to the 
persons designated responsibility for general dissemination. 

2. Is non-routine dissemination limited to institutions andlor persons who have a clear 
right to the information in compliance with the purposes for which the, system was 
created? 

3. Does the system provide all reasonable technical and procedural protections against 
unwa1'l'anted dissemination? 

4. Does the system include provisions for investigation of unwarranted attempts at 
intrusion into the system? 

S. Are information-related forms designed to maximize the security of the information 
against unwarranted dissemination? 

C, Is the system designed to minimize the collection, use and dissemination of e1'l'oneous or 
unreliable information? 

D. Does the design of the system pl'ovide for the disposition of information with maximum 
deference to privacy concerns? 

1. Does the disposition system include development of a complete picture of storage 
locations? 

2. Does the disposition system include an analysis ofthe location of each copy of a record 
and the inclusion of all such locations in a disposition plan? 

3. Does the disposition system include an analysis of the purposes of the information 
system, directed specifically at the question of disposition? 

a. Does such an analysis balance the need for future use of the information against 
the cost of expungement? 

b. Does the analysis include a provision for input from tht-;! subject of the record? 

4. Does the disposition system include a systematic procedure for expungement of infor­
mation where the analysis indicated it is a necessity? 

• EDUCATION FOR PRIVACY 

A. Does the system include procedures for educating personnel about privacy concerns and 
the particular policies and procedul'es applicable to their area of l'esponsibility? 

1. Does the education process include a provision designed to generate an understand­
ing of the purposes for which the system was creat!(d? 

2. Does the education process include a clear articulation of systems-wide policies and 
procedures for protection of privacy? 

B. Does the system include sanctions for violation of privacy protective procedures? 

C. Does the system include protection for personnel when they act in conformance with 
protective procedures? 
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• ROLE OF THE SUBJECT IN INFORMATION SYSTEMS 

A. Does the system include reasonable provisions for the subject of a personal information 
system to be informed about (1) the existence of the system and (2) his rights regarding 
participation in the system? 

Su'ggestions: 

Provision of general public notice through publication. 

Inclusion of a notice with other necessary communications with the subject. 

Special notice directed specifically at informing the subject. 

B. Does the system include a reasonable provision for the subject to obtain information 
about himself contained in the' system? 

C. Does the system include reasonable procedures whereby the subject may contest the 
accuracy or relevancy of the material about himself contained in the system? 

SYSTEMS OPER,A.TIONS 

No information system, no matter how well designed, can effectively maintain privacy, 
unless those responsible for the routine operation of the system are committed to protection of 
privacy within the system. Such a responsibility includes a concern for: 

• DATA COLLECTION 

A. Is the data actually collected limited to the purposes for which the system was designed? 

B. Are the procedures by which the data is collected designed to maximize the protection of 
such data? 

1. Where possible, is data gathered in the form of anonymous statistics? 
2. Where possible, is data gathered in a manner which minimizes the usage of person-

ally identified information? : 

C. Is the data collected in a manner which recognizes the dignity and rights of the subject 
of the data? 

1. Where participation in the information system is optional for the subject, is he mean­
ingfully apprised of his rights not to participate? 

2. Where information may legally be collected without the consent \,?f the subject,l!is the 
m~nner of collection designed to minimize the intrusion on his privacy? ' 

I 

D. Is the data collected in a manner designed .to exclude inaccurate or unreliable ,data? 

• TRANSMISSION OF INFORMATION 

A. Is the amount of movement of information reduced to the minimum necessary? 

1. Is information transmitted directly to the next station essential to its function within 
the system? 

2. Is the method of transmission one which minimizes the amount of movement of the 
information? 

B. Is the time in w,hich information is transmitted the minimull1 neces~ary? 

1. Is information accumulated for batch transmittal as soon as it is received? 
2. Is the method of transmission one which minimizes the time in which information is 

transmitted? 

C. Does the system provide for employment of the most secure method of transmission 
of information? 

1. Does the transmission method include segregation of sensitive or pe~'I>onally identi­
fiable information from ordinat'y information? 

2. Does the transmission method make use of physical or technical prot.ections against 
unwarranted dissemination (e.g., scrambling devices, locks, seals}l! 

• INFORMATION PROCESSING 

A. Is the information collected processed promptly and dispatched to permanent storage or 
expungement? 

B. Is the exposure of information limited to the petsons essential to processing? 

1. Is th-j confidential information included in the reemios limited to that necessaty for 
fulfillment of the purposes of processing, with personal identification separated from 
substance wherever possible? . 

2. Are storage security requirements detailed b~low applied to temporary as well as 
permanent storage? 

3. Is the reproduction of infol'n1~tion limited to valid processing requirements? 

C. Is the routine dissemination of information from the processing stage exercised with 
maximum concern for privacy? 

1. Who is responsible for routine dissemination of infotmation? 
2. Is capability for dissemination limited to that person? . 
3. Is dissemination to appropriate users processed promptly and efficiently? 
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D. Are non-routine disseminations of information handled with maximum concern 
for privacy? ", .<.. .~, 0 

1. Are"thereguidelines available for handlink non-routine requests, and, if so, are 
they followed? '0:' 

2. Should the inquiry be .referred to another level of authority within the system? 
3. Is there a provision for investigation of non-routine requests, and, if so, is it 

adequate? 

• MANUAL AND ELECTRONIC STO)lAGE 
»-;c' 

A. Does the storage include the provision for physical security for information?"" 

1. Does this secure storage apply to both manual and electronic storage? 
2. Does this secure storage apply to records en route? 
3. Does this secure storage apply at each storage location? 
4. Does this secute storage include security beyond normal working hours? 

B. Is there a provision for maintenance of a record of information users from storage? 
, 

C. -Where the log reveals a pattern of non-routine uses of information, are there provisions 
for notifying the 'persons responsible for dissemination decisions? 

• DISPOSITION OF INFORMATION 

A. Is the retention period for information at each stotage location clearly delineated? 

B. Are there provisions for secure disposition of inform~tion which is no longer required? 
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APPENDIX C 

The following two-part questionnaire will help your personnel make the necessary 
information privacy considerations for each program within your organization. The 
questionnaire is d~signed as a fad-finding tool for gathering data prior to the actual creation and 
establishment of an information privacy program. It is not intended to be all-inclusive, but 
should provide you with adequate information to make the basic decision, "Do we have the 
potential for an information privacy problem?" 

The two parts of the questionnaire are broken down as follows: 

• Part 1 - Manur..'f Processing 
• Part 2 - Electronic Data Processing 

INS'fRUCTIONS: 

PRIVACY 
QUESTIONNAIRE , 

1. If the operations of your department are uniform with regard to gathering, storage and treat­
ment of information, treat the department as one program for purposes of this questionnaire. 

2. If your department includes several programs or sections which handle information in 
different manners, fill out a separate ,questionnaire for each program. (For example, if your 
dep~rtment is resp'onsible for administering several separate statutes,'th~ types of ~nfor­
mation required by each program or section'may vary. The manner in which jnformation is 
gathered may also vary. For one program, the department may receive forms from non­
employees. For another, the department may send out its own inspectors who fill out the -
initial report. Each of these programs should be covered by a separate questionnaire.) 

3. If this questionnaire does not require all the information you can -produce regarding your 
depai'tment's record-keeping operations, add any sUbstantive information to the blank sheet 
attached. 

4. All of your programs may not have privacy implications. If you decide to omit a major part of 
your operations, please state reasons. 

S. A "record" is a collection of one or more pieces of information on a single identified 
individual. 
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Department: 

Co-ordinator: ,~ 

Program or Section: 

Address: 

Sources of information (if different from co-ordinator): ___________ _ 

MANUAL PROCESSING 
• INTRODUCTORY SURVEY: 

\ 

1. Describe generally the kinds of records you maintain on individuals. 
2. What categories of subjects are covered? 

D a. Employees. 
o b. Clients receiving direct service from department. 
D c. Clients receiving indirect service from department, including complainants. 
D d. Clients receiving service from non-department institution. 
D e. Persons not actually receiving a service from department. 
D f. Institutions (as distinquished from actual humans). Specify type. Note: an 

institution may sometimes fit into one of the above categories. 

3. How are subjects identified in your records? 

D a. Name 
D b. Address 
[] c. Social Security Number 
D d. Internal Code 
D e. Other 

• INFORMATION GATHERING 

1. Can you describe the specific category of individual on whom records are gathered? 

2. What are the sources of your records? 

D a. The subject himself applies for a state service or license. 
D b. T~e subject himself submits a legally required report to your department. 
o c, A private institution submits a legally required report to the department. 
D d. A private institution voluntarily shares information with the department. 
D e. Another government agency fulfills a legal obligation to share information. 
D f. Another government agency voluntarily shares information with the department. 
D g. The department itself generates a record through its operations. 
D h. The department itself is legally empowered to conduct investigations and produce 

a record. 
o i. The department gathers information from the public record. 
D j. Complaint to department from third party. 
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3. 

4. 

Specify the sources further, if you can (e.g., which institutions submit information;'what 
are the job titles of state-employed inspectors). 

Are the sources of information identified on the individual records anywhere in your 
records, or elsewhere? 

S. If so, where? 

6. Who determines what kind of records are kept on individuals? Specify. 

D a. The law requires certain information. 
D b. Agency executives determine what information is needed. 
[j c. External standards (federal government, national professional organizations). 

Specify. . 

7. Specify further the sources of informatlOn policy within the department (names and levels 
of sources of responsible persons). 

• INFORMATION INPUT 

1. By what means do records arrive in the custody of your department? 

a. By department employee. 

D (1) mailed in 
o ·(2) telephoned .in. 
D (3) brought in 
D (4) computer terminal 

b. From outside agency. 

D (1) mailed in 
D (2) telephoned in 
D (3) brought in 
D (4) computer terminal 

D c. Department creates record internally. 
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~. What department personnel receive the information? (list) 

3. Are copies made of the re90tds? 

4. If so, to whom are" those copies sent? (list) 

S. Do the recipients of those copies transmit the information further? If so, to whom? 
<, 

6. Are the records altered by addition or deletion of any information? If so, how? 

7. Are the records stored within the departniellt? 

8. If so, in what form are they stored? 

9 .. Who has actual physical access to stored re~'OtPs? This question is meant to cover both 
authorized and unauthorized access. Use Y0uPi;imagination, but obviously no one could 
foresee every possible access. 

", 

10. Do you know of any reason aCGess to'those"l'tl~ords should be limited? State. 
n ," !}~ 

!1j,l:!I~1 
.. !J;::W~,'i 

11. Is access to such records limited? 

12. How is such access limited? 

13. Are any other methods employed to protect the confidentiality of such records? 

C-4 

• INFORMATION HANDLllSG 

1. Do you verify in any way the information coming in? 

2. If so, htny? 

3. Do you update or correct the records as new information becomes available? 

4. If so, how? 

S. If so, how frequently? 

6. Do you purge the records as information becomes dated? 

7. If so, what are your standards? 

8. Are correction, updating and purging applied to all sites of multiple-copy records? 

9. Is the subject of the record informed that a record is being created about him or her? 
If so, how? 

10. Is the subject's consent required when a record is created? If so, how? 

. -, . 

11. Is the subject informed about later changes in his or her record? 

12. Is the subject allowed access to or copies of his or her own records? 

13. If access is al1owed, t/,nder what circumstances? 



.. 

14. Is a subject allowed to (a) correct, (b) update. or (c) purge information contained in his or 
her record? 

15. If so, under what circumstances? 

16. Is a subject informed about any use made of his or her record? 

17. Is his or her permission required before the record may be used in any way? 

18. What use does the department make of the records? 

D a. General statistical analysis. 
D b. Action on the individual issue. 
D c. Commerical purposes (including sharing). 
D d. Non-commericaI sharing. 
D e. None. 
q f, Other. 

19. Does the department keep a record of file users? 

20. Are records made available to outsiders? 

21. If so, to whom are the records available? 

D a. To other government agencies within the state. 
D b. To other government agencies generally. 
D c. To commerical institutions. 
o d. To private persons or institutions. 

22. What is the procedure for making information available to outsiders? 

23. Are there any limitations on sharing information with outsiders? 

24. Are there a~y provisions for notice to the subject whe~ outsiders request information? 

C-6 
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25. Are you aware. of any externally imposed restrictions on your handling of information 
(laws, regUlations)? 

26. Do you impose any voluntary restrictions on your information handling? If so, please 
describe. 
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ELECTRONIC DATA PROCESSING 

This portion of the q.uestionnaire should show the pa~h(s) of your records until they pass out 
of your hands and mto the Electronic Data Processing section. 

1. How does you~ department utilize the record-handling facilitie~ of EDP? (Describe the 
process by which your records reach the stage of electronic da~a processing.) . 

2. Do you transmit records to EDP? 

3. In what form do you send your records to EDP? 

4, Do you transmit fewer than all records to EDP? 

s. Do you maintain any duplicates of records to EDP (including manual records)? 

6. Where do you maintain duplicates of records sent to EDP? 

7. What record handling services do you receive from EDP? 

S. In what form do you receive information from EDP? 

9. Who within your department has access to your record information requested from EDP? 

10. Is such access limited? 

11. Are any methods employed to protect the confidentiality of such information? 

C-s 

APPENDIX D 
USING DELPID TO ESTIMATE 

PERFORMANCE DEGRADATION 

The Delphi Technique is a systematic estimating procedure designed by the RAND 
Corporation. This procedure was used dUring the Project to estimate the system degradation 
caused by the Resource Security System (RSS) in an attempt to determine Delphi's value for 
estimating performance of software systems in general. Software personnel from all four study 
sites were involved in this procedure. 

Foux specific indicators of performance were identified: 

,. CPU time billed back to the problem program (i.e. gathered by SMF). 
• Number of EXCPs billed back to the problem program (i.e. gathered by SMF). 
• CPU time not billed back to the problem program. 
• Number of EXCPs not billed back to the problem program. 

Delphi was used to estimate the percentage increase for each of these indicators after 
installation of RSS. 

Although four iterationfof the procedure are desirable, it was only possible (due to timing 
and communication problems between the study sites) to obtain two complete iterations. Never­
theless, the results appear to indicate that the technique is a viable estimating procedure. The 
results are illustrated below as histograms in Exhibits D-l, D-2, D·3, and D·4. 

Each iteration is an updated estimf!>tion based on the resul,s of the previous estimates. 
After each estimation, the respondents were informed of the previous response distribution in 
terms of its median and its interquartile range (IQR) - the interval containing the middle SO per 
cent of the response. 

The procedure is designed to generate what may be considered an anonymous debate. 
Thus, in the second round, if a respondent's revised answer fell outside the interqua11:i1e range, 
he was asked to state briefly why he felt so strongly that the degradation would be that much 
less (or that much more) than the respondents within the intel'quartile range. Those without 
st1:ong convictions tended to move their estimates closer to the median, while those who felt that 
they had a good argument tended to retain their original estimate and defended it. 

In the third round, the respondents were given a concise summary of all reasonsln support 
of extreme positions and were asked to base any revision of their estimates upon consideration 
of these reasons. Moreover, if a respondent's revised answer fell outside the new interquartile 
range, he was asked to state why he was not persuaded by the opposing argument. (The 
comments made by each of the estimators were, of themselves, a valuable source of 
information. ) 

This procedure can be extremely helpful if you are entertaining the thought of installing a 
new software system and are interested in its impact on system performance. Since the 
estimators are anonymous, they are much more likely to commit themselves to an estimate 
because the procedure alleviates their culpability consciousness. 
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APPENDIX E 
INTRODUCTION 

The Resource Security System (RSS), using OS/MVT as a base, was developed to provide 
protection from unauthorized reading, manipulation or destruction of user data. This protection 
was implemented on a test installation basis by taking advantage of ' the built-in security 
mechanisms of the 360/370 machine architecture (storage protect keys, privileged instructions, 
privileged operating states, etc.), through the design of virgin software routines and the modifi­
cation of existing OS modules. 

, RSS provides five basic complementary security characteristics: 

• Integrity 
• Identification 
• Authorization 
.• Surveillance 
• Isolation 

The software security performance study was executed to determine the impact of RSS 011 . 

system throughput, teleprocessing response times and job turnaround, and to determine 
whether the system or user jobs absorb the expected degradation. 

Specifically, ,the considerations which prompted this study are: 

• What is the total impact of degradation ~11 the production system at MID? 
• Can a method be developed to assess the general applicability of performance results' to 

other systems? 
• Is the cost of ~.o¢c.tlrity absorbed as overhead in system functions or are the user problem 

programs chatged? 
• What are the incremental costs associated with each security option/feature? 

Due to the nature and design of RSS, it was apparent that these questions could not be 
answered by analyzing the production system alone. Therefore, a controlled environment study 
was established to address some of these considerations and to allow the Project to generalize its 
performance findings to other installations. 

Since the results of the controlled environment analysis are more meaningful to a wider 
audience, this analysis is described in some depth later in this Appendix, 
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MEASURING THE PRODUCTION SYSTEM 

• Software/Hardware Configuration: 

The MID data center provides data processing services for thirty State of 1l1inois agencies. 
The hardware used to support this operation consists of 2 independent 3 Megabyte 370/165 
central processors, 2 fixed storage units, tapes, disks (shared), unit record gear, teleprocessing 
controllers, and channels as configured in Exhibit E~1. Software support includes HASP/RJE, 
CICS, IMS and ALTEE, (an on~1ine text editing system). 

Each system contains one drum on which resides the job queue, the SVC library, the HASP 
overlay library and a small Link library. Most of the other system libraries are maintained as one 
copy on shareable disk. In the case of RSS, the load library and profile data sets are maintained 
on a separate disk volume. 

In conjunction with the performance measurement, the system configuration remained 
static unless a required change could not be postponed. Likewise, the operating RSS and 
standard OS (STD) systems were congruent in a number of respects, including: 

• All data center hardware was on~line, operational and identically configured (including 
shareable disk») 

• System disk volumes were mounted on the same channels/devices, 
• DB/DC disk volumes were mounted on the same channels/devices, 
!it Same number of initiators were active, 
• . TP control regions were started in the same sequence with all of dynamic storage 

available, 
• The operating system catalog and parameter libraries were identical, 
• Residual Jemporary data sets were scratched each morning, 
• The priorities assigned to the TP coutrol regions reD;lained unchanged. 

• Indicators of Degradation: 

It is possible to gather an enormous amount of data with the variety of measuring 
techniques and report generating programs available. The data recorded, however, served one 
of two purposes. Either it was a direct indicator of the degradation; or it was data concernell with 
identifying the type and volume of work within the production system. The latter indicator was 
necessary to correlate the indicators of the first type. In reviewing all possible data, the 
following indicators were chosen: 

List 1 Direct Indicators -of Degradation 
• CPU Utilization - the amount of processor cycles required to process the pro~ 

duction workload. 
• EXCP Cou.nt.....,.. the number of channel programs required to, process, the produc~ 

tion workload. 
• TP Response Times - the elapsed time between transaction entry and system 

response to the terminal. 

List 2 Workload Analysis (per a given time interval) 
• Job Count - the number of jobs processed. 
• CICS Al~alysis - file reads and file updates. 
• .lob Elapsed Time - the average time from job initiation through termination. 
• ABEND'S - the number of , abnormal job terminations. 
• MOUN'T Requests - the number of times an unloaded I/O volume is called. 
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• Measurement l'ooBs/Tecbni'lues: 

Data was collected from sever~l ,sources, including: 

OSPTl - This software performance monitor measured: 

• Total CPU utilization 
• Total channel utilization 
• Total EXCP count, 

SMF - the OS System Management Facility maintains a record of many job status indi­
cators. Included within this study were those of: 

• Job count, 
• ABEND's, 
• MOUNT's, 
• average job elapsed time, 
• problem program issued EXCP's, and 
• problem program CPU utilization. 

CICS - CICS maintains statistics throughout its execution which relate to various resource 
utilizations. Analyzing a subset of this information provides some feel for the CICS 
workload. Included are the number of me reads and file updates. To complement this data, 
SMF statistics for CPU utilization and EXCP counts were gathered for CICS. 

Measured Transactions - Three IMS and three CICS production TP transactions were used 
in gathering response time data. Transactions were entered via switched facilities during 
both STD and RSS production. A stopwatch measured response times. 

.• Difficulties 

, Several difficulties arose in measuring the production system and correlating the data. The 
• following overview describes fhese factors. . . ',. 

• It was necessary to use on~line production data bases (IMS, CICS) for the measured 
transactions. This method precludes the possibility of gathering unrealistic test 
data base statistics. To access user agency data bases, the study was restricted to 
inquiry functions only. 

• The Fetch Protection capability was disabled on one machine. This action was 
necessary because 80 to 90 production jobs were abnormally terminating due to 
poor coding practices such as accessing freed main storage areas. These ~obs were 
subsequently restricted to execution on the non~Fetch Protected machme. 

• The correlation of OSPT1 and SMF data is a problem due to the recording methods 
used. OSPTi provides statistics from the beginning to the end of a pre-specified 
time interval. SMF, on the other hand, records data during job and job step initia­
tion/termination, any of which may occur outside the measured interval. For 
example, a one~step job executed single thr.ead may initiate before the measured 
interval and terminate following the interval. SMF would have recorded a EXCP 
executions during that time, but OSPT1 may have recorded 10,000. This problem 
can be reduced by selecting only those jobs which were initiated during the i~ter.val. 
In this way, jobs running at the beginning of the interval are recorded whtle Jobs 
which remain running at the end are not recorded. 
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This technique tends to caU&e the averages of these jobs to approach the norm 
for the interval. Two items are of crucial importance, however, in usihg the. 
technique. . 

The relationship between the length of the interval measured (1) and the 
average job elapsed time (E) should he such that the ratio E+ I 
approaches zero. 

The workload at the beginning and end of the interval is similar. 

• Reiterations of RSS installation attempts caused by software problems reduced the 
amount of cooperation from the MID operations staff in the data gathering phase. 

• Maintaining configuration control over the complex system during the measure­
qIent period was the most difficult problem. It was necessary to divide the system 
into six functional areas identified as Perfor:ri1ance Measurement Sub-systems 
(Exhibit E-2). Each SUb-system consisted of a sdt of performance variables which 
could be categorized as controllable, uncontrollable or catastrophic; catastrophic 
variables are a subset of the uncontrollable variables. Exhibit E-3 summa1'izes 
these variables. All controllable variables 'were held constant. The occurrence of 
catastrophic variables caused termination of performance measurement for the 
affected interval. Uncontrollable variables cause effects which require smoothing 
to assure that RSS and STD results could be meaningfully correlated. Smoothing 
can be accomplished through a randomizing technique which prescribes at what 
times, how long and how often performance intervals are established. 

As an outgrowth of this system control method, the study lived with two constraints: 

Only the Local 1/0, CPU, and Remote I/O sub-systems were controlled. 

The randomizing technique was not developed. 

The project felt that both of these problems were surmountable, but the lack of 
sufficient manpower prevented accomplishment. 

• The length of time available in which to accomplish the production study was 
shortened from sixteen weeks to a five week period. 

• Assumptions 

• The measured time interval of 7 hours was sufficiently large in order that OSPT1 
and SMF data may be correlated. (E+ 1 = .046) 

• The system workload was approximately equal between the beginning and end of 
the measured time intervals. 

• The system workload was reasonably similar between the RSS and standard MVT 
(STD) measurement periods~ and provided a representative sample of the MID 
job mix. (This assumption was to be analyzed during the study.) 

• A stopwatch provided sufficient accuracy to record response times. 
• The additional main storage requirements for RSS did not affect.gathered statistics 

by a greater percentage than the percent impact on the dynamic area: 
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STD dynamic area -
RSS Resident Task -
RSS Nucleus ( STD) -
RSS Link Pack ( STD)= 
36 + 2568 x 100% -

2568K 
22K 
10K 

4K 
1.4% 

• The STD systems were not ~~th:rated -::-; this situation would have affected the impact 
of RSS OIn the workload yielding inaccurate results. 

• Analysis 

In order tt) establish a means of relating CPU utilization and EXCP execution between 
systems, a measure of the respective workloads was established. This data was gat~ered by 
both software (RSS and STD) and hardware systems (A and B). The workload for each 01 the four 
systems was Iltetermined by calculating and using the toal elapsed job times per day. * 

From SNIF: 

(Averag(~ job 
elapsed times) 

x (Number of 
jobs processed) 

*Collection I~eriod - 9:30 a.m. - 4:30 p.m., weekdays. 

Total daily 
elapsed time 

It was possible to determine the most important aspect of human intervention in these 
times by referring to the number of 1/0 MOUNTS requested. These requests extend the total 
elapsed time and were factored out to more accurately correlate the data. Requests averaged 
one minute to service. Thus, Total Daily Elapsed Time was reduced by: the number of requests 
x one minute, for each system. 

ABEND's were included within the average job elapsed times and therefore require 110 

special consideration. The ABEND data was gathered (raw da~a included ~ype) s~ t?at a vis~,al 
observation could determine the affect ofRSS on successful Job completlOn. ThIS mformatlOn 
was necessary because of the user impact involved. 

,. , ~ 

From SMF and OSPT1, CPU time and EXCP statistics were correlated between the ST:O 
and RS$ systems usi~g' the calcuiated workload levels. ,An analysis of the performance d~ta 
gathered produced the conclusion that this particular study:was,not to be successful-. The thmd· '. 
assumption, that of a similar STD versus RSS workload, was violated because of two of th,e 
difficulties mentioned: 

• Lack of a randomizing technique. 
• Shortness of the five week study period. 

The length of the study period appeared to be the most critical as it negated the possibility 
of including performance data from a workload which is known to fluctuate in part on a monthly 
basis. 

. The analysis showed production inconsistencies as well as direct conflicts with the results of 
the controlled environment measurement. As a result, no estimates of the impact on the MID 
production system can be provided. In light .of these facts> it is important to note the last 
paragiiph of the Conclusions. 
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USING THE CONTROLLED ENVIRONMENT TO PREDICT DEGRADATION 

RSS can degrade a system fundament~lly only by requiring longer times to execute the RSS 
security options. Such degradation will caUse some combination of CPU supervisory, program, 
and wait times to increase. The following analysis determines the incremental degradation 
caused by each RSS optfon on these times as well as "overhead" added to each job by 
implementing RSS. 

Any user can then use the degradation timings of Exhibit E-6, together with the relative 
speed of his machine and the characteristics of his job stream, to predict the RSS degradation to 
his jobs Or system. Examples are given in the Conclusions. 

With this thought in mind, the objectives for measuring the controlled environment 
. were to! 

• Determine who pays for security (users in increased problem program time or the data 
center in sUpervisory increases), 

• Determine the incremental costs for exercising security options. 
• Provide a table of degradation for general use. 

Hardware/Software Configuration: 

Due to the large amount of set-up and run time involved, it was impossible to schedule 
MID's production system for this measurement. The alternate site, Gaithersburg, Maryland, 
provided the following configuration during the measurement (see Exhibit E-4)~ 

• 1 370/155·1 CPU (standard buffer support) 
• 2 3330 Drives 
• 4 2314 Drives 
• 1 2420 Tape Unit (9/1600) 
• 1 3211 Printel' 

Two software systems were generated immediately prior to the measurement; a STD 
OS/MVT 21.0 system and its counterpart RSS system. The OS JOBQUEUE, SYSIN and 
SYSOUT spooling functions were used. No post-generation prF's were applied to either system. 
Again, as in the production setup, all operating parameters were identical. 

The location of all DASD data sets/libraries appeared as follows: 

• 1·2314 
• 1-2314 
• 2·2314 
• 1-3330 --
• 1-3330 -

Security Authorization Profile 
SMF Data Sets (MANX, MANY) 
Temporary data set allocation 
System pack 
Permanent data files 
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Factors of Degradation 

System performance is reflected in many indicators, e.g., turn-around time, CPU 
utilization, etc. These indicators are influen&ed by degradation induced by each RSS option as 
well as system, hardware and job-stream characteristics. Of these influences, the RSS options 
can be measured on one system and used to predict the performance of any other system. These 
are the performance times which this controlled analysis determines. From them and knowledge 
of one's system, one determines RSS effects on that system. Degradation occurrs wherever RSS 
receives control through the operating system as well as in Hoverhead" due to modifications to 
STn system modules. The specific items which were measured were; 

• Fetch Protection 
• OPEN Authorization 
• Surveillance Loggings 
• Program Execution/Modification 
• DASD Space Allocation 
• DASD Sanitization 
• Main Memory Sanitization 
• SVC Authorization 
• Direct Device Allocate/Deallocate/Buffer Sanitization 
• Overhead 

RSS Configurations 

RSS provides the capability to select from among fourteen options those secudty. features 
which are desirable at a particular site. This flexibility was provided to allow installations with 
diverse data security requirements to tailor the system to their needs, 

Since there are fourteen options comprising RSS, there are thousands of combinations of 
security functions which can be used. It was, therefore, practically impossible to measure the 
degradation directly of all possible RSS optional configu!ations. Instead, three distinct RSS 
configurations were used to determine the degradation caused by the specific options. This 
technique will predict any RSS configuration degradation as well. 

" 

The minin\1um configuration (MIN) represented a system with few of the security options 
included. This system contained four of the five basic security characteristics. SurveUIance 
activities were excluded. 

Option No. 

1 

9 

10 

12 

MINIMUM CONFIGURATION 

Description of Option 

Fetch ptotection is installed on the CPU. 

All direct access space .allotment autho~iiation will be bypassed. 

All program authorization will be bypassed .. 

Und~fined users to be accepted. 

The MID production configuration (MID) contained the option settings selected to run 
within the production envh'onment. This configuration was representative of a moderately heavy 
usage of available features. 
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Option No.. 
1 

6 

8 

9 

12 

13 

MID PRODUCTION CONFIGURATION 

Descl'iption of Option 

Fetch' protection is installed on the CPU. 

Each modification of any program defined in a controlled library will be 
logged ip the security audit trail (SMF log). 

Each modification of a system library beginning with j' SYS1." will be logged 
in the security audit trail (SMF log). 

Direct Space Allotment Authorization will be bypassed. 

Undefined users to be accepted. 

All data sets will be sanitized (overwritten with zeros) when scratched if it is a 
level 6 or above. 

The maximum configur~tion (MAX) can be considered as the RSS system providing the 
greatest possible protection. It was expected that this system would yield the most degradation. 

Option No. 

1 

3 

4 

6 

7 

8 

12 

13 

MAXIMUM CONFIGURATION 
Description of Option 

Fetch protection is installed on the CPU. 

Each OPEN of a permanent data set wilI be logged in the security audit trail. 

Each OPEN of a temporary data set will be logged in the security audit trail. 

Each modification of any program defined in a controlled library will be 
logged in the security audit trail. 

Each execution of any program defined in a controlled library will be logged 
in the security audit trail. 

Each modification of a system library beginning with j( SYS1." will be logged 
in the security audit trail. 

Undefined users to be accepted. 

All data sets will be sanitized when scratched if level 6 or above. 

E-8 

Controlled Job Stream Characteristics 

A stream of sixty-three jobs programmed specifically for this analysis were to be measured 
within the controlled environment. The executing programs were coded so that all system 
resource requests were known. In some cases, the Job Control Language was coded to cause 
specific system requests. Knowing exactly what functions were to be executed by a single job 
provided the capability to associate increased resource utilization times to those functions. 

The controlled job stream included: 

• 3 jobs issuing only controlled SVC' s. * 
• 3 jobs executing only fetch instruction loops. 
• 2 jobs requesting DASD space allotment. 
• 1 job requesting a tape sanitization. 
• 2 jobs directly allocating a hardware device (printer). 
• 2 jobs executing a controlled library program. * 
• 2 jobs updating a controlled library program.* 

. • 2 jobs updating a system library program.* (SYS1. library) 
• 3 jobs GET/FREEing main storage. 
• 6 jobs sanitizing DASD space. 
• 1 Baseline job issuing no resoutce requests (no options executed). 
• 36 jobs OPENing data sets organized by various access techniques (QSAM, QISAM, 

BISAM, BSAM, BPAM, BDAM) in different modes (0, 10, I, U). 

Exhibit E-S is a table which shows the expected effect of the three RSS configutations on job 
elapsed times. The elapsed time for the MIN runs are expected to all be higher than the STD 
system because of RSS overhead not tied to specific options. This overhead is a result of 
additional processing added to standard OS modules. The differences between elapsed times in 
this exhibit are a direct result of the option settings within the configurations. 

The entire jobstream was designed so that any permanent data set which was allocated 
during the run was also deallocated. This procedure allowed jobstream re-runs without any 
special permanent data set considerations. In addition, job and job step parameters wer~ held 
constant for all runs. In particular, the parameter TYPRUN = HOLD was used for each Job to 
prevent automatic release from the job queue. 

Performance Measurement TOQls 

Three measurement tools were used within the controlled environment, 

• SMF was used to determine the total number of EXCP' s issued and charged to the user, 
A comparison was made between STD and MID only . 

• The Second Level SVC Intet:'rupt Handler was modified temporarily to count the number 
of Type 2,3, and 4 SVC's issued in non-zero problem state individually by job on the STD 
system. This data was used as input to a regression model and dictated the number of 
times SVC authorization routines were executed for each job. This SVC Counter was 
executed separately from the performance runs to avoid influences on the data. 

*Requil'es program authorization [Option 10]. 
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• The Systems Measurement Instrument (SMI) is a hardware monitor physically con~ 
nected to the system hardware>'7he SMI was used to record by job: 

1) WAIT State 
11) Key 0 Processing* 
~I) Non-Key 0 Processing (Problem Program) 
4) Device busy time for the SMF volume 
5) Number of SEEKS to the profile data set. 

The data from items 1, 2, 3, and 4 were used as the input to the regressio.l model. ItemS 
was reviewed to undt;:rstand the amount of profile 110 activity which was necessary to 
perform authorization functions. In the event of significant degradation, item S would 
prov<~ useful as an isolation factor. . 

The Measurement Technique 

The measurement technique used within this environment involved several considerations 
prior to the execution of the measurement itself: 

• The physical location of two DASD data sets; the profile data set and the SMF data sets . 
. In order to determine thle degree of degradation incurred by authorization profile 
accesses, it was necessary to build and isolate the profile data set on one volume. This 
volume was probed using the SMI. The SMF recording data sets wete isolated on 

. ~m)thet volume. This action was necessEtty to determine duting which specific job execu­
tIOns SMF tecQl'ding took place. The knowledge of this information allowed the factoring 
out of that system function from the total system times recorded for job execution. This 
resulted in a more accuratle picture of the CPU resource requited solely fot job handling. 
This volume was also probed. 

• In conjunction with the SMF data set placement, the in-core SMF buffer size was genet­
ated to its maximum allowablc::;size (one physical DASD ttack) thus minimizing recording 
events. 

• The cteation. of several dat~~ sets under the various data organization methods was 
necessary. These data sets remained unaltered throughout all jobstream executions 
because they were accessed by "Read Only" programs. 

• It was necessary to attach thle SMI to the system hardware, program the SMI logic panel, 
and execute test procedures to verify the validity of the SMI output. It should be noted 

'I • that the logic panel was de~,igned so that CPU HW AIT" time was recorded during the 
time the job was released frOm the queue through job termination. CPU' 'WAIT" before 
and after those processing points was eliminated. 

*Referred to in Model as Supervisolr State [SUPV].lncludes. both Supervisor and Key 0 Problem 
Prograru States. 
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The measuring technique itself may be described in a step-by-step procedUl:e which was 
reiterated for each execution of the JOb stre am under aU systems. 

STEPS: 1. IPL system, 
2. VARY required devices on-line 
3. Execute program to scratch all residual temporary data sets 
4. Set options to establish MIN, MID or MAX (RSS only) 
S. Read entire jobstream into jobqueue 
6. Start one initiator 
7. Clear SMI registers 
8, Sta:tt SMI monitoring 
9, Release a job 

10. When job terminates, STORE SMI registers to tape 
11. Repeat steps 7-10 until jobstream is terminated 
12. Dump SMI data from recording tape to master tape 
13. Dump SMF files to master tape 
14. Start OS Writer and print job outputs 
15. Stop writer 
16. Repeat steps 3-15 for all subsequent runs (start at STEP 1 when switching from 

STn to RSS) 

At the conclusion of all runs, two master tapes contained the total SMI and SMF data. The 
SMI data was used as the input to the regression model for analysis. 

The following list provides a breakdown of the number of runs made: 

• STD 3 
• MIN 2 
• MID 2 
• lviAX 1 

The runs were approximately 2% - 3 hours in length. 

Data ~olIection Difficulties 

• Two unresolved problems which oecuned during the measUl:~men~ eliminated some v~lua?le 
output. One problem was an RSS bug which forced many Jobs mto abnormal term1Oailon 
when the space allotment authorization feature was activated. This feature was therefore 
eliminated from the measurement. Another problem was not evident until analysis of the 
model showed some inconsistent results within the DASD sanitization jobs. Even though the 
jobs tetminated normally, a software bug caused a bypass of the sanitization operation. This 
measurement was therefore not recorded. 

• Only one MAX run was executed. The situation however was not as det~imental a~ it might 
have been. This was the case becasue the MAX runs were to be used 10 measur10g space 
authorization and DASD sanitization, both of which wece inoperative. Only two logging func· 
tions remained to be measul'ed with MAX. 
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• The technique used for measurement did not include reader/intel:preter time. There was 
some RSS induced overhead in this function because OS contains an exit to identify the user 
name! codeword on the jobcal·d. This was not considered to be important since it is a single, 
non-complex event for each job and users are not charged for the function because it is a 
system task. 

• Somewhat of a correlative restriction was the fact that problem program CPU time as 
measured and entered into the model did not agree perfectly with SMF times. SMF data was 
not used because of its inaccuracies. 

The Regression Model 

• Descdption: 

r .. ~ ~"-..., .~. Mjki!i ti t·, trW it 1 

For the jobs in each controlled configuration, several measurements of program, supervisor, 
and wait times were made in order to assess the degradation caused by the options exercised 
by the job. A methodology was devised to separate the degradation effects caused by over­
head and the use of specific options. 

The method appropriate for the .required separation of effects is dictated by what is known 
about degradation. Namely, the diffe1'ence between standard- and RSS-computing time is the 
sum of RSS overhead plus the degradation-time for the execution of each option the job uses, 
multiplied by the number of times the option is used. . 

This is made explicit in the following regression model. 

18 
Additional Time = W + Y*Nl + ~ [A(J) + {Al(J)} * { N2(.J)} ] + 

J=l 

. :::~ 

B*N3 + N4*(C + D) + E*NS + G*N6 + 
1 
~ N7(K)*[H(K) + X(K)* {N8*R + N9*T} ] + 
K=O .. 

L*NIO + M*Nll + P*Nl2 + S*Q 

B·12 

Where the coefficients to be determined by least squares analysis are: 

W - Job overhead (inherent within RSS). 

y _ Step overhead (inherent within RSS). 

A(J) = Time to authorize the initial opening of a file by Method J. (Method J 
being comprised of Access Method, type of OPEN and permanent or 

temporary file). 

A1(J) = Time to authorize all subsequent openings for the same file. 

A2(J) = Time to log the event. 

B _ Time to authorize and log a controlled library modification (CLPMOD) 
(= B or 0 according to the option setting). 

C _ Time to log a CLP execution (CLPEXEC) (= Cot 0 according to the option 

setting). 

D - Time to authorize a CLPEXEC (= D or 0). 

E _ Time to authorize and log a system library modification (SLPMOD) 

G -

H(K) -

R -

T -

L -

M -

P -
S -
Q -

(= E or 0). 

Time to authorize allocation of extra DASDrypace ( = G or ¢). 

Time to handle a sanitization request for a P1:imary data file (excludes 
time to overwrite with zeroes) (= H or 0). 

Time to overwrite a unit of disk. (sanitization) (= R or 0). 

Average time to locate disk extent. (sanitization) (= T or 0). 

Time to allocate I deallocate and buffer sanitize a directly allocated device 

(: L or 0). 

Time for SVC authorization (= M or 0). 

Time to overwrite a 2K block of main storage (=P or ~). 

Fetch protect degradation as a proportional of STD run time. 

Total CPU time before RSS . 
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1~!:'.e vatiab16J ~,)Put parameters) for this atialysis and all' ~ubsequent predictive analyses are; 

Nt :;::: The number of steps within the job. 
N2(J) = The number of files OPENed by Method J. 
N3 - Number of controlled library programs lllodified. 
N4 = Number of controlled library programs executed. 
NS = Number of system library programs modified. 
N6 = Number of times additional space is requested on disk. 
N7(O) = Number of times to purge tape. 
N7(1) = Number of times to purge disk. 
N8 :::= Number of tracks of disk. 
N9 = Number of disk extents to purge. 
NI0 = Number of directly allocated devices. 
Nll = Number of SVC issuances. 
N12 = SUm of storage requested in all the GETIFREE main's. 
X(K) ~ 0 for tape (K=O); 

= 1 for disk (K=1). 

. To determine the total increase in job elapsed time within the controlled single-thread 
envlronm:nt, t~e CPU stat~s were used at'. a reference. That is, elapsed time was considered as 
a summatlO!l of CPU problem;,progr~m time, CPU sllpervisP1: time and CPU idle time occuring 
fro~ the pomt.of queue release tojob termination, thus requiring the model to be run 3 times for 
the Job,stream In each configuration, (Key 0 problem state is included with the supervisor times.) 

Job 
Release 

CPUs or p 

I~ I~I~ 

• Rationale 

=::: : 
I/Q 

waitirlg for 1/0 cPus or p 

~I: ~ Job " , ,= I Terminate 

The purpose of this analysis is to eva1uate all coefficients of the model (W y' Q)' . 
1h~ controlled jobstream data. The least squares criterion is used to find ~th~ 'b~~t ;~~~: 
patame~el' val.ue~. (See. Scheffe, Analysis of Variance, Wiley, 1959). Least squares ives an 
taltuadtl~n whlC~ IS ul~blased ~nd has relatively small variability. The results of this ana7ysis are 
,~oca e In the foUowll1g section. . 

• Assumptions 

!his mo~el incorporates explicitly the fo110wing assumptions whl~1 are implicit in the 
. prevIOus sectIons: ' 

~))' R$S degr~dations occur. only th~ou~h overhe~d and through execution of the options. 
I?egradatlon, due to a gIven opttOn IS proportional to the number of times the option 
lS exeputed. 
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Data 

• Compilation 

The data represented within this section was compiled through a series of stepS. These 

steps may be cited as follows: 

Step 1; Gathering the data using the SMI. 
Step 2: Data reduction consisting of two aspects: 

a) Subtracting average SUPV and WAIT SMF times from jobs executing con­
currently with SMF buffer dumping to DASD. 

b) Transcribing the data into machine readable language to be input to the pro-
grammed regression modeL 

(Both functions were performed through a specially designed reduction program 
to speed processing and eliminate human error.) 

Step 3: Processing the data with the model for supervisor, program and wait times. 

Step 4: Formatting the output report. 
An data is reported in milliseconds within Exhibit E-6. 

• Notes regarding Exhibit E-6 

1. The WAIT time to overwrite one DASD track was an estimate obtained from the IBM Storage 
Systems Center. This time includes approximately thirty-eight milliseconds and is provided 
since DASD saniti:r.ation could cause severe degradation, especially when one considers tem~ 
pOl'al'Y data sets containing confidential, information. * 
2. The OPEN logging figures were an very' similar and the average is provided as 6ne ~gure 
within the table. ' 
3. As noted previously~ extra space allocation and 1/0 sanitization figures \~ere not gathered. " 

'~ 

• Notes regarding data,'" 

1. The model showed that" of the 18 types of OPEN's monito,ted; there appeared to be 3 
categories of degradation. In this light, the data was av~raged by category and appears as 3 
A(J)'s. This method allows for easier interptetation of the data." . ' ' 

A(l) .,.... All permanent data set OPENs except ISAM 
A(2) - Permanent ISAM data set OPENs 
A(3) - SAM Temporary data set OPENs 

2. The output from the WAIT model produced data fluctuating slightly above and below zero 
aqditional time. The affect that RSS had on WAIT time was therefore negligible except for the 
fo116wing exceptions which were not calculated into the Mean and Standard Deviation . 

BSAM I/O - 100/0 increase in WAIT time 
QSAM 1 - 14% decrease in WAIT time 
QISAM U - 21% increase in WAIT time 
OISAM I ...... 32 % increase in WAIT time 

. *Note that concurrent 1/0 on a volume being sanitized could drive this figure upward into the 

sixty millisecond range. 
B-iS 
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3. In order to obtain an indication of the r~peatabiIity of the data gathered in general, and 
hence its degree of accurancy, problem program (PP) time was analyzed. The SMI PP times for 
"like" runs was averaged and the variation calculated. 

3 STD Runs - average PP time = 
502,590 MS 
Variation from average = +.05%, -.06% 
2 MIN Runs - average PP time = 
543,120 MS 
Variation from average = + .05% 
2 MID Runs - average PP time = 
548,276 MS 
Variation from average = ± .37% 

CONCLUSION 

General Applicability 

The d~ta presented in the appendix can be used to predict the impact of such a system as 
RSS within any environment. The need to do so may be twofold. A data center may be requested 
to provide increased job cost information to its users. In conjunction, accounting routines may 
require modification. Secondly, an installation might wish to know what the total impact upon a 
particular system might be. / 

Exhibit B-6 can be used to predict the impact of software security degradation to a job or 
system whose characteristics are known and whose speed·r.elative to the 370/155 are known. To 
predict these times, one need enter into the model the known coefficients W thru Q as given in 
the table and the number N1 thru N12. (These numbers must be determined through job 
analysis.) Predicted degradation is the resulting additional time divided by the machine speed 
relative to the 155. 

Example 1 (Degradation to a single job) 

Consider a two step job which OPEN's 3 fIles or Type 1, 5 files of type 3, executes a CLP and 
issues 100 SVC's in the process. If the CPU i8.10% faster than the 370/155 and if all the 
appropriate options are set excluding logging, then the degradation to this job in milliseconds is: 

[10.83+2(4.19)+3(33.62)+5(25.69)+8.07+100(.25)] 11.1=256Ms. 
(Note that only ptogram times are used.) 

Example 2 (Degradation to a multi-programmed system) 

This situation is handled in the same manner as example one with two considerations: 

• Two models will be used and summed; one for program time and one for supervisor time. * 
• The N's must be gathered beforehand with a software monitor routine over selected 

time intervals. 

*W AIT time has minimum impact as previously noted and need not be considered. , 
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Consider the same·system for which during the average hour the following functions are 
executed and the total CPU uti1i:z;ation rate is 60% : 

Then: 

Time Coefficents 

w 
y 
A(1) 
Al(1) 
A(2) 
A(3) 
B 
D 
E 
M 
p 

Number of Executions(N) 

30 
90 -
65 
5 

20 
100 
10 
60 
10 

15,000 
600 

Time Coefficients x #Executions (N) = SUPV Tm + Program Tm 
SUPV PROG 

304.25 
384.14 
301.32 
16.91 

309.04 
836.57 
28.68 
49.22 
12.56 
4.01 
5.8.4 

: TOTAL: 

10.83 
4.19 

33.62 
1.69 

25.27 
25.69 

3,48 
8.07 
1.21 

.25 

.00 

. " " 

30 
90 
65 
50 
20 

100 
10 
60 
10 

15,000 
600 

9,127.50 
34,572.60 
19,585.80 

845.50 
6,180.80 

83,657.00 
286.80 

2,953.20 
125.60 

60,150.00 
3,504.00 

220,989 

Total Increase in CPU time -:- SUPV+ PROG='231,316 Mi1lisecs/hr. 
Increase as an hourly 1?ercentage ... 231'secs+3600 secs'x 100% = 6% 

324.90 
377.10 

2,185.30 
84.50 

505.40 
2,569.00 

34.80 
484.20 

12.10 
3,750.00 

00.00 

10,327 

This 6% figure states that; given a set ofRSS options to be ex~c~te~ and.th~knowledge of the 
number of times these executions will occur; the total CPU utilIzatIOn wdl lllcrease from 60% 

to 66%. 
(--..../ .... i,....~_ 
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Concludulg Remarks 

It is interesting to observe that programming efficiency has played a role with the RSS 
system. RSS used in-core buffers to store authorization records from the DASD profile which it 
interrogated before requesting 1/0. The SMI measurement showed the effectiveness of this 
technique by the difference in overhead between the first and subsequent OPEN's of a file. The 
fitst OPEN caused the authorization record to be brought into main storage and it was subse-
quently used from that location. Profile SEEKs were minimized throughout processing. 

Secondly, a review of SMF output from the controlled run revealed that RSS was issuing 
fewer EXCP's in several of the ISAM jobs while all other jobs remained constant. 

A review of BPAM OUTPUT revealed that it's efficiency had been improved significantly. 

I: 
These last two items indicated that coding improvements were made to the STD system 

when authorization and integrity modification were inserted into existing OS modules. 
I' 
I' 

Finally, the t~}le test of the performance of any production system is reflected by the demands of 
II the users. In the case of RSS, functional problems occurred, but no users ,complained of il 
q increased response time, CPU processing time, or turnaround time, and the data center 1 
'j 

recognized no decreased throughput conditions. This condition sUbstantiates the finding of both ' ~ 
i' } the controlled environment study and the results of the DELPHI Technique (Appendix D). 
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INDICATORS 

• Channel Utilization 

• Response Time 
• # Transactions! 

Time Unit 
• Time Last Request 

Processed 

• CPU Utilization 
• Avg. Time 

Transactions 
In Queue 

• Avg. # Transactions 
In Queue 

• EXCP Count 
• Channel Utilization 

• Turnaround Time 
• Thruput 
• Backlog Size 
• Job Queue 

Averages 

VARIABLES 

UNCONTROLLABL 

• Terminal Down 
• Line or Modem DOWI'l 
• Line Quality 

• Monthly Fluctuations 
• Weekly Fluctuations 
• Dally Fluctuations 
• Hourly Fluctuations 
• Programmer 

Attendance 
• Software Status 

• Request Time Delqy 
• # Operator Errors 

• # Operators 

• Operator Actions 

• Devices Unavailable 
• Sharing Devices 
• Error Recovery 

• Monthly Fluctuations 
• Weekly Fluctuations 
• Daily Fluctuations 
• Hourly Fluctuations 
• Programmer 

Attendance 
• Software Status 

EXHIBIT E-3ISUB·SYSTEM VARIABLES & INDICATORS 
OF DEGRADATION 
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CPU 
370/155 

EXHIBITE-4IHARDWARE CONFIGURATION IN 
CONTROLLED ENVIRONMENT 

E·22 

JOB TYPE ELAPSED TIME 

Control/ed SVC's* 
Fetch Protect 

. DASD Space 
Tape Sanitize 
Direct AI/ocate 
EXEC Controlled Prog. 
MOD Controlled Prog. 
MOD SYS1, Prog. 
GET/FREE 
DASD Saniti~e 
No option 'f,[~l' 

OPEN r 
J, = job elapsed time 
I' = increased job elapsed time (I' > I) 
I" = Increased job elapsed time (1" > 1') 

* Tied to program authorization . 
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EXHIBIT E·5 RELATIVE JOB ELAPSED TIMES UNDER 
VARYING SOFTWARE SECURITY SYSTEM 
CONFIGURATIONS 
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TABLE OF DEGRADATIONS 
(MllLlSECS) 

TIME 
PARAMETERS 

W 
Y 
A (1) 
A1 (1) 
A (2) 
A 1 (2) 
A (3) 
A1 (3) 
A2 (J) 
B 
c 
o 
E 
G 
H 
R 
T 
l 
M 
P 
S*100% 

PROGRAM 

10.83 
4.19 

33.62 
1.69 

25.27 
.95 

25.69 
3.30 
1.52 
3.48 

52.03 
8.07 
1.21 

62.30 
.25 
.00 
.00% 

* For each job, the ratio of WAIT "after" to WAIT "before" was calculated following the 
run of the model. -These mtios were uniformly close to "1" except for those jobs requiring 
manual intervention, e.g. tape mount requests. This WAIT data is reported only as a Mean 
on.002 and a Standard Deviation of .050. 

EXHIBIT E-6ITHE CALCULATED COEFFICIENTS OF THE 
REGRESSION MODEL 

APPENDIX F 
USER OPINIONS 

As is often the case with projects of this magnitude and scope, reaction to Project SAFE's 
endeavors ranged from something short of a standing ovation applauding the state for attacking 
the issue of information privacy to accusations of overdramatizing an already overemphasized 
issue. Fortunately, most of the individuals in the state's data processing ranks appear to be 
concerned with the problem of information privacy and security. Unfortunately, many data 
pr~cessing managers are unsure of the most effective way to deal with the problem. 

For the purpose of brevity, it is necessary to highlight the findings of our interactions with 
user agency personnel by describing briefly the results of a questionnaire that was distributed to 
data processing managers within the agencies subject to the Governor. The twenty-eight 
respondents- (to the forty-two questionnaires distributed) are a fairly representative sample of 
the types of user's requiring MID's services. These findings are not intended to be conclusive; 
however, they appear to be indicative and consistent with our informal day-to-day expel'iences 
with user agency personnel. 

First, on the subject of accidental or intentional disclosure of information! 

• 40% of the data processing manager sample group felt that computers in their 
departments increased the likelihood of disclosure of confidential information over 
manual systems. 

• 43% believed that more safeguards could be used in the design and implementation of 
an application system. 

• Only 11 % felt that they did not have adequate technical precautions (viz., software and 
hardware securlty, automated access control system, etc.) This fact confirmed our initial 
suspicion that very few managers are aware of the absence of protection of existing 
technical safeguards at MID. The subject of software operating system vulnerabilities in 
partiCUlar has not been, until very recently, emphasized by software manufacturers. 

• 21 % of the respondents felt that they required better procedural protection (e,g., sign-in 
procedures, disposal controls, backup procedures, etc.) . 

• 21% felt that they had less than adequate personnel practices (viz., screening, job 
rotation, educa!ion, etc.). 
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On the subject of the accidental or intention~l destruction or modification of data: 

• 36% felt that the computer increases the likeHhood of the destruction or modification of 
data over manual systems. 

• 34% felt that more attention must be given to this threat in the design of their inf01:ma-
tion systems. , 

• 14% believed that their systems were not adequately protected by technical safeguards. 

• 260/0 felt that their existing procedures are inadequate. 

• 12 % felt that their existing personnel practices need improvement. 

In general: 

• Most (7~.85%) ?fthe .data processing managers did not consider existing data security 
mechanIsms (VIZ., without a software security system) to be impediments to the 
efficiency of their operations. 

• ~4 ~o . of the respondents b~1ieved there was a need for a single decision making 
mdiVIdual or group responSIble for all data security within their organization. 

• 4~%. of the resp~nd.ents felt that existing information priv~;cy and security education 
wlthm. the state IS less than adequate. c ./ 

• All the respondents felt that security is a responsibility that must be shared by them­
selves and MID. MID should be responsible for developing guidelines and standards. 

. Most data processing personnel will admit (with varying levels of concern) that information 
prlvac~ and data security is a problem. Few, however, appear to have structured ~ concise 
analYSIS ofthe problem and fewer still appear to have developed an unemotionai, welI~balanced 
approach to its resal.utien. This situation certainly does not reflect on the capability of these 
rnanage~s to deal. Wlt~ the problem. ~ather it reflects an inadequate understanding of the 
complexIty and. dIverSIty of the potential threats confronting the organization and alsOi the 
absence of a vlable approach to creating a well-balanced security environment. 
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APPENDIX G 

The following cases were documented during the field work to determine the ease of use of 
the valuation methodology. Members of the IBM/Illinois Project SAFE team met with adminis­
trators in the Office of Vital Records to assess the Birth Records System Value and in the 
Department of Public Health to assess the Veneral Disease Information System through the use 
of the valuation methodology. . 

The quotations used in Case 1 and Case 2 emphasize the administrators~ general responses 
to questions and should not be interpreted as verbatim quotations of individual interviewees. 

CASE 1 

Office of Vital RecO!:ds - Birth Records System 

There are 139 birth registrars in Illinois (at least one in each county). When a birth is 
registered, the registrar retains one copy of this record, one copy is retained by the county, one 
copy is sent to the state, a microfilm copy is made and the original is sent to the state archives 
where it is bound. The information that is obtained for this registry includes date of birth, sex, 
race, parents' name, address, legitimacy and malformations. 

The Vital Records Act places a legal restriction on the dissemination of this information. 
The person, if of legal age, can obtain a copy of his or her birth certificate upon written request 
and payment of a $2.00 fee. The birth record can also be obtained by court order. A record of 
illegitimate birth is impounded and can only be opened by court order. . 

The Office of Vital Records processes 500 daily requests for certified copies of birth records, 
and approximately 10,000 corrections per year. (An example is name spelling.) Adoptions and 
legitimizations total 12,000 a year, and in these cases a new birth record is created and the 
original is impounded. 

Due to time constraints this test was limited to four hours for assessing value in terms of 
potential alteration or disclosure of information contained in the Birth Records System. 

Estimating Information Value Based on Potential Disclosure 

Two means are available for Birth Records information to be improperly exposed. 

• Through normal channels 
• Outside normal channels 

The normal route of access to an individual's birth record is for the individual to submit a 
written request for a certified copy of his birth. If the requester falsely identifies himself, the 
Office of Vital Statistics "would not be liable for anything because the request must be in 
writing and there is no way of knowing that the request is false." 
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An example was given of a person in the Office of Vital Records disclosing to a friend the 
adoptive parents' name of the friend's illegitimate child. Another example involved disclosure 
of the illegitimate birth of a community leader by a local registrar to the local newspaper. To the 
custodian the "embarrassmen~" or bad publicity" would have "some" impact on the 
organization. It might also resi.dt in loss of jobs for some administrators. Using the 
non-monetary dollarization scale shown earlier in this text, "some" is assessed as $25,000. 
Legally the discloser, not the Office of Vital Records, would be loguilty of a Class A mis­
d(~eanor. 

The value of disclosure to the Subject of the information was considered. The reputation of 
the subject in", the previous example was certainly affected. "If it were me, I'd sue for 
$1,000,000. That doesnft mean I'd getit." This aspect could have a "maximum" value. Certain 
disclosures could affect a subject's inheritance rights. An example of this would be to gain 
access to the original birth record to disinherit an adopted sibling. This example was related to 
the "insurance" value factor. The value was rated as "high", or $75,000. 

Certain of these disclosure examples were determined to have a value to the intruder. The 
disclosure of an individual's illegitimacy while damaging to his or her reputation cOQld be a 
political advantage to an intruder. There would be a gain in disinheriting a sibling for the other 
inheritors. Another aspect of value to the intruder was thought to be "Competitive Advantage." 
A list of the names and addresses of the parents of newborn babies would be very valuable to 
any business with a product or service geared to that market. Prior to the present restrictions on 
disseminating this particular information, "the going rate was five cents a name." In some 
areas names of these parents are printed in the local newspaper and in some cases both names 
and addresses are printed. In othet areas this information is not made available to the public in a 

. useable fotm. The competitive advantage would depend on the particular geographic ilrea and 
the availability of this information. $50,000 was assessed as a realistic value for this factor. 

'rhe total value in terms of disclosure 'Yas assessed to be $500,000. ($250,000 each for 
. intc'ntion<;tl di~closure of compu~er media and human readable inf6rmation.) 

Estimating l.-dotmation Value 'Based on Potential Alteratio~. 

The' 'possibility of altering the Birth Records System source documents kept in the vault in 
the state .a~9l).ive~ is nearly nonexistent." If ~lteration could be accomplished, the impact would 
be "quite a bit" to the Offic;e of Vital Records. The embarrassment alone or class aCtion suit 
would have an impact at the "very top of the scale" or using the Utility Value conversion scale 
$100,000. An example of the-value of altered information was given. Although in this instance 
the birth information is not actually altered at the source document Jevel, the information as 
lised is falsified or altered. There is a "black market in bil'th certificates." Briefly, a re'quest is 
made for a copy of a birth certificate of someone (who is dead) as if the requestor were that 
person. These are sold. to "illegal aliens for $500 to $,600 each." Foreign .powers use this same 
means to gain "citizen statusll for spies.lfthe source information could be changed to negate 
the possibility of detecting the: falsification, the value of th,e alteration Would be "very, very 
tremendous. 11 The value to the intruder of altered information is assessed in terms of being able 
to market a l'esource of citizenship - "hundreds of thousands of dollars." 

The value to the Subject of altered birth information could also be assessed in terms of 
t'eputatiOll and inheritance rights and the specific alteration value would be similar to the value 
as detailed under Disc1osul'e, . 

The value in terms of alteration was assessed to be 51 1550,000. ($775,000 each for acci­
dental and intentional alteration.) 
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Summary of the t~st experience 

The Administrator found little difficulty in estimating the various value factors for each 
exposure result. Initially estimating nonmonetary value was thought to be "'impossiblt}" but 
after explanation of the Utility ValUe dollar conversion scale the estir~lating was easily 
accomplished. . 

The benefit of evaluating thc:: bil:th information system was described as
j 

'very important." 
"1 see ignorance (of the value of this information) not only by the public but by the Department 
of Public Health. I see what you're trying to do." The security of this info1'mation is "a very 
important part affecting us, particularly in the future when all's on computer." It's important to 
explore this now rather than "jumping into it and cleaning up the hazards later." 

When asked to describe the current information exposures the Administrator responded 
most unauthorized requests for information are "penny ante now." The phrase used is ,;·tIl 
make it worth your while" and this happens about "twice a d~y." Due to the awareness of the 
staff in the Office of Vital Records of the confidentiality of this information t:~erf- is a very small 
possibility of disclosure or alteration. "With the trend to computerize ev~·· ;ling 1 see gr~at 
impact. I see the computer as impersonaV' There will be "one person onl~,,,:.lbribe" and this 
will "open it up to the big le#lguers" particularly in terms of information alteration. 

CASE 2 

Department of Public Health - Venereal Disease Information System 

The Venereal Disease Information System is predominantly a manual system maintained by 
the Department of Public Health to support the Venereal Disease Treatment Program . 

Estimating Information Value Based on Potential Destruction 

"If all our information is destroyed - forget it" was the fIrst reaction to estimating the cost 
of acquiring information which has been destroyed. This led to a dis~ussion of the fut~re v~lue of 
this information. The loss of venereal disease records would neceSSItate extra field work m the 
future to determine disease history and treatment. By no mean~ could they begin to "recon­
struct" the lost histQti(':al information. That would be impossible. The value ofthe information in 
refer~nce· to past dis~ase occurrences was assessed under t;~~~ monetary utility! "Cost of 
RepHlcement." An estimate of eleven field workers for the first year was valued to b~ $SO!OOO to 

. $60,000. The other value factors from the custodian viewpoint were not thought to be applicable. 

"Action" or the "impact of the inability to act or perform mission" was judged to be of 
some value. The reprocessing necessary-to regain the ability to act was estimated toco§t $8,009 
in extra help} The comment made about the vahie factor "Dec!sion

j

, implied that aestructioll 
would "impair our ability" to make a decision but that this value ~as cuvered u~der the ."cost of 
replacem<?nt" estimate. The' 'lack of control" was defmed as bemg the confUSIon cost lllcurred 
during an interim period, and was estimated without the scale to be $5,000. The value of the 
"loss of ability to accountfor operations" was discussed. The statistical information provides a 
basis for estimating grants and project monies needed. This ability was estimated as of some 
value but not really lost through the destruction of this information. There would be no l~gal 
implication as to the Department's authorization due to destruction of this information. 
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Value of destruction of the information from the subject's perspective was assessed from a 
utility standpoint. The only nonmonetary utility relevant was a subject's health or well-being. 
Loss of the medical history could mean a risk to the subject and also necessitate the start of 
treatment or testing again. This latter cost was estimated to be an average of $50 per subject, or 
a maximum total of $25,000 for the subjects on record. 

The value of the intentional destruction of the information from the viewpoint of the 
intruder was considered. The~publicity would be no greater than against any state facility OJ; 

large organization, therefore, this factor was judged not applicable. The' 'value of secrecy" and 
"emotional satisfaction" were deemed the only intruder value factors that could be assessed, 
but they were judged to be of little value particularly because the information is not released in a 
form identifiable to an individual. The total value of information in terms of destruction was 
assessed to be $98,000. 

Estimating the Value of Information Bal1ed on J.>otential Disclosure 

Potential disclosure of the information was described as an "imagined abuse rather than 
anytning reaL" The file of treated infected persons is not accurate because the history file 
contains outdated names and addresses. Thus, an intruder gaining the information for 
disclosure would have little chance of blackmail potential. Ther.e would be a very slim possiblity 
that "a person of importance" could be traced or identified because the diseased subject would 
seek treatment from a private physician not a Public Health Clinic, and would not be likely to use 
~is or h~rreal name. The consensus was that a successful Intruder intent on obtaining 
mformatlOn for blackmail, would be sorely disappointed in that the information would have few, 
if any, blackmail possibilities. The value of information to the Intruder in terms of "emotional 
satisfaction" was estimated to be $1,000. ' 

Because the venereal disease information could be identified with very few people, the 
value to the subject of disclosure was not considered to be high. It was described as a "loss of 
well-being to a very few people." First, the information would have to be identifiable to a 
SUbject, and second, that subject would have to be the type that considered disclosure harmful 
to his or her reputation. This was assessed as having "some" to "medium" value. Using the 
scale, $25,000 was assessed. 

From the viewpoint of the Custodian, the administrators examined the value of disclosure 
of the information. In apparent contrast to the value assessment from the viewpoint of a subject, 
the first point discussed was the legal impact if disclosure took place. Given the lean of the 
courts an individual could get punitive damages lias high as the sky." A suit or the adverse 
publicity (which was consideted the more likely result) would substantially impact the ability of 
the Public Health Department to carry out its health program against disease. The loss of public 
trust "wouid affect not only ours but every Public Health Program - well over $1 million in 
value" to regain public confidence. ,'the criminal penalty would be a misdemeanor to the 
individual responsible and could mean loss of jQbs to executives or others responsible, if such 
disclosure occurred through negligence on their part. The total value of information in terms of 
disclosure was assessed to be $1,026,000. " 

Estimating the V ruue of Information Based on Potential Alteration 

Alteration was not considered a possibility because of the structure of the stored 
information, any alteration would be HSO apparent it wouldn't be accepted." 
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Exposure Probability 

The probability of exposure was assessed by MID personnel for the Birth Records System of 
the State of Illinois Department of Vital Records. 

Exhibit G-l shows the methodology used to assess the probability of exposure. The primary 
routes of access to information as shown on the exhibit are through remote site and local 
computer site locations. Within the remote and IOi::al site, access to information can' feasibly be 
gained through the computer equipment, the operating system, and programs, and by 
physically accessing human and computer readable informa,tion in the various forms in which it 
is stored. 

The rates of access were estimated by MID personnel based on forty-eight routes offered in 
the methodology. The number of attempts per timeframe were defined based on a logical 
estimate of the attempts to gain information which would be made within five years. 

It should be noted that MID personnel did not have the experience to estimate the number 
of access attempts throu.gh the computer eqlJ.ipment, operating system or programming at 
remote sites. They did, however, estimate the attempts relative to human readable or computer 
media stored information at the remote site based on their knowledge of the remote site 
physical environment. 

In using the methodology MID personnel considered the safeguards currently employed by 
MID and the Departrpent of Vital Records and followed each route of access to information (i.e., 
through the phy~i1ial site, computer equipment, operating systems, programming and 
information stored in human readable or computer media form) to determine the rate of 
accidental or intentional #jisclosure or alteration of information by insider (EDP) or outside 
personnel. The rate of destruction was not assessed due to time limitations. 

Forty-eight individual routes of access are defi~~din the m:~thodology and the rate of 
attempted access for each individual access route to the Birth Records is described in pages 2 
and 5 of Exhibit G·t. 

The rates (probability of exposure) estimated by MID personnel are used in SecHon 3 as 
input to the Total Expected Cost Model. It should be noted that the only routes of possible 
access were routes 2, 5, 6, 26 and 38. 
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,~; EXPOSURE PROBABILITY 

METBODOLOGY FOR DETERMINING LIKELIHOOD OF ATTEMPTED ACCESS TO INFORMA THiN 

TIME FRAME FOR THE PROBABILITY 
'r 
II 

5 Years TITLE OF INFORMATION SYSTEM BEING ASSESSED Birth Record$ System 
RESULTS 

DISCLOSURE ALTERATION DESTRUCTION 

INSIDER OUTSIDER INSIDER O),.'TSIDER INSIDER Ot."rSlDER 

ROUTE OF A'ITEKPlED ACCESS .(REMOTE PROCESSING SITE) 

1. PW/SlCA"l. SIn: 

2. 

3. 

4. 

/:IU':Hon: COMPUTER 
EQUIPMENT 

lOPERATlNC SYSn:M 

. t.rROCRAMMING 

PHYSICAL ~In: (LOCAL PROCESS INC SITE) 

Q IILOCAL COMPUTER 
, EqUIPI1ENT 
0\ 

PHYSICAL SIn: 

l'JIYSlCAL SUE 

CHOICES 

(N) NEVER 
(S) SELDOM 
(0) OFTEN 

lOPE RATING SYSn:M 

l PROGRAMMING 

NUMBER OF ATTEMPTS 
PER TIME FRAME 

o 
1·3 
4-8 

INSTRUCTIONS: 

(1) PICK TIME FRAME (1,3 OR 5 YEARS). 

It:tDt:fl'AL "",mlW.!. 
... n: .. '" 

;.~. 

I HUYJlN READABLE on N S CCtlPUTER MEDIIt 
INfORMATION 

'>Jo_ 

S 
N 
N 

lHUMAN'READABLE OR N N CC!1PUTER MEOlA 
INFOi!MATIcN 

\ 

I. COMPUTER MEDIA 
It/FORMATION N S 

, 

I HUMAN READABLE 
INFORMATION N I S 

RATES AT ATTEMPTED ACCESS 
1 YEAR 3 YEARS 5 YEARS 

() 

2 
6 

o 
2/3 

2 

o 
2/5 
6/5 

AtctbtnAL tmYrrClM.'.L ACClDE.'f1'At. .. '" .. ~ 0An: 

N N 0 

N 
N 
N 

N N N 

N N N 

N N N 

(2) ESTIMATE NUMBER OF ATTEMPTS (YOU HAVE THREE CHOICES: NEVER (N), SELDOM (S), AND OFTEN (0). 
SEE ABOVE FOR DEFINITION OF THE CHOICES AND THE RESPECTIVE RATES OF ATTEMPTED ACCESS, ). 
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1- "n" 

Route 
Numbers 

13-24 

DI~scription of Access 

Human readable or computer 
media information-local 
equipment 

13-16 Disclosure 

13-14 Insider 

13. Accidental 
14. Intentional 

15-16 Outsider 

15. Accidental 
16. Intentional 

17-20 Alteration 

17-18 Insider 

17. Accidental 
18. Intentional 

19-20 Outsider 

19. Accidental 
20. Intentional 

21-24 Destruction 

21-22 Insider 

21. Accidental 
22. Intentional 

23-24 Outsider 

23. Accidental 
24. Intentional 

Note: *n.a. := not available. 
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Access 
Route 

13 
14 

15 
16 

zi17 
18 

19 
20 

21 
22 

23 
24 

EXHIBIT G-1 
Page 3 of 5 

Rate of 
Attempted 

Access 

o 
o 

o 
o 

o 
o 

o 
o 

n.a.* 
11.a. 

n.a. 
n.a. 

Route 
Numbers 
~3r-

.'< -~-- - ,'~-, " '-~~.-,..--.-, -'~~-' ...-- •• -"-~~.,.--~,.,,...., 

EXHIBIT G·1 
Page 4 of 5 

Rate of 
Access Attempted 

Description of Access Route Access 

Computer media information-
local site 

25-28 Disclosure 

25-26 Insider 

25. Accidental 25 0 
26. Intentional 26 0.4 

27-78 Outsider 

27. Accidental 27 0 
28. Intentional 28 0 

29-32 Alteration 

29-30 Insider 

29. Accidental 29 '0 
30. Intentional 30 0 (.\ 

31-32 Outsider 

31. Accidental 31 0 
32. Intentional 32 0 

33-36 Destruction 

33-34 Insider 

33. Accidental 33 n.a. 
34. Intentional 34 n.a. 

35-36 Outsider 

35. Accidental 35 n.a. 
36. Intentional 36 n.a. 
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Numbers 
37-48 

Description of Access 

Human readable information­
local site 

37-40 .Disclosure 

37-38 Insider 

37. Accidental 
38. Intentional 

39-40 Outsider 

39. Accidental 
40. Intentional 

41-44 Alteration 

41-42 Insider 

41. Accident~ 
42. Intentional 

43.-44 .Outsider 

43. Accidental 
44. Intentional 

45-48 Destruction 

45-46 Insider 

45. Accidental 
46. Intentional 

47-48 Outsider 

47. Accidental 
48. Intentional 

G-10 

Access 
'Route 

37 
38 

39 
40 

41 
42 

43 
44 

45 
n.a. 

47 
48 

EXHIBIT G-1 
Page 5 of5 

Rate of 
Attempted 

Access 

o 
0.4 

o 
o 

o 
o 

o 
o 

n.a. 
n.a. 

n.a. 
n.a. 

,.. .. 

o 

1 

f 
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Identifying Safeguards, Cost and Reliability 

Five safeguards were identified by MID personnel as appropriate to protect the information 
exposure access routes to the Birth Records System of the Office of Vital Records. The safe­
guards selected for use in the Total Expected Cost Model include: 

• Software Audit Trail at the Remote Location. 
• Hardware and Per~onnel Verification Checking at the Remote Location. 
• Software Authorj-,,;:aUon .Checking at the Remote Location. 
• Exit Control of Personnel at MID. 
• Hardware and Personnel Surveillance at MID. 

The specific use of. these safeguards in the TEC Model is explained in Section 4. 
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APPENDIX H 

This Appendix contains a development of the Total Expected Cost Model presented in 
Chapter IV of the text for determining the best system for securing the resources of a data proc­
essing center. It relies upon a knowledge of the vocabulary and definitions given in earlier sec­
tions. Appendix H is divided into three parts. 

• The first defines symbols, states the mathematical model, and lists assumptions. 

• The second explains the construction of the model, discusses the assumptions which 
must be made in order to use, and gives a more detailed explanation of the example 
calculations made in the text., 

v.::~::::,;~;; 

• . The third extends the model so that it can be used for a planning period longer than one 
year and gives the example of Chapter IV assuming a five year planni~g period. 

Model and Assumptions 

Let 

value of the jth resource if exposed via the f th exposure access route, j = 1, 2, 
... , m, f = 1, 2, ... , 48. 

- average number of times per year someone attempts to expose jth resource via the 
i th exposure access route, j = 1, 2, ... , m, f = 1, 2, ... , 48. 

- cost of ith safeguard, i = 0, 1, 2, ,.,' n~ 

conditional probability the ith safeguard does not prevent exposure of the jth 
resource, given there is an attempt to expose the jth resource via thel'th exposure 
access route, i = 0, 1, 2, ... , n, j = 1, 2, ... , m,.£ = 1, 2, ... , 48. 

The symbols Xk' XIk, XOk' Y k and TECk will also ~e used. These have been previously 
defined. 

Following is a summary of the indices which are being used: 

i is a safeguard, 

j is a resource (information) contained in the data processing center, 

k is a security system (a collection of 0, 1, 2, or more safeguards), and 

1 is an exposure access route. 
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The mathematical model for determining the total expected cost (TECk) for security system 
k is: 

where * - ~ ci = XIk + XOk' 
iEk 

m 48 • 
= ~ ~VjR A Ji rjkl, 
j=l.t=l 

and where rjk£ = i ~ k qij f, . 

Following are the assumptions which must be made in order to use this model: 

• The number of attempted exposures per year of a given resource is a random variable 
which has a Poisson probability distribution, 

• The following data relative to the solution of this problem can be obtained: 

Cost of potential safeguards, 
Reliability of potential safeguards, 
Value of the information being secured, and 
Average number of attempts per year to expose a given type of information. 

Realize that the exact values for most of this data are unknown; however, Chapter IV of 
the text presents a methodology for estimating them. 

• Safeguards work independently of each other, that is, if two safeguards are employed to 
secure the same information, the success or failure of one is independent of the success 
or failure of the other. 

• The installation of a safeguard will not eliminate attempts at exposing information, just 
their probability of success. 

Before proceeding, if you are not accustomed to the concept of expected loss you should 
consider what it means from a probabilistic point of view. The loss due to exposure of 
information is a random variable. The expected loss, a single number, is used by the model to 
characterize this random -variable and its probability distribution. If we were able to obtain a 
random sample of the loss due to exposure, then the arithmetic mean of the sample would 
approach the expected value of the loss as the sample size increased. However, it must be noted 
that the real loss due to exposure could take on many values - some larger than its expected 
value and some sm~ller. In other words, the real loss may be many times larger or smaller than 
this expected value. 

*Xk is found by summing the costs of the safeguards comprising security system k. In some 
cases, however, safeguards share costs (see example, Chapter IV), and Xk cannot be found by 
simply summing the Ci for all i belonging to k. For reasons which will be clear in the third part 
of this Appendix, Xk is divided into the two components, X1k and XOk· 
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Construction of the, Model 

This section is devoted to developing and explaining,the expected loss (Yk) portion of the 
total expected cost (TECk) model. The cost to install and operate safeguards (Xk) , has been 
treated previously. 

Let Zu = number of attempted exposures per year of resOUrce j via exposure access 
route 1. ' " 

Clearly, ZJi lis a discrete random variable. It is assumed th'at Zjl follows a Poisson 
probability distribution with parameter ~..jl ' i.e.,>dl is the average number of attempted 
exposures per year of resource j via -exposure access route L. Using the Poisson 
distribution assumes that the exposure process is memoryless, i.e., the number of attempted 
exposures in the time interval (tl , t2) is independent ofthe number of attempted exposures in a 
subsequent time interval (t2 , t3). In many cases this is not a bad assumption because, unlike 
the security problems of a bank, most successful attempts to access a resource contained in a 
data processing center will go undetected. 

The purpose of the model\s to find the most cost-effective mix of safeguards which should ,-' 
be employed over a given period of time, the decision period. In the example in Chapter IV of 
the text, .the decision period was one year; however, it could be any length oftime and due to the 
l1igh implementation costs of some safeguards, the decision period is more likely to be three to 
five years in duration. The model assumes a static environment exists during the decision 
period, i.e.,Ali! remains constant over this period, regardless of the safeguards employed or 
the detection achieved. This implies that when a successful or unsuccessful attempted exposure 

)s uncovered, you do not rush out and purchase more security to protect that exposure access 
route. In reality, the security of a data processing center is dynamic. When you uncover an 
attempted exposure, you would tend to plug future possible exposures via that access route. 
However, based upon the available data it is not certain that very many attempted exposures 
will come to your attention. 

We are now ready to develop the method for finding the expected loss per year due to 
exposure of resources. To simplify the following discussion, assume we are dealing with only 
one resource, one exposure access route, and one safeguard. This allows us to drop the 
subscripts i, j, k, andifor the moment. 

Let v - value of the resource, 

Z - number of attempted exposures per year of the resource, 

A - average number. of attempted exposures per year of the resource, 

r conditional probability the safeguard does not prevent exposure of the resource, 
given an attempt is made to expose it, and 

Y - expected loss per year due to exposure of the resource. 
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Consider the following two events: 

Event A = an attempted exposure of the resource occurs, and 
Event B = the resource is exposed. 
If P (x) = probability that event x occurs. 

Then, 

Expected Loss = v'p(AnB) = v'P(A)P(B! A). 

This expression illustrates the basic model for the expected loss due to exposure and the type of 
data that is necessary in order to determine this loss. It does not take into account, however, the 
fact that there can be more than one attempted exposure per year. The following model does: 

Y v'P(Z=l)'r + 2v'P(Z=2)'r + 3v'P(Z=3)'r + - - -
- v {P(Z=l) + 2P(Z=2) + 3P(Z=3) + - - -} r 
- v E(Z)r, VA r, 

where PCB! A) ..if r. 

Now suppose there is more than one safeguard securing this resource. In this case, suppose 
there are exactly two safeguards. f; 

Let ql ' conditional probability the 1st safeguard does not prevent exposure of the 
resourCe, given an attempt is made to expose it. 

q2 = conditional probability the 2nd safeguard does not prevent exposure of the 
resource, given an attempt is made to expose it. 

An attempt to expose the resource is successful only if both safeguards fail to protect it. Assum­
ing that both safeguards work independently of each other, 

P(B/ A) = r = q1 . q2 

The model generalizes quite easily to cover m resources, each of which can be exposed via 
different access routes. For 2, 3, ... , m resources, we apply the same model ,#hd sum the 
expected loss over all resources; hence, introducing subscript j, 

m 

y- = .2; Vj A j l'j' 
J=l 

For 2,3, ... , 48 possible exposure access routes (we have identified 48; however, other.s could 
easily be identified and incorporated into the model), we expand the same model and sum the 
expected loss over all exposure access routes; hence, introducing subscript,i, 
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Finally, to compare different security systems, each composed of a different mix of safeguards, 
we introduce the SUbscript k and have, 

m 48 
Yk = 2; 2; Vjj Ajf rjkR . 

j=l 1, =1 

In this final model, the value of resources and the averageullmber of attempts per year to 
expose them are assumed to be independent of the security system, k. However, the probability 
the safeguards do not prevent exposure, given an attempt is made, is not independent of the 
security system. ' 

Following the reasoning and assumption presented above in the case of two safeguards, 

rJ'k d II qr n 
I- • k JL . 

lE 

= the product of the qij£ for all safeguards i comprising security system k. 

By having Aji independent of k in this model, it is assumed that the installation of a safeguard 
will not reduce or eliminate attempts at exposing a resour~e, just their probability of success. 
This assumption can be relaxed quite easily by making the average number of attempted 
exposures per year of resource j via exposure access route.e dependent upon the safeguards 
comprisi~g security system k. This requires replacing AjR with Ajki in the above model. Doing 
this recognizes the possibility that safeguards have a deterrent effect on attempted exposures. 

This part concludes with some example calculations to illustrate how the TECk of a security 
system are obtained, using the data given previously. 

TECO: 

Xo ° 
1 48 

No new safeguards are emt~1oyed; hent:;.', there is no new cost 
in providing security 

YO = 2; 2; V· d A'j r' ° t 
j=1i=1 J,t. J J" 

v1,2 A1,2r1,0,2 + v1,S A1,S r1,0,S + v1,6 A1,6 l'1,0,6 

+ v1,26 A1,26 1'1,0,26 + vl,38 A1,38 1'1,0,38. 

- n Qi,1,i 
iEO 

The only safeguard used in security system 0 is i = 0, 
hence 

1.00, fo1':£ - 2 j 5, 6, 26, 38. 
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Therefore, using the data from the previous exhibit, 

Yo = 100,000(1.00) + 930,000(1.00) = 310,000(1.00) 

+ 100,000(1.00) + 100,000(1.00) 

- $1,540,000. 

TECO = Xo + YO = 0 + 1,540,000 = $1,540,000. 

TEC1: 

Xl cl = Xl1 + X01 = $10,000 + 6,000 = $16,000. 

1 48 
Y 1 -:E :E V· /J ". 11 r· 11, 

J=1.J2.=lJ~ J.e. J" 

+ v1,Z6 "1,Z6 rl,1,Z6 + vl,38 "1,38 r1,l,38. 

r1,1,.a = II qi,l,i. The only safeguard used in security system 1, is i = 
if 1 1, hence 

r1,1,,e = ql,l.e' forL- = Z, 5, 6, Z6, 38. 

From the exhibit, ql,l,Z = Ql,1,6 = .05 and ql,l,S = ql,1,26 = q1,1,38 = 1.00. 

Therefore, using these values for r1,l,l and the data from the exhibit, 

Y 1 - 100,000(.05) + 930,000(1.00) + 310,000(.05) 

+ 100,000(1.00) + 100,000(1.00) 

$1,150,500. 

TEC1 = Xl + Y 1 = 16,000 + 1,150,500 = $1,166,500. 

TEC6: 

c1 + c2 = (10,000 + 6,000) + (Z,OOO + 6,900) 

(10,000 + Z,OOO) + (6,000 + 6,900) 

12,000 + 1Z,900 = XI6 + X06 

- $24,900. 
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1 48 
Y 6 - :E :E Vjj "iR rj,6,.f 

j=lt=1 

- v1,Z >"l,Z r1,6,Z + VI,S "1,5 r1,6,5 + vl,6 "1,6 rl,6,6 

+ vl,Z6 "1,Z6rl,6,Z6 + vl,38 "1,38r1,6,38. 

rl 6 /? = 11" q. 1 II' There are two safeguards composing system 6, i = 1 and 2, hence 
,,-e; . 6 1"L 

1 f 

rl,6,p = Ql.l;.! ·QZ,l,.,e" for -L = 2, 5, 6, Z6, 38. 

. Using the values for Qij..R from the exhibit, 

rl,6,Z Ql,1,Z QZ,l,Z .05(1.00) - .05 

r1,6,5 - Ql,1,5 QZ,1,5 - 1.00(.02) .OZ 

r1,6,6 - Ql,1,6 QZ,1,6 - .05(1.00) - .05 . 

rl,6,Z6 = Ql,1,26 . QZ,1,Z6 - 1.00(1.00) - 1.00 

rl,6,38 = Ql,1,38 . QZ,1,38 - 1.00(1.00) 1.00 

Therefore, using these values for rl,6,~ and the data from the exhibit, 

100,000(.05) + 930,000(.OZ) + 310,000(.05) 

+ 100,000(1.00) + 100,000(1.00) = $Z39,100. 

$264,000. 
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Note, however, that safeguards 4 and 5 both use 
guards at the local site and these guards perform 
both exit control and surveillance. Therefore 

1 

the operating cost and some implementation cost 
for these two safeguards is a shared cost and 
must not be duplicated. 

- (2,000 + 6,900) + (50,000 + 36,000) 
+ (6,000 + 60,000) + (10,000 + 0) 

- (2,000 + 50,000 + 6,000 + 10,000) 
+ (6,900 + 36,000 + 60,000 + 0) 

- 68,000 + 102,900 = XI30 + X030 

- $170,900. 

1 48 
- ~ ~ V. /J X. IJ r. 30 t 

j= 1....e= 1 10K: h J, , 

- v1,2 X 1,2 1'1,30,2 + VI,S X 1,5 r1,30,5 + v1,6" 1,6 r1,30,6 

+ v1,26 "1,26 rl,30,26 + vl,38 "1,38 1),30,38. 

There are four safeguards composing system 
30, i = 2, 3, 4, and 5, hence 

r1,30,.R = q2,1,.i' ·q3,1,.t ·q4,1,£ ·q5,1,R ' for1 = 2, 5, 6, 26, 38. 

Using the values for qijl from the exhibit, 

rl,30,2 - q2,1,2 . Q3,1,2 . Q4,1,2 . QS,1,2 - 1.00(.00) (1.00) (1.00) .00 -

rl,30,5 - Q2,1,5 . Q3,1,5 . Q4,1,5 . QS,1,5 - .02(1.00) (1.00) (1.00) - .02 

1'1,30,6 - Q2,l,6 . Q3,1,6 . q4,1,6 . Q5,1,6 1.00 (.00) (1.00) (1.00) - .00 

r1,30,26::::: Q2,1,26 . Q3,1,26 . Q4,1,26 . Q5,1,26 = 1.00 (LOO) (\02) (,30) = .006 

1'1,30,38 = Q2,1,38' Q3,1,38 . Q4,1,38 . QS,1,38 = 1.00(1.00) (.02) (.30) = .006 

H·8 

Therefore, using these values for rl,30,.f and the data from the exhibit, 

Y30 = 100,000(.00) + 930,000(.02) + 310,000(.00) 

+ 100,000(,006) + 100,000(.006) 

- 0 + 18,600 + 0 + 600 + 600 =$19,800. 

TEC30 = X30 + Y 30 = 170,900 + 19,800 = $190,700. 

Extended Planning Period 

Because of the high implementation costs of most safeguards, the determination of the best 
system for securing the contents of a data processing center will generally be based on 
compi'lring the total expected costs of alternative systems over a period of from three to five 
years. The purpose of this section is to show how the model presented above can be used, with 
slight revision, to take into account a planning period greater than one year. 

The revised model is: 

where TECk = present worth of total expected costs of security system k over the planning 
period, and PWF ::::: present worth factor. 

This model separates the costs XOk and Yk, which recur each year of the planning period, 
from the costs X1k, which occurs only when the safeguards comprising system k are installed, 
that is, during the first year of the planning period. Using the present worth factor (PWF), all 
future costs (real or expected) are adjusted to their present worth at the beginning of' the 
planning period, for purposes of comparison. 

The PWF depends upon the interest rate selected and the length of the planning period. 
Using a planning period ufflve years and an interest rate of 10%, this model can now be used to 
determine the best security system for the example problem presented in Chapter 4. In this case 
the PWF = 3.791. The resulting calculations appear in Exhibit H-l, which gives the X1k, XOk, 
and Y k for each non-redundant security system and TECk for the undominated systems. 
Security system 28 appears to be the best system, if used over a five year period; however, the 
total expected cost of system 17 is only $615 greater than the cost of system 28, so it is really a 
toss-up between the two systems. 
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SECURITY 
SYSTEM SAFEGUARDS 

k COMPRISING K 

0 0 0 
1 1 10,000 
2 2 2,000 
3 3 50,000 
4 4 6,000 
5 5 16,000 
6 1,2 12,000 
7 1,3 
8 1,4 16,000 
9 1,5 26,000 

10 2,3 52,000 
11 2,4 8,000 
12 2,5 18,000 
13 3,4 56,000 
14 3,5 66,000 
15 4,5 16,000 
16 1,2,3 
17 1,2,4 18,000 
18 1,2,5 28,000 
19 1,3,4 

i ' 20 1,3,5 
21 1,4,5 26,000 
22 2,3,4 58,000 
23 2,3,5 68,000 
24 2,4,5 18,000 
25 3,4,5 66,000 
26 1,2,3,4 
27 1,2,3,5 
28 1,2,4,5 28,000 
29 1,3,4,5 
30 2,3,4,5 68,000 
31 1,2,3,4,5 

',1 
, 

,J 

XOk 
($/YR) 

0 
6,000 
6,900 

36,000 
60,000 
60,000 
12,900 

66,000 
66,000 
42,900 
66,900 
66,900 
96,000 
96,000 
60,000 

72,900 
72,900 

66,000 
102,900 
102,900 

66,900 

72,900 

102,900 

Y k 
($/YR) 

1,540,000 
1,150,500 

628,600 
1,130,000 
1,342,000 
1,400,000 

239,100 

954,500 
1,010,500 

218,600 
432,600 
488,600 
934,000 
990,000 

1,341,200 

43,100 
99,100 

951,700 
22,600 
78,600 

429,800 
931,200 

40,300 

19,800 
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EXHIBIT H-I 

PWF(XOk + Y k) 

XOk=Yk =3.791(~Ok+Yk 

($/YR) ($) 

1,540,000 5,838,140 
1,156,500 

635,500 2,409,181 
1,166,000 
1,402,000 
1,460,000 

252,000 955,332 

1,020,500 
1,076,500 

261,500 
499,500 1,893,605 
555,500 

1,030,000 
1,086,000 
1,401,200 

116,000 439,756 
172,000 

1,017,700 
125,500 
181,500 
496,700 

1,027,200 

113,200 429,141 

122,700 

TECk 
($) 

5,838,140 

2,411,181 

967,332 

1,901,605 

457,756 

457,141 
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