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MEASUREMENT AND ANALYSIS OF CRIME AND JUSTICE

From the Director

The celebration of the National Institute of Justice’s 30th anniversary in
the autumn of 1999 provided the Institute and the criminal justice com-
munity the perfect opportunity to reflect on three decades of criminal
justice research accomplishments. A few months later, the dawn of the
new millennium seemed the appropriate stage from which to look for-
ward to what lies ahead for criminal justice in the United States.

As preparations were made to commemorate the Institute’s anniversary,
it became increasingly apparent to NIJ staff and the criminal justice
research, policymaker, and practitioner communities that there needed to
be one compilation comprising a comprehensive, scholarly examination
and analysis of the current state of criminal justice in the United States.
Consequently, NIJ conceived and launched a project to produce the four-
volume Criminal Justice 2000 series to examine how research has influ-
enced current policy and practice and how future policies and practices
can be built upon our current state of knowledge.

The themes developed for these volumes were purposefully broad in
scope, to allow contributors the intellectual freedom to explore issues
across criminal justice disciplines. In its competitive solicitation, N1J
asked the authors to explore and reflect on current and emerging trends
in crime and criminal justice practice, based on scientific findings and
analyses. An editorial board of eminent criminal justice researchers and
practitioners then selected the proposals that displayed exceptional
scholarly merit and contributed to the substantive themes of the volumes.

The result, the Crime and Justice 2000 series, reflects the state of knowl-
edge on a broad spectrum of crime and criminal justice issues. While the
volumes do not comprehensively chronicle all topics vital to criminal
justice in the United States at the year 2000, we hope the essays con-
tained in these four volumes will stimulate thought and discussion
among policymakers, practitioners, and scientists in the coming years
and shape future research endeavors.

Julie E. Samuels
Acting Director
National Institute of Justice
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Measurement and
Analysis of Crime

and )Justice:

An Introductory Essay

by David Duffee, David McDowall, Lorraine Green Mazerolle,
and Stephen D. Mastrofski

he turn of any century is traditionally seen as a milestone in human
development. With the coming of the 21st century, the national media
have reflected on the century past with lists of the most significant events
and persons of the time. Political, social, and cultural events have wel-
comed the arrival of the new century—and the new millennium. The birth
of a new century brings together celebrations of what the old century
has accomplished with what we anxiously await in the new century.

The National Institute of Justice (N1J) seized on the turn of the century
as an opportunity to document 20th-century milestones in criminology
and criminal justice and to highlight developments that will shape our
justice system in the 21st century. NIJ commissioned a series of volumes
that would span the breadth and depth of criminological and criminal
justice thinking that has both created our current knowledge base and
formed the foundation for our thinking in the 21st century. The fourth

of these volumes is Measurement and Analysis of Crime and Justice,
introduced in the following pages.

The original intent of volume 4 was to identify methodological debates
that have shaped the evolution of crime and justice research. Under this
broad umbrella, we sought to include papers in this volume that highlight-
ed measurement dilemmas and solutions as well as analytic difficulties
and applications that have contributed to what we now know and what
we still do not know about crime and justice. In particular, the volume
sought to explore the current knowledge, trends, and future directions in
the measurement and analysis of crime and the criminal justice system,

David Duffee is Professor and David McDowall is Professor in the School of
Criminal Justice, University at Albany, State University of New York. Lorraine
Green Mazerolle is Associate Professor in the Division of Criminal Justice,
University of Cincinnati. Stephen D. Mastrofski is Professor of Public and
International Affairs and Director of the Administration of Justice Program at
George Mason University.
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MEASUREMENT AND ANALYSIS OF CRIME AND JusTiCE: AN INTRODUCTORY EssAy

the consequences of such measurement and analyses for justice processes and
the research enterprise, and the context in which both crime and justice operate.
When we developed the original solicitation for papers, we understood that the
set of topics within this domain would be potentially vast: sampling, mathemati-
cal modeling, statistical analysis, data visualization, and research design, to list
only a few possibilities.

This introduction identifies and interprets the common themes running through
the 10 papers included in this volume and indicates other themes not included.
We begin our introduction with a review of the substantive topic areas that
make up this volume. We then examine four main themes that cut across the
papers: theoretical framework, data and measurement, analytic problems, and
use of research in decisionmaking. We conclude with a discussion of what
these papers highlight as lessons for the future.

Topic Areas

When we began our search for papers to include in volume 4, we hoped to
include papers that covered substantive criminological topics (such as sexual
assault, drugs, homicide, and disorder) and substantive criminal justice topics
(such as agency goal and policy setting and officials’ decisionmaking). We also
sought papers spanning cutting-edge analytic topics (such as spatial analysis
and cost-benefit analysis), dominant methodologies (such as self-report surveys
of victimization and offending), and themes that have dominated policy debates
in local, State, and Federal arenas (such as fear of crime and victimization).
With the limited number of papers that we could commission, we sought to
include papers that covered at least one substantive area while also elaborating
on at least one measurement or analytic development.

The volume begins with five chapters about general issues in the measurement
and analysis of crime and crime control. The next three chapters examine similar
issues, but they provide more detailed discussions of measurement and analysis
about specific crimes or policy areas. Specifically, these three chapters cover the
measurement of sexual victimization, the measurement and control of fear, and
the measurement and control of drug abuse. The final two chapters examine
measurement of the characteristics of agencies in the criminal justice system.

Chapters 1 and 2 highlight dilemmas and difficulties with self-report surveys: one
covering the measurement of delinquency and crime (Terence P. Thornberry and
Marvin D. Krohn) and the other covering the measurement of crime and victim-
ization (David Cantor and James P. Lynch). Chapter 3 (Gregory J. Howard,
Graeme Newman, and William Alex Pridemore) continues the discussion of the
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MEASUREMENT AND ANALYSIS OF CRIME AND JUSTICE

measurement of crime on a larger scale by examining the problems and progress

in cross-national comparisons. Chapter 4 (Luc Anselin, Jacqueline Cohen, David
Cook, Wilpen Gorr, and George Tita) maintains the focus on crime but shifts
attention from measurement to the problems in analyz-

ing crime data that are spatially and temporally clus-

tered. Cohen’s chapter on cost-benefit analysis applied Much of the
to criminal justice rounds out this set of chapters by

. o research reviewed
asking more generally how to assess policy impacts

against the impacts of the social problem. throughout this

collection of papers
Chapters 6, 7, and 8 revisit many of the issues cov- is concerned with
ered in earlier chapters but elaborate on measurement the dependability

and analytical problems and solutions in specific
areas. Chapter 6, by Bonnie S. Fisher and Francis T.
Cullen, extends the discussion of self-report survey

or reliability of
measures and

methods of crime and victimization by exploring the their accuracy in
difficulties in measuring sexual victimization, one representing the
area in which the personal and political sensitivities concepts used

of the problem complicates measurement. Chapter 7,
by Jonathan P. Caulkins, is concerned both with the
measurement of the social problem of drug abuse and
with the measurement of the effects of interventions.
Like chapter 7, chapter 8, by Mark Warr, is also concerned both with gauging
accurately the nature and scope of a problem (fear of crime) and with the
dilemmas in policy attempts to control fear, in relation to controlling crime.

in theory.

The final two chapters cover measurement and analytic issues that dominate
key areas in the criminal justice system. Edward R. Maguire and Craig D.
Uchida focus on police organizations, and Ingo Keilitz examines standards and
measures of court performance. These two chapters, while focusing on meas-
urement within specific domains of the criminal justice system, transcend a
potentially narrow orientation and raise issues that are relevant to other aspects
of the justice system.

Since all 10 chapters in this volume address substantive issues and methodolog-
ical concerns, ordering the papers was problematic. Each possible order was
bound to highlight some links (such as the survey methods used for measuring
crime in Cantor and Lynch, Thornberry and Krohn, and Fisher and Cullen),
while separating and perhaps downplaying other links (such as the discussion
occurring much later of the police measurement of crime in Maguire and
Uchida). In order to indicate the common themes that run across several chap-
ters in this volume, exhibit 1 may be helpful to locate themes across the papers.
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MEASUREMENT AND ANALYSIS OF CRIME AND JusTICE: AN INTRODUCTORY EssAy

Theoretical Framework

The inclusion of a “methods and analysis” volume in the National Institute of
Justice Criminal Justice 2000 series might lead a reader to think that all discus-
sions of theory and social context would be reserved for the other three volumes.
However, volume 4 authors repeatedly emphasize the importance of theory to
selecting and evaluating methods.

The editors and authors of volume 4 would appear to agree with Bernard and
Ritti (1990, 1): “[T]heory alone is the distinguishing feature of the scientific

Exhibit 1. Topics by chapter in volume 4

Chapter number
Topic 112|3(4(5|6|7|8|9|10

Acceptance of measures X
Community policing X
Cost of crime

Cost of public response to crime
Cost-benefit analysis
Cost-effectiveness

Crime hot spots X
Crime measurement X| X | X| X
Crime prevention X
Crime, violent X| X | X X
Crime/delinquency, self-reports X X X
Cross-national data X
Data analysis X
Data collection, history X\l X X X | X
Data collection, police X
Data integration X X
Data requirements/limits X
Domestic violence X| X X

Drug Use Forecasting/Arrestee
Drug Abuse Monitoring X

Explanation of variation X X X1 KX
Fear, behavioral indicators
Fear, consequences

Fear, measurement of
Fear of crime

Fear, promoting

x X X X
*x X X X

x X%

3
*x X
*x X%

*
*
>
>

>

xX X X X X
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Exhibit 1 (continued)

Topic

Chapter number

4

5

6

7

8

Fear, reduction

Fear, regulating

Genocide

Globalization

Historical perspectives/context
International data

Interviewing

Interviewing, computer-assisted
Kernel estimation

Law and economics

Local indicators of spatial assoc.
Longitudinal measures
Measurement of police function
Measurement of police structure
Measurement procedures
Meta-theory

Moran scatter plot

National Crime Survey

National Crime Victimization
Survey

National Violence Against
Women Survey

National College Women Sexual
Victimization Study

National Women’s Study
Offenses, seriousness
Operational definitions
Organizational analysis
Panel effects

Performance standards
Police discretion

Police functions

Police functions, explanations of
Police organization

Police org., explanations of
Policy analysis

Prediction

x X X X

*x X * R

>

X
X

*x X X X

*xX X X X X

continued
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Exhibit 1 (continued)

Chapter number
Topic 112|13|4|5|6|78|9(10

Program accountability X X
Program effectiveness X X
Quadrant count method X
Rape, measurement of X
Reliability X| X | X | X X X
Reliability, internal consistency X
Reliability, test-retest X
Resistance to measurement X
Response techniques X| X X
Sample design X
Self-reports with adults X\ X
Self-reports with children X
Sexual assault X X
Sexual victimization
Spatial autocorrelation X
Spatial data analysis X
Spatial modeling X
Stalking X
Survey methods X| X X| X X1 X
Survey of fear X
Survey of offending X
Survey of sexual victimization X
Survey, reference period X\ X X
Theory X| X| X
Theory and data X X | X | X| X| X| X| X
Theory, contingency
Theory, institutional
Theory of crime X\ X X
Theory, routine activities X
Theory, social ecology X
Trial court outcomes X
Use of research

Validity

Validity, construct

Validity, construct continuity
Validity, content

Validity, criterion

*

*X X X X

>

X X X X X
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Exhibit 1 (continued)

Chapter number

Topic 112(3|4(5|6[7]|8]9]|10
Victimization, consequences of X

Victimization, measuring X X

Victimization, responses to X

Victimization, screening question X X

Victimization, self-reports X| X X

Victimization of women X

enterprise. True, some of the [other features] are necessary and desirable, but
regardless of measurement precision, quantification, or power of analytical
tools, the activity is not science unless it involves an explicit theory.” Theory
drives measurement and analysis because it identifies research questions, sug-
gests acceptable methodological approaches, rationalizes the selection of vari-
ables and measures, and provides the framework for interpreting results
(Bernard and Ritti 1990, 1-2).

This affirmation of the importance of theory in guiding and evaluating measure-
ment and analysis does not contradict the importance of the interplay between
methodological developments and the development and revision of theory. As
Howard, Newman, and Pridemore point out in chapter 3, a number of cross-
national theories are presently untestable because of the absence of relevant data.
Anselin and colleagues review some of the problems in analyzing spatially and
temporally clustered data. Assessing the impact of such problems on conclusions
drawn from prior research is important in evaluating the soundness of our theo-
retical knowledge and in influencing the future direction of theoretical inquiry.

Much of the research reviewed throughout this collection of papers is con-
cerned with the dependability or reliability of measures and their accuracy in
representing the concepts used in theory. Howard, Newman, and Pridemore
warn of the haphazard adoption of variables in cross-national research, based
in part on the difficulty in obtaining data that have been collected for adminis-
trative and political, rather than theoretical, purposes. They also point out that
the meaning of a datum or a trend is not self-evident but is connected to the
relationship between an observable and its deployment as an indicator of a con-
cept. Different cross-national investigations may use the same data in measur-
ing different variables. This is not necessarily wrong. The same fact may have
different meanings in different theories and, indeed, has scientific meaning
only in such context.

VoLuME 4
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Similarly, Maguire and Uchida (chapter 9) distinguish between the more com-
mon data collection activities that are assumed to “describe” police departments
and the less common activities that measure theoretically meaningful aspects of
police department function and structure. They indicate that the mountain of data
that is now produced by and about many criminal justice agencies contains only
some ore. Greater care conceptually might reduce the size of the data mountain,
and it would also guide us to additional, sorely needed, data that are not routinely
collected.

The importance of theory in guiding measurement and analysis is highlighted in
the discussions of many of the important advances in measurement made in the
20th century. Thornberry and Krohn (chapter 1) and Cantor and Lynch (chapter
2) review two of the undeniable measurement advances that have shaped crimi-
nological research: survey methods for measuring crime from offender and
victim sources. Both chapters stress the critical connection between theory and
measurement. We do not have standards for assessing measures without refer-
ence to the concepts and connections among concepts for which we employ
measures. Fisher and Cullen (chapter 6) then provide more detail on the process
of developing measures for one type of crime/victimization. They demonstrate
the interplay between anomalies in research findings and the reconceptualization
of the meanings of victimization in the development of their national sexual vic-
timization survey. In these discussions of measurement, we witness the process
of theory guiding measurement and research revising theory. It is only through
this process that researchers have avoided reinventing the wheel.

Many of the challenges for research in the 21st century identified by our authors
are, in contrast, connected to the failures of research in the 20th century to take
theory seriously enough. Authors have pointed out missed opportunities and
poor measurement decisions that have hampered our research abilities. For
example, Keilitz (chapter 10) reports that trial court outcome measures have
been developed but that no attempt has been made to specify the court processes
that might influence these outcomes. If future work begins to propose theoretical
linkages between how these courts operate and what they achieve, researchers
may determine that the most plausible connections require outcomes to be meas-
ured differently or that other likely outcomes have been overlooked in the origi-
nal development of outcome variables.

One of the broad strategies that might be employed to identify opportunities
more quickly and efficiently is greater attention to theory development as a cri-
terion in justifying expenditures on measurement and analytic projects. Part of
that strategy would include correcting an imbalance in current research that is
more implied than explicit, but visible nonetheless, in the chapters contained
in this volume.

CRIMINAL JusTtice 2000
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There would appear to be greater collective investment in, and therefore more
systematic accumulation of knowledge in, criminology than in criminal jus-
tice. The terms criminology and criminal justice are often both vague and syn-
onymous. Snipes and Maguire (1995) suggested distinguishing them based on
the dependent variables of interest. They use criminological theory to refer to
theories that seek to explain variation in crime and criminal justice theory to
identify theories that seek to explain variations of or in criminal justice sys-
tems. Distinguishing theoretical domains in this way, criminological theories
are relatively more explicitly stated and pursued than criminal justice theories.

This disparity may be an artifact of different patterns of growth in the various
disciplines that concern themselves with these issues. The study of crime
seems to be increasingly concentrated among disciplinary specialists who
identify themselves as criminologists, while the study of criminal justice
remains more widely distributed across disciplines other than criminal justice,
such as political science and sociology, and to a lesser extent, psychology and
economics. Although criminology can scarcely be characterized at the turn of
the century as showing consensus about the nature and causes of crime, it has
achieved a lingua franca that clarifies theoretical debates and facilitates meas-
urement and analysis. This is largely due, we speculate, to the tighter patterns
of social interaction among scholars and researchers who study crime and its
causes. Scholars and researchers who identify with criminal justice as a disci-
pline would seem to place greater emphasis on applied matters, but—as some
of our authors demonstrate—theory relevant to the explanation of criminal jus-
tice phenomena is available across a wide range of disciplines.

One indicator of this imbalance is the frequent mention in this volume of spe-
cific criminological theories and the connections of each to particular measure-
ment and analytic problems. For example, similar theories of delinquency have
been used to guide the improvement of reliability and validity both in the cross-
national research discussed by Howard, Newman, and Pridemore and in the
self-reported victimization and offending discussed by Fisher and Cullen,
Cantor and Lynch, and Thornberry and Krohn. In contrast, Maguire and Uchida
indicate that almost all the research on police organizations in this century has
been guided by a single strain of organizational theory (contingency theory)
and that even the deployment of this theory has been more implicit than explic-
it. Readily identifiable schools of thought, indicating specific theoretical tradi-
tions, are rare in criminal justice research. As a result, data gathering and
analysis in criminal justice are often guided by implicit program assumptions
or current policy concerns. (We will return to the complex relationship between
scientific research and policy use of research later.) We will need to rectify this
imbalance if knowledge is to be built systematically.

VoLuME 4
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Criminal justice theory building is important in its own right, but it becomes
more attractive when we consider the possible connections between criminal
justice and criminological theory. These theoretical domains are connected in
two important ways: in the potential impact of criminal justice behavior on
crime and in the potential impact of crime on criminal justice. The first of
these connections, in which criminal justice behavior is the independent vari-
able, includes two quite different approaches. Only the first of these has
received much attention.

This first approach is visible in the frequent concern for criminal justice pro-
gram evaluation. There have been many studies of the effectiveness of criminal
justice practices and programs in influencing crime. Most of these are some
form of treatment or specific deterrence theory, in which we are interested in the
impact of an intervention on repeated crime by someone who has offended at
least once. These are most often correctional or treatment evaluations. However,
this same approach to the impact of criminal justice programs on crime is also
visible in research examining the role of criminal justice in prevention. This
research tends to focus on criminal justice impacts on crime rates rather than
criminal justice impacts on the future behavior of individuals. Both types of
research have consumed the lion’s share of criminal justice research dollars,
probably because these studies address the primary question of policymakers:
Do our criminal justice programs achieve the goals we intend for them?

The attention devoted to this form of criminal justice influence on crime has
generally found, with some notable and important exceptions, that criminal jus-
tice actions are rarely the most powerful explanatory variables in the fluctua-
tion of crime. As the century turns, one of the more significant data trends is
the substantial drop in crime, measured through either official or victim
sources. As this decrease has continued, a large number of claims have identi-
fied the positive effects of crime control policy as the independent variable. If
such claims can be substantiated by more exacting causal analysis than is now
available, this discovery of criminal justice impacts on crime would stand in
stark contrast to the “nothing works” cynicism of a decade ago. Certainly this
is one more example of the need for greater theoretical preparation in research,
so that the potential causal influences of policing strategy, drug treatment, com-
munity crime prevention, and so on could be compared with the influences of
the growing economy and demographic shifts in the population.

The second approach to criminal justice as an independent variable in crimi-
nological theory has received less attention than has the program evaluation
approach. The relative lack of attention given this approach is ironic, since in
this research tradition, criminal justice appears to be the predominant variable
in explaining fluctuations in crime. This approach is visible in theories that
seek to determine what is or is not to be treated as a crime and in theories that

CRIMINAL JusTice 2000
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seek to explain fluctuations in decisions about how much attention different
types of crimes might get. Possibly, the potential payoffs in these theories
have been ignored in the past because they have often been advanced only in
critical or radical theories. These theories generally argue that the criminal jus-
tice system operates to deflect attention away from structural inequalities and
to concentrate attention on individual-level explanations for street crime.

More recent developments using this approach are more politically neutral. The
political science of crime policy and the emerging field of cultural criminology
serve as examples. These approaches to criminal justice examine the complex
and poorly understood connections among popular culture, media portrayals of
crime and justice, the structure and dynamics of crime in political campaigns,
and the effect of these on which social harms will receive attention as crimes.
Determining what crime is, is perhaps the most fundamental criminal justice
decision. But our study of this impact of criminal justice on crime is poorly
understood, in comparison to our understanding of specific criminal justice
actions on targeted crimes or targeted criminals.

The second connection between criminological and criminal justice theories
would be in the examination of the impact of crime on criminal justice behavior.
This impact appears to be strong but indirect, as it is interpreted and moderated
by fear (see, for example, Warr, chapter 8) and by media and political responses
(Scheingold 1984, 1991; Wilkins 1991). We need greater attention to how crimi-
nal justice adjusts to crime and to whether the adjust-

ments it makes are to crime or to other forces (such as

extremism in political campaigns, as Scheingold and In order to pay
Wilkins suggest, or “moral panics” as Chiricos [1998] greater attention to
describes). measurement and
It will be particularly valuable if we begin to think analysis in the crimi-
more broadly about the range of criminal justice con- nal justice domain,
cepts that are worthy of explanation. For example, we need a research
one might attempt to test whether the drug wars of policy that recog-

the 1980s and 1990s were a response to actual
increases in illicit drug use of a particular sort or
whether other explanations are more powerful, such
as the moral panic perspective. But one might also

nizes that fluctua-
tions in criminal
justice variables are

conceptualize justice in terms of the distribution of not trivial, even if
punishment, protection, and other benefits, exploring they do not have
who benefited and who did not by the response of the visible connections
justice system to the drug problem. One might also to crime.

measure the practices of the justice system according
to a variety of normative standards. Doing this first
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MEASUREMENT AND ANALYSIS OF CRIME AND JUSTICE: AN INTRODUCTORY EssAy

requires an explication of normative theories of justice, which must then be
applied to the issue at hand so that proper measurement and analysis can follow.

These issues cannot be addressed systematically until the same care is given to
conceptualization and relationships among concepts in criminal justice as is
given in criminology. Only with that attention to theory will the development of
measurement and analysis in criminal justice advance systematically. In order
to pay greater attention to measurement and analysis in the criminal justice
domain, we need a research policy that recognizes that fluctuations in criminal
justice variables are not trivial, even if they do not have visible connections to
crime. Accessibility to the courts, proper treatment of citizens, job satisfaction
and turnover of employees, and punishment rates—to name a few criminal jus-
tice variables—all merit explanation, whether or not their fluctuation has, in
turn, some effect on crime. They are key elements of normative theories of jus-
tice that guide, might guide, or should guide the actions of those involved in
the administration of justice. But, as Maguire and Uchida point out in chapter
9, the theories that would lead to the measurement and analysis of such fluctua-
tions lag behind the theoretical development, and therefore the measurement
and analysis standards, in criminology.

Data and Measurement

The papers in this volume are united by their shared emphasis on data. The
authors stress issues in finding, interpreting, and understanding data on crime
and criminal justice. They discuss the strengths and limitations of existing data
sources and describe how researchers might improve ongoing data collection
efforts. They consider basic questions about the types of data useful for crimi-
nal justice, and they suggest how researchers might more creatively exploit the
data that they gather.

We believe that the authors’ emphasis on data and measurement, as opposed
to analytic techniques, did not occur by chance and that the focus on data and
measurement reflects the general priorities of criminal justice as a field. This
is so for two reasons.

First, criminologists and criminal justice researchers depend on analytic meth-
ods that they import from other disciplines. As in several other fields of social
research (for example, political science and sociology), the analytic methods of
criminology and criminal justice originated in statistics, econometrics, epidemi-
ology, and psychometrics. Developments in these areas are occurring at a rapid
pace, and a set of papers that concentrated on promising analytical techniques
would soon be amusingly obsolete.
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We can reasonably predict that the range of analytic
methods in criminology and criminal justice will con-
tinue to expand during the 21st century. We also can
reasonably predict that most of these methods will
continue to come from other areas. Because method-
ological development will respond to issues outside
criminal justice, additional predictions would be
hazardous.

We believe that the second, and more important, rea-
son for the authors’ focus on data and measurement
issues is the central role of these topics in understand-
ing crime and justice. More than two decades ago,
Hubert Blalock (1979) suggested that the most
important challenge to empirical research in sociolo-
gy was not to develop more sophisticated analytical

Innovations in com-
puting and quanti-
tative methods have
created new oppor-
tunities to explain
crime and the justice
process. In turn,
these new opportu-
nities demand new
forms of data.

methods. Instead, according to Blalock, the key element in advancing knowl-
edge about society was a better understanding of data and measurement.

This observation is equally true for inquiry in crime and justice today (e.g.,
Maltz 1992). Unlike statistical techniques, criminologists and criminal justice
researchers play a major role in controlling and shaping the data they use. The
form and content of data collection can greatly expand or limit the range of
questions that scholars might address. Progress in the field then heavily

depends on measurement decisions.

Fifty years ago, data and measurement also posed daunting problems for crimi-
nology and criminal justice scholarship. The chapters in this volume show that
researchers have made considerable progress in addressing measurement and
conceptualization issues. Yet they also show that old problems still vex the

field and that other problems, not obvious in the past, now require solution.
Innovations in computing and quantitative methods have created new opportuni-
ties to explain crime and the justice process. In turn, these new opportunities

demand new forms of data.

Most criminal justice textbooks distinguish three major sources of data on
crime: the Uniform Crime Reports (UCR), the National Crime Victimization
Survey (NCVS), and self-report surveys of criminal offending. In this volume,
Cantor and Lynch discuss self-report victimization surveys (primarily NCVS),
while Thornberry and Krohn consider self-report surveys of offending. Both
sets of authors show how these data collection methods evolved from modest
beginnings to reach their current status as standard measures of crime. The
authors also emphasize remaining questions about the reliability and validity of

VoLuMmE 4



MEASUREMENT AND ANALYSIS OF CRIME AND JUsTICE: AN INTRODUCTORY Essay

these methods, and they discuss efforts to improve the methods and extend
them beyond their original uses.

The volume does not include a separate chapter on the Uniform Crime Reports.
We would have preferred to include such a discussion, and the lack partly reflects
our inability to agree on a satisfactory contribution. The Federal Bureau of
Investigation is currently transforming UCR from an aggregate count of recorded
crimes to a structure that provides information on individual incidents. Future
uses of UCR data will depend on this transformation to the National Incident-
Based Reporting System (NIBRS). NIBRS is still far from a complete system,
however, and predictions about it uses must be largely speculative (see, e.g.,
the chapters in Maxfield and Maltz 1999).

Still, despite the lack of its own chapter, our authors did not neglect the current
version of UCR. Caulkins, for example, examines UCR as a source of data on
drug crime. Fisher and Cullen explore the differences between reported and
unreported sexual victimization in both UCR and victim surveys. Maguire and
Uchida explore UCR as a measure of police function.

One of the most
notable characteris-
tics of crime is that
it clusters. Criminal
acts do not extend
evenly over space,
and they are not
constant over time.
The first criminolo-
gists noticed these
variations, and
patterns in space
and time were a
major concern of
the discipline from
its beginning.

Beyond the three usual measures of crime and
victimization, criminologists and criminal justice
researchers, of course, use many other types of data
as well. The chapters in this volume cover a wide
variety of data forms and sources and discuss prob-
lems in defining concepts, obtaining measurements,
and assessing reliability and validity. Maguire and
Uchida consider data useful for evaluating police
performance, while Keilitz describes a program for
collecting data to evaluate court systems. Caulkins
reviews measures of drug use, and Howard and asso-
ciates assess problems and progress in collecting data
on international crime rates. Cohen and Warr both
consider issues in measuring outcomes and costs of
crime, pointing out both the difficulties and advan-
tages of these efforts. In a chapter that touches on
many of the topics in Cantor and Lynch, Fisher and
Cullen review efforts to use survey data to measure
violence against women. Finally, Anselin and col-
leagues consider the data requirements for spatial
analysis.
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Data Clustering and Analytical Issues

One of the most notable characteristics of crime is that it clusters. Criminal acts
do not extend evenly over space, and they are not constant over time. The first
criminologists noticed these variations, and patterns in space and time were a
major concern of the discipline from its beginning. As Anselin and colleagues
note in chapter 4, Quetelet and other 19th-century statisticians closely studied
differences in crime across communities. In 1837, Poisson derived his famous
count distribution in a time-series study of criminal convictions (Stigler 1986).

At the end of the 20th century, clustering and its implications still play a central
role in the study of crime. In this volume, Anselin and his coauthors address
these issues in their chapter on geographical data analysis. More generally,
however, clustering occurs in both temporal and cross-sectional data and in
both individual and aggregate analyses. The two basic forms of analysis and
two basic data structures create four possible combinations: individual tempo-
ral, aggregate cross-sectional, individual cross-sectional, and aggregate tempo-
ral. Although each combination poses special problems of its own, all four
generate similar clustering issues. Cluster effects will likely continue to chal-
lenge and fascinate criminal justice scholars well into the future.

Currently, the best understood clustering issues involve aggregate temporal
analyses, such as trends in drug use or the fear of crime. Here, clustering arises
because observations that are close in time tend to be more similar to each
other than to observations in the distant past or future. The autocorrelation that
this clustering generates is the subject of a large and ever-growing statistical
literature (for example, Enders 1995), from which criminologists often draw.

Researchers are also becoming increasingly sophisticated in their understanding
of clustering in individual temporal analyses. Data structures of this type include,
for example, the developmental studies that Thornberry and Krohn discuss. In
these studies, clustering appears as persistent individual differences across study
periods. Research on growth and change in criminal careers is profiting from
developments in panel data analysis (for example, Diggle, Liang, and Zeger
1994; Hsiao 1986), and it seems likely that important progress will continue

into the next century.

Clustering occurs in aggregate cross-sectional studies in “contextual” or “multi-
level” analyses. Examples include studies of the effects of neighborhood condi-
tions on victimization risks and sentencing outcomes for defendants in different
court systems. Here, researchers examine both individual effects and the aggre-
gate effects of the clusters. Statistical models for this situation were the subject
of much attention in the 1990s (for example, Bryk and Raudenbush 1992).
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These models have a great deal in common with panel data analysis, and devel-
opments in each area will likely enrich the other.

Finally, clustering in individual cross-sectional analyses appears from similari-
ties in nearby units. Anselin and his coauthors provide a comprehensive and
detailed review of work in this area. Although Anselin and colleagues are the
only authors in the volume who explicitly consider analytic matters, the issues
that they raise apply to other clustering situations as well. For example, what
types of data arrangements are most helpful in visualizing clusters? How might
one estimate the strength of relationships between clusters? When should one
regard clustering as a statistical nuisance to avoid, and when should one regard
it as a substantive opportunity?

The last question has especially important implications. As Anselin and associ-
ates note, researchers who study spatial data usually work with units such as
counties, census tracts, or neighborhoods, whose boundaries are defined by
others. Crime and victimization tend to overlap these units, creating correla-
tions between crime patterns in adjacent areas.

Researchers studying spatial data must decide whether the geographic correla-
tions are a nuisance that requires correction or a substantive phenomenon that
is interesting in its own right. In the first case, the correlations violate the
assumptions of conventional methods, and one should adjust the results to
remove their impact. In the second case, the correlations are evidence of social
interactions between the units, and one should incorporate these effects directly
into the analysis.

As Anselin and colleagues point out, each possibility produces a similar data
pattern, making it difficult to choose between them on statistical grounds alone.
Yet the two possibilities require very different models, and an incorrect model
will inevitably harm the conclusions.

In various guises, similar issues arise in the other types of analyses. Researchers
studying individual temporal data face problems in distinguishing between hetero-
geneity and state dependence. That is, do offenders persist in crime because of
their personal characteristics or because earlier offenses changed the circum-
stances of their lives? Similarly, aggregate individual studies must separate com-
positional effects from contextual effects. Are persons more likely to be victimized
in “bad” neighborhoods because of neighborhood characteristics or because more
potential victims (and offenders) live in these areas? Finally, aggregate temporal
studies present problems in choosing between dynamics and autocorrelated errors.
Are the residuals of a time-series regression correlated because of omitted vari-
ables or because the effects of the included variables are distributed over time?
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Although future statistical developments will likely make it easier to detect the
underlying form of clustering, theoretical and data collection efforts also could
play major roles in resolving the problems. Stronger theory would be helpful
in deciding when to expect one type of clustering instead of the other. Creative
data collection could make it possible to eliminate one pattern, leaving the
other as the only possibility.

As we suggested earlier, statistical techniques for understanding clustering
effects are most likely to come from other areas of study. Yet given criminolo-
gy’s long interest in these effects, the field stands in a strong position to take
advantage of this work.

Besides the issues that we have discussed here, other approaches to analyzing
clusters might also be useful for research in criminal justice. Procedures for
nonlinear modeling that originated in the physical sciences, for example, may
yield important insights into crime. Methods such as state-space reconstruction
and neural network forecasting (see, e.g., Weigend and Gershenfeld 1994) may
be helpful in understanding crime rate changes. Nonlinear models for “small
world” networks might be useful in explaining the transmission of criminal
behavior (Watts 1999).

These possibilities are entirely speculative, of course. With a few notable
exceptions, nonlinear methods have yet to prove their utility in the social sci-
ences (Granger and Terédsvirta 1993). Still, the possibilities illustrate the larger
point that criminal justice research will benefit from exciting developments in
many fields of study. Rather than being an embarrassment, the eclectic nature
of criminal justice methods frees the field to select whatever techniques are
most useful.

Uses of Research in Decisionmaking

We examine data against the framework of meaning provided by the concepts we
define and connect to each other. Research is careful with processes of collecting
data, from developing measurement models that relate observables to concepts, to
sampling so that population values can be estimated, to assessing the validity in
conceptual and causal models. The quality of data is built into the processes of
collecting it. It is also true that the processes for the use of data are also, to a
large degree, designed in (or designed out) of our data collection. Data can be
collected, or more precisely research can be done, with the intent to use it to pro-
duce change in a social system (Hornstein et al. 1971, 257). Characteristics of
research with the intent of practical use may differ somewhat from the character-
istics of research conducted without this intent. Any discussion of measurement

VoLume 4

al



MEASUREMENT AND ANALYSIS OF CRIME AND JUSTICE: AN INTRODUCTORY EssAy

and analysis in criminal justice would be incomplete without attending to the
design-for-use as well as to the design-for-research.

Many chapters in this volume are concerned with the processes that permit
use of data by researchers in building knowledge. But another theme in these
chapters is the use of data in shaping the everyday affairs of criminal justice:
in policymaking, in management, and in individual decisionmaking. Several
of the chapters in this volume consider some of the research-use issues direct-
ly. For example, Anselin and colleagues discuss spatially organized data about
crime in police strategic and tactical choices. Caulkins examines the particular
kind of drug-related information most relevant to particular drug control poli-
cies. Maguire and Uchida review police agency efforts to describe what they
are and what they do (often to permit police managers to make meaningful
comparisons of agencies). And Keilitz describes a long-term, ongoing effort to
develop outcome measures of trial court performance that practitioners would

use on a regular basis to monitor the quality of court services.

Our authors’ description of the utilization of research suggests an uneasy
alliance between research and practice. In this section, we will review briefly
some of the more typical conflicts between research and practice. We will then
argue that these tensions, although cause for concern, highlight the interde-
pendence of research and practice about crime and criminal justice. Finally,
we explore some recent steps taken to learn more about connecting research
and action to reduce the conflicts and increase the cooperation in this interde-

pendent relationship.

The crime and
criminal justice
research agenda is
undoubtedly driven
more by political
and ideological
shifts than by the
incremental and
developmental
process of theory
building and
theory testing.

Research-practice conflicts

The inherent conflicts between criminal justice
research and criminal justice policymaking are
probably more often recognized than their possible
complementarity. For example, researchers often
argue that policy is made without reference to
research. Policymakers may select an approach

to a problem that implicitly or explicitly contradicts
research knowledge about the causes of the problem
(e.g., Wilkins 1991). Or policymakers may claim
policy results that research findings contradict (e.g.,
Lerman 1975 on the cost savings of the California
Probation Subsidy; more recently, see the political
responses to D.A.R.E.® evaluations and to evaluations
of three-strikes legislation). It is often argued that poli-
cymakers use research selectively to marshal support
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for a program rather than use research dispassionately to draw balanced conclu-
sions (Ilchman and Uphoft 1983; Fisher and Cullen in this volume).

Policymakers have equally apparent complaints about research and researchers.
Research can be too expensive and too slow. Despite a great deal of research,
there is never research relevant to the issue at hand. Researchers design research
programs to gain understanding of a problem but report that none of the critical
independent variables are amenable to intervention. Researchers obfuscate, com-
plicate, and ignore the obvious (Klockars 1999). Many of these policy and practi-
tioner complaints appear to motivate the current “common sense movement” in
criminal justice (e.g., Lapp 1998), which appears to reject the use of research in
crime policy and criminal justice decisions.

These commonly voiced complaints indicate several types of conflicts, some
of which are quite serious. The vexation may be increasing. Nevertheless,
these conflicts also serve as indicators that researchers and policymakers are
enmeshed in a system on which both are dependent. The majority of criminal
justice research dollars are not grants for pure or basic research, competitively
awarded on the argument of how and how well the study advances theoretical
knowledge. Instead, the available research dollars tend to shift as the policy
agenda changes.

Research on officials’ exercise of discretion and the role of nonlegal variables
in the implementation of the law blossomed in the 1960s and 1970s. This
spawned and was driven by outrage that in fact the law, far from determining
the behavior of criminal justice authorities, was only one of many influences,
some of which seemed insidious to reformers (such as race or wealth). Despite
evidence that some decisions and policies are inequitable (e.g., Tonry 1994),
research on decisionmaking and decision control has waned, to be replaced in
large part by concerns for control of crime, especially in the control of illicit
drugs. Earlier interest in therapeutic, mediating, and conciliatory approaches
to matters once considered noncriminal (domestic disputes) has been over-
whelmed by victims’ rights groups demanding that spouse abuse be responded
to as a crime. Research on victimization of women has followed the policy
change and focuses now on measures of spouse abuse and sexual victimization
and the effects of arrest and prosecution. Research on providing service to or
meeting the needs of offenders in community correctional programs, which was
common in the Reintegration Era from 1965 to 1974, virtually disappeared
when correctional policy shifted toward retribution and deterrence.

The crime and criminal justice research agenda is undoubtedly driven more
by political and ideological shifts than by the incremental and developmental
process of theory building and theory testing. Indeed, the differences in style
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and direction with which policymakers and researchers use research appear to
be one of the main criticisms behind the academic backlash to the “nothing
works” conclusion and the dumping of treatment for control-oriented programs.
A scientific, theoretically driven approach to correctional treatment would have
examined connections between processes and outcomes to improve, incremen-
tally, the achievement of outcomes. The policy approach was not to improve
treatment incrementally but, rather, to shift suddenly to another set of strategies
for which there was little evidence of effectiveness and little attention to explic-
it connections between process and outcome. That is, the policy response to
research was “all or nothing,” rejecting scientific incrementalism in the collec-
tion and use of treatment data and accepting another set of policies for which
there were no data.

Many years ago, when considering this problem, a senior researcher who had
been quite successful in using policy research to advance basic theory building
explained his approach as “learning to hide a theoretical design in a proposal
for policy research.” What he meant was that the researcher’s obligation to
advance scientific knowledge often had to be added on to a project or hidden in
a proposal that would be accepted on the basis of its policy pertinence. At least
some portion of the research-policy conflict from the side of researchers is that

the research should also have some scientific or theory relevance. Researchers
may try to achieve this goal with research funds that have been allocated in a
political process. They may often feel they are rushing to find scientific
answers before the topic loses policy salience.

The needs of policy-
makers and practi-
tioners for research
are visible in a num-
ber of ways. Perhaps
the most important
of these is that the
rationalization of
public policy has
become an institu-
tionalized value in
the public policy
environment.

At the same time, it is a fact that most crime and
justice research is funded with public dollars on the
presumption that their expenditure will achieve prac-
tical benefit. How well have the measures, data, and
analysis served practitioners and policymakers? What
is the researchers’ obligation in the area of crime and
criminal justice to meet these goals? How well has
research benefited policy, and can it do more?

Research-practice interdependence

There are, of course, examples that, on their face, sug-
gest that research affects policy choices eventually, if
not always with the immediacy that researchers might
desire or in the direction that the researchers might
have predicted. Among the best known of these exam-
ples, currently, is the collective impact of the Kansas
City Preventive Patrol Experiment (Kelling et al.
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1974) and the response time (Tien, Simon, and Larson 1978) and expert investi-
gation studies (Greenwood, Petersilia, and Chaiken 1977) on the professional
policing paradigm. Delinquency in a Birth Cohort (Wolfgang, Figlio, and Sellin
1972) has had significant effects on investigative, prosecutorial, and correctional
policies with the intention of intercepting high-rate criminal careers. The devel-
opment of victimization reporting (Cantor and Lynch in this volume) appears to
have had significant effects on crime prevention policies. The seminal research
in parole decisionmaking has spawned guideline approaches to all kinds of
criminal process decisions (Wilkins et al. 1976; Knapp 1984; Petersilia and
Turner 1987).

Examination of these apparent effects suggests that the linkages between the
research and the policy influence are complex and difficult to establish. The
policies may have changed anyway, and for reasons other than the research
findings. The policies that explicitly allege the paternity of these research find-
ings are, no doubt, using the research findings in a justificatory, rather than a
generative, manner.

Nonetheless, just as researchers are uncomfortably dependent on a policy-
research system to support research, policymakers and practitioners at all levels
are also visibly dependent on the same policy-research system to support poli-
cy. The needs of policymakers and practitioners for research are visible in a
number of ways. Perhaps the most important of these is that the rationalization
of public policy has become an institutionalized value in the public policy envi-
ronment (Meyer and Rowan 1977). Public agencies of all sorts—and criminal
justice agencies are no exception—are expected to justify choices on the basis
of evidence (Meyer 1994). One of the public organization responses to the
pressure for rationalizing practice is structural: the creation of planning,
research, and evaluation units staffed with persons trained in criminology, crim-
inal justice, and policy analysis. The addition of such units can lead to symbol-
ic, rather than technical, uses of research (e.g., Simon 1993; Feeley and Simon
1993). But there is little doubt that criminal justice agencies are better able to
understand and perhaps to use research than has previously been the case.
Moreover, the appreciation and use of research and research products has not
been ghettoized in special units. Line executives in criminal justice are better
educated than ever before (e.g., Carter and Sapp 1990) and are more intelligent
and demanding consumers of research than previously (Langworthy 1999).
Whatever their shortcomings, the various Federal progeny of the President’s
Commission on Law Enforcement and Administration of Justice and the
Omnibus Crime Control and Safe Streets Act of 1968 have had a significant
impact on these trends.
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In addition to these changes in criminal justice, there is increased pressure on
the government generally to be managed by demonstrable results (Osborne and
Gaebler 1992). Total quality management, continuous quality improvement,
performance-based management, and similar strategies can be hollow exercises
(Zbaracki 1998), especially in such areas as criminal justice, where goal ambi-
guity is as much a political strategy as it is poor management (Lipsky 1980).
But done correctly, connecting data interactively to policy and practice deci-
sions has the potential for major benefits to both how well policy is implement-
ed and how much we understand about the connections between outcomes and
policy and practice (Senge 1990).

Within criminal justice, there have been some attempts to conceptualize the out-
comes that agencies might seek to achieve (U.S. Department of Justice, Bureau
of Justice Statistics—Princeton University Study Group on Criminal Justice
Performance Measures 1993; Boone and Fulton 1995) and models for connect-
ing practice to outcome measures (Sherman 1998; Maxfield and Przybylski
1999). The Violent Crime Control and Law Enforcement Act of 1994 has had
some influence on attempts to document criminal justice effects. Examples are
emerging from the field in which agencies or collections of agencies attempt to
institute such measures and to manage by them, the largest of which is probably
the trial court standards project reviewed by Keilitz in this volume.

Research on the use of research

The mood is right to transform the interdependence of researchers and practi-
tioners into a new collaboration. But how does one avoid the shadow, shallow,
or symbolic invocation of research and develop a new system in which research
is actually used in practice rather than merely having “implications” for prac-
tice? Such a system would have to integrate research into everyday practice,
requiring considerable change on the part of practitioners. But such a system
also has to integrate practice into the conduct of research, requiring equally
striking changes on the part of researchers. That kind of integration implies

that the needs of both groups have to be met simultaneously. What practitioners
appear to need is not so much information on what works, but a workable strate-
gy for how to make it work. What researchers appear to need is not so much
access to data or practitioner cooperation, but a workable strategy for systemati-
cally building knowledge while participating in practice decisions. These needs
both imply the importance of developing theory and are therefore not so far
apart as they may appear on occasion (Bernard and Ritti 1990).

There is a lengthy literature on research about the use of research. Unfortunately,
it is an eclectic literature, with roots as dispersed as research and development in
agriculture and education (Chin and Benne 1969). But these roots also extend
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into mental health practice (e.g., Fairweather, Sanders, and Tornatzky 1974),
social work innovation (Rothman, Erlich, and Teresa 1981), and criminal justice
(Johnson 1980).

Although it is risky to generalize across this diverse inquiry, a consistent find-
ing in these studies is that new practices are not adopted because researchers
can show them to be more effective (measured in some way) than other prac-
tices. Adoption is not often contingent on (some researchers’ estimate of) the
technical or rational need for the data. Instead, policy and practice adoption

of research findings come through and are mediated by human networks.
Research is used when the proximal agent of change is credible to potential
users. The most credible agent is usually a member of the system (Lewin 1947,
Hornstein et al. 1971; Fairweather, Sanders, and Tornatzky 1974; Rothman,
Erlich, and Teresa 1981).

The importance of the relational network of the agent to the adoption of
research does not necessarily indicate that practitioners do not respond rational-
ly to the content of research in determining what to do. But it does suggest that
joint participation of the user and researcher in the design, conduct, and inter-
pretation of research is critical to capturing all the elements in the practitioners’
criteria for decisionmaking. Commitment to using data is most often obtained
when the users meaningfully participate in framing and addressing both the
research problem and the practical problem. The research problem has to

be related to the practical problem. Lewin (1947) coined the term “action
research” to refer to the new information and decision system that can emerge
from such collaboration.

In Lewin’s view, without connecting explicit goals,
practice options, and feedback on their effects, The field could use
decisions in human groups would be based on “
sentiment” (pp. 342-344). In criminal justice, the
dominant sentiments are usually of two types (Lipsky

more systematic
research on the

1980). They are either deeply held convictions about forces that give rise
what should be done (e.g., probation supervision to various social
should involve treatment processes) or deeply control policy selec-
ingrained habits that solve significant day-to-day tions and on the

work problems (e.g., what is the best way to process
a large number of cases with limited resources).
Without feedback about the results of choices, either
set of sentiments can be protected with a variety of policies are adopted
stock-in-trade rationalizations that may bear no and rejected.
resemblance to actual practice outcomes (e.g.,

Stageberg 1990).

political and social
contexts in which
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The National Institute of Justice has begun to work on the development of action
research in criminal justice through a variety of partnership programs and has
also supported research on the characteristics of more and less viable action
research systems (McEwen 1999). As Hornstein and his colleagues (1971) indi-
cated some time ago, there are some real tradeoffs that need to be carefully
assessed in building such systems. Among the more problematic are researchers’
fears about losing precision and practitioners’ fears that the research process can-
not match the demands of funding and policy cycles and that research will lead to
punishment of poor performance (Keilitz in this volume).

Although there are significant obstacles in initiating such systems, these are
probably less severe than the obstacles in maintaining them. There are numerous
examples of pilot or demonstration action research systems, and much of the
research on the difficulties in implementation has concentrated on getting these
up and running. There are far fewer examples of action research programs that
have been maintained long enough and have sufficiently diffused through the
practitioner-researcher system that they have affected the nature of policymaking
rather than of specific programs. In other words, a key long-term question is:
Can action research move from front-line innovation to affect policymaking?

We know significantly less about this part of criminal justice decisionmaking
than we do about decisions and practices by front-line officials. This deficiency
would call for research that is infrequently supported, perhaps because the
criminal justice policymaking system has a significant role in determining what
to research, as previously discussed. The research that does exist is highly spec-
ulative, inductive, and case specific (e.g., Griset 1996; Chiricos 1998; Wilkins
1991; Scheingold 1991). Critical components of the policy system that need
examination appear to be the complex interplay of political campaigning, the
media, and the shaping and interpretation of public opinion. There is certainly
no consensus on how these pieces work separately, let alone how they work
together.

As weak as this research is, it suggests that much policymaking is politically
opportunistic and heavily affected by extreme positions of various interest
groups, especially in more centralized political systems. While policymakers
are influenced by the institutionalized value of rationalized practice—of show-
ing results—it also appears that the urge for demonstrable results is largely con-
tained to evaluating isolated programs (and often to those that are falling out of
favor). The field could use more systematic research on the forces that give rise
to various social control policy selections and on the political and social con-
texts in which policies are adopted and rejected. This research is probably more
threatening to policymakers than research on whether particular programs work
or not, or how they work. Nevertheless, determining whether an action research
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system can be maintained will require more attention to this level of decision-
making to determine if control of sentiment at the line level may be supported
by controlling the use of sentiment at the policy level. A recent survey of proba-
tion officers in New York about the use of outcome measures in guiding proba-
tion practice indicates that officers are doubtful about the ability of county and
State policymakers to support research-driven changes in practice (Duffee et al.
1999). The officers expressed cynicism that policymakers would adhere to find-
ings about probation effectiveness in future funding and program decisions.

Lipsky (1980) and Braithwaite and Mugford (1994) argue that one potentially
powerful force for maintaining action research, once it is initiated, is the natu-
ral curiosity of front-line staff to determine the effects of their actions and
their commitment to be effective. If this speculation is correct, one might ask
whether sufficient proliferation of action research at the bottom could tip the
balance toward more rational action at the top. Will front-line staff champion a
theory-driven action research system as a means of doing business? For exam-
ple, would they object to the cancellation of programs that they knew to be
efficacious?

The available research on the policymaking system might suggest that com-
mitments from front-line practitioners to action research may be insufficient.
Greater involvement of citizens in criminal justice and criminal justice research
may also be necessary. Can the current means of assessing and shaping public
opinion about what to do be altered through greater involvement of citizens in
action research? The greatest potential for such involvement probably is located
in the current practice of problem solving in the various forms of community
justice (Karp 1997). However, the involvement of citizens in action research,
other than as subjects or respondents, appears limited. Very few resources go
into training citizens to participate actively in this process (Friedman 1994;
Duffee 1998). Promoting such citizen involvement may be a more effective
way to engage them in criminal justice than urging them to support police
efforts or to mobilize for crime control (Buerger 1994). If citizens and practi-
tioners were engaged in the same action research system, this coupling could
provide the reconnection of street-level bureaucrats and their “clients,” which
Lipsky (1980) placed at the centerpiece of public organization reform.

The trick in linking researchers more closely to the development of crime
policy and the administration of justice is in maintaining the degree of inde-
pendence necessary to produce a disinterested analysis, one not biased by the
need to advance a particular political ideology or goal. This is not the place
for a disquisition on this classic dilemma, but the risks and costs of researchers
selling out or becoming invested in a policy or practice, rather than in what the
best evidence shows, are both significant. We also note that research needs to
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lead as much as it needs to follow the agenda of policymakers and practitioners.
When researchers conduct projects on topics that are not in vogue and seem
irrelevant to the issues confronting those who must deal with crime and admin-
ister justice, they nonetheless may illuminate new areas worthy of attention and
refresh debate about what matters.

Conclusions

The chapters in this volume cover a wide range of issues under the umbrella of
data and methods. The authors define the current state of methodology in stud-
ies of crime and the justice system, and they provide a foundation for improv-
ing research in the 21st century. In this introductory essay, we have sought to
identify a few themes common to the papers and to consider in a more general
context the issues that they raise. We conclude by summarizing these major
themes and by noting the lessons that they provide for future progress in data
collection and analysis efforts.

The first message from the authors is that theory plays a central role in method-
ology. Collectively, the authors argue that measurement and analysis decisions
should not merely be data driven or opportunity driven. Instead, they must be
guided by theory, and they should contribute to theoretical knowledge. Our
authors point to missed opportunities for collecting theoretically important data
in the past, and they describe how data collection efforts in the next century may
enhance theory. Implicit in their arguments is a desire to use theory development
as a criterion for justifying expenditures on research. In practical terms, this
means that granting agencies should ensure that project proposals, the review
process, and funding decisions heavily weigh possible theoretical advances.

Second, the authors stress the need for more careful attention to measurement
and data collection. Improvements in analytical methods and computing power
are certain to continue into the 21st century, perhaps at an exponentially increas-
ing rate. Yet the authors raise a sobering point: Without advances in data collec-
tion and measurement, we will be ill equipped to take full advantage of the new
opportunities. While researchers in criminology and criminal justice can profit
from methodological work in diverse fields of study, ultimately they alone are
responsible for the quality of their data.

The third theme that runs through the papers is the challenge of analyzing clus-
tered data. Although few authors consider the issues directly, the opportunities
and difficulties that clusters present are implicit in many of their discussions of
measurement efforts. Clustering patterns are important in understanding offend-
ing, victimization, sentencing outcomes, and spatial variations in crime, to name
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but a few topics. Even when researchers are not explicitly concerned with clus-
ters themselves, clustering issues arise naturally from the data that they analyze.
Clustering is therefore tied to theoretical concerns through attempts to under-
stand clustering phenomena and to measurement concerns through efforts to
gather data that exploit the information that clusters provide.

The fourth general theme of the papers is the use, abuse, and frequent disregard
for research in criminal justice decisionmaking. Many of our authors provide
examples of how research has helped resolve difficult policy decisions. At the
same time, they also point to opportunistic abuses of criminal justice research
that have hindered, rather than helped, the pursuit of justice. We examined sev-
eral factors that influence the use of research in policymaking, and we noted that
the adoption of research findings most often comes through human networks.
Designing networks that simultaneously serve the needs of both researchers and
practitioners, although difficult, is possible.

The themes of theory, measurement, data clustering, and uses of research con-
nect all of the chapters in this volume. Yet no introduction of this size can do
justice to the diversity of issues raised by the authors. Readers will doubtless
find other commonalities among the papers as they proceed through the volume.
We encourage them to do so, and we believe that they will find the trip useful.
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The Self-Report
Method for Measuring
Delinquency and Crime

by Terence P. Thornberry and Marvin D. Krohn

The self-report technique is one of three major ways of measuring
involvement in delinquent and criminal behavior. The basic approach
of the self-report method is to ask individuals if they have engaged in
delinquent or criminal behavior, and if so, how often they have done
so. In this chapter, we review the origins of the self-report method in
the 1950s, the growth and refinement of this measurement technique
since then, and its role in criminological research, especially longitu-
dinal research on the etiology of delinquent and criminal behavior.
Particular attention is paid to assessing the reliability and validity of
self-reported measures of delinquency. We also discuss specialized
data collection methods, such as random response techniques and
audio assisted computer-based interviewing, that have the potential to
increase the accuracy of responses. Overall, we conclude that the psy-
chometric quality of the self-report method has increased consider-
ably since its inception in the 1950s. Although there is much room for
continued improvement, self-report data appear acceptably valid and

reliable for most research purposes.

Terence P. Thornberry, Ph.D., is a Professor with, and former Dean of, the School
of Criminal Justice, University at Albany, State University of New York. Marvin D.
Krohn, Ph.D., is a Professor in the Department of Sociology, University of Albany,
State University of New York.
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THE SELF-REPORT METHOD FOR MEASURING DELINQUENCY AND CRIME

he development and widespread use of the self-report method of collecting

data on delinquent and criminal behavior is one of the most important
innovations in criminological research in the 20th century. Currently, this
method of data collection is used extensively both within the United States and
abroad (Klein 1989). Because of its common use, we often lose sight of the
major impact that self-report studies have had on the research concerning the
distribution and patterns of crime and delinquency, the etiology of juvenile
delinquency, and the juvenile justice system, including the police and courts.

Thorsten Sellin made the simple but critically impor-
tant observation that “the value of a crime rate for
index purposes decreases as the distance from the
crime itself in terms of procedure increases” (1931,

Reliance on official
sources introduces

layers of potential 337). Thus, prison data are less useful than court or
bias between the police data as a measure of actual delinquent or crim-
actual behavior inal behavior because they are generated not only by
and the data. the behavior of the perpetrators of offenses, but also

by the behavior of police and court officials. Moreover,

the reactions of the juvenile and criminal justice sys-

tems often rely on information from victims or wit-
nesses of crime. A substantial amount of crime is not reported, but even many
crimes reported or brought to the attention of law enforcement agents are not
officially recorded. Thus, reliance on official sources, such as the Uniform
Crime Reports (UCR) or the National Prison Statistics, introduces layers of
potential bias between the actual behavior and the data. Yet, throughout the first
half of this century, our understanding of the behavior of criminals and those
who reacted to crime was based almost entirely on official data.

Although researchers were aware of many of these limitations, the dilemma
they faced was how to obtain information closer to the source of criminal

and delinquent behavior. Observing the behavior taking place would be one
method, but given the illegal nature of the behavior and the potential conse-
quences if caught, participants in crime and delinquency are reluctant to have
their behavior observed. Even when observational studies were conducted,
for example, in studies of gangs (e.g., Thrasher 1927), researchers could only
observe a very small portion of crime that took place. Hence, although these
studies generated theoretical ideas about why and how crimes took place, they
had limited utility in describing the distribution and patterns of criminal behavior.

If one could not observe the behavior taking place, self-reports of delinquent
and criminal behavior would be the nearest data source to the actual behavior.
There was great skepticism about whether respondents would agree to tell
researchers about their participation in illegal behaviors. However, early studies
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(Porterfield 1943; Wallerstein and Wylie 1947) found
that not only were respondents willing to self-report
their delinquency and criminal behavior, they did so
in surprising numbers.

Since those early studies, the self-report methodology
has become much more sophisticated in design, mak-
ing it more reliable and valid and extending its appli-
cability to a myriad of issues. These developments
include the use of inventories with a wide array of
delinquency items incorporating serious offenses; the
use of open-ended frequency response sets instead of
a relatively small number of categories; and the use
of followup questions to eliminate trivial, and perhaps
not criminal, acts. Much work has been done on

The self-report
methodology has
become much more
sophisticated in
design, making it
more reliable and
valid and extending
its applicability to a
myriad of issues.

improving the reliability and validity of self-reports, including specialized

techniques to enhance the quality of self-report data. The use of self-report sur-
veys within the context of longitudinal designs has given rise to other concerns
that are not as problematic in cross-sectional research, such as construct conti-

nuity and testing or panel effects.

These developments have made self-report studies an integral part of the way
crime and delinquency is studied. In this chapter, we review the history of the
self-report methodology, assess the psychometric properties of self-report instru-
ments, discuss the innovative ways in which the technique has been improved,
examine the particular problems in using the technique within longitudinal
designs, and suggest some future directions for the application of self-reports.

Historical Perspective

Early studies on delinquency and crime in America relied on official sources of
data, such as police, court, and prison records. With these data, criminologists
mapped the geography of crime (Park, Burgess, and McKenzie 1928; Shaw and
McKay 1942) and, to the extent possible, identified the sociodemographic char-
acteristics of delinquents and criminals. The data indicated that crime was
disproportionately located in disadvantaged areas of the city and that those con-
victed of crime were more likely to be of lower class status and to be minority

group members.

Although relying on official sources of data to make such generalizations,
many scholars recognized that these data were not ideal for the task (Merton
1938; Sutherland 1939) because they did not tap “hidden delinquency” that
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constituted the “dark figure of crime” (Gibbons 1979). An early study by
Robison (1936) found that estimates of the number of delinquents doubled
when they included those referred to unofficial agencies rather than sent
through the Children’s Court. Moreover, she reported that social status charac-
teristics, including race and religion, seemed to be related to where children
were referred. Robison concluded that “court figures alone are not only
insufficient, but also misleading” (p. 76). Similar conclusions were reached
by Murphy, Shirley, and Witmer (1946), after analyzing caseworker records
of boys brought to the juvenile court. They found that less than 1.5 percent of
law violations in the caseworker reports had resulted in official complaints.

Gibbons (1979) credits Edwin Sutherland for providing the impetus for self-
report studies. Sutherland’s (1949) landmark work on white-collar crime pro-
vided what Gibbons (p. 81) characterizes as the first important challenge to
the prevailing wisdom that individuals from favored social backgrounds were
unlikely to break the law. The apparent discrepancy between reports relying on
official data about “street crimes” and Sutherland’s observations about crime
among the upper classes led criminologists to seek alternative means of
measuring crime.

Austin Porterfield (1943, 1946) provided the first published results from a self-
report survey on crime. Porterfield analyzed the juvenile court records of 2,049
delinquents from the Fort Worth, Texas, area and identified 55 offenses for
which they had been adjudicated delinquent. He then surveyed 200 men and
137 women from three colleges in northern Texas to determine if and how fre-
quently they had committed any of the 55 offenses. He found that every one of
the college students had committed at least one of these offenses. The offenses
committed by the college students were as serious as those committed by the
adjudicated delinquents (although not as frequent), yet few of the college
students had come into contact with legal authorities.

Inspired by Porterfield’s findings, Wallerstein and Wylie (1947) sampled a
group of 1,698 adult men and women and examined self-reports of their delin-
quent behavior committed before the age of 16. They mailed questionnaires
containing 49 offenses to their sample. Almost all reported committing at least
one delinquent act, and 64 percent of the men and 29 percent of the women had
committed at least 1 of the 14 felonies included on their checklist.

The Porterfield and the Wallerstein and Wylie studies are methodologically
unsophisticated. Evaluated on criteria used today, they are problematic in terms
of sample representivity, selection of delinquency items, failure to examine the
reliability and validity of these items, and reliance on descriptive analysis to
examine poorly stated hypotheses. They are still landmark studies in the history
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of self-report methodology, however, because they not only alerted criminolo-
gists to the existence of extensive hidden delinquency, but demonstrated a
methodology for measuring such behavior.

Although the contributions of Porterfield and Wallerstein and Wylie are signifi-
cant developments in the self-report methodology, the work of James Short and
F. Ivan Nye (1957, 1958) “revolutionized ideas about the feasibility of using
survey procedures with a hitherto taboo topic” and changed the thinking about
delinquent behavior itself (Hindelang, Hirschi, and Weis, 1981, 23). What dis-
tinguishes Short and Nye’s research from previous self-report methods is their
attention to methodological issues—such as scale construction, reliability and
validity, and sampling—and their explicit focus on the substantive relationship
between social class and delinquent behavior.

Short and Nye collected self-report data from high school students in three
Western communities varying in population from 10,000 to 40,000; from three
Midwestern communities varying across rural, rural-urban fringe, and suburban
areas; and from a training school for delinquents in a Western State. A 21-item
list of criminal and antisocial behaviors was used to measure delinquency
although most of their analyses employed a scale composed of a subset of only

7 items. Focusing on the relationship between delinquent behavior and the
socioeconomic status (SES) of the adolescents’ parents, Nye, Short, and Olson
(1958) found that, among the different SES groups, relatively few differences
in delinquent behavior were statistically significant.

Short and Nye’s work stimulated much interest in both the use of the self-
report methodology and the substantive issue concerning the relationship
between some measure of social status (socioeconomic status, ethnicity, race)
and delinquent behavior. The failure to find a relationship between social status
and delinquency challenged prevailing theories built on the assumption that an
inverse relationship did in fact exist, and suggested that the juvenile justice sys-
tem might be using extralegal factors in making decisions concerning juveniles
who misbehave. A number of studies in the late 1950s and early 1960s used
self-reports to examine the relationship between social status and delinquent
behavior (Akers 1964; Clark and Wenninger 1962; Dentler and Monroe 1961;
Empey and Erickson 1966; Erickson and Empey 1963; Gold 1966; Slocum and
Stone 1963; Vaz 1966; Voss 1966). These studies advanced the use of the self-
report method by applying it to different, more ethnically diverse populations
(Gold 1966; Clark and Wenninger 1962; Voss 1966), attending to issues con-
cerning validity and reliability (Gold 1966; Clark and Tifft 1966; Dentler and
Monroe 1961), and constructing measures of delinquency that specifically
addressed issues regarding offense seriousness and frequency (Gold 1966).
These studies found that although most juveniles engaged in some delinquency,
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relatively few committed serious delinquency repeatedly. For example, Gold
(1966) found that 88 percent of his sample committed one or more delinquent
acts, but only 6 percent of the boys and none of the girls committed armed
robbery. With few exceptions, these studies supported Short and Nye’s general
conclusion that if there were any statistically significant relationship between
measures of social status and self-reported delinquent behavior, it was weak
and did not mirror the findings of studies using official data sources.

During the 1960s, researchers began to recognize the true potential of the self-
report methodology. By including questions about other aspects of adolescent
life with a delinquency scale in the same questionnaire, researchers could
explore etiological issues. Theoretically interesting issues concerning the fami-
ly (Nye and Olson 1958; Dentler and Monroe 1961; Voss 1964; Stanfield 1966;
Gold 1970), peers (Short 1957; Voss 1964; Reiss and Rhodes 1964; Matthews
1968; Erickson and Empey 1963; Gold 1970), and school (Reiss and Rhodes
1963; Elliott 1966; Kelly 1974; Polk 1969; Gold 1970) emerged as the central
focus of self-report studies. The potential of the self-report methodology in
examining etiological theories of delinquency was perhaps best displayed in
Travis Hirschi’s (1969) Causes of Delinquency.

The use of self-report studies to examine theoretical issues continued through-
out the 1970s. In addition to several partial replications of Hirschi’s arguments
(Conger 1976; Hepburn 1976; Hindelang 1973; Jensen and Eve 1976), other
theoretical perspectives such as social learning theory (Akers et al. 1979), self-
concept theory (Jensen 1973; Kaplan 1972), strain theory (Elliott and Voss 1974;
Johnson 1979), and deterrence theory (Waldo and Chiricos 1972; Silberman
1976; Jensen, Erickson, and Gibbs 1978; Anderson, Chiricos, and Waldo 1977)
were evaluated using data from self-report surveys.

Another development during this period of time was the introduction of nation-
al surveys of delinquency and drug use. Williams and Gold (1972) conducted
the first nationwide survey, with a probability sample of 847 boys and girls
who were from 13 to16 years of age. Among the issues examined was the
relationship between social status characteristics and delinquent behavior, for
which they found little support.

One of the larger undertakings on a national level is the National Youth Survey
(NYS), conducted by Elliott and colleagues (Elliott, Huizinga, and Ageton
1985). NYS began in 1976 surveying a national probability sample of 1,725
youths ages 11 through 17. The survey design corrected a number of method-
ological deficiencies of prior self-report studies and has been greatly instru-
mental in improving measurement of self-reported delinquent behavior. NYS
is also noteworthy because it is a panel design, having followed the original
respondents into their thirties.
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Monitoring the Future (Johnston, O’Malley, and Bachman 1996) is a national
survey on drug use that has been conducted since 1975. It began as an inschool
survey of a nationally representative sample of high school seniors and has
since expanded to include 8th and 10th grade students. It also conducts follow-
up surveys by mail on representative subsamples of respondents from the previous
12th grade sample. Its findings have been the primary source of information on
the trends in drug use among youths in this country.

Despite the expanding applications of this methodology, questions remained
about just what self-report instruments measure. The discrepancy in findings
regarding the social status-delinquency relationship, based on self-report versus
official (and victim) data, continued to perplex scholars. Self-reports have come
under increasing criticism on a number of counts, including sample selection
and the selection of delinquency items. Gwynn Nettler (1978, 98) stated that
“an evaluation of these unofficial ways of counting crime does not fulfill the
promise that they would provide a better enumeration of offensive activity.”
Gibbons (1979, 84) was even more critical in his summary evaluation, stating:
“The burst of energy devoted to self-report studies of delinquency has apparent-
ly been exhausted. This work constituted a criminological fad that has waned,
probably because such studies have not fulfilled their early promise.”

Two studies were particularly instrumental in pointing to the flaws in self-
report measures. Hindelang, Hirschi, and Weis (1979) illustrated the problems
encountered when comparing results from studies using self-reports with those
using official data. They employed a third source of data on crime—yvictimiza-
tion data—and compared characteristics of offenders from the three data
sources. They concluded that there is more similarity in those characteristics
when comparing victimization data with UCR data than between self-report
data and the other two sources. They argued that self-report instruments do not
include many of the more serious crimes for which people are arrested, which
are included in victimization surveys. Thus, self-reports tap a different domain
of behaviors than either of the other two sources, and discrepancies in observed
relationships when using self-reports should not be surprising. The differential
domain of crime tapped by early self-report measures could also explain the
discrepancy in findings regarding the association between social status and
delinquency.

Elliott and Ageton (1980) also explored the methodological shortcomings of

self-reports. They observed that a relatively small number of youths commit a
disproportionate number of serious offenses. However, most early self-report
instruments truncate the response categories for the frequency of offenses and
do not include serious offenses in the inventory at all. In addition, many of the
samples did not include enough high-rate offenders to clearly distinguish them
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The development
of instruments to
better measure
serious and very
frequent offenses
and the suggestion
to acquire data from
high-risk samples
coincided with a
substantive change
in the 1980s in the
focus of much
criminological work
on the etiology

of offenders. The
identification of a
relatively small
group of offenders
who commit a
disproportionate
amount of crime
and delinquency led
to a call to focus
research efforts on
the “chronic” or
“career” criminals.

from other delinquents. By allowing respondents to
report the number of delinquent acts they committed
rather than specifying an upper limit (e.g., 10 or more),
and by focusing on high-rate offenders, Elliott and
Ageton found relationships between engaging in seri-
ous delinquent behavior and measures of social status
that are more consistent with results from studies using
official data.

The Hindelang, Hirschi, and Weis (1979) and the
Elliott and Ageton (1980) studies both suggested
designing self-report studies so that they would
acquire sufficient data from those high-rate, serious
offenders most likely to come to the attention of
authorities. They also suggested a number of changes
in the way in which we measure self-report data to
reflect the fact that some offenders contribute dispro-
portionately to the rate of serious and violent delin-
quent acts.

The development of instruments to better measure
serious and very frequent offenses and the suggestion
to acquire data from high-risk samples coincided
with a substantive change in the 1980s in the focus of
much criminological work on the etiology of offend-
ers. The identification of a relatively small group of
offenders who commit a disproportionate amount of
crime and delinquency led to a call to focus research
efforts on the “chronic” or “career” criminals (Wolfgang,
Figlio, and Sellin 1972; Blumstein et al. 1986).
Blumstein and his colleagues’ observation that we
need to study the career of criminals—including
early precursors of delinquency, maintenance through
the adolescent years, and later consequences during
the adult years—was particularly important in recog-

nizing the need for examining the lifecourse development of high-risk offenders
with self-report methodology.

The self-report methodology continues to advance, both in terms of its applica-
tion to new substantive areas and the improvement of its design. Gibbons’ (1979)
suggestion that self-reports were just a fad whose use was likely to disappear is
clearly wrong. Rather, with improvements in question design, administration

CRIMINAL JusTicE 2000



MEASUREMENT AND ANALYSIS OF CRIME AND JUSTICE

technique, reliability and validity, and sample selection, this technique is being
used in the most innovative research on crime and delinquency. The sections
that follow describe the key methodological developments that have made such
applications possible.

Development of the Self-Report Method

Self-report measures of delinquent behavior have advanced remarkably in the
30-odd years since their introduction (see Thornberry 1989, 347-350). The pro-
totypical “early” self-reported delinquency scale was developed by Short and
Nye (1957; Nye and Short 1957). The inventory included 21 items, but most
analyses were limited to 9, and in many cases 7, items that formed a Guttman
scale of delinquency. The scale items refer to trivial forms of delinquent behav-
ior—for example, there is no item measuring violent behavior, and the most
serious theft item concerns stealing things worth less than $2. Moreover, sub-
jects were only afforded a four-category response set (“no,” “once or twice,”
“several times,” and “often”), and the reference period for the instrument (“since
you began grade school”) was both long and somewhat varied for these high
school respondents.

Since its introduction by Short and Nye, considerable attention has been paid
to the development and improvement of the psychometric properties of the self-
report method. The most sophisticated and influential work was done by Elliott
and his colleagues (Elliott and Ageton 1980; Elliott, Huizinga, and Ageton
1985; Huizinga and Elliott 1986) and by Hindelang, Hirschi, and Weis (1979,
1981). From their work, a set of characteristics for acceptable (i.e., reasonably
valid and reliable) self-report scales has emerged. Four of the most salient
characteristics are the inclusion of a wide array of delinquency items, serious
offenses, frequency response sets, and followup questions.

Inclusion of a wide array of delinquency items

The domain of delinquency and crime covers a wide range of behaviors, from
truancy and running away from home to aggravated assault and homicide. If the
general domain of delinquent and criminal behavior is to be represented in a self-
report scale, it is necessary for the scale to cover that same wide array of human
activity. Simply asking about a handful of these behaviors does not accurately
represent the theoretical construct of crime. In addition, empirical evidence sug-
gests that crime does not have a clear unidimensional structure that would facili-
tate the sampling of a few items from a theoretically large pool to represent
adequately the entire domain.
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These considerations suggest that an adequate self-report scale for delinquency
will be relatively lengthy. A large number of individual items are required to
represent the entire domain of delinquent behavior, to represent each of its sub-
domains, and to ensure that each subdomain—e.g., violence, drug use—is itself
adequately represented.

S AN e e s

It is essential that a
general self-reported
delinquency scale tap
serious as well as
less serious behaviors.
Failure to do so mis-
represents the domain
of delinquency and
contaminates com-
parisons with other
data sources.

v BT

Inclusion of serious offenses

Early self-report scales tended to ignore serious crimi-
nal and delinquent events and concentrated almost
exclusively on minor forms of delinquency. As a
result, only certain subdomains of delinquency, such
as petty theft and status offenses, were measured, even
though theoretical interest and conclusory statements
focused on juvenile delinquency broadly construed.

It is essential that a general self-reported delinquency
scale tap serious as well as less serious behaviors.
Failure to do so misrepresents the domain of delin-
quency and contaminates comparisons with other data
sources. In addition, it misrepresents the dependent
variable of many delinquency theories that set out to

explain serious, repetitive delinquency (e.g., Elliott,
Huizinga, and Ageton 1985; Thornberry 1987).

Inclusion of frequency response sets

Many self-report studies rely on response sets with a relatively small number of
categories, which tend to censor high-frequency responses. For example, Short
and Nye (1957) used a four-point response, with the most extreme category
being “often.” As a result, a respondent who committed a theft 5 times would
be treated the same as a respondent who committed the act 50 times. Aggregated
over many items, the use of limited response sets has the consequence of lump-
ing together occasional and high-rate delinquents rather than discriminating
between these behaviorally different groups.

When frequency responses are used, a number of specific indicators can be
constructed from the basic inventory. The three most common are prevalence,
incidence, and variety. Prevalence refers to the proportion or percentage of
people who report involvement in delinquency—the percentage of the sample
who answer “yes.” Incidence (also called frequency) refers to the number of
delinquent acts reported—the total number of times the person reports commit-
ting different acts. Variety refers to the number of different fypes of delinquency
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reported by the person. For example, if the index has six items (offense types),
the variety score can vary from O to 6. Each of these basic measures can also be
created for different time periods. One of the most common is a “lifetime” or
“ever” measure; for example, an “ever-prevalence” measure of marijuana use
would indicate the percentage of the people who had ever used marijuana.
Most measures are time-limited; for example, referring to offenses committed
during the past year or past 6 months.

Inclusion of followup questions

Self-report questions seem to have an inherent tendency to elicit reports of trivial
acts that are very unlikely to elicit official reactions, or even acts that are not vio-
lations of the law. This occurs more frequently with less serious offenses but also
affects responses to serious offenses. For example, respondents have listed such
pranks as hiding a classmate’s books in the respondent’s locker between classes
as “theft,” or roughhousing between siblings as “serious assault.”

Some effort must be made to adjust or censor the data to remove these events if
the delinquency of respondents is to be reflected properly and if the rank order
of respondents with respect to delinquency is to be portrayed properly. Two
strategies are generally available. First, one can ask a series of followup ques-
tions designed to elicit more information about the event, such as the value of
property stolen, the extent of injury to the victim, and the like. Second, one can
use an open-ended question asking the respondent to describe the event, and
then probe to obtain information necessary to classify the act. Both strategies
have been used with some success.

Summary

Recent examinations of the self-report method have identified a number of
shortcomings in earlier scales and suggested ways of improving the technique’s
psychometric properties. The more salient suggestions include the following:

m Self-report scales should include a wide range of delinquent acts so that the
general domain of delinquency, as well as its various subdomains, is
adequately represented.

B The scale should include serious as well as minor acts.

B A frequency scale should be used to record responses so that high-rate
offenders can be isolated from low-rate offenders.

® Extremely trivial, nonactionable acts that are reported should be identified
and eliminated from the data.
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These procedures improve our ability to identify delinquents and discriminate
among different types of delinquents. Thus, they are likely to improve the
validity, and to some extent the reliability, of self-report scales. These are
clearly desirable qualities.

To gain these desirable qualities, however, requires a considerable expansion of
the self-report schedule. This can be illustrated by describing the major compo-
nents of the index currently being used in the Rochester Youth Development
Study (Smith and Thornberry 1995), as well as in the other two projects of the
Program of Research on the Causes and Correlates on Delinquency (see Browning
et al. 1999). The inventory includes 32 items tapping general delinquency and
12 tapping drug use, for a total of 44 items. For each of these items, the sub-
jects are asked if they ever committed the act, and if so, if they had committed
the act in the past 6 months. For the most serious of each type of delinquency
reported in the past 6 months, subjects are asked to describe the event by respond-
ing to the question: “Could you tell me what you did?” If that open-ended
question does not elicit the information needed to describe the event adequate-
ly, a series of probe questions, which vary from 2 to 14 probes depending on
the offense, are asked.

Although most of these specific questions are skipped for most subjects, since
delinquency remains a rare event, this approach to measuring self-reported
delinquency is a far cry from the initial method of using a few categories to
respond to a small number of trivial delinquencies, with no followup items.
In the remaining pages, we evaluate this approach for measuring delinquent
and criminal behavior.

Reliability and Validity

For any measure to be scientifically worthwhile, it must possess both reliability
and validity. Reliability is the extent to which a measuring procedure yields the
same result on repeated trials. For example, if a bathroom scale were reliable,
it would yield the same reading of your weight if you got on and off that scale
10 times in a row. If it were unreliable, the reading of your weight would vary
somewhat, even though your true weight would not change in the space of time
it would take you to get on and off the scale 10 times.

No measure is absolutely, perfectly reliable. Repeated use of a measuring
instrument will always produce some variation from one application to another.
That variation can be very slight to quite large. So the central question in
assessing the reliability of self-reported delinquency measures is not whether
the measure is reliable but how reliable it is; reliability is always a matter of
degree.
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Validity is a much more abstract notion than is reliability. The best definition of
validity is something like as follows: A measure is valid to the extent to which
it measures the concept you set out to measure, and nothing else. Whereas reli-
ability focuses on a particular property of the measure—namely, its stability
over repeated uses—validity concerns the crucial relationship between the theo-
retical concept you are attempting to measure and what you actually measure.

For example, let us say we are interested in measuring an individual’s actual
involvement in criminal behavior over the past year. During that time period,
there are some people who never commit a crime, while others do. Our meas-
ure would be completely valid if it accurately identified as criminals all of the
people who did commit crimes and also accurately identified as noncriminals
all of the people who did not commit crimes. That is, the measure would accu-
rately reflect our theoretical concept—involvement in crime during the past
year. As with reliability, the assessment of validity is not an either/or proposi-
tion. There are no perfectly valid measures, but some are more valid than others.

Even though both validity and reliability are always a matter of degree, we
often see statements that assert that a particular measure “is valid” or that
another measure “is unreliable.” That is a shorthand way of saying that the first
measure possesses sufficient validity for the analytic purpose at hand, but the
second measure does not.

The relationship between validity and reliability is asymmetrical. A particular
measure can be highly reliable but have little or no validity. For example, a
bathroom scale could be very consistent but the calibration could be off by 50
pounds. In this case, we have very reliable measures, but every one of them
would be wrong—too low or too high by 50 pounds.

In contrast, if a measure is valid, it is also reliable. Since a valid measure is one
that accurately measures what it sets out to measure, by definition it must be
consistent, yielding the same estimates time after time.

All scientifically adequate measures must possess high levels of both validity
and reliability. We now turn to an assessment of whether self-reported measures
of delinquency are psychometrically acceptable.

Assessing reliability

There are two classic ways of assessing the reliability of social science meas-
ures: “test-retest” reliability and internal consistency. Huizinga and Elliott
(1986) make a convincing case that the test-retest approach is fundamentally
more appropriate for assessing self-reported measures of delinquency.
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Internal consistency

Internal consistency simply means that multiple items measuring the same
underlying concept should be highly intercorrelated. This can be illustrated by
returning to our example of weight and bathroom scales. If you weighed your-
self on 15 different bathroom scales, you would get slightly different readings
on each, but the answers should be highly correlated; that is, your weight
should be the same. If one scale differed substantially from the others, you
would likely throw it out as being inaccurate. The same approach is used in
assessing attitudes and opinions. Many questions tapping the same concept
are asked, and the expectation is that the answers on these items will be highly
intercorrelated. For example, in assessing attachment to parents, one could ask
an adolescent to respond to statements such as “I think my mother is really
terrific” and “I have a great deal of respect for my mother.” It is reasonable to
expect that an adolescent strongly attached to his or her mother would respond
positively to both statements, and an adolescent who is very alienated from his
or her mother would respond negatively. That is, across these and similar items,
responses would be highly correlated.

This expectation is much less reasonable for behavioral inventories such as
self-report measures of delinquency, however. Current self-report measures typ-
ically include 30 or 40 items measuring a wide array of delinquent acts. Just
because someone reports being truant is no reason to expect he or she would
be involved in theft or vandalism. Similarly, if someone reports being involved
in assaultive behavior, there is no reason to assume that he or she has been
involved in drug sales or loitering. Indeed, given the relative rarity of involve-
ment in delinquent acts, it is very likely that most people will respond negative-
ly to most items and affirmatively to only a few. This is especially the case if
we are asking about the past year or the past 6 months. Because of this, there is
no strong underlying expectation that the responses will be highly intercorrelat-
ed. Therefore, an internal consistency approach to assessing reliability is not
particularly appropriate.

Test-retest reliability

Thus, we will focus on the test-retest method of assessing reliability. This
approach is quite straightforward. A sample of respondents is administered a
self-reported delinquency inventory (the test); then, after a short interval, the
same inventory is readministered (the retest). In doing this, the same questions
and the same reference period should be used at both times.

It is also important to pay attention to the time lag between the test and the
retest. If it is too short, answers to the retest likely will be a function of memory;
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respondents are likely to remember what they said the first time and simply
repeat it. If so, estimates of reliability would be inflated. On the other hand,

if the time period between the test and the retest is too long, responses to the
retest would probably be less accurate than those to the test simply because of
memory decay. In this case, the reliability of the scale would be underestimat-
ed. There is no hard and fast rule for assessing the appropriateness of this lag,
but the optimal time lag appears to be in the range of 1 to 4 weeks.

The simplest way of deriving a reliability coefficient for the test-retest method
is to correlate the first and second sets of responses. The correlations should be
reasonably high, preferably in the range of 0.70 or greater.

A number of studies have assessed the test-retest reliability of self-reported
delinquency measures. In general, the results of these studies indicate that these
measures are acceptably reliable. The reliability coefficients vary somewhat,
depending on the number and types of delinquent acts included in the index
and the scoring procedures used (e.g., simple frequencies or ever-variety
scores). But scores well above 0.80 are common. In summarizing previous
literature in this area, Huizinga and Elliott (1986, 300) stated:

Test-retest reliabilities in the 0.85-0.99 range were reported by several
studies employing various scoring schemes and numbers of items and
using test-retest intervals of from less than 1 hour to over 2 months (Kulik
et al., 1968; Belson, 1968; Hindelang et al., 1981; [Braukmann] et al.,
1979, Patterson and Loeber, 1982; [Skolnick] et al., 1981; Clark and
[Tifft], 1966; Broder and Zimmerman, 1978).

Perhaps the most comprehensive assessment of the psychometric properties of
the self-report method was conducted by Hindelang, Hirschi, and Weis (1981).
Their self-report inventory was quite extensive, consisting of 69 items divided
into the following major subindexes: official contacts, serious crimes, delin-
quency, drugs, and school and family offenses. To see whether the method of
administration matters, some subjects were interviewed and others responded
on a questionnaire. For both types of administration, some subjects responded
anonymously and others were asked to provide their names.

To maximize variation in the level of delinquency, the study sample was select-
ed from three different populations in Seattle, Washington. The first consisted
of students without an official record of delinquency attending Seattle schools.
The second consisted of adolescents with a police record but no court record,
and the third group consisted of adolescents with a juvenile court record. Within
these three major strata, subjects were further stratified by gender, race, and,
among the whites, socioeconomic status.
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Several self-reported measures of delinquency were created. The major ones
include an ever-variety score (the number of delinquent acts the respondents
report ever having committed), a last year variety score (the same type of meas-
ure for the past year), and a last year frequency score (the total number of times
respondents report committing each of the delinquent acts).

As indicated earlier, internal consistency methods can be used to assess the
reliability of self-reported responses. The classic way of doing so is with
Cronbach’s alpha. Although mindful of the limitations of internal consistency
approaches, Hindelang, Hirschi, and Weis (1981) report alpha coefficients for a
variety of demographic subgroups and for the ever-variety, last year variety, and
last year frequency scores. The coefficients range from 0.76 to 0.93. Most of
the coefficients are above 0.8, and 8 of the 18 coefficients are above 0.9.

Hindelang, Hirschi, and Weis (1981) also estimated test-retest reliabilities

for these three self-report measures for each of the demographic subgroups.
Unfortunately, only 45 minutes elapsed between the test and the retest, so it
is quite possible that the retest responses are strongly influenced by memory
effects. Nevertheless, they report substantial degrees of reliability for the self-
report measures. Indeed, most of the test-retest correlations are above 0.9.

Thus, whether an internal consistency or test-retest approach is used, the
Seattle data indicate a substantial degree of reliability for a basic self-reported
delinquency measure. Hindelang, Hirschi, and Weis point out that reliability
scores of this magnitude are higher than those typically associated with many
attitudinal measures and conclude that “the overall implication is that in many
of the relations examined by researchers, the delinquency dimension is more
reliably measured than are many of the attitudinal dimensions studied in the
research” (1981, 82).

The other major assessment of the psychometric properties of the self-report
method was conducted by Huizinga and Elliott, using data taken from the well-
known National Youth Survey. NYS began in 1976 with a nationally represen-
tative sample of 1,725 American youths between the ages of 11 and 17. At the
fifth interview, 177 respondents were randomly selected and reinterviewed
approximately 4 weeks after their initial assessment. Based on these data,
Huizinga and Elliott (1986) estimated test-retest reliability scores for the gener-
al delinquency index and for several subindexes. They also estimated reliability
coefficients for frequency scores and for variety scores.

The general delinquency index appears to have an acceptable level of reliabili-
ty. The test-retest correlations are 0.75 for the frequency score and 0.84 for
the variety score. For the various subindexes—ranging from public disorder
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offenses to the much more serious index offenses—the reliabilities vary from

a low of 0.52 (for the frequency measure of felony theft) to a high of 0.93 (for
the frequency measure of illegal services). In total, Huizinga and Elliott (1986)
report 22 estimates of test-retest reliability—across indexes and across frequen-
cy and variety scores—and the mean reliability coefficient is 0.74.

Another way of assessing the level of test-retest reliability is by estimating the
percentage of the sample who changed their frequency responses by two or
less. If the measure is highly reliable, one would expect few such changes. For
most subindexes, there appears to be acceptable precision and reliability based
on this measure. For example, for index offenses, 97 percent of the respondents
changed their answers by two delinquent acts or less. Huizinga and Elliott
(1986, 303) summarize these results as follows:

Scales representing more serious, less frequently occurring offenses (index
offenses, felony assault, felony theft, robbery), have the highest precision,
with 96 to 100 percent agreement, followed by the less serious offenses
(minor assault, minor theft, property damage), with 80 to 95 percent agree-
ment. The public disorder and status scales have lower reliabilities (in the
40 to 70 percent agreement range), followed finally by the general SRD
[self-reported delinquency] scale, which, being a composite of the other
scales, not surprisingly has the lowest test-retest agreement.

Huizinga and Elliott also report little evidence of differential reliability across
various subgroups. They found no consistent differences across sex, race, class,
place of residence, or delinquency level in terms of test-retest reliabilities (see
also Huizinga and Elliott 1983).

Summary

Overall, these studies suggest that the self-report method possesses acceptable
reliability for most analytic purposes. Test-retest correlations are often 0.80 or
higher, and self-reported delinquency responses are no less reliable than other
social science measures. That is particularly impressive considering the sensi-
tive nature of the topic: unreported criminal activity. Although this assessment
is generally positive, it does not mean that there are no reliability problems
for self-reported responses. Some subindexes have low reliabilities, and more
research is needed to identify which indexes are most reliable across different
samples and which are least reliable. Despite these concerns, it appears that
self-reports of delinquent acts are fairly stable over time. As Hindelang,
Hirschi, and Weis conclude: “If self-report measurement is flawed, it is not
here, but in the area of validity” (1981, 84).
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Assessing validity

Recall that validity refers to the accuracy of a measure. A measure is valid to
the extent to which it accurately measures the concept that you set out to meas-
ure. There are several ways to assess validity. We will concentrate on three:
content validity, construct validity, and criterion validity.

Content validity

Content validity is a subjective or logical assessment of the extent to which the
measure adequately reflects the full domain, or the full content of the concept
being measured. For example, if one were interested in assessing arithmetic
ability among grade school children and had a test that only included questions
on addition, the test would lack content validity. That is, by not containing
questions to assess subtraction, multiplication, and division, the test would not
measure the full domain, or the full content, of the concept of arithmetic ability.

Note that our assessment implied that we have a clear definition of what is
contained in the concept of arithmetic ability. Only by knowing that arithmetic
includes these four basic functions can we draw the conclusion that a test that
measures only one of them is inadequate in terms of its content validity. As in
all assessments of validity, content validity requires a clear theoretical defini-
tion of the concept.

To argue that a measure has content validity, we must meet the following
three criteria. First, we must define the domain of the concept clearly and fully.
Second, we must create questions or items to cover the whole range of the con-
cept under investigation. And third, we must sample items or questions from
that range so that the ones that appear on the test are representative of the
underlying concept.

In our case, we are interested in measuring involvement in delinquency and
crime. A reasonable definition of delinquency and crime is the commission of
behaviors that violate criminal law and that place the individual at some risk of
arrest if such a behavior were known to the police. Can we make a logical case
that self-report measures of delinquency are valid in this respect?

As noted before, the earlier self-report inventories contained relatively few
items to measure the full range of delinquent behavior. For example, the Short
and Nye (1957) inventory only contains 21 items and most of their analysis
was conducted with a 7-item index. Similarly, Hirschi’s self-report measure
(1969) is based on only 6 items. More importantly, the items included in these
scales are clearly biased toward the minor or trivial end of the continuum. For
example, Hirschi’s inventory includes only one item measuring a violent crime:
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“Not counting fights you may have had with a brother or sister, have you ever
beaten up on anyone or hurt anyone on purpose?”

More recent self-report measures appear much better in this regard. For exam-
ple, the Hindelang, Hirschi, and Weis (1981) index includes 69 items that range
from status offenses, such as skipping class, to violent crimes, like serious
assault and armed robbery. The NYS index (Elliott, Huizinga, and Ageton
1985) has 47 items designed to measure all but 1 (homicide) of the 8 UCR
Part I offenses and 60 percent of the 21 Part II offenses, as well as offenses that
juveniles are likely to commit. The self-report inventory used by the three proj-
ects of the Program of Research on the Causes and Correlates of Delinquency
has 32 items measuring delinquent behavior and 12 measuring substance use.
These more recent measures, although not perfect, tap into a much broader
range of delinquent and criminal behavior. As a result, they appear to have
reasonable content validity.

Construct validity

Construct validity refers to the extent to which the measure being validated is
related in theoretically expected ways to other concepts or constructs. In our
case, the key question is: Are measures of delinquency based on the self-report
method correlated in expected ways with other variables?

In general, self-report measures of delinquency and crime, especially the more
recent longer inventories, appear to have a high degree of construct validity.
They are generally related in theoretically expected ways to basic demographic
characteristics and to a host of theoretical variables drawn from various domains
such as individual attributes, family structure and processes, school perform-
ance, peer relationships, and neighborhood characteristics. Hindelang, Hirschi,
and Weis offer one of the clearer assessments of construct validity (1981,
127ff). They correlate a number of etiological variables with different self-
report measures, collected under different conditions (e.g., interviews or ques-
tionnaires). With a few nonsystematic exceptions, the correlations are in the
expected direction and of the expected magnitude.

Overall, construct validity may offer the strongest evidence for the validity of
self-reported measures of delinquency and crime. Indeed, if one examines the
general literature on delinquent and criminal behavior, virtually all theoretically
expected relationships are actually observed for self-report measures of delin-
quency and crime. It is unfortunate that this approach is not used to assess
validity more formally and systematically.
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Criterion validity

Criterion validity “refers to the relationship between test scores and some
known external criterion that adequately indicates the quantity being measured”
(Huizinga and Elliott 1986, 308). There is a fundamental difficulty in assessing
the criterion validity of self-reported measures of delinquency and crime and,
for that matter, all measures of delinquency and crime. Namely, there is no
“gold standard” against which to judge the self-report measure. That is, there

is no fully accurate assessment to use as a benchmark. In contrast, to test the
validity of self-reports of weight, one could ask people to self-report their
weight and then weigh them on a scale, an external criterion. Given the secre-
tiveness of criminal behavior, however, there is nothing comparable to a scale
in the world of crime. As a result, the best approach is to compare different
flawed measures of criminal involvement to find similar responses. The similar-
ity of results from different measurement strategies heightens the probability
that the various measures are tapping into the underlying concept of interest.
Although not ideal, this is the best possible approach in this area of inquiry.

There are several ways of assessing criterion validity. One of the simplest is
called “known group validity.” In this approach, one compares scores for
groups of people who are likely to differ in terms of their underlying involve-
ment in delinquency. For example, one would expect the delinquency scores of
seminarians to be lower than the delinquency scores of street gang members.

Over the years, a variety of group comparisons have been made to assess the
validity of self-report measures. They include comparisons between individuals
with and without official arrest records, between individuals convicted and not
convicted of criminal offenses, and between institutionalized adolescents and
high school students. In all cases, these types of comparisons indicate that the
group officially involved with the juvenile justice system self-reported substan-
tially more delinquents act than the other group. (See, for example, the work
by Hirschi, 1969; Hardt and Petersen-Hardt 1977; Erickson and Empey 1963;
Farrington 1973; Hindelang, Hirschi, and Weis 1981; Short and Nye 1957,
Voss 1963; Kulik, Stein, and Sarbin 1968).

Although comparisons across known groups are helpful, they offer a very
minimal test of criterion validity. The real issue is not whether groups differ but
whether individuals have similar scores on the self-report measure and on other
measures of criminal behavior. As mentioned previously, the basic problem in
this area is there is no perfect benchmark against which to judge the self-report
measures. Thus, a variety of external criteria have been used (see the discussion
in Hindelang, Hirschi, and Weis 1981, 97-101). The two most common approach-
es are to compare self-reported delinquency scores with official arrest records
and with self-reports of official arrest records.
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The premise behind these comparisons is quite simple. If the measures are
valid, they should produce similar scores for both the prevalence and frequency
of delinquent and criminal involvement. That is, if the self-report measure iden-
tifies certain individuals as essentially nondelinquent, we should not expect to
find them in official records. In contrast, if the self-report measures identify
individuals as highly delinquent, we should expect both to find them in official
records and to have extensive criminal histories. If this is the case, the two
measures would be positively correlated and the correlation would suggest that
the measures have some degree of validity. As with reliability assessment,

the most sophisticated examinations of this topic have been conducted by
Hindelang, Hirschi, and Weis (1981) and Huizinga and Elliott (1986).

We can begin by examining the correlation between self-reported official con-
tacts and official measures of delinquency as presented by Hindelang, Hirschi,
and Weis (1981). In this case, the correlations are quite high, ranging from
0.70 to 0.83. Correlations of this magnitude are reasonably large for this type
of data.' Adolescents seem quite willing to self-report their involvement with
the juvenile justice system.

The generally high level of concordance between self-reports of being arrested
or having a police contact and having an official record has been observed in
other studies as well. For example, Hardt and Petersen-Hardt (1977) found that
78 percent of the juveniles with police records self-report that they have been
arrested. Similar results are reported by Hathaway, Monachesi, and Young
(1960) and, for status offenses, by Rojek (1983). When convictions are exam-
ined, even higher concordance rates are reported by Blackmore (1974) and
Farrington (1977).

The most important comparison presented by Hindelang, Hirschi, and Weis
(1981) is between self-reported delinquent behavior and official measures of
delinquency. It is important because these are independent measures of an indi-
vidual’s involvement in delinquent behavior. One is based on self-reports and
one is based on official police records. Hindelang, Hirschi, and Weis present
correlations using a number of different techniques for scoring the self-report
measures. However, we will focus on the average correlation across these dif-
ferent measures and on the correlation based on the ever-variety scores, as
presented in their figure 2 (1981, 113).

Overall, these correlations are reasonably high, somewhere around 0.60 for all
subjects. The most important data, though, are presented for race-by-gender
groups. For white and African-American females and for white males, the
correlations range from 0.58 to 0.65 when the ever-variety score is used. For
correlations averaged across the different self-report measures, the magnitudes
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range from 0.50 to 0.60. For African-American males, however, the correlation
is at best moderate. For the ever-variety self-reported delinquency.score, the
correlation is 0.35, and the average across the other self-reported measures

is 0.30.

Putting this together leads to a somewhat mixed assessment of the validity of
self-report measures based on the Seattle data. On the one hand, the overall
validity of self-report data seems to be in the moderate to strong range. For the
link between self-reported delinquent behavior and official measures of delin-
quency (the only link based on independent sources of data), the overall corre-
lations are smaller but still acceptable. On the other hand, if we look at the
issue of differential validity, there appears to be a substantial difference between
African-American males and other respondents. Official measures of delin-
quency and self-report measures of delinquency are not correlated very highly
for African-American male adolescents. It is hard to determine whether this is
a problem with the self-report measures, the official measures, or both. We will
return to a discussion of this issue after additional data are presented.

Huizinga and Elliott (1986), using data from NYS,
also examine the correspondence between self-
reports of delinquent behavior and official criminal
histories. They recognize that there can be consider-

The majority of
individuals who

have been arrested able slippage between these two sources of data,
self-report their even when the same event is recorded in both
delinquent behavior, datasets. For example, an adolescent can self-report a
and the majority of gang fight, but it may be recorded in the arrest file as

disturbing the peace; an arrest for armed robbery can
be self-categorized as a mugging or theft by the indi-
vidual. Because of this, Huizinga and Elliott provide
two levels of matching. In one, there is “a very tight
match of the self-report behavior to the arrest behav-
ior,” and in the second, there is a broad match “in which any self-reported
offense that could conceivably have resulted in the recorded arrest was allowed”
(1986, 317). The analysis provides information on both the percentages of
youths who provide tight and broad matches to their arrest records and the
percentage of arrests that are matched by self-reported behavior.

offenses they commit
are also reported.

As expected, there are substantial differences in results, depending on whether
tight or broad matches are used. For the tight matches, almost half of the respon-
dents (48 percent) concealed or forgot at least some of their offensive behavior,
and about a third (32 percent) of all of the offenses were not reported. When
the broad matches are used, however, the percentage of respondents concealing
or forgetting some of their offenses drops to 36 percent, and the percent of arrest
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offenses not self-reported drops to 22 percent. Although the rates of underreport-
ing are substantial, it should also be noted that the majority of individuals who
have been arrested self-report their delinquent behavior, and the majority of
offenses they commit are also reported.

The reporting rates for gender, race, and social class groupings are quite compa-
rable to the overall rates, with one exception. As with the Seattle data, African-
American males substantially underreport their involvement in delinquency.

The most recent major study assessing the criterion validity of self-reported
measures was conducted by Farrington and colleagues (1996), using data from
the middle and oldest cohorts of the Pittsburgh Youth Study. The Pittsburgh
study, one of three projects in the Program of Research on the Causes and
Correlates of Delinquency, uses the same self-reported delinquency index as
described earlier for the Rochester Youth Development Study. In this analysis,
Farrington and colleagues classified each of the boys in the Pittsburgh study
into one of four categories based on their self-reports: no delinquency, minor
delinquency only, moderate delinquency only, and, finally, serious delinquency.
They then used juvenile court petitions as an external criterion to assess the
validity of the self-reported responses. Both concurrent and predictive validity
were assessed; the former used court petitions prior to the first self-report assess-
ment, and the latter used court petitions after the first self-report assessment.

Overall, this analysis suggests that there is a substantial degree of criterion
validity for the self-report inventory used in the Program of Research on the
Causes and Correlates of Delinquency. Respondents in the most serious cate-
gory based on their self-report responses are significantly more likely to have
juvenile court petitions, both concurrently and predictively. For example, the
odds ratio of having a court petition for delinquency is about 3.0 for the
respondents in the most serious category versus the other three.

Farrington and colleagues (1996) also present information on the issue of dif-
ferential validity. Their results indicate that African-American males are no
more or less likely to self-report delinquent behavior than are white males.
With few exceptions, the odds ratios comparing self- reported measures and
official court petitions are significant for both African-Americans and whites.
In some cases, the odds ratios are higher for whites, and in other cases, they
are higher for African-Americans.

These researchers also compared the extent to which boys with official court
petitions self-reported being apprehended by the police. Overall, about two-
thirds of the boys with court petitions answered in the affirmative. Moreover,
there was no evidence of differential validity. Indeed, the African-American
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respondents were more likely to admit being apprehended by the police than
were the white respondents. Farrington and colleagues conclude that “concur-
rent validity for admitting offenses was higher for Caucasians but concurrent
validity for admitting arrests were higher for African-Americans. There were
no consistent ethnic differences in predictive validity” (1996, 509).

Other studies have also examined the concordance between self-reports of
delinquent behavior and official records. For example, Elliott and Voss (1974)
examined this issue in a high school sample drawn from southern California.
Overall, they found that 83 percent of the arrest offenses were self-reported by
the respondents, but the rate varied by offense type. In general, more serious
offenses were more likely to be underreported than were minor offenses. Based
on a school sample from Honolulu, Voss (1963) found that 95 percent of arrest
offenses were reported in the self-report inventories.

Rather than relying on police records as the external criterion, Gold (1970)
relied on reports by friends and classmates. He found that, of the respondents
whose friends had said they engaged in delinquent acts, 72 percent self-
reported delinquencies, 17 percent concealed their delinquent acts, and, in

11 percent of cases, the outcome was uncertain.

The previous studies have all focused on types of delinquent or criminal
behavior that have no true external criterion for evaluating validity. There

is an external criterion for one class of criminal behavior; namely, substance
use. Physiological data—for example, from saliva or urine—can be used to
independently assess recent use of various substances. The physiological data
can then be compared with self-reports of substance use to assess the validity
of the self-report instruments. A few examples of this approach can be offered.

We begin with a study of a minor form of deviant behavior, adolescent tobacco
use. Akers and colleagues (1983) examined tobacco use among a sample of jun-
ior and senior high school students in Muscatine, Iowa. The respondents provid-
ed saliva samples, which were used to detect nicotine use by the level of salivary
thiocyanate. The students also self-reported whether they smoked and how often
they smoked. The self-report data had very low levels of either underreporting or
overreporting tobacco use. Overall, Akers and colleagues estimated that 95 to 96
percent of the self-reported responses were accurate and valid.

The Arrestee Drug Abuse Monitoring (ADAM) program, formerly the Drug
Use Forecasting (DUF) program, sponsored by the National Institute of Justice,
is an ongoing assessment of the extensiveness of drug use for samples of
arrestees in cities throughout the country. Individuals who have been arrested
and brought to central booking stations are interviewed and asked to provide
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urine specimens. Both the urine samples and the interviews are provided volun-
tarily; there is an 80-percent cooperation rate for urine samples and a 90-
percent cooperation rate for interviews. The urine specimens are tested for 10
different drugs: cocaine, opium, marijuana, PCP, methadone, benzodiazepines,
methaqualone, propoxyphene, barbiturates, and amphetamines. The arrestees
also are interviewed, and some interviews include a self-reported drug use
inventory. Assuming that urine samples provide a reasonably accurate estimate
of actual drug use, they can be used to validate self-reported information.

DUF compares 1988 urinalysis test results for male arrestees with self-reported
drug use (U.S. Department of Justice 1990, 12); the results vary considerably
by type of drug. There generally is a fairly high concordance for marijuana use.
For example, in New York City, 28 percent of the arrestees self-report marijuana
use, and 30 percent test positive for marijuana use. Similarly, in Philadelphia,
28 percent self-report marijuana use, and 32 percent test positive. The worst
comparison in this particular examination of DUF data came from Houston, where
15 percent of arrestees self-report marijuana use and 43 percent test positive.

For more serious drugs, however, underreporting is much more common. For
cocaine, for example, 47 percent of New York City arrestees self-reported use,
while 74 percent tested positive. Similar numbers were generated in Philadelphia,
where 41 percent self-reported cocaine use, but 72 percent tested positive.
Similar levels of underreporting have been observed in other cities for other
hard drugs, such as heroin.

The data collected in DUF differ considerably from those collected in typical
self-report surveys. The sample is limited to people just arrested, who then are
asked to provide self-incriminating evidence to a research team while in a cen-
tral booking station. How this setting affects the results is not entirely clear. On
the one hand, individuals are likely to be reluctant to provide additional self-
incriminating evidence after having just been arrested. On the other hand, if
one has just been arrested for a serious crime like robbery, auto theft, or burgla-
ry, admitting to recent drug use may not be considered a big deal. In any event,
one has to be cautious in using these data to generalize to the validity of typical
self-report inventories.

Summary

We have examined three different approaches to assessing the validity of self-
reported measures of delinquency and crime: content validity, construct validi-
ty, and criterion validity. Several conclusions appear warranted, especially for
the more recent self-report inventories.
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On the one hand, the self-report method for measuring this rather sensitive
topic—undetected criminal behavior—appears to be reasonably valid. The
content validity of the recent inventories is acceptable, the construct validity
is quite high, and the criterion validity appears to be in the moderate-to-strong
range. Putting this all together, one could conclude that for most analytic pur-
poses, self-reported measures are acceptably accurate and valid.

On the other hand, despite this general conclusion, there are still several sub-
stantial issues concerning the validity of self-report measures. First, the validity
of the earlier self-report scales, and the results based on them, are at best ques-
tionable. Second, based on the results of the tests of criterion validity, there
appears to be a substantial degree of either concealing or forgetting past crimi-
nal behavior. Although the majority of respondents report their offenses and the
majority of all offenses are reported, there is still considerable underreporting.

Third, there is an unresolved issue of differential validity. Compared with other
race-gender groups, the responses provided by African-American males appear
to have lower levels of validity. Specifically, Hindelang, Hirschi, and Weis
(1981) and Huizinga and Elliott (1986) report that African-American males
self-report fewer of the offenses found in their official criminal histories.
More recently, however, Farrington and colleagues (1996), using data from the
Pittsburgh Youth Study, find no evidence of differential validity. It seems that
the level of difference in the validity of self-reports for African-American males
versus other groups has yet to be determined. If it is less, the processes that
bring it about are frankly not understood. This is perhaps the most important
methodological issue concerning the self-report method and should be a high
priority for future research efforts.

Fourth, based on studies of self-reported substance use, there is some evidence
that validity may be less for more serious types of offenses. In the substance
use studies, the concordance between the self-report and physiological meas-
ures was strongest for adolescent tobacco use, and then for marijuana use; it
was weakest for hard drugs, such as cocaine and heroin. A similar pattern is
also seen for several studies of self-reported delinquency and crime (e.g.,
Elliott and Voss 1974; Huizinga and Elliott 1986).

What then are the psychometric properties of self-reported measures of delin-
quency and crime? With respect to reliability, this approach to measuring
involvement in delinquency and crime appears to be acceptable. Most estimates
of reliability are quite high, and there is no evidence of differential reliability.
With respect to validity, the conclusion is a little murkier; we find a consider-
able amount of underreporting and a potential problem of differential reporting
for African-American males. Nevertheless, content and construct validity
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appear to be quite high, and criterion validity would be in the moderate to
strong range overall. Perhaps the conclusion Hindelang, Hirschi, and Weis
reached in 1981 (p. 114) is still the most reasonable:

[T]he self-report method appears to behave reasonably well when judged by
standard criteria available to social scientists. By these criteria, the difficul-
ties in self-report instruments currently in use would appear to be surmount-
able; the method of self-reports does not appear from these studies to be
fundamentally flawed. Reliability measures are impressive and the majority
of studies produce validity coefficients in the moderate to strong range.

Specialized Response Techniques

Because of the sensitive nature of asking people to report undetected criminal
behavior, there has always been concern about how best to ask these questions
to maximize accurate responses. Some early self-report researchers favored
self-administered questionnaires, and others favored personal, face-to-face
interviews. Similarly, some argued that anonymous responses were inherently
better than nonanonymous responses. In their Seattle study, Hindelang, Hirschi,
and Weis (1981) directly tested these concerns by randomly assigning respon-
dents to one of four conditions: nonanonymous questionnaire, anonymous
questionnaire, nonanonymous interview, and anonymous interview. Their
results indicate that there is no strong method effect in producing self-report
responses, and that no one approach is consistently better than the others.
Similar results are reported by Krohn, Waldo, and Chiricos (1974). Some
research, especially in the alcohol and drug use area, has found a methods
effect. For example, Aquilino (1994) finds that admission of alcohol and drug
use was lowest in telephone interviews, somewhat higher in face-to-face inter-
views, and highest in self-administered questionnaires (see also Aquilino and
LoSciuto 1990; Turner, Lessler, and Devore 1992). Although evident, the effect
size typically is not very great.

Although basic method effects do not appear to be very strong, there is still
concern that in all of these approaches to the collection of survey data, respon-
dents will feel vulnerable about reporting sensitive information. Because of
that, a variety of more specialized techniques have been developed to protect
respondents’ confidentiality, hopefully increasing the level of reporting.

Randomized response technique

The randomized response technique assumes that the basic problem with the
validity of self-reporting responses is that respondents are trying to conceal

VoLuME 4



THE SELF-REPORT METHOD FOR MEASURING DELINQUENCY AND CRIME

sensitive information; that is, they are unwilling to report undetected criminal
behavior if others, including the researchers, might link the behavior to them.
Randomized response techniques allow respondents to conceal what they really
did, while at the same time providing useful data to the researchers. There are a
variety of ways of accomplishing this. We can illustrate how the basic process
works with a simple example of measuring the prevalence of marijuana use.

Imagine an interview setting in which there is a screen between the interviewer
and respondent so that the interviewer cannot see what the respondent is doing.
The interviewer asks the sensitive question: “Have you ever smoked marijua-
na?” The interviewer gives the following special instructions: “Before answer-
ing, please flip a coin. If the coin lands on heads, please answer “yes” regardless
of whether or not you smoked marijuana. If the coin lands on tails, please tell
me the truth.” Thus, the interviewer cannot know whether a “yes” response is
truthful or is produced by the coin landing on heads. In this way, the respon-
dent can admit to sensitive behavior but other people, including the interviewer,
cannot know whether the admission is truthful.

From the resulting data, though, we can estimate the prevalence of marijuana
use. Say we receive 70 “yes” responses from a sample of 100 respondents.
Fifty of those would be produced by the coin landing on heads and can simply
be ignored. Of the remaining 50 respondents, however, 20 said “yes” because
they have smoked marijuana, so the prevalence of marijuana use is 20 out of
50, or 40 percent.

This technique is not limited to “yes” or “no” questions or to flipping coins.
Any random process can be used as long as we know the probability distribu-
tion of bogus versus truthful responses. From these data, we can estimate
prevalence, variety, and frequency scores and means and variances, and we can
correlate the information with other variables, just as we do with regular self-
report data.

Weis and Van Alstyne (1979) tested a randomized response procedure in the
Seattle study. Based on their data, they concluded that the randomized response
approach is no more efficient in eliciting positive responses to sensitive items
than are traditional methods of data collection. This finding is consistent
with the overall conclusion in the Hindelang et al. (1981) Seattle study that the
method of administration does not significantly affect the validity of self-report
responses.

The other major assessment of the randomized response technique was con-
ducted by Tracy and Fox (1981). They sampled people who had been arrested
in Philadelphia and sent interviewers to their homes. The interviewers did not
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know that the sample consisted only of people with official arrest records.
Respondents were asked if they had been arrested and, if so, how many times.
Since this information was already known from the arrest records, the validity
of the self-reported responses could be assessed. (This is much like the “reverse
record check” technique used in victimization surveys; see Cantor and Lynch in
this volume.) The Tracy and Fox study employed two methods of data collec-
tion, a randomized response procedure and a regular self-report interview.

The results indicate that the randomized response approach does make a differ-
ence. For all respondents, there was about 10 percent less error in the random-
ized response technique. For respondents who had been arrested only once, the
randomized response approach actually increased the level of error. But for
recidivists, the randomized response technique reduced the level of error by
about 74 percent.

The randomized response technique also generated random errors (errors not cor-
related with other important variables). The regular self-reported interview, how-
ever, generated systematic error or bias. In this approach, underreporting was
higher for females, African-American females, respondents with high need for
approval, lower income respondents, and those with a larger number of arrests.

Overall, it is not clear to what extent a randomized response approach gener-
ates more complete and accurate reporting. The two major studies of this topic
produce different results: Weis and Van Alstyne (1979) report no effect, and
Tracy and Fox (1981) report sizable and positive effects. It should be noted,
however, that Tracy and Fox’s results only generalize to self-reports of being
arrested, and may or may not apply to self-reports of undetected delinquent
behavior. The value of the randomized response approach requires additional
research, which should be conducted within the context of audio and computer-
assisted interviewing, the topic to which we now turn.

Computer-assisted interviewing

Advances in both computer hardware and software have made the introduction
of computers in the actual data collection process not only a possibility but,
according to Tourangeau and Smith (1996, 276), “perhaps the most commonly
used method of face-to-face data collection today.” The use of computers in the
data collection process began in the 1970s with computer-assisted telephone
surveys (Saris 1991). This technique is used by the National Crime Survey and
described in Cantor and Lynch in this volume. The technology was soon adapt-
ed to the personal interview setting, either with the interviewer administering
the schedule, the Computer-Assisted Personal Interview (CAPI), or with the
respondent self-administering the schedule by reading the questions on the
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computer screen and entering his or her responses, the Computer-Assisted Self-
Administered Interview (CASI). It is also possible to have an audio version in
which the questions are recorded and the respondent listens to them, rather than
having them read by the interviewer or having the respondent read them. This
is called an Audio Computer-Assisted Self-Administered Interview (ACASI).

The use of
computerized tools
is one of two trends
that have trans-
formed survey
research in the
United States;

the other trend

is the collection of
increasingly sensitive
information con-
cerning illegal

and embarrassing
behaviors.

Tourangeau and Smith (1996) suggest that the use
of computerized tools is one of two trends that have
transformed survey research in the United States; the
other trend is the collection of increasingly sensitive
information concerning illegal and embarrassing
behaviors. One reason for the use of computer-assisted
data collection that is particularly relevant for this
chapter, is its potential for collecting sensitive infor-
mation in a manner that increases the confidentiality
of responses. By not having the interviewer read the
questions or be involved in the recording of answers,
the respondent does not have to reveal potentially
embarrassing behavior directly to another person. In
addition, the responses cannot be overheard by other
people (e.g., family members or teachers) who might
be nearby. Of course, the same advantage could be
acquired by administering a paper-and-pencil self-
administered questionnaire. However, computer-
assisted techniques have other potential advantages.

A key advantage of computer-assisted administration

of interview schedules over questionnaires is that they allow for the incorpora-
tion of complex branching patterns (Saris 1991; Beebe et al. 1998; Wright,
Aquilino, and Supple 1998; Tourangeau and Smith 1996). For example, many
delinquency checklists include a series of followup questions if the respondent
answers affirmatively to having committed a particular type of delinquent
behavior within a specified period of time. The branching of these followup
items can be quite complex; respondents who are asked to read and follow the
skip patterns can easily miss important items. Computer software can program
the skip patterns and increase the probability that the respondent will answer
all appropriate questions. An added advantage of computer-assisted presenta-
tion is that the respondent does not see the implications of answering in the
affirmative to questions with multiple followups. Respondents may be reluctant
to indicate that they have committed a delinquent act if they realize that an
affirmative answer will trigger a series of followup questions (Thornberry

1989).
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Computer software can also identify inconsistent and incomplete responses.
Thus, if a respondent indicates that he has never been arrested but also indi-
cates that he has spent time in a juvenile correctional facility, the program can
identify this inconsistency and either prompt the respondent to clarify the issue
or prompt the interviewer to ask for clarification. Computer-assisted adminis-
tration can also decrease incomplete responses and reduce the number of “out
of range” responses (Wright, Aquilino, and Supple 1998).

An audiotape on which questions are read to the respondent (ACASI) has two
additional advantages. First, it circumvents the potential problem of illiteracy;
the respondent does not have to read the questions. Second, in situations where
other people might be nearby, the questions and responses are not heard by
anyone but the respondent. Hence, the respondent can be more assured that
answers to sensitive questions will remain private.

Although computer-assisted administration of sensitive questions provides
some obvious advantages in terms of efficiency of presentation and data collec-
tion, the key question concerns the difference in the responses elicited when
such technology is used. Tourangeau and Smith (1996) reviewed 18 studies that
have compared different modes of data collection. The types of behavior exam-
ined include health problems (e.g., gastrointestinal problems), sexual practices,
abortion, and alcohol and drug use. Tourangeau and Smith indicate that self-
administered techniques generally elicit higher rates of problematic behaviors
than those administered by an interviewer. Moreover, computer-assisted
self-administered interviews elicit higher rates than either self-administered
questionnaires or paper-and-pencil interviews administered by an interviewer.
Also, ACASI (audio computer-assisted self-administered interviews) elicit
higher rates than CASI.

In their own research, Tourangeau and Smith (1996) compared different modes
of administration with a sample of adults ages 18 to 45. Respondents were
asked questions regarding their sexual behavior as well as their use of alcohol
and drugs. Data were collected using CAPI, CASI, and ACASI. With CAPI, the
questions appeared on the computer screen and were read by the interviewer,
who then entered the responses. With CASI, the respondent entered the respons-
es. With ACASI, the questions appeared on the screen while a digitized record-
ing was provided to the respondent via earphones. They found that ACASI and
CASI elicited higher rates of drug use and sexual behavior than CAPI. For
example, respondents who were administered CAPI reported a lifetime preva-
lence rate for drug use of 44.8 percent, compared with 58 percent under CASI
and 66.3 percent under ACASI. The same trend was evident for other measures
of drug use and for sexual activity, although in some cases the differences were
not statistically significant. Tourangeau and Smith conclude that by allowing
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respondents to interact directly with the computer, respondents are convinced
of the “legitimacy and scientific value of the study” (p. 301). Other studies
comparing administration modes have found that the level of reporting may
be contingent on characteristics of respondents and the setting. For example,
Wright, Aquilino, and Supple (1998) found that adolescents reported higher
levels of alcohol and drug use in the computer mode than in the paper-and-
pencil mode. However, mode effects were not evident for young adult respondents.

Estimates of prevalence rates of illegal and embarrassing behavior appear to

be higher when computer-assisted techniques, particularly those involving self-
administration, are used. The higher prevalence rates need to be externally vali-
dated. The added benefits of providing for schedule complexity and consistency
in responses make these techniques attractive, and it is clear that they will
continue to be used with increasing frequency.

Self-Report Measures

Criminological Across the Lifecourse
research has

increasingly come
to rely on longitudi-

One of the most significant developments in criminol-
ogy over the past 15 years has been the emergence of
a “lifecourse” or developmental focus (Farrington,

nal panel designs Ohlin, and Wilson 1986; Thornberry and Krohn forth-
using self-report coming; Thornberry 1997; Jessor 1998; Weitekamp

measures of 1989). Theoretical work has expanded from a narrow
antisocial behavior focus on the adolescent years to encompass the entire

criminal career of individuals. This can extend from
dynamics of precursors of delinquency manifested in early child-
. hood (Moffitt 1997; Tremblay et al. 1998), through
offending careers. - the high-delinquency years of middle and late ado-
lescence, on into adulthood when most, but not all,
offenders decrease their participation in illegal behav-
ior (Moffitt 1997; Thornberry and Krohn forthcoming; Sampson and Laub 1990;
Loeber et al. 1998). Research on “criminal careers” (Blumstein et al. 1986) has
documented the importance of examining such issues as the age of onset (Krohn,
Thornberry, and Rivera forthcoming) and the duration of criminal activity
(Wolfgang, Thornberry, and Figlio 1987). In addition, a growing body of
research has demonstrated that antisocial behavior is fairly stable from child-
hood to adulthood (Farrington 1989a; Huesmann et al. 1984; Olweus 1979;
Moffitt 1993). Much of this work has relied primarily on the use of official
data. However, criminological research has increasingly come to rely on longi-
tudinal panel designs using self-report measures of antisocial behavior to
understand the dynamics of offending careers. The use of self-report

to understand the

(R
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techniques in longitudinal studies over the lifecourse introduces a number of
interesting measurement issues.

Construct continuity

Although many underlying theoretical constructs, such as involvement in illegal
behaviors, remain constant over time, their behavioral manifestations can
change as subjects age. Failure to adapt measures to account for these changes
inevitably leads to age-inappropriate measures with reduced validity and relia-
bility. To avoid this, measures need to adapt to the respondent’s developmen-
tal stage to reflect accurately the theoretical constructs of interest (Campbell
1990; Patterson 1993; Le Blanc 1989; Weitekamp 1989). In some cases, this
may mean defining the concept at a level to accommodate the changing con-
texts in which people act at different ages. In other cases, it may mean recog-
nizing that different behaviors at different ages imply consistency in behavioral
style (Campbell 1990, 7).

In previous sections, our discussion has focused on the problems with how self-
reported delinquent behavior has been defined and measured when sampling
adolescents. When applying the self-report technique to both younger children
and adults, these definitional issues are magnified. We recognize that different
items may be needed to measure the same underlying construct to maintain the
age-appropriateness of the measure. Therefore, the construct continuity of the
different measures of delinquency or antisocial behavior becomes of paramount
importance.

Self-report measures for children

Although antisocial behavior is quite stable, it has been likened to a chimera
(Patterson 1993), with manifestations that change and accumulate with age.
At very young ages (2 to 5 years), behavioral characteristics such as impul-
sivity, noncompliance, disobedience, and aggression are seen as early analogs
of delinquent behavior. At these young ages, self-report instruments are not
practical because of the age of the respondents. Rather, researchers have
measured these key indicators either through parental reports or through
observational ratings. Many studies of youngsters at these ages have used
Achenbach’s (1992) Child Behavior Checklist (CBCL), a parent-completed
inventory with versions for children as young as 2 to assess “externalizing”
problem behaviors.? Studies using either CBCL, some other parental or
teacher report of problem behaviors, or observational ratings have demon-
strated that there is a relationship between these early manifestations of
problem behavior and antisocial behavior in school-age children (Belsky,
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Woodworth, and Crnic 1996; Campbell 1987; Richman, Stevenson, and
Graham 1982; Shaw and Bell 1993).

Starting at school age, the range of antisocial behaviors expands to include
stubbornness, lying, bullying, and other externalizing problems (Loeber et al.
1993). School-age children, even those as young as first grade, begin to exhibit
delinquent behaviors. However, self-report instruments of delinquent behavior
have rarely been administered to preteen-age children (Loeber et al. 1989).
There are some studies that have administered self-report instruments to young-
sters as young as 10 or 11 years of age, slightly modifying the standard delin-
quency items (Elliott, Huizinga, and Ageton 1985).

Loeber and colleagues (1989) provide one of the few attempts to not only gath-
er self-report information from children younger than the age of 10, but also
examine the reliability of those reports. They surveyed a sample of 849 first
grade and 868 fourth grade boys using a 33-item self-reported antisocial behav-
ior scale. This is a younger age version of the self-reported delinquency index
used by the three projects of the Program of Research on the Causes and
Correlates of Delinquency. Items that were age appropriate were selected, and
some behaviors were placed in several different contexts to make the content
less abstract for the younger children. A special effort was made to ensure that
the child understood the question by preceding each behavior with a series of
questions to ascertain whether the respondents knew the meaning of the behav-
ior. If the child did not understand the question, the interviewer gave an exam-
ple and then asked the child to do the same. If the child still did not understand
the question, the item was skipped.

The parents and teachers of these children were also surveyed, using a combi-
nation of the appropriate CBCL and delinquency items. To examine the validity
of the child self-reported antisocial behavior scale, comparable items contained
in the parent and teacher CBCL were compared with the self-report items.

Loeber et al. (1989) report that the majority of boys understood most of the

items. First grade boys did have problems understanding the items regarding
marijuana use and sniffing glue, and fourth grade boys had difficulty under-
standing the question regarding sniffing glue.

A substantial minority of the first grade boys reported damaging property
(26 percent) and stealing (26 percent), while over half of the fourth grade boys
reported vandalizing (51.2 percent) and stealing (53.1 percent). An even higher
percentage of both first and fourth graders reported a violent offense (66.3 percent
and 91.2 percent, respectively), but these items included hitting siblings and
other students.

CRIMINAL JusTicE 2000



MEASUREMENT AND ANALYSIS OF CRIME AND JUSTICE

Loeber and colleagues (1989) recognized the difficulty of assessing the accura-
cy of self-reported delinquent behavior among elementary school children, who
are unlikely to have court or police records. As an initial step, Loeber and col-
leagues compared the children’s self-reports with parental reports about similar
behaviors. They found surprisingly high concordance between children’s and
parents’ reports about the ever-prevalence of delinquent behavior. This is espe-
cially true for behaviors that are likely to come to the attention of parents, such
as aggressive behaviors and school suspension. Concordance was higher for
first graders than it was for fourth graders, which Loeber and colleagues sug-
gest would be expected, since parents are more likely to know about misbehav-
ior at younger ages.

These findings are encouraging and suggest that self-report instruments, if
administered with concern for the respondents’ age, can be used for very young
children. Loeber and colleagues (1989) suggest that another measure of the
utility of these measures will be their predictive validity. If self-reports of delin-
quent behavior in the first or fourth grades predict later delinquency, there is
further reason to be confident in this methodology’s applicability for elemen-
tary school samples.

Self-report measures for adults

The interest in assessing antisocial behavior across the lifespan has also led to
an increasing number of longitudinal surveys that have followed respondents
from their adolescent years into early adulthood (e.g., Elliott 1994; Huizinga
et al. 1998; Loeber et al. 1998; Farrington 1989b; Le Blanc 1989; Hawkins,
Catalano, and Miller 1992; Krohn, Lizotte, and Perez 1997). The concern in
constructing self-report instruments for adults is to include items that take into
account the different contexts in which crime occurs at these ages (e.g., work
instead of school), the opportunities for different types of offenses (e.g., domes-
tic violence, fraud), the inappropriateness or inapplicability of offenses that
appear on adolescent self-report instruments (e.g., status offenses), and the
potential for very serious criminal behaviors, at least among small subset of
chronic violent offenders.

Weitekamp (1989) has criticized self-report studies not only for being predomi-
nantly concerned with the adolescent years but, when covering the adult years,
for also using the same items as for juveniles. He argues that even such studies
as NYS (Elliott 1994) do not include many items that are more serious, and
therefore appropriate for adults, than the items included in the original Short
and Nye study (1957). Weitekamp asserts that we need to use different instru-
ments during different life stages. Doing so, however, raises questions about
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construct continuity similar to those discussed in constructing self-report inven-
tories with very young children. If the researcher wants to document the change
in the propensity to engage in antisocial behavior throughout the lifecourse, he
or she must assume that the different items used to measure antisocial behavior
at different ages do indeed measure the same underlying construct. Le Blanc
(1989) suggests that a strategy of including different but overlapping items on
instruments covering different ages across the lifespan is the best compromise.

The use of self-report studies in longitudinal research has generated a number
of issues regarding the definition and measurement of antisocial behavior. If the
researcher wants to examine the development of antisocial behavior across the
lifespan, a definition and measurement of delinquent behavior limited to the
standard used in research on adolescents will not suffice. Expanding that
definition to encompass behaviors that take into account antisocial acts by very
young children and more serious offenses by adults that may take place in dif-
ferent social contexts requires a well-considered definition of the construct that
these different behaviors represent. Indeed, ultimately the resolution of this
issue relies on a strong theoretical foundation that provides a clear definition
of antisocial behavior. The utility of such a definition and the measurements
that derive from it will be assessed in examining the correlations across differ-
ent stages in the lifespan.

Panel or testing effects

Developments in self-report methods have improved the quality of data collect-
ed and have expanded the data’s applicability to the study of antisocial behav-
ior throughout the lifecourse. Although these advances are significant, they
have increased the potential for the data to be contaminated by testing or
panel effects (Thornberry 1989).

Testing effects are any alterations of the respondent’s response to an item

or scale that are caused by the prior administration of the same item or scale
(Thornberry 1989, 351). With the use of self-reports in longitudinal research,
respondents are administered the same or similar items across waves of data
collection. Improvements in self-report instruments have led to the inclusion
of a longer list of items to tap more serious offenses, and often, a number of
followup questions are asked. The more acts a respondent admits to, the longer
the overall interview will take. The concern is that this approach will make
respondents increasingly unwilling to admit to delinquent acts because those
responses will lengthen the interview. This effect would probably be unequally
distributed because respondents with the most extensive involvement in delin-
quency would lose the most time by answering affirmatively to the delinquency
items. Over successive administrations of the self-report instrument, respondents

CRIMINAL JusTice 2000



MEASUREMENT AND ANALYSIS OF CRIME AND JUSTICE

would learn that positive responses lengthen their interview time, and the
amount of underestimation of delinquency rates would increase.

It is also possible that the simple fact that a respondent is reinterviewed may
create a generalized fatigue, decreasing the respondent’s willingness to respond
to self-report items. Research using the National Crime Survey of victimization
found that the reduction in reporting was due more to the number of prior inter-
views than to the number of victimizations reported in prior interviews (Lehnen
and Reiss 1978).

Three studies have examined testing effects in the use of self-report studies; all
are based on data from NYS (Elliott, Huizinga, and Ageton 1985). They were
conducted by Thornberry (1989), Menard and Elliott (1993), and Lauritsen
(1998). NYS surveyed a nationally representative sample of 1,725 11- to 17-
year-old youths in 1976. They reinterviewed the same subjects annually through
1981. These data allow researchers to examine the age-specific prevalence
rates by the number of times a respondent was interviewed. For example, some
respondents were 14 at the time of their first interview, some were 14 at their
second interview (the original 13-year-old cohort), and some were 14 at their
third interview (the original 12-year-old cohort). Because of this, a 14-year-old
prevalence rate can be calculated from data collected when respondents were
interviewed for only the first time, from data collected when they were inter-
viewed a second time, and so on. If a testing or panel effect plays a role in
response rates, the more frequently respondents are interviewed, the lower the
age-specific rates should be. Thus the 14-year-old rate from a second interview
would be lower than the 14-year-old rate based on a first interview.

Thornberry analyzed these rates for 17 NYS self-report items representing the
major domains of delinquency and the most frequently occurring items. The
overall trend seemed to suggest that either a panel or testing effect was occur-
ring. For all offenses except marijuana use, comparisons between adjacent
waves indicated that the age-specific prevalence rates decreased more often
than they increased. For example, comparing the rate of gang fights from wave
to wave, Thornberry found that for 67 percent of the comparisons, there was a
decrease in the age-specific prevalence rates, whereas there was an increase in
only 20 percent of the comparisons, and there was no change in 13 percent.
The magnitude of the changes were, in many cases, substantial. For example,
for stealing something worth $5 to $50, the rate drops by 50 percent for 15-
year-olds from wave 1 to wave 4 (Thornberry 1989, 361).

NYS did not introduce the detailed followup questions to the delinquency
items until the fourth wave of data collection. The data analyzed by Thornberry
(1989) show the decline in reporting occurred across all waves. Hence, it appears
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that the panel design itself, rather than the design of the specific questions, had
the effect of decreasing prevalence rates. Thornberry suggests that panel and
testing effects could be a serious threat to the use of self-reports in longitudinal
research and calls for a more thorough investigation of this issue. The observed
decline in the age-specific rates could be due to an underlying secular drop in
offending during these years. Cross-sectional trend data from the Monitoring
the Future (MTF) study, which cannot be influenced by a testing effect, do not
indicate any such secular decline (see Thornberry 1989).

Menard and Elliott (1993) reexamined this issue using both the NYS and MTF
data. They rightfully point out that comparisons across these studies need to be
undertaken cautiously because of differences in samples, design features, item
wording, and similar concerns. Menard and Elliott’s analysis also shows that at
the item level, declining trends are more evident in the NYS than in the MTF
data (1993, 439). They go on to show that most of these year-to-year changes
are not statistically significant, however. They then use a modified Cox-Stuart
trend test to examine short-term trends in delinquency and drug use. Overall,
the trends for 81 percent of the NYS offenses are not statistically significant,
and about half of the MTF trends are. But, an examination of the trends for the
16 items included in their table 2 indicates that there are more declining trends
in the NYS data, 9 of 16 for the 1976-80 comparisons and 7 of 16 for the
1976-83 comparisons, than there are for the MTF data, 3 of 16 in both cases.
Menard and Elliott focus on the statistically significant effects that indicate
fewer declining trends in NYS than is evident when one focuses on all trends,
regardless of the magnitude of the change.

More recently, Lauritsen (1998) examined this topic using data from the first
five waves of NYS. Specifically, she used hierarchical linear models (HLM)
to estimate growth curve models for general delinquency and for serious delin-
quency. HLM models make fuller use of the data and include tests for statisti-
cal significance. She limited her analysis to four of the seven cohorts in NYS,
those who were ages 11, 13, 15, and 17 at wave 1.

For those who were age 13, 15, or 17 at the start of NYS, involvement in both
general delinquency and serious delinquency decreased significantly over the
next 4 years. For the 11-year-old cohort, the rate of change was also negative
but not statistically significant. This downward trajectory in the rate of delin-
quent behavior for all age cohorts is not consistent with theoretical expectations
or what is generally known about the age-crime curve. Also, as Lauritsen points
out, it is not consistent with other data on secular trends for the same time peri-
od (see also Thornberry 1989; Osgood et al. 1989).
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Finally, Lauritsen examined whether this testing effect is due to the introduc-
tion of detailed followup questions at wave 4 of the NYS or whether it appeared
to be produced by general panel fatigue. Her analysis of individual growth
trajectories indicates that the decline is observed across all waves. Thus, she
concludes, as Thornberry did, that the reduced reporting is unlikely to have
been produced by a change in survey administration, namely, by the addition
of followup questions.

Overall, Lauritsen offers two explanations for the observed testing effects. One
concerns generalized panel fatigue, suggesting that as respondents are asked the
same inventory at repeated surveys, they become less willing to respond affir-
matively to screening questions. The second explanation concerns a maturation
effect in which the content validity of the self-report questions would vary with
age. For example, how respondents interpret a question on simple assault, and
the type of behavior they consider relevant for responding to the question, may
be quite different for 11- and 17-year-olds. Of course, both of these processes
may operate.

The studies by Thornberry and by Lauritsen suggest that there is some degree
of panel bias in self-report data collected in longitudinal panel studies. The
analysis by Menard and Elliott indicates that this is still just a suggestion, as
the necessary comparisons between panel studies and cross-sectional trend
studies are severely hampered by lack of comparability in item wording,
administration, and other methodological differences. Also, if there are testing
effects, neither Thornberry nor Lauritsen is arguing that they are unique to
NYS. It just so happens that the sequential cohort design of NYS makes it a
good vehicle for examining this issue. The presumption, unfortunately, is that
if testing effects interfere with the validity of the NYS data, they also interfere
with the validity of other longitudinal data containing self-report information.
This is obviously a serious matter, as etiological research has focused almost
exclusively on longitudinal designs in the past 20 years. Additional research to
identify the extensiveness of testing effects, their sources, and way of remedy-
ing them are certainly a high priority.

Conclusions

The self-report method for measuring crime and delinquency has developed
substantially since its introduction a half century ago. It is now a fundamental
method of scientifically measuring criminality and forms the bedrock of etio-
logical studies. The challenges confronting this approach to measurement are
daunting; after all, we are asking individuals to tell us about their own, unde-
tected criminality. Despite this fundamental challenge, the technique seems
to be successful and capable of producing valid and reliable data.

VoLuMmE 4



THE SELF-REPORT METHOD FOR MEASURING DELINQUENCY AND CRIME

Early self-report scales had substantial weaknesses, containing few items and
producing an assessment of only minor forms of offending. Gradually, as the
underlying validity of the approach became evident, the scales expanded in
terms of breadth, seriousness, and comprehensiveness. Contemporary measures
typically cover a wide portion of the behavioral domain included under the
construct of crime and delinquency. These scales are able to measure serious as
well as minor forms of crime, with such major subdomains as violence, proper-
ty crimes, and drug use; to measure different parameters of criminal careers
such as prevalence, frequency, and seriousness; and to identify high-rate as well
as low-rate offenders. This is substantial progress for a measurement approach
that began with a half dozen items and a four-category response set.

The self-report approach to measuring crime has acceptable, albeit far from
perfect, reliability and validity. Of these two basic psychometric properties, the
evidence for reliability seems stronger. There are no fundamental challenges
to the reliability of these data. Test-retest measures (and internal consistency
measures) indicate that self-reported measures of delinquency are as reliable
as, if not more reliable than, most social science measures.

Validity is much harder to assess, as there is no “gold standard” against which
to judge the self-reports. Nevertheless, current scales seem to have acceptable
levels of content and construct validity. The evidence for criterion validity is
less clear cut. At an overall level, criterion validity seems to be in the moderate
to strong range. Although there is certainly room for improvement, the validity
appears acceptable for most analytic tasks. At a more specific level, however,
there is a potentially serious problem with differential validity. Two of the major
assessments of criterion validity, by Hindelang, Hirschi, and Weis (1981) and
by Huizinga and Elliott (1986), found lower validity for African-American
males. The more recent assessment by Farrington and colleagues (1996) did
not. Additional research on this topic is imperative.

Although basic self-report surveys appear to be reliable and valid, researchers
have experimented with a variety of data collection methods to improve the
quality of reporting. Several of these attempts have produced ambiguous
results; for example, there is no clear-cut benefit to mode of administration
(interview versus questionnaire) or to the use of randomized response tech-
niques. There is one approach that appears to hold great promise, however.
Audio-assisted computerized interviews produce increased reporting of many
sensitive topics, including delinquency and drug use. Greater use of this
approach is warranted.

In the end, the available data indicate that the self-report method is an impor-
tant and useful way to collect information about criminal behavior. The
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skepticism of early critics like Nettler (1978) and Gibbons (1979) has not been
realized. Nevertheless, the self-report technique can clearly be improved. The
final issue addressed in this chapter is suggestions for future research.

Future directions

Much of our research on reliability and validity simply assesses these charac-
teristics; there is far less research on improving their levels. For example, it is
likely that both validity and reliability would be improved if we experimented
with alternate items for measuring the same behavior and identified the strongest
ones. Similarly, reliability and validity vary across subscales (e.g., Huizinga
and Elliott 1986); improving subscales will not only help them but also the
overall scale as they are aggregated.

Throughout this chapter, we discussed the issue of differential validity for
African-American males. It is crucial to learn more about the magnitude of this
bias and its source, if it exists. Future research should address this issue direct-
ly and attempt to identify techniques for eliminating it. These research efforts
should not lose sight of the fact that the problem may be with the criterion
variable (official records) and not the self-reports.

The self-report method was developed in and for cross-sectional studies. Using
it in longitudinal studies, especially ones that cover major portions of the life-
course, creates a new set of challenges. Maintaining the age-appropriateness of
the items, while at the same time ensuring content validity, is a knotty problem
that we have just begun to address. There is some evidence that repeated meas-
ures may create testing effects. More research is needed to measure the size of
this effect and to identify methods to reduce its threat to the validity of self-report
data in the longitudinal studies that are so crucial to etiological investigation.

One of the most promising developments in the self-report method is the advent of
audio-assisted computerized interviews. This technique offers increased confiden-
tiality to the respondent in an interview setting. Although somewhat expensive and
complicated to design, the early studies indicate that it may be worth the effort.

Finally, we recommend that methodological studies be done in a crosscutting
fashion so that several of these issues—reliability and validity, improved item
selection, assessing panel bias, etc.—can be addressed simultaneously. It is par-
ticularly important to examine all of these methodological issues when data are
collected using audio-assisted computerized interviewing. For example, studies
that have found differential validity or testing effects have all used paper-and-
pencil interviews. Whether these same problems are evident under the enhanced
confidentiality of audio interviews is an open question. It is clearly a high-priority
one as well.
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There is no dearth of work that can be done to assess and improve the self-
report method. If the progress over the past half century is any guide, we are
optimistic that the necessary studies will be conducted and that they will
improve this basic means of collecting data on criminal behavior.

Notes

1. This is particularly the case given the level of reliability of self-reported data (see the
section “Assessing reliability””). By adding random error to the picture, poor reliability
attenuates or reduces the size of the observed correlation coefficients.

2. CBCL also assesses internalizing problem behavior.
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Self-Report Surveys as
Measures of Crime and
Criminal Victimization

by David Cantor and James P. Lynch

Self-report surveys of victimization have become commonplace in
discussions of crime and criminal justice policy. Changes in the rates
at which residents of the country are victimized by crime have taken
a place alongside the Federal Bureau of Investigation index of crimes
known to the police as widely used indicators of the state of society
and the efficacy of its governance. While a great deal has been learned
about this method for producing data on crime and victimization, a
number of fundamental issues concerning the method remain only
partially explored. This paper outlines what we have learned about
victimization surveys over the past 30 years and how this source of
information has been used as a social indicator and a means of build-
ing criminological theories. It also identifies major methodological
issues that remain unresolved and suggests some approaches to
exploring them. The evolution of the National Crime Victimization
Survey is used as a vehicle for this discussion, because the survey has
been conducted continuously for 25 years and has been the subject of
extensive methodological study.

David Cantor is an Associate Study Director with Westat in Rockville, Maryland.
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SELF-REPORT SURVEYS AS MEASURES oF CRIME AND CRIMINAL VICTIMIZATION

A Review of Self-Report Surveys

Self—report measures of criminal victimization have become widely used social
indicators and research tools in criminology and criminal justice. A great
deal has been learned about the strengths and weakness of this methodology.
Substantial improvements have been made in this methodology since its incep-
tion in the late 1960s, yet problems and limitations persist. This essay examines
the evolution of the victimization survey methodology. It identifies (1) the contri-
bution that these surveys have made to our understanding of crime and victimiza-
tion, (2) what we have learned about the methodology, (3) what more we need to
know, and (4) what additional research could be done to help us know it.

Assessing the self-report methodology in all its guises would require many
more pages than we have been allotted.' Consequently, we will focus on house-
hold surveys of the general population for the purpose of continuing statistical
series on the incidence and characteristics of criminal victimization. The National
Crime Survey (NCS), conducted for the U.S. Department of Justice’s (DOJ’s)
Bureau of Justice Statistics (BJS), will be at the center of our attention, along
with its immediate precursors and their genesis.”

NCS has many design features that are not employed in other large-scale house-
hold surveys of victimization. Settling on many of these features involved con-
scious tradeoffs between data quality and the costs of administering the survey
within the environment of the U.S. Census Bureau. Some of these decisions were
supported by extensive testing to determine the effects of varying design features
on the reporting of crime and the feasibility of fielding a survey with given fea-
tures. Knowledge of this methodological work is important for understanding the
current state of self-report victimization surveys. The uniqueness of NCS will be
described briefly. A more detailed description of the history and evolution of the
survey will follow.

Contributions of the survey method to our
understanding of crime

Victim surveys substantially changed the definition of crime and the nature of
the information available on crime events. Prior to the availability of victim
surveys in the United States, much of our information on the volume and
nature of crime came from the police, specifically the Uniform Crime Reports
(UCR). Since 1929, UCR compiled statistics submitted by participating local
police departments on offenses known to the police, persons arrested, and officers
killed or assaulted. This information was collected on a subset of crimes that the
International Association of Chiefs of Police (IACP) at the time considered
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prevalent, serious, and well reported to the police. Consistent with the technol-
ogy available at the time, local police departments submitted aggregate counts
of offenses known for seven categories of crime: homicide, rape, robbery, aggra-
vated assault, burglary, larceny, and motor vehicle theft. These annual counts
by jurisdiction of crimes known to the police were the principal product of
UCR, and they were used by many to assess the level and change in level of
crime in the United States.’

The events defined as crime and the information collected on these events were
shaped by the needs of police organizations. The surveys had a different set of
limitations related to the survey enterprise. Police record systems available at
the time included only those events reported and recorded by the police, collected
data on a selected subset of crime, and data presented as aggregate counts of
crimes. The victim surveys included events that were reported to the police as
well as those that were not. They included extensive information on victims
and the social context of the crime and made those data available on an inci-
dent or victim basis. These surveys gathered data from victims and nonvictims.
All of these differences increased the utility of available data on crime as a
social indicator and for research.

In this section, the major contributions that victim surveys have made to crimi-
nological theory and policy are reviewed. Given space limitation, this review
takes a broad-brush approach. For more detailed reviews, at least through
the mid-1980s, the reader is referred to several other excellent reviews
(Gottfredson 1986; Sparks 1981).

Implications for crime as a social indicator

One of the major functions of crime statistics is to provide a social indicator.
Crime statistics serve this function by providing estimates of the level and
change in one aspect of the well-being of a nation, state, or locality. Victim sur-
veys substantially improved the information available on the volume of crime.
The data from victim surveys included many crimes that were not reported to
the police or other criminal justice agencies (Biderman and Reiss 1967). Victim
surveys also provided more detailed information on crime events than did
national data systems based on police records. These surveys would ask respon-
dents to provide information on themselves, the offenders, the nature of the
crime, and the context in which it occurred. While this type of information may
have been available in local police files, it was not assembled nationally by
agencies like the Federal Bureau of Investigation (FBI) in a form that allowed
easy access. Moreover, the detail available in police files varied substantially,
depending on the willingness of police officers to ask victims systematically for
the specifics of crime events. Sample surveys take much greater pains to ensure
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that all respondents are asked to provide the same information on every crime.
Finally, victim surveys provided event-level data, whereas UCR offered aggre-
gate counts of eligible events in a given jurisdiction. As a result, victim survey
data could be reported in various ways, while police counts could not. For
example, the survey could present change estimates for lower class, black
males in central cities or for females over 50, while UCR could present only

a count of crimes by type nationally and for a jurisdiction.

These differences substantially improved our ability to estimate the volume and
change in the volume of crime. At last, an estimate that included unreported
crime could be made, and estimates could now be made for subgroups as well
as for the population as a whole. This went a long way toward improving on
police data as a social indicator. The volume of crime could be estimated for
young males or whites or American Indians, for example, so that one could
assess whether the volume of crime and the change in the volume of crime was
the same for everybody. It became clear with the release of the survey data that
this was not the case (U.S. Department of Justice, National Criminal Justice
Information and Statistics Service 1976). This was a tremendous step forward
for the use of crime data as a social indicator.

Finally, the surveys allow for the creation of new ways of classifying crimes
other than the ubiquitous index crime classification, which had come to domi-
nate and limit our understanding of the crime problem. The survey could pro-
duce estimates of “stranger to stranger” crime, crime “among intimates,”
“crime at work” or “vehicle-related crime” rather than staying with rape, rob-
bery, aggravated assault, etc. These alternative crime classifications shed a
whole new light on crime. Just as population-specific crime rates demonstrated
that different groups of people had different crime problems, these alternative
classifications showed that there were different problems as defined by the

The availability of
victim surveys in
tandem with data
from administrative
police records has
raised the level of
sophistication
among consumers of
crime information.

social context of the act that were not visible when
events were classified by the criminal act alone.

The benefits of the victim surveys as social indicator
arose as much from the organization of the survey
enterprise as from the enhancement in the informa-
tion provided. Prior to the institutionalization of
victim surveys, crime information was entirely under
the control of the criminal justice system. This raised
questions about the accuracy and scientific impartial-
ity of the resulting data. Because the police have an
immediate and specific interest in the crime problem,
there is always the suspicion that they are “cooking
the books.” Victim surveys brought the “patina of
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science” to crime statistics. The Census Bureau and survey research agencies
were not interested parties with respect to the crime problem, and there was
greater trust that the resulting crime estimates were not purposely manipulated.

The availability of victim surveys in tandem with data from administrative
police records has raised the level of sophistication among consumers of crime
information. They use both of these indicators to try to understand the crime
problem and how it might be changing. Initially, the two indicators were pitted
against each other as the one true indicator of crime, but gradually this is giv-
ing way to the complementary use of the two series (McDowall and Loftin
1992). BJS, for example, is issuing reports that include data on relevant topics
from both UCR and NCS (Zawitz 1988). Journalists make references to both
indicators in their routine crime stories, and disparities between the police and
survey data are taken as issues to be explained rather than used to impeach one
or the other statistic (New York Times 1981; Washington Post 1981). These are
all positive signs that the consumers of crime statistics are appreciating the
complexity of describing the crime problem and are treating these social indi-
cators with appropriate caution. The depth and breadth of this sophistication
is difficult to assess in a period when the two series have tracked each other
for a number of years. It will become more clear when the series diverge again.
Nonetheless, this movement toward greater sophistication in the production and
consumption of crime statistics would not have occurred without the routine
availability of victim surveys.

Finally, victim surveys have played a role in the evolution of UCR. In 1984,
the FBI undertook a study of UCR for the purpose of improving the system
(Poggio et al. 1985). This redesign effort may have been prompted directly by
the NCS redesign that had been under way for several years at that time. The
NCS redesign was uncovering a great deal about the survey, and it gave BJS
the ability to deflect any criticism of the survey by pointing to the redesign as
evidence that something was being done about it. UCR had no such protection
unless similar efforts to improve the series were undertaken. Moreover, the
redesign recommended that UCR adopt a number of the features of NCS,
specifically incident-based rather than aggregate reporting. Although this rec-
ommendation was affected by the increased use of computing and management
information systems in local police departments, it was also an attempt by
UCR to match the flexibility of NCS in reporting crime rates.

Implications for building theories of crime and
its consequences

Victim surveys have also had a profound effect on theories of crime causation.
The availability of highly disaggregated information on crime events, including
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events not known to the police, facilitated the development of a whole new way
of looking at crime. Routine activity, opportunity theory, and even rational
choice theories of crime flourished in large part because of the availability of
victim survey data (Hindelang, Gottfredson, and Garofalo 1978; Gottfredson
1984; Kennedy and Forde 1999; Hough 1987; Cohen and Cantor 1981; Miethe
and Meier 1994; Maxfield 1987; Lynch and Cantor 1992). The surveys also
provided an opportunity to identify and investigate the consequences of crime.
By documenting the durable and psychic harm that resulted from victimization,
the surveys prompted researchers to investigate why the degree of harm dif-
fered across crimes and victims (Resnick et al. 1993). Self-report surveys also
allowed responses to crime events to become the object of study. Much of the
attention was focused on why victims call or do not call the police, but the
mobilization of resources other than the police has also been investigated with
these data (Skogan 1984).

Theories of crime causation

Self-report victim surveys have contributed to the building of criminological
theory. The availability of these data encouraged the development and testing
of victim-centered theories of crime (Hindelang, Gottfredson, and Garofalo
1978; Cohen and Felson 1979). These theories focused on the occurrence of
crime events rather than criminal motivation. They emphasized the routine
activities of victims as sources of opportunity for the motivated offenders.
The social, structural, and spatial location of victims influenced their routine
activities, which in turn affected their risk of criminal victimization.

Because victim surveys provided a wealth of disaggregated and detailed data
on victims and the social context of victimization, they were ideally suited to
the testing of routine activity theory. Attributes of persons and social contexts
could be used to measure concepts within opportunity or activity theory. This
type of detailed information on victims and events was not easily or reliably
available from police data. The testing of these theories was facilitated further
by the fact that the surveys collected the same information from samples of vic-
tims and nonvictims. Using the data from NCS and other surveys, researchers
confirmed that the basic tenets of opportunity theory were consistent with the
data. The higher the exposure and the lower the guardianship, the greater the
probability of victimization.

While opportunity and routine activity theories are a major contribution of
victim surveys to criminological theory, the recently revived interest in repeat
victimization warrants mention (Pease 1998). Early on in the development of
crime surveys, scholars observed that a small number of victims accounted for
a relatively large portion of victimization (Sparks 1981; Nelson 1980). A flurry
of activity followed, wherein several articles were published demonstrating
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that the distribution of repeat victimization was greater than would have been
expected if the risk of victimization had been equal across persons. This led to
speculation that repeat victimization was due to the fact that some people have
different risks of victimization, so that persons with higher risk will become
repeat victims in higher numbers than others with lower risk. This heterogene-
ity of risk would account for the distribution of repeat victimization observed
throughout the historical development of victim surveys (Biderman et al. 1967;
Sparks 1981; Nelson 1980). An alternative hypothesis was that the first victim-
ization exposed the victim to subsequent victimizations, as in the case where
a burglary makes the offender aware of other property, which motivates the
offender to break in a second time. This was referred to as “state dependence.”

Recent research using the British Crime Survey (BCS), as well as police
records, has refocused attention on repeat victimization, reasoning that because
repeat victims accounted for so much of the cross-sectional crime rate, it would
be efficient to target resources to repeat victims and thereby lower the crime
rate (Ellingsworth, Farrel, and Pease 1995). This research has found that prior
victimization substantially increased the risk of subsequent victimization, and
that the time interval between the victimizations was extremely short (Polvi et
al. 1990). This work was used to develop police intervention programs that
would take advantage of the newfound knowledge about repeat victimization
(Forrester, Chatterton, and Pease 1988).

The fact that BCS is a cross-sectional survey limits the degree to which it can
be used to investigate the sources of repeat victimization. The British work
rekindled interest in repeat victimization in the United States, where the longi-
tudinal data from NCS and other surveys may be more useful in disentangling
the relative importance of heterogeneity in risk versus state dependence in
explaining repeat victimization (Lauritsen and Davis Quinnet 1995). This
research bears watching as an area where victim surveys can contribute to

our understanding of why crime occurs (Pease 1998).

Victim surveys have also been useful for shedding light on the composition of
the offender population. As part of many victim surveys, respondents are asked
about characteristics of the offenders involved in “contact” crimes (i.e., those
where the victim actually saw the offender). These data provide a profile of
offenders that had not been caught by the police. Analysis has compared
offender characteristics collected from victim reports with those provided in
official records (Hindelang 1978, 1981). This research found considerable simi-
larity in the characteristics of victims and offenders. That is, “people tend to
victimize people like themselves” (Gottfredson 1986, 268).

This line of research has evolved by explicitly linking victimization to offend-
ing (Singer 1981, 1986; Lauritsen, Sampson, and Laub 1991; Gottfredson
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1984). Analyses of surveys that contain reports of both offending and victim-
ization have shown that reporting offending is linked to reporting victimization,
especially for violent events. This relationship is an important theoretical jump
that moves toward unifying the disparate discussions of offender motivation
and victim risk into a general theory of criminal events.

Responses to victimization

Self-report surveys also offer a unique opportunity for understanding which
resources victims mobilize in response to victimization. The principal focus
here has been on why the police are called in response to criminal victimiza-
tion. The most prevalent answer to the question of why people call the police is
the seriousness of the event in terms of loss or injury (Skogan 1974). This has
been the finding across many different types of surveys in many different coun-
tries (Mayhew 1993; Kury 1993; Skogan 1984). This tradition of research using
crime survey data suggests that citizens respond to the nature of the crime only
so that other factors, such as the perceived legitimacy of the police, are not as
important (Garofalo 1977). One of the more interesting findings from a victim
survey in this area has been that the nature of prior service by the police affects
subsequent willingness to call the police in response to victimization (Conway
and Lohr 1994). This analysis was done with longitudinal data from NCS, and
it raises anew the question of whether factors outside the crime event can influ-
ence the decision to call the police. Perhaps additional analysis of longitudinal
data will reveal nuances not visible in cross-sectional data.

Consequences of victimization

Finally, self-report surveys of victimization have been essential to identifying
and explaining the consequences of victimization. Here again, the fact that the
victim surveys include crimes both reported and not reported to the police pro-
vides a more complete picture. The surveys provide a reasonably good picture
of the immediate durable harm (i.e., injury and loss) resulting from crime
(Harlow 1989). The cost (both to insurance companies and out-of-pocket) of a
recent burglary, for example, is captured reasonably well in victim surveys. A
number of surveys have assessed various forms of psychic harm that can result
from criminal victimization, specifically, sexual assault (Gidycz and Koss
1991; Resnick et al. 1993; Norris, Kaniasty, and Thompson 1997; Finkelhor
1997). These studies have found that depression and posttraumatic stress syn-
drome are more prevalent among victims of crime than among victims of other
traumatic events. Moreover, they have found that some categories of victims
(e.g., rape victims) experience more enduring psychic harms than others.
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Summary

A large number of the analyses referenced in this sec-
tion were conducted with large-scale, ongoing house-
hold surveys such as NCS or BCS. This was the case
in part because these data were easily accessible
over a long period of time. These surveys were also
extremely large compared with special purpose sur-
veys in the social sciences, and these large samples
were required for the study of rare events such as
violent crime. NCS had the additional advantage of
being the subject of a great deal of methodological
study to inform design decisions made both at the
inception and over the life of the survey. This
methodological work outlined the error structure of
the survey so that users of the data could use them

)

NCS had the
additional advan-
tage of being the
subject of a great
deal of methodolog-
ical study to inform
design decisions
made both at the
inception and over
the life of the survey.

appropriately. The error profile of NCS contributed to our understanding of the
victim survey method more generally. The next section describes the unique
features of the NCS design and subsequent sections review the methodological
work done to inform decisions about specific design features of the survey.

Unique Features of the NCS Design

NCS employs a rotating panel design of addresses in which persons in sample
households are interviewed at 6-month intervals over 31/, years. All members
of the household 12 years of age and older are asked about their victimization
experience in the previous 6 months. In addition, one household member is
asked to report on the theft of common property as well as on his or her own
personal victimization. The survey includes a screening interview in which
respondents are asked to recall and report potentially eligible crime events and
to fill out an incident form that contains questions about the details of the event.
This detailed information is used to determine if the events mentioned in
response to the screening interview are within the scope of NCS and how the
crime should be classified. The survey data are most commonly used to esti-
mate both the level and change in the level of crime for the seven UCR Index

crimes and simple assault.*

No other victim survey in the world has the same design as NCS. NCS
employs a continuing rotating panel as opposed to a cross-sectional design.
Occupants of each housing unit in the NCS sample who are 12 years of age or
older at the date the household is contacted (household members, as they reach
age 12, are added throughout the survey’s 31/,-year duration) are interviewed
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seven times over 31/, years. Other victim surveys interview sample units only
once and rarely include both children as young as 12 and adults as respondents
in the same survey.

NCS employs an address sample taken from the list of addresses compiled in
the decennial census and updated throughout the decade by the U.S. Census
Bureau. Many other victimization surveys in the United States use lists of tele-
phone numbers or random-digit dialing to obtain their samples. In many other
countries, excellent universal national lists simplify sampling. NCS attempts to
interview everyone in the housing unit who is 12 years of age or older; most
other surveys interview only one (often randomly selected) person in the house-
hold, and generally that person is an adult (i.e., 16 or older). The Census Bureau
works assiduously to keep noncompletions to a minimum, and its completion
rates are rarely matched by any other general population survey.

Respondents in NCS are asked to report all victimizations that occurred during
the past 6 months or since the previous interview. In theory, victimization data
are to be used only from respondents who had been interviewed 6 months pre-
viously. The respondent’s recall and a record possessed by the interviewer of
incidents reported in the prior “bounding” interview serve to exclude events
that occurred during the prior reference period from the current one. Respondent
mobility and noncompletions are so common, however, that intolerable data
losses would incur were data to be used only from individuals who had been
successfully interviewed 6 months earlier. In practice, bounding means merely
that the unit was in the sample at the time of the prior interviews. Most other
victimization surveys ask the respondent to report on an entire year or longer
and do not employ a prior interview for temporal bounding.

The instrumentation employed in NCS is divided into a screening interview
and an incident form. The interview presents cues to the respondents that are
designed to help them recall and report possible criminal victimizations. Once
a candidate event is mentioned, the respondents are asked detailed questions
about the event to determine if it is a crime of interest to the survey and, if so,
to provide information that can be used to classify the crime. All of the screen-
ing questions are administered before the incident form is administered. Some
victimization surveys employ a screener/incident form logic, but many others
do not. In those that do not, any positive response to a screening question
would be considered a crime event. The type of crime event would be deter-
mined by the screening question that elicited the positive response. Moreover,
the gathering of information about the incident occurs immediately after the
respondent answers a screening question positively and before other screening
questions are asked. The implications of these different approaches to screening
will be discussed in detail later.
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NCS asks only one respondent per household about thefts of certain kinds of
things that are considered the common property of the household. All respon-
dents are asked about thefts of their personal property. Specifically, these
household respondents are asked screening questions about burglary, motor
vehicle theft, and the theft of specific household property such as plants or
lawn furniture. Because most other surveys have only one respondent per
household, that person is asked about the theft of his or her personal property
as well as the theft of common property of the household.

NCS uses a “series incident” procedure to accommodate victims who report a
large number of victimizations and cannot report the details for each incident.
Currently, if a respondent reports six or more incidents that are similar in kind
and cannot provide the date and other details for each of the six events, then all
of the events are treated as a “series incident.” This means that the interviewer
notes the number of events but completes an incident form only for the most
recent one. Some victim surveys count all the events that a person mentions
without concern for the ability of the respondent to recall the date of or other
specifics about the event. Still other surveys record the number of events but
administer the incident form only on a set number of events (e.g., a maximum
of five). Limiting the number of incident forms is an attempt to reduce the bur-
den on respondents and interviewers.

There are other ways in which NCS differs from other large-scale household
surveys of victimization, but the features mentioned previously are among the
most consequential from a cost and error standpoint. These particular design
features were adopted because those implementing NCS believed that a survey
designed in this manner would minimize the error in the estimates of the change
in the level of crime. Some of the evidence relevant to these design decisions
and the evolution of NCS to its current form are described in the next section.

The Evolution of NCS

NCS evolved into its current design in a series of stages. The first stage set the
foundation for what followed.’ In the early 1930s, the Wickersham Commission
proposed a comprehensive national criminal justice statistics program under an
independent central statistical agency. Although this plan did not achieve fruition,
it led to making a cooperative national system for statistical reporting a
Federal function under the FBI (National Commission on Law Observance and
Enforcement 1931). Annual reports of a crime Index in UCR that the FBI com-
piled from these data became the most influential indicator for defining the
seriousness of the Nation’s crime problem.
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Thirty years later, this achievement of criminology and statistics was increas-
ingly being called into question by official and journalistic investigations of
police offense statistics and by critical social science analyses. In the early
1960s, a few social scientists speculated about the possibility of adapting self-
report national household surveys to produce an indicator of the nature of and
changes in the crime problem that would be less vulnerable to the vagaries
attributed to UCR.

In the second stage, these ideas received a receptive hearing from two new
presidential commissions appointed in 1965 for the reform of law enforcement
and the administration of justice (hereinafter referred to as the President’s
Commissions). During this period, the fundamental idea that citizen self-reports
of crime could be used as the basis for crime statistics was formulated, pro-
posed, and accepted by government officials and the public. In addition, many
of the important methodological and logistical issues required to field a victim
survey were addressed by several pilot studies.

In the third stage, the Census Bureau addressed many of these issues within the
context of a large-scale household survey in preparation for fielding NCS on an
ongoing basis. Some of the lessons from the earlier field tests were incorporat-
ed into the Census version, but others were not. A number of methodological
tests were done during this period, shedding additional light on the effects of
various design features on reporting in victim surveys.

The fourth stage began with the launching of the actual survey. After the
National Criminal Justice Information and Statistics Service (the precursor to
BJS) published the first of its annual reports, Crime in the United States 1973
(U.S. Department of Justice, National Criminal Justice Information and Statistics
Service 1976), the survey immediately achieved prominence as an indicator in

“the public media and in academic research and discussion. As a major social

survey, it attracted the attention of leading experts and organizations in the
social sciences and statistics as well as the U.S. Congress. Specific problems
which the leading experts and the BJS census team identified led BJS to spon-
sor a reevaluation of the National Crime Survey by a committee of the National
Academy of Sciences (NAS). Shortly after the publication of the results of the
NAS study, congressional hearings were held on the possible suspension of
NCS (U.S. House 1977).

The NAS evaluation resulted in a fifth stage, during which a 5-year program
of research, instrument development, and redesign planning was conducted to
deal with the issues raised by the report. During this period, a large number of
methodological tests were conducted with particular emphasis on underreport-
ing and screening issues.
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The sixth stage of development began with the implementation of the changes
in the design of NCS that were recommended as part of the redesign research.
Again the Census Bureau engaged in extensive testing of various designs in
preparation for implementing the new design.

In the remainder of this section, the last five of these six stages will be dis-
cussed in more detail by noting the advances made for designing and conduct-
ing victimization surveys.

Setting the stage in the 1960s

The confluence of several forces made the 1960s an auspicious time for the
development of victim surveys. The brief period of détente in the Cold War
moved defense-related issues off the front page. Demographic changes, both
in terms of both the Baby Boom and the movement from rural to urban areas,
moved crime to the forefront as a public issue. The waning of defense issues
freed research and development professionals to seek other pursuits, and
survey research enjoyed rapid growth. At the same time, UCR was coming
under fire for not accurately reflecting how the crime problem was affecting
society (Biderman 1966). These factors provided the skills, technology, and
motivation for exploring the possibility of a victim survey.

The proposals for using interview surveys of samples of the general population,
or polling methods, for measuring crime incidence rested on the belief that a

vast reservoir of crime was not reflected in the statistics on offenses known to
the police. It was recognized that many crimes were not reported to the police,

and that officers at all levels of report processing could exercise great discre-

tion in recording events. Reforms of several of the Nation’s metropolitan police
departments were accompanied by exposés of the previous practice of killing
crime on the books. It was suspected that more reports would make their way
through to published statistics when police departments believed crime was not
being controlled properly because they were not allowed adequate resources or
freedom of action.

For a sample survey to be practical and useful as a measure of levels and
changes in rates of crime, two things had to be true (Biderman 1967):

1. The existing statistical indicators had to be found to be so inadequate and
potentially misleading that it was worthwhile to develop and test an untried
and expensive alternative.

2. The existing indicators had to be erring in the direction of massively under-
stating crime rates. Were crime incidence not much higher than the official
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statistics suggested, extravagantly large and expensive samples would be
required to achieve sufficient numbers of incidents for statistically reliable
results. In 1965, the total rate for all Index offenses combined for that year
was a bit under 1,500 per 100,000 persons. If this was the true rate of crime,
the expected number of robbery victims in a sample of 10,000 persons would
be fewer than 10. The chances of encountering even one rape victim in such
a sample would be quite remote. At that time, there was only one continuing
national survey with a sample that large.

Research would be needed to demonstrate that both of these conditions were
true. In the remainder of this section, we highlight the key milestones, both
political and methodological, that led to the creation of NCS.

The President’s Commissions’ studies

The development of the crime victimization survey began in earnest with
explorations for two commissions appointed in 1965 by President Lyndon B.
Johnson: the President’s Commission on Crime in the District of Columbia
and the President’s Commission on Law Enforcement and Administration of
Justice. In cooperation with the President’s Commissions, the first research
grants by the Office of Law Enforcement Assistance, precursor of the National
Institute of Justice, included the research and development of interview surveys
to illuminate public experiences with crime and with justice agencies. A goal of
both President’s Commissions was to reduce the amount of crime that eluded
the attention of the police. This was to be accomplished, in part, by increasing
citizen cooperation with law enforcement (e.g., increase the amount of crime
reported to police). The President’s Commissions realized, however, that this
goal had to be coupled with developing measures of the incidence and impact
of crime that were independent of the efforts of the police. Otherwise, reliance
on national or local statistics on offenses reported to the police or which other-
wise became known to the police might be paradoxically affected by the
President’s Commissions’ successes.

The victimization survey developed rapidly in its early stages. The idea of

the survey was first broached in writing to the D.C. Crime Commission in
September 1965 and to the President’s Commission on Law Enforcement and
Administration of Justice shortly thereafter. Independently of the President’s
Commissions, the National Opinion Research Center (NORC) incorporated vic-
timization items in its ongoing omnibus amalgam survey in November 1965. The
initial pilot survey, conducted by the Bureau of Social Science Research (BSSR)
for the two President’s Commissions in three Washington, D.C., precincts, began
in January 1966. Field work for a supplementary BSSR precinct study that
began in July 1966 was integrated with precinct studies by the University of
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Michigan in Boston and Chicago using the same instrument and method.
Interviewing for a national survey of 10,000 households by the NORC was
conducted that same month. By the end of the year, all three organizations
(NORC, BSSR, and the University of Michigan) had completed their explorato-
ry studies. Their reports were published in three separate volumes by the
President’s Commission on Law Enforcement and Administration of Justice
(Biderman et al. 1967; Ennis 1967; Reiss 1967b). The BSSR pilot survey is
given prominence in the following discussion because it clearly shows a link
between this early research and many of the methodological issues that have
continued to emerge to the present day.

The BSSR pilot studies

The initial set of BSSR pilot studies identified many issues that persisted
throughout the development of NCS. Many of these issues, especially with
regard to screening and scope, remain controversial among researchers to this
day. Much of this work was the result of stating the case for why and how such
surveys might be done. Other valuable information came from collection and
analysis of the data.

Lessons from conceptualization and planning. From the start of the planning
process, two contrasting aims had to be reconciled. On one hand, there was the
need to present results that could be compared directly with those from police
statistics. This restricted much of the planning to the conceptual structure, defini-
tions, and perspectives of police statistics, and to the UCR Index offense rates, in
particular. On the other hand, it was important for the survey planners to incor-
porate in their instruments provisions for information on incidents and their vic-
tims that had not been collected before. In some cases, these two goals were in
direct conflict.

The provisions of the surveys for comparing police and survey statistics had to
permit adjusting survey victimization rates of individual persons (which UCR
once claimed to be, but in many key respects was not) and infer from them
offense rates for specific jurisdictions. This was no easy task because it required
the designers of these surveys to stretch the methodology in a variety of ways,
including:

® Place. Police statistics provide rates of occurrence within a jurisdiction, not
for residents of that jurisdiction. What befell residents from the suburb while
in the city had to be discounted for survey comparisons. Using a national
survey for comparisons with national UCR rates is simpler, but not where
comparisons are made for subnational places or types of places.
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® Residential mobility. There was recognition that some means would be
needed to deal with persons moving into and out of the areas under study.
Although necessity might dictate the assumption that the premove victimiza-
tions of in-movers balanced out the postmove experience of out-movers, this
assumption was tenuous.

® Multiple and collective victims. For offense classes where police statistics
count only one incident even when there may be multiple victims, the survey
needed provisions to identify events that someone else eligible for the survey
might also give, if sampled.

m Offenses against organizations. As a sample of households and persons,
the survey was an inappropriate vehicle for collecting information on crimes
against businesses and other organizations. Separate exploratory surveys
were undertaken of samples of businesses that are not under discussion here
(Reiss 1967a, 1969; Aldrich and Reiss 1970). However, UCR does not con-
sistently distinguish between residential and commercial crime. This made
the comparison of UCR with the BSSR pilot data difficult. The decision was
made to include robberies and other offenses against the person carried out
against a respondent at a business or who is performing an organizational
role, with the harm done to the individual distinguished from that done to
the organization.

Although the requirement of making victimization estimates from the survey
comparable to police offense rates constrained those designing the BSSR pilot
survey, this survey was different from UCR in several important respects. First,
the BSSR pilot survey would not attempt to validate crime reports in ways
similar to police records. Theoretically, police reports are backed by the officer
who fills out an incident report. The information from persons claiming to be
witnesses or victims is subject to evaluation, and the report, in turn, is subject
to evaluation at higher organizational levels and may be labeled unfounded on
many grounds. The survey method, by contrast, places its ultimate trust in the
unsupported testimony of the individual citizen respondent. It is assumed that
the pledge of anonymity and the absence of material consequences, positive or
negative, for the information given, should leave respondents with scant motive
for deceit, invention, embroidery, reticence, or other departures from disinter-
ested performance (Biderman and Reiss 1967). Rather, the survey exercises
quality control by trying to identify miscomprehension or incorrect execution
of the procedures.

A second difference lay in the scope of offenses covered. Provision was made
for the interview to cover victimizations by a far more extensive range of
offenses than the set making up the UCR Index. It included any acts of which
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the respondent was a victim and that the respondent thought was a crime in that
it could be punished by imprisonment or fine. It included cues to a variety of
frauds, forgeries, swindles, extortions, defamations, false accusations, and official
misconduct as well as arson and vandalism. Proponents of direct UCR-NCS
comparisons viewed this expansion to be counter to the goals of the survey.
As will be noted in a later section, this feature of the BSSR pilot survey was
greatly curtailed in later implementation by the Census Bureau and DOJ.

A third area expanded by the BSSR pilot survey was measuring the impact of
crimes. The offense classifications used by UCR were highly constrained by its
need to provide the least able cooperating departments with a set of categories
and instructions for sorting and hand-tallying offenses in each category. The
survey was not restricted by these categories. Planning for the survey could envi-
sion more refined discriminations within the traditional common-law categories
and categorizations along other dimensions, as well. The survey instruments
could explore the significance of victimizations from the victim’s perspective,
and they could cover many variates of relevant social values or policy issues.

Lessons from fielding and analysis. Once the interviews for the BSSR pilot
survey began, a number of fundamental conclusions, both substantive and
methodological, emerged. The first related to the salience of victimization
events. The BSSR pilot survey found that most victimizations were not readily
recalled by respondents, including victimizations that are classifiable as
Index offenses or have high scores on the Wolfgang-Sellin seriousness scale
(Biderman et al. 1967). Increments in the specificity of questions, prompts, and
pauses for reflection brought forth large increments in the number of victimiza-
tions recalled. The first BSSR pilot survey questionnaire employed 70 discrete
probes for victimizing incidents. Although these facts figure in the literature
primarily for their methodological significance, their substantive significance
for criminology is also important. That crimes are not highly salient events in
memory implies that they do not rank high relative to many other life events in
their importance for individuals. If we reflect upon how crowded lives can be
with trials and tribulations of everyday life, even the most serious crimes are,
apparently, paltry. The earliest report gave other reasons that so many victimiz-
ing incidents were apparently forgotten:

Forgetting these events also stems from the unpleasant and embarrassing
aspects of the experience. . . . Further, few of the incidents led to a path of
action that might serve to reinforce the ability to recall the event. The large
majority of the . . . [events] are happenings that would have been difficult
to avoid—measures to prevent repetition . . . would usually involve
greater cost than . . . the risk deserves. In very few of them is the victim
known; hence there is no individual target on whom the victim can fix

(3
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whatever affect the event may arouse. In most instances, there is nothing
to do to gain either material or emotional indemnification for the loss.
(Biderman 1966, 12)

The final report of the BSSR pilot study went on to explain why the low recall
salience of crime incidents does not mean that they were unimportant events
for the victims. Their importance, it was argued, resides in their being indica-
tive of the fragility of the social order, and these experiences are assimilated to
and may be outweighed by other signs of disorder.

A second important finding was that the incidence of victimization was far
more frequent than existing statistics suggested. The feasibility of a national
survey was asserted in a progress report 3 months after the pilot project began
(Biderman 1966; also reproduced as appendix G in Biderman et al. 1967). The
report was based on the high percentage of respondents giving victimization
reports in pretest interviews and in the earliest interviews of the survey proper
(only 183 interviews in all).

A third important substantive finding related to the great excess of the survey
rates over those reported to the police. To compare police and BSSR pilot sur-
vey data, a procedure was applied for reconciling survey offense rates with
those of police reports for the same precincts. Even after eliminating from the
calculations those incidents that respondents said had not been reported or were
not otherwise known to the police, the survey rates were far higher. The con-
clusion was that nonreporting by the police may account for more of the dark
figure than nonreporting to the police.

These initial trials identified problems of interviewing for victimization that
have continued to receive methodological attention to the present day:

1. A recency bias in recall so pronounced that a reference of period of
no more than 6 months was recommended for future surveys.

2. The need for singularly focused incident recall tasks.

3. Far greater victimization reporting by self-respondents than by
household members acting as proxy respondents for other members.

4. The problem of crimes against the household and of multiple-victim incidents.

Integrating results across surveys

The foregoing results of the BSSR pilot studies were both consistent with and
contrary to the NORC pilots. By comparing and contrasting across these surveys,
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several key findings emerged. The first was the revelation that the incidence
of crime generated by victim surveys was sensitive to survey procedures. The
Washington, D.C., study (Biderman et al. 1967) and the NORC survey (Ennis
1967) used different methodologies. The Washington, D.C., field test was organ-
ized around principles that would facilitate recall and reporting of crime events.
In practice, this meant minimizing cognitive burdens that occur when the inter-
view imposes official rules, terms, and definitions that hamper straightforward
internal and conversational discourse. The procedures avoided complicating the
respondents’ memory work with filtering, composition, and decomposition tasks
to make their thoughts and answers fit official categorical molds.

This contrasted with the tack taken by the NORC questionnaires. Those ques-
tionnaires used a battery of screening questions, each one devoted to a specific
Uniform Crime Reports crime class and containing all the elements needed to
define a victimizing event as belonging to that class. Screening questions were
worded to exclude experiences that did not fit the official definition of the crime
class to which the item was devoted. They included wording that sought to
ensure that the item encompassed all the experience fitting the criteria for the
class. By having the respondent answer positively to only one screening ques-
tion for any incident, analysts could make its preliminary victimization counts
by crime class simply by tallying “yes” answers to screening questions. The
NORC survey then followed the next step of police statistics: further incident
interviewing to inform an “unfounding” procedure for eliminating questionable
reports. This included providing interviewer ratings of the veracity of the
respondent’s testimony and then a review by experts of a subsample of inci-
dents, including police and lawyer raters of the incident report for inconsisten-
cies and appropriate classification.

The NORC approach made for long screening questions, as illustrated by this
one for robbery:

Within the last twelve months, did anyone actually take or try to take by
force or threat of force from you personally or anyone in the household

any money or property? This would include bicycles forcibly taken away
from children, or a violent purse snatching. (Ennis 1967, appendix A, 3)

As previously noted, the BSSR Washington, D.C., pilot survey, by contrast,
proceeded by orienting the respondent to the crime victimization recall task and
then presented the respondent with a long list of short cues, largely of between
one and five words, giving the respondent time to think between each one. The
screening questions were not to be used as data (other than for methodological
analyses), but simply triggered the execution of an incident form. The detailed
incident questioning had the burden of getting the information needed to
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determine what offense(s), if any, had occurred in
The pilot surveys the incident(s) the respondent recounted, who the
victim(s) was (were), and additional information
about the incident and its aftermath.

answered the basic
questions about the

need for and the The BSSR pilot survey procedure yielded far higher
feasibility of a annual victimization rates (0.80/respondent) than
survey-based that yielded for central cities by NORC (0.08). After
indicator of crime. taking account of what was learned in the initial

Washington, D.C., pilot work, the BSSR instrument

Moreover, they was modified in collaboration with the University

identified (and of Michigan’s Metropolitan Areas surveys for the
informed) many of President’s Commission on Law Enforcement and
the basic design Administration of Justice. The revised BSSR inter-
issues in creating view procedure yielded approximately 2.0 incidents

per respondent (Biderman et al. 1967, 50). The
greater productivity of the BSSR/Michigan survey
suggested that one’s approach to screening will
dramatically affect the resulting incidence estimates.
More specifically, it suggested that organizing surveys in a manner consistent
with the principle of facilitating the recall and reporting tasks was preferable to
emphasizing legal principles which complicated the respondent’s task.

such surveys.

Another indication of the dependence of the rates yielded by the survey on
method was the positive correlation between education level and victimization
by the types of crimes where it might not be expected. This suggested better
performance as an interview subject of the better educated. Biderman (1967)
wrote more generally of “class-linked under-reporting” in the survey.

A second key finding found across all the pilots was a severe recency bias in
the data. This was observed by increased reports of victimizations at the earli-
est and most recent ends of the reference periods. Increased reports at the
beginning of the period were thought to reflect incidents occurring outside the
period being brought forward in time into the period. The increase at the end of
the period was seen as a mix of telescoping and greater recall of events that are
closer to the interview. These phenomena, identified earlier in a Census Bureau
experimental housing survey (1965), were regarded as applicable here and fig-
ured in much of the future design research on NCS.

Summary of the pilot studies

The pilot surveys answered the basic questions about the need for and the
feasibility of a survey-based indicator of crime. Moreover, they identified (and
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informed) many of the basic design issues in creating such surveys. These stud-
ies confirmed suspicions that police data substantially underestimated the level
of crime because both citizens failed to report and the police did not record
eligible events. They also showed that there was a vast reservoir of crime that
could be estimated with a household survey. Grappling with actually fielding
such a survey identified the design issues that needed to be addressed. Principal
among the lessons learned here was the inherent tension between the logic of
police record systems, particularly UCR, and the logic of surveys. The con-
straints of the former would prohibit realizing the full potential of the latter.
Asking about crimes using the legalistic framework of police record systems
would probably inhibit complete reporting of events in the survey. Moreover,
constraining the scope of crimes and the information collected about crime
events to that which is customarily included in police record systems would
fail to exploit the potential of these surveys.

Other valuable lessons were learned. First, respondents had trouble recalling
and reporting events, so steps should be taken to facilitate the task. The recall
task should be simplified and many cues should be provided to jog memories.
Second, temporal placement of events within and outside of the reference peri-
od by respondents was problematic, so some attention should be given to mak-
ing this easier. Third, self-respondents were preferable to proxy respondents.
Fourth, some attention needed to be given to the problem of reporting the theft
of collective property. Asking everyone in the household about these items
would result in some duplicate reporting, but asking less than everyone would
result in underreporting.

Implementation of the survey by BJS and
the Census Bureau

It was clear from the pilot studies that large samples would be required to
obtain reliable estimates of victimization for crime classes of intense interest
(e.g., rape).* The Census Bureau was the only organization that could field such
a large survey and was chosen to conduct the ongoing NCS. In preparation for
implementing the survey within the Census environment, some of the lessons
from the field surveys were taken into account although others were ignored. In
addition, the Census underwent an extensive program of pretests, trial surveys,
and record check experiments beginning in 1970 (Lehnen and Skogan 1981).

Several important features of the current NCS design resulted from this work.
One experiment in Dayton and San Jose (Kalish 1974) assessed the effective-
ness of proxy reporting for the survey. This continued the line of work reported
by the President’s Commissions that proxy respondents were far less productive
than self-respondents. The conclusion from the pilot studies, not surprisingly,
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was that when a single respondent reported for the entire household, far fewer
crimes were reported when compared with interviewing all members of the
household as self-respondents. As a result, the idea of interviewing all members
of the household was eventually adopted for NCS.

A series of reverse record check studies was also conducted in different cities.
These surveys drew a sample of known victims from police records and then
interviewed these individuals to see if the incident was reported on the survey.
Theoretically, this type of study provides an external criterion to judge the accu-
racy of reports on the survey. These studies were used primarily to determine the
accuracy of the recall of incidents by respondents. The Census researchers drew
two main conclusions about the optimal length of the recall period:

If the objective is to determine whether a crime occurred, as opposed to
placing it in a more accurate timeframe, then a 12-month reference period
is as good as one of 6 months. . . . To the extent that it is desirable to place
an incident in a specific timeframe, greater accuracy is obtained from a
shorter reference period. Thus, a 6-month reference period is better than
12, and a 3-month period is better than 6. (Dodge and Turner 1981, 3)

These conclusions were used as a basis for a 12-month reference period for
surveys done across cities (Hindelang 1976). However, this basic result was not
accepted by a number of researchers (e.g., Biderman 1981a; Biderman and
Lynch 1981, 31), partly due to the problems associated with a reverse record
check design (see following text for problems). A 6-month reference period
was eventually adopted for NCS.’

A second basic result from the reverse record check studies served as a precur-
sor of issues that still haunt victim surveys. This result was the conclusion that

[recall] was very high for crimes involving theft of property (80 to 85
percent). With respect to personal crimes, robbery was well reported (75
percent and above), but rape and assault were less so (66%/5 percent and
50 percent, respectively). An important factor in the recall rates for cases
of personal victimization is the relationship of the offender and victim.
Recall rates vary directly with the nature of that relationship; that is, when
victim and offender are strangers, recall rates are high. . . . Acquaintance,
and even more kinship, results in lower reporting rates. (Dodge and
Turner 1981, 3)

As will be noted, one of the primary faults found with victim surveys has been
their inability to illuminate violence among persons that know one another.
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A third feature of NCS was also adopted from these experiments: the use of a
household respondent to report about crimes against household property. This
was based on the conclusion that a single household member could report on
crimes such as burglary, auto theft, and larcenies against household property
(e.g., lawn furniture, plants). This resulted in arranging NCS screening so that a
single person (the household respondent) is administered a set of screen items
that specifically ask about these types of crimes. Once this part of the screen is
complete, all household members are administered a set of questions that are
meant to apply to personal crimes.

It should be noted that the final design of NCS was, in several ways, contrary
to the recommendations initially made by the President’s Commission on Law
Enforcement and Administration of Justice based on the results of the field
surveys. Specifically, the principle of facilitating recall and reporting was com-
promised somewhat in favor of some of the legal principles and the desire to
classify crimes neatly (Dodge and Turner 1981, 4). The major impetus behind
this was the attempt to mimic UCR. The Census survey restricted its screening
to Part I crimes in UCR, such that questions were asked with the intent of
eliciting mentions of these crimes and only these crimes. Although the Census
instrumentation separated the screening task from the provision of detailed infor-
mation for classification, there was a one-to-one correspondence between the
screen questions and the UCR crimes. Related to this was that the NCS ques-
tionnaire departed from the “short cue” approach adopted in the BSSR/Michigan
pilot studies in favor of a more rigid approach that attempted to direct attention
to legal categories. Evidence from the pilot studies, as well as evidence that has
been cumulated since (see the following discussion of the NCS redesign), sug-
gest that all of these departures reduced the rate of reporting in NCS.

Other design features of NCS were occasioned by the need to fit into the organ-
ization of the Census Bureau and the Current Population Survey (CPS). CPS is
the largest intercensal survey conducted in the world and, at the time, NCS was
to be the second largest of these surveys. Sharing interviewers between the two
surveys would mean great efficiencies for the organization. CPS employed a
rotating panel design. This was viewed as an advantage to NCS for a number
of reasons. One was the ability to use prior interviews to “bound” subsequent
interviews (Neter and Waksberg 1964). A second was that the rotating panel
design substantially increased the precision of the year-to-year change esti-
mates. The panel design feature produces a natural positive correlation across
annual estimates. This, in turn, substantially reduces the standard error on
change estimates.

In addition to these decisions regarding the design of NCS, the Census Bureau
also instituted a survey of commercial establishments and a set of cross-sectional
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surveys conducted in a number of the largest U.S. cities. The commercial sur-
veys were developed because exploratory studies of small business showed that
these establishments had victimization rates several times that of households
(Reiss 1967a, 1969; Aldrich and Reiss 1970). Moreover, the household survey
was not a good vehicle for measuring this component of the crime problem.
The city surveys were fielded in an effort to evaluate the impact of crime pre-
vention and crime reduction programs implemented with DOJ funding in the
largest cities. These surveys were intended to assess the change in the level and
distribution of crime in these cities as a result of the programs.

The National Academy of Sciences report

When NCS began to produce information on crime, various groups began to
question the quality and usefulness of these data. Groups supportive of police-
based crime statistics were already suspicious of this new data collection system.
Academics began to raise questions about a multimillion-dollar data collection
with few variables that could be used in testing theories of crime and that could
not produce estimates for local jurisdictions. They also worried that this new
data collection would take funds away from criminological research. The spon-
soring agency also began to wonder about its new creation when the first years
of data began to show the same large increases in crime as UCR (Parkinson,
Paez, and Howard 1977). While much of the concern was focused on the com-
mercial and city surveys, not NCS, all aspects of this new data collection came
under scrutiny.

In response to these concerns, the Law Enforcement Assistance Administration
asked the Committee on Social Statistics of the National Academy of
Sciences—National Research Council (NRC) to evaluate the surveys. The com-
mittee selected a panel that represented a variety of disciplines and recruited
staff to carry out the investigations necessary to perform the work. The study
took place between January 1974 and June 1976. The panel examined every
aspect of NCS, from the goals of the survey to its staffing and management
to the publications produced with NCS data. The panel’s recommendations and
deliberations were published in Surveying Crime (Penick and Owens 1976).

Many of the panel’s recommendations were pertinent to the management of the
survey within the Census Bureau and DOJ, and others sought the elimination of
the commercial and city surveys. Among the recommendations that addressed
survey design, procedures, and instrumentation were some familiar calls for
improvements in screening procedures. The panel suggested that:

[1] The function of screen questions should be to facilitate . . . recall and
reporting of happenings that fall within the scope of the survey. The
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usefulness as data of screening responses themselves is restricted to their
use in the analysis of the effectiveness of screen questions. The operating
rule is that data for final tabulations come from the detailed exploration of
the pertinent events by the use of subsidiary incident forms. (Penick and
Owens 1976, 82)

[2] A set of well defined screen questions must recognize that there are not
just seven crimes in which one is interested. . . . The screener can be a
cue to any. . . . The screen questions can also be a cue to some element of
place or some other circumstance of the victimization that may help bring
about mention of an incident. . . . (Penick and Owens 1976, 84)

[3] Screening procedures should reflect less worry about redundancy and
about eliminating ineligible events than about unnecessarily cluttering up dis-
crete questions and the respondent’s thinking. (Penick and Owens 1976, 87)

[4] The household informant should be limited to questions on breaking
and entering and to household property items. . . . Alternatively for
research purposes, everyone who is interviewed within the household
should be asked about household as well as personal, crimes. Inter-
viewers . . . should assume the burden of eliminating separate mentions . . .
of 1dentical incidents, including the theft of jointly owned property such
as automobiles. (Penick and Owens 1976, 87)

The panel also recommended that the “screen questions take account of the large
volume of incidents now classed as series” (Penick and Owens 1976, 88). The
urgency of this issue became apparent with the availability of the first years of
data from the survey, in which “an estimated 20-30 percent of reported personal
victimizations were treated as a series and excluded from the personal victimiza-
tion count.” The panel took exception to the fact that the series incident proce-
dure (1) excluded a large number of relevant events simply because they did not
conform easily to the incident logic of the survey, (2) required the respondent to
make difficult judgments about combining a set of incidents into a series and to
estimate for each series the number of events involved, and (3) allowed the deter-
mination of whether the series procedure should be invoked to be made by the
interviewer in the field rather than by data analysts.

In addition to these recommendations pertaining to screening, the panel called
for research and development work on the best combination of reference peri-
od, frequency of interview, retention time of an address in sample, and bound-
ing rules that would address the following questions:

[1] Should the reference period be 3 months, 6 months, or 12 months?
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[2] Should a household address be interviewed once, twice, three times,
seven times, or some other number?

[3] Is the bounding interview worth its cost and does it introduce a new
significant bias into the results?

[4] What are the shapes of the reporting decay interviewer overload and
telescoping functions? (Penick and Owens 1976, 68)

Surveying Crime and the work of the NAS—-NRC panel raised questions about
some of the design decisions made during the implementation of NCS within
the Census Bureau. These questions would soon become the agenda for a pro-
gram of research and development that would shed further light on the relative
desirability of different approaches to surveying victims of crime.

The NCS redesign and other improvements

Since the publication of the NAS report, a number of studies have been com-
pleted that have informed the design of NCS as well as the conduct of victim-
ization surveys more generally. In response to the NAS recommendations,
BJS sponsored a long-term redesign of NCS by convening a consortium of
Government, private, and academic experts in various fields relevant to the
design of NCS (e.g., statisticians, criminologists, survey researchers). The
result was to implement significant changes to the survey, the most drastic
coming in 1992.® Research related to the design of victimization surveys more
generally was undertaken by other researchers interested in improving the
method. In this section, we briefly review the results of this research.

Reference period

As noted in the NAS report, further work was needed to assess the optimum
reference period for NCS. The reverse record check studies completed in the
early 1970s were a first step in this process, but were not viewed as definitive.
A reference period experiment (RPE) was conducted by the U.S. Census
Bureau and sponsored by BJS in the 1978-80 period. In the experiment, por-
tions of the NCS sample were randomly assigned to interviews with 3-month,
6-month, or 12-month periods. Analysis of these data found that aggregate
level estimates increased substantially as the reference period was shortened
(Bushery 1981). The 3-month period produced significantly higher rates than
the 6-month period, which produced significantly higher rates than the 12-month
period. This finding runs counter to the conclusions of Dodge and Turner (1981)
that the production of incident reports did not vary by length of the reference
period.
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RPE also indicated that the 3-month period displayed significantly different rela-
tionships of victimization with key sociodemographic variables when compared
with the 6-month period. In particular, the effect of age was found to be stronger
for all personal crimes in the shorter period, and the relationship to race was
stronger for serious assaults and robbery (Kobilarcik et al. 1983; Cantor 1985).

Czaja and Blair (1990) conducted an experiment that compared reference peri-
ods of 6 and 9 months for three different types of crimes (burglary, robbery,
and assault). They found significant underreporting of all three types of crimes,
with burglary (16 percent) and robbery (28 percent) having significantly lower
underreporting than assault (71 percent). The authors attribute the significantly
higher rate of underreporting for assault to conceptual issues related to whether
the victim defined the event as a crime. They also found that underreporting
varied by race. Nonwhites were significantly more likely not to report the
crime than whites.

Czaja and Blair (1994) did not find reference period length to have a significant
effect. Respondents seemed about equally able to report crimes across the two
different reference periods. This is consistent with initial analysis of the early
reverse record check studies previously discussed (Dodge and Turner 1981),
but it is inconsistent with RPE. It seems likely that the differences between
RPE and the reverse record check studies is due, at least in part, to the types of
crimes that were investigated across the two studies. RPE asked about all types
of crimes, while the reverse record check studies examined events that were
reported to the police. The latter are most likely to be remembered by respon-
dents, so the difference of 6 to 9 or 12 months in the reference period may not
be critical for reporting these types of crimes. It may be more important for
crimes that are never reported to the police.

Using the results of RPE, several individuals developed formal statistical mod-
els that quantified the error properties of designs with different length reference
periods (Lepkowski 1981; Bushery 1981). These analyses are based on the
assumption that any increase in the rate of reporting victimization is better.
Under this assumption, these analyses concluded that using a 3-month refer-
ence period was the best alternative among the three tested in the experiment.
However, the assumption that more is better has been questioned in a number
of contexts (e.g., Skogan 1981, 12). Increased reporting rates may occur, for
example, if respondents telescope more crimes into the reference period.’
Ultimately, NCS did not shorten the reference period, in part because of a fear
that such a change would have a serious impact on the statistical power of key
comparisons.'® Nonetheless, this line of research has led designers of victimiza-
tion surveys to be cautious when trying to extend reference periods beyond
12 months and to prefer shorter reference periods whenever possible.
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A second change considered by the redesign was to simplify the reference peri-
od for NCS respondents. NCS imposed both an early and recent boundary on
the period. Respondents were asked to report for the 6-month period ending at
the end of the previous month and beginning 6 months prior. For example, if
interviews were conducted in August, respondents were asked to report for the
time period between the end of July and the beginning of January. As previous-
ly described, this ran counter to the initial pilot designs, which specifically
deemphasized all of the reference period boundaries. The idea was to empha-
size the recall of any eligible incidents without placing many filters on the cog-
nitive task of the respondent. The use of any specific boundaries ran counter to
this basic premise. The use of two boundaries, as in NCS, further complicated
the recall process.

The redesign of NCS found that instituting the most recent bound resulted in sub-
stantial telescoping of crimes from the month of interview to the last month of
the reference period (Biderman et al. 1986, 80). For this reason, starting in 1992,
NCS asked respondents to report victimizations up to the day of the interview.

Improvements in screening

As previously noted, the early pilot studies indicated that respondents need
cues and examples to help them recall incidents of victimization (Biderman et
al. 1967). Specific screen cues and questions serve both to orient respondents
to the types of events covered by the survey and to jog their memories for inci-
dents that do not immediately come to mind as instances of crime (Biderman
et al. 1986, 88-103).

In addition to jogging their memories, it is desirable to reduce any inhibition
respondents might have to report crimes that might be sensitive. Victims may
be reluctant to report incidents that are a source of pain, fear, shame, or embar-
rassment. One way of coping with a painful experience, in fact, is to try to for-
get it. Reporting the incident in a survey forces the victim to reexperience it
and, perhaps, disclose information that could become known to other house-
hold members. Of particular concern is the gross underreporting of domestic
violence on household victimization surveys.

Procedures for conducting NCS were not set up to promote disclosure of inci-
dents among household members. For example, the Census Bureau does not
treat the guarantee of confidentiality as applying to other people who are pres-
ent during an interview; as a result, many NCS interviews are not conducted in
private. There is evidence that this does, in fact, inhibit reporting of violence. In
the case of domestic violence, the offender may actually be present (Coker and
Stasny 1996)."
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Experimental tests conducted as part of the redesign

tested screening strategies using an enhanced cuing The introduction of
approach. It was found that this approach significantly a computer into the

increased the number of reports of all types of crimes
relative to the screener used on NCS (Biderman et
al. 1986, 104—165). Increases were thought to be

due to widening the concepts respondents have about the way interviews
eligible events as well as facilitating retrieval from were administered
memory. In the late 1980s, the Census Bureau went but also the way
on to test a revised version of this screening strategy in survey organizations

several field experiments. The tests uniformly showed
increased reporting of all types of crimes except
robbery and motor vehicle theft (Hubble and Wilder
1988; Kindermann, Lynch, and Cantor 1997). The
strategy was eventually adopted by NCS. Particularly large increases occurred
for crimes that were thought to be the most underreported, such as sexual
assault (especially among nonstrangers) and simple assaults (many of which
are attempts without completion).

Computer-assisted interviews

The introduction of a computer into the survey process changed not only the
way interviews were administered but also the way survey organizations were
managed. These changes have had a dramatic effect on the quality of the infor-
mation that is collected on surveys in general (Couper et al. 1998) and NCS in
particular.

The past 15 years have seen the universal adoption of computer-assisted tele-
phone interviews (CATI). This has generally been seen to have had a positive
effect on data quality for three reasons. First, it allows for programming more
complex skip patterns. This takes the burden of navigation off of the interviewer
and allows her to concentrate on the respondent (at least theoretically). Second,
the computer forces the interviewer to at least see and review all questions for
all respondents. When administered by paper and pencil, interviewers have
more control over what questions they will and will not administer to the
respondent. If they view certain questions as burdensome or feel a respondent
may not react well to them, they can easily skip over them. When a computer
is used, they are at least forced to view the screen before passing through. This
could be especially important in conjunction with the detailed screening strate-
gies described previously. With the increased cuing, the screener is longer and
could be viewed as especially burdensome on the respondent. There might be
more of a tendency to skip parts of the screener if the interviewer does not
believe the questions are worth asking.

survey process
changed not only

were managed.
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A third advantage to CATI is that administration is centralized. Rather than
interviewers working out of their homes, they work in a central facility. This
allows much tighter quality control over their work. Interviews are routinely
monitored by supervisors. This makes it much more difficult for interviewers
to deviate from accepted protocols, not to mention fabricating data.

As part of the redesign of NCS, the Census Bureau conducted a series of split-
ballot experiments investigating the use of CATI to conduct interviews. Cases
were randomly assigned to be interviewed either by CATI or by an interviewer
out of his or her home by telephone (the traditional method). The results indi-
cated a substantial increase in the reporting of all types of crimes in the CATI
condition (Hubble and Wilder 1988). It is not clear whether the increase was
due to computerization of the instrument, the centralized monitoring, or both.
Nonetheless, as the new methods of NCS were implemented in 1992, a signifi-
cant proportion of the jump in the reported victimization rate was attributed to
this aspect of the redesign.

Within the past 3 to 5 years, survey researchers have developed methods for
the respondent to complete a survey using a computerized self-administered
procedure. The primary motivation behind this has been to reduce response inhi-
bition and distortion. If respondents do not have to report sensitive information
to an interviewer, they are more likely to report socially sensitive incidents.
Computer-assisted self interviews (CASI) were first developed for use in self-
report drug surveys and have been applied to a wide range of sensitive behav-
iors (e.g., same-sex sexual activity, abortion). An enhancement of this method
has been to add an audio component, audio computer-assisted self interviews
(ACASI), which reads the questions to the respondent. Respondents wear a set
of headphones while following the questions on the computer screen. The
audio component assists in overcoming possible literacy problems as well as
enhances the privacy of the interview (e.g., respondents are free to blank out
the screen and use only the audio).

Experimental research has found that ACASI leads to more reports of sensitive
information when compared with an interviewer-administered instrument
(Tourangeau and Smith 1996; Turner, Ku, and Sonenstein 1996). Respondents
seem to feel more comfortable reporting sensitive behaviors when interviewers
or other observers are not involved."

Computerizing a self-administered instrument is particularly convenient for
victimization surveys, given the relatively complex skip patterns and question-
naire structures. The need to first administer a screener and then follow up
each incident mentioned with detailed questions (e.g., What happened? When
did it happen? Who did it? Where did it happen?) makes it extremely difficult,
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if not impossible, to use a paper and pencil self-administered form. The skip
instructions are simply too difficult to communicate and implement. A comput-
er takes care of this problem without complicating the respondent’s task.

ACASI has not been widely implemented on victimization surveys. The excep-
tion is the British Crime Survey (Mayhew 1995; Percy and Mayhew 1997),
which uses it to administer questions on sexual assault and domestic violence.
Results, although not experimental, indicate a large increase in the reporting of
these incidents. Application of this new methodology is likely to spread as it
becomes more available.

Revising the series incident procedure

Dodge and Balog (1987) examined series incidents in NCS largely for the pur-
pose of determining if classification of events as series incidents was due to
interviewers’ unwillingness to collect data on a large number of incidents from
a given respondent. To do this, they first identified respondents who had initial-
ly reported series incidents and then reinterviewed these individuals using two
separate surveys modified from NCS. Dodge and Balog found that in most
series incidents with five or fewer events, the respondent could give details of
the event if the interviewer asked for those details. This was not the case for
the majority of the series incidents with six or more events. On the basis of this
study, the Census Bureau changed the requirements for invoking the series inci-
dent procedure from situations in which three or more events were reported to
those in which six or more events were reported. Moreover, the other informa-
tion necessary for using the series procedure was explicitly built into the inter-
view. Interviewers were required to ask or verify if (1) the events were similar
and (2) the respondent could not report the details of each event. These changes
followed closely the recommendations of the NAS panel and substantially
reduced the number of events treated as a series incident in NCS. They also
help reduce the effects of interviewer discretion on the identification of high-
volume victimization. We can be more confident that events treated as series
incidents are different from those events that are more discreet and distinguish-
able for the respondent. This moves us closer to being able to treat series inci-
dents as a distinct form of victimization to be investigated rather than as
measurement error.

The Census Bureau also introduced questions about the interrelationship of
events in a series incident. They asked if the events involved the same offend-
er or different offenders, if they occurred in the same place or in different
places, and if the victimization had stopped or was continuing at the time

of the interview. These few questions add a great deal of information about
series incidents. It provides an idea of whether the victimization is a repeated
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The magnitude of
the effects of differ-
ing design features
on victimization
rates is so striking
as to raise serious
questions about the
implications proce-
dural variations
may have for

uses made of the
survey data.

encounter with the same individuals or a much less
particular event. This, in turn, provides valuable
insight into the genesis of this continuous event
(Lynch, Berbaum, and Planty 1998).

These changes in the series procedure are noteworthy
because they mark a break with the point-in-time
assumptions of NCS regarding crime events. In some
cases, it may be more appropriate to consider crime
as part of an ongoing event or condition such that one
event can be a precipitant of another. This was not
known until the survey collected information on the
relationship between crime events. This is a small
break with the emphasis on incident rate estimation
and the assumption that crimes are best viewed as
point-in-time events rather than events of continuous
duration.

Limitations and Future Research

The institutionalization of victim surveys has encouraged their use in many
debates of controversial policies. For example, victim survey data figured
prominently in the debates about the Campus Crime Act, the Violence Against
Women Act (Gilbert 1992; McPhail 1995; Murray, n.d.), and gun use (Kleck
1991, 1996; Cook 1985). This intense use of victim surveys has identified a
number of longstanding methodological issues as well as raised new ones (see
Fisher and Cullen in this volume). In addition, a number of longstanding issues
were not resolved in the research and development work of the past two
decades; they, too, should be addressed.

Controversies with the design and analysis of
victimization surveys

Researchers’ opinions differ on the importance survey design has for interpreta-
tion of victimization surveys. The problem of understanding the implications of
survey methodology for analysis is not unique to victimization surveys. However,
the magnitude of the effects of differing design features on victimization rates
is so striking as to raise serious questions about the implications procedural
variations may have for uses made of the survey data.

The differences between the BSSR and NORC surveys, the differences in NCS
before and after 1992, and more recent surveys on violence show that self-reports
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of victimization vary by a factor of 2 or greater, depending on the design fea-
tures of the survey. Not only is this variation extremely large, but some of it is
related to characteristics of the respondent or the event itself. An important
controversy, and area of research, centers on the implications this variation
has for conducting research with victimization surveys.

Several examples illustrate this point more clearly:

® NCS incurs great expense to use a bounded 6-month reference period
because of extensive evidence of improvements in data quality that bounded,
brief periods provide superior data. The original city surveys (Hindelang
1976; Hindelang, Gottfredson, and Garofalo 1978), the British Crime Survey,
and most of the surveys on violence against women use an unbounded 12-
month period. What are the implications of this for interpretation of analysis
of these surveys? For example, many of the analyses of multiple victimiza-
tion (see our earlier discussion) were based on unbounded reference periods.
Does this increase estimates of multiple victimization artificially?

B As noted previously, when NCS changed methods in 1992, the level of
crime jumped by 50 percent to 200 percent, depending on the type of crime.
This is generally attributed to the change in screening methods and the use
of CATI (Persley 1995). If one assumes the postredesign data are better,
does this argue against ever using preredesign data?

B Screening, the context of the questions, and automation (CATI and ACASI)
have been shown to increase reports of sexual assault by factors of at least 2,
depending on the domain of interest. Does this invalidate surveys that use
methods where underreporting is the greatest?

The use of different methods both within and across surveys is unavoidable,
given the costs associated with data collection. In many cases, the design fea-
ture that is considered better is also more expensive to implement than alterna-
tives. This includes, for example, using shorter recall periods, using bounded
recall periods and self-reports rather than proxy reports. Because of the expense
of these “best” design features and the need to survey fairly large samples of
people to yield statistically reliable analyses, only a survey of the magnitude
of NCS can hope to institute many of these procedures. Even NCS, however,
treats respondents nonuniformly (see the following discussion). Consequently,
it is of both scientific and practical interest to understand what sacrifices survey
planners and users may make in adopting particular designs or their products.

When judging alternative designs, it is important to keep in mind two basic
analytic goals. One is to estimate the actual level of particular crimes. This, for
example, has been the main controversy surrounding the surveys focusing on
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violence against women. A second goal is to look at relationships among differ-
ent variables to evaluate particular policies or examine year-to-year change.

When estimating the level of crime, it is readily evident that variations in meth-
ods provide vastly different answers to questions. Which method or sets of
methods provides the best estimate of the particular concept of interest? We
discuss in more detail in the following sections issues of data validity along
with the research needed to clarify key issues related to understanding these
wide variations for purposes of estimating the level of crime.

For more elaborate analyses (e.g., analysis of change over time, relationships
among variables, and evaluation of policies), judging validity is more compli-
cated. The critical question is not only which methods increase the validity
of level estimates, but also whether different methods produce different sub-
stantive conclusions. A particular data collection method may be better at esti-
mating the true level of crime (at least as defined by a particular study), but
if measurement error is uncorrelated with the domain of interest, substantive
conclusions may be unaffected. For example, one might argue that the use of
longer recall periods is legitimate if measurement error is not correlated with
critical relationships that may be of interest. If the primary relationship of inter-
est, say, is between the victim’s race and rate of victimization and the underre-
porting associated with longer reference periods does not vary by race, then
analysis may be unaffected by the use of a longer period."

We know that measurement error is correlated with a number of important
characteristics related to victimization reporting. Studies have shown, for exam-
ple, that race is related to underreporting (Czaja and Blair 1990), differential
error by race is associated with the length of the recall period (Kobilarcik et al.
1983), and blacks underreport simple assaults (e.g., Skogan 1981, 30-31).
Respondent event dating and definitional problems are correlated with the
saliency of the event, at least as indicated by reverse record check studies.

Little research has been done on how these types of relationships vary by design
feature. Are the underreporting patterns by race and/or education different when
the screener is modified to encourage more complete reporting? When the refer-
ence period is shorter? When the instrument is self-administered? Answers to
questions like these would enhance both the design and interpretation of results
across surveys.

The use of differential methods also exist within particular surveys. It may be
more convenient, for example, to conduct interviews by telephone and conduct
in-person interviews for those persons who do not have telephones. Similarly,
it may be more convenient to interview particular household members using a
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proxy interview than to use self-reports. These treatment nonuniformities may
be correlated with measurement error and the domain of interest. In this regard,
NCS is, perhaps, the most egregious culprit. For example:

® The panel design of NCS does not allow for an initial bounding interview
for persons who move into a sampled unit after its panel’s first time in the
sample (i.e., at waves 2—7). Thus, data from persons who move into a hous-
ing unit are combined with data from those who had been living in the house
in the previous interview. As noted earlier, unbounded data produce more
reports of victimization and those most likely to move have higher victimiza-
tion rates (Biderman and Cantor 1984). It follows that NCS will overestimate
the relationship between mobility (and its correlates) with victimization. In
addition, as the percentage of unbounded households changes from year to
year, there is potential that the yearly change estimates may also be affected
(Biderman and Lynch 1991).

B A single member of the household is administered screening questions
devoted to crimes against the household. This screener, however, reveals
more crimes against individuals as well (Biderman, Cantor, and Reiss 1985).
The selection of household informants is negatively correlated with victim
risk (the household member who tends to stay home is most likely to be
selected as the household informant). This depresses relationships associated
with risk.

B The use of CATI on NCS is restricted to those who have telephones and who
are willing to participate using this mode. Since CATI increases reporting of
victimizations (Hubble and Wilder 1988) and its use is negatively correlated
with risk, relationships examining risk factors are depressed.

Future research might further explore differences across methods as they impact
substantive relationships. Research along these lines can be done in several
ways. The most elaborate, and expensive, is through experiments, much like
those described in the development of NCS (e.g., Kobilarcik et al. 1983) and
by the work of Czaja and colleagues (1990, 1994). Treatments can be randomly
assigned across respondents and results compared across treatments.

A second line of research would be to conduct identical analyses across data
sets that vary systematically by design features. There has been little detailed
comparison across datasets for key analyses (e.g., NCS versus BCS). Such
research might illuminate how the different designs affect key relationships.
Surveys, unfortunately, do not typically differ by only one feature. Consequently,
these comparisons could not assign definitively the reason for any observed
difference. They might, however, suggest the magnitude of the effects of partic-
ular combinations of design features.
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Validation
The suggestion of The suggestion of more methodological research
more methodologi- is complicated by the absence of good criteria for
cal research is assessing the validity of the resulting data. Reverse
complicated by the record check studies using police reports have been

shown to be flawed conceptually (Biderman and
Lynch 1981). One concern is that police records
cover only events that are, by definition, not in the
the validity of the “gray area” the survey is meant to cover (i.e., crimes
resulting data. that do not come to the attention of the criminal
justice system). This problem is illustrated when
comparing the reverse record check studies (Kalish
1974; Czaja and Blair 1990) and the reference peri-
od experiment (Bushery 1981). They came to different conclusions partly
because the former covers police events, whereas the latter does not. A sec-
ond criticism of the reverse record check methodology is the difficulty of
matching across the two mediums. Information in police records about the
event may not be reported by the victim. Consequently, determining whether
reports by victims match a police report are difficult to determine. In one
study, for example, Miller and Groves (1985) demonstrated that the conclu-
sion is influenced by what matching rules are applied.

absence of good
criteria for assessing

Comparative studies of different survey procedures are useful alternatives to
external data for validation purposes, but require assumptions in order to say
something about validity. The most common assumption has been that there is
more underreporting than overreporting and that, as a result, more is better. As
retrospective surveys appropriately cast broader nets in search of eligible events
and screening procedures become more sophisticated (as in the case of NCS),
this assumption becomes less tenable.

The use of both reverse record check and comparative studies should still play
some role in the development of new procedures. These provide external vali-
dation measures that normally cannot be obtained in survey research.'* However,
as more aggressive and “broad net” screening techniques are employed in vic-
tim surveys, much more pressure must be put on incident forms to filter out
ineligible events and to classify events deemed eligible for inclusion. These
methods increase the number of events that fall into the gray area; that is,
events for which questions arise about content validity. In the case of rape, for
example, where the question of consent is extremely important, victims may
indicate a lack of consent when the circumstances of the event indicate ambigu-
ity in that area (e.g., prior intimacy, absence of force). As Biderman (1981c)
noted, critical to understanding interpersonal harm is an accurate assessment of
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what actually happened. This includes not only the circumstances of the event
(who, what, when, where, how), but also something about the sequence of the
events, and, possibly, the motivations of each of the actors.

The best way to address this issue is to collect the appropriate attributes related
to the event and to use those attributes to construct a crime classification that
reflects what happened. For example, if the purpose of the survey is to measure
the number of crimes that occur in a population, an appropriate classification
scheme can be developed similar to what is currently on NCS. Violent events,
such as rape, can be classified by their typical components (e.g., forcible sexual
penetration by a stranger). Those possessing all of these components can be put
in one class, while events that have only two of the attributes would be put in
another. They could all be classified as rape, or not, depending on the goal of
the study. Furthermore, other attributes could be used to distinguish between
degrees of certainty.

This is particularly important for events about which there is intense interest
in the prevalence of the event but little consensus about definitions. The more
complex classifications possible with attribute-based classification can prevent
citing statistics for a large and heterogeneous class of events while claiming
that all of the events in that class have the attributes of a much smaller and
much more serious subset of these events. Loftin, Logan, and Addington (1999)
are working on this type of classification scheme for hate crimes, and more
work of this type should be done for other types of crime.

NCS currently has an extensive set of characteristics used to classify events.
This is one of its strengths. However, these characteristics are geared primarily
to the purpose of classifying events into official classes of crime. More research
is needed in the development of incident forms to reflect both broader screen-
ing strategies and other uses of the data.

This can be done in several different ways. One way would be to conduct
more qualitative analyses through collection of verbatim incident descriptions,
focused respondent debriefings, or more intensive cognitive interviewing meth-
ods. More quantitative approaches would involve reinterview studies to examine
test-retest reliability. The focus of these studies would be twofold. One would be
to examine the attributes of events reported by different screening items. This
would begin to provide evidence of content validity for reports using different
screening strategies. A second focus would be to match the qualitative descrip-
tions with the picture presented by the attribute-based classifications. The latter
would provide some sense of the accuracy of the incident form in characterizing
the event (e.g., motivations, interactional sequences, intent of victim). These
would also provide the survey designer with a sense of the response processes
that are used to formulate reports.
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Continuations in the development of screening
procedures

Parallel to the developments in screening for NCS, researchers interested in
violence against women have developed screening methods based on many of
the same principles. These methods have raised questions about the content of
the survey instrument and methods that should be used to understand the types
of events captured by a victimization survey. (For a more detailed description
of these studies, especially as they compare with NCS, see Fisher and Cullen
in this volume.)

The approach used by a number of violence researchers (e.g., the Conflict Tactics
Scale) is to rely on extensive, and quite explicit, cues that narrowly focus on vio-
lent events, including sexual violence (Strauss et al. 1995). In addition to its nar-
row focus and explicit cues, this approach sets a different context than NCS. This
is done by the use of a different type of introductory statement. Family conflict
studies (Strauss 1998) set up the survey as one concerned with family or marital
problems. As noted previously, this contrasts with the design of NCS, which
frames the survey around concerns with crime. A second variant of this approach
is surveys on personal safety (Tjaden and Thoennes 1998). This strategy directly
addresses problems of failures of concept by not asking the respondent to make a
value judgment about whether the incident is a criminal event.

Studies using this strategy have also adopted a quite different approach from
NCS when sampling and interviewing household members to minimize
problems with response inhibition and distortion. These studies (Tjaden and
Thoennes 1998; Koss 1996; Kilpatrick et al. 1987) typically interview one per-
son in a household. This is done, in part, to prevent others in the household
from knowing what is actually on the questionnaire (e.g., if an abuser knows
what is on the questionnaire, it may endanger the victim). Before administering
the questions, the interviewer makes sure the respondent is in a private room
where no one can overhear the conversation. It is made clear to the respondent
that if someone walks in during the conversation, the interview will be contin-
ued at another time. This might include, for example, abruptly ending a tele-
phone interview if the respondent feels it is necessary to do so.

The family conflict and personal safety surveys find extremely high rates of
violence, especially rates of violence against women by nonstrangers. Strauss
(1998), for example, presents a table that shows family conflict studies finding
an average rate of violence among family members to be 16 percent for family
conflict studies, 2 percent for a personal safety study (Tjaden and Thoennes
1998), and 0.9 percent for NCS.
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The differences in the estimates appear to be functions of both the context of
the items and the cuing used. As previously noted, NCS explicitly sets the
context of the interview as one concerned with crime, whereas the conflict and
safety studies explicitly avoid the use of any legal connotations (Strauss 1998, 3).
Whether the event is considered a crime by the respondent is irrelevant. One
example of this is a question used from the Sexual Experiences Survey (SES)
(Koss 1993), which asks: “Have you had sexual intercourse when you didn’t
want to because a man gave you alcohol or drugs?”

This contrasts to the question on NCS that asks about sexual assault by a
nonstranger:

People don’t often think of incidents committed by someone they know.
Did you have something stolen from you OR were you attacked or threat-
ened by: (a) someone at work or school, (b) a neighbor or friend, (c) a
relative or family member, (d) any other person you’ve met or know?

SES asks about a situation that ignores any criminal intent, it simply asks about
unwanted sex that was preceded by using alcohol or drugs. NCS asks about
“incidents committed” within the context of being a victim of a crime.

Perhaps just as important as the context of the questions, the conflict and safety
studies focus cues exclusively on violence, especially among nonstrangers.
NCS screens on all types of crimes and only has one or two questions (with
multiple cues) that specifically target (domestic) violence. The higher density
of more specific cues will lead to reports of more events, as shown by the
studies referenced earlier.

The discrepancies between these two approaches pose both conceptual and
methodological challenges. Biderman (1981b, 1981c) makes the distinction
between an indicator of crime and that of interpersonal harm (also see the dis-
cussion by Skogan 1981, 9-10). The former implicitly relies on the judgments
of the respondent to report details about the culpability of the offender in the
event. The latter does not, at least when initially asking the respondent to report
the event. As Biderman (1981c, 49) notes, by restricting attention to events that
are crimes, the survey may be leaving out events that are critically important
for understanding the causes and consequences of interpersonal harm:

Victims apply their own conceptions of whether the act indeed was “crimi-
nal,” whether it should be made a matter for official attention, and whether
the official system would be likely to act sufficiently in accordance with
the victim’s view and desires were a complaint made. . . . These grounds
for excluding events from the criminal justice process include all of the
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classes of judgement that are the central objectives of victimology. . . .
Victimological research that is based exclusively on officially recorded
offenses thereby may be excluding most of the social phenomena with
which it is particularly concerned.

As a measure of crime, however, the use of an indicator of interpersonal harm
leaves out the formal criteria that separate events as criminal from others, such
as accidents, legitimate retaliation, or other explanations that are not criminal.

The approaches taken by studies on violence against women have elaborated on
the harm approach illustrated in the early work described by Biderman (1981b).
They ask about actions and consequences without any reference to criteria
related to criminal events. Many of these studies have not, however, taken the
additional step of then asking details about the event to “establish sound actuar-
ial knowledge of the magnitude of hazards various types of social situations
present. [To do this] the data employed should be phenomenologically compre-
hensive and phenomenologically analyzable” (Biderman 1981c, 51). Further
research needs to begin to move in this direction in order to begin conceptually
relating harm to what society (and victims of harm) conventionally view as
crimes.

While the context of the survey is important in defining the scope of eligible
events for the respondent, the cues presented also serve this function, as well as
influence the process of locating specific events in memory. Intensive cuing of
particular types of events should yield more reports of these events, as illustrat-
ed by the NCS experiments, as well as the violence studies. This implies that
reporting events will reflect, in part, the distribution of cues in addition to the
distribution of crime events. Further evidence of this can be seen in a compari-
son of NCS and the National Violence Against Women Study. The latter cued
extensively for rape and for crimes among intimates. This resulted in rates of
physical assault that were generally higher in NCS, with the exception of rape
and assaults by intimates (Bachman 1998). We know little about how cues
interact with the survey context (e.g., harm versus crime). This requires more
research into the effects of cues and how they should be allocated given the
purpose of a particular survey instrument.

Sample design, coverage, and nonresponse

A number of issues related to the sample design, coverage, and nonresponse
continue to be problematic for victimization surveys. These include developing
efficient sample designs, improving coverage, and nonresponse imputation for
groups at high risk of victimization.
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Developing efficient sample designs

Conducting a victimization survey is an expensive undertaking. Because a rela-
tively small percentage of people will report an event for a fixed time period,
large sample sizes are needed to generate reliable population estimates. Some
reduction in reliability can be compensated for by lengthening the reference
period and improving the screening methods. However, both of these have their
limitations and costs (as noted earlier). The former increases memory error, and
the latter complicates the design and detail required for the instrumentation
(and time needed to design and administer the instrument).

One of the major innovations over the past 10 to 15 years has been to increase the
number of surveys that are done by telephone using samples generated by random
digit dialing methods. By dispensing with expensive area-based, in-person
designs, the project can increase the number of interviews per dollar spent.
Many of the surveys referenced that have examined violence and the enduring
effects of victimization have been conducted using this method. The disadvan-
tage of this method is that it typically yields relatively low response rates (in
the 60- to 70-percent range) and misses the population that does not have a
telephone. |

Yet to be fully exploited are less traditional methods, especially those using
networks of victims. Network designs are based on the idea of using respon-
dents as informants on other persons in the network. The respondent is asked to
provide information on whether other persons that the respondent knows have
been victims of a crime. If the information is accurate, and one can precisely
enumerate the counting rules involved, then it is possible to develop estimates
of victimization. Czaja and Blair (1990) conducted an evaluation of this method
and did not find the network methods they employed to be better than a tradi-
tional approach using a mean square error criterion. However, they noted a
number of problems with their design and recommended further research into
this type of sampling process.

Other methods for reducing the expense involved in these surveys have been
suggested, including the use of other types of multiplicity estimators. One vari-
ant of this logic is to use telephone prefixes or area-locations to find victims.
Oversampling in areas yielding a large number of reports of victimization,
using this logic, may produce more efficient sample designs. Of course the
overall efficiency and utility of any such strategies depend on the goals of the
survey (e.g., estimating population rates versus comparison across different
subpopulations). Nonetheless, using some type of stratification or double sam-
pling process needs to be explored when trying to reduce the costs of victim-
ization surveys. If this were done, the utility of this method of evaluation and
analysis would be greatly increased.
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NOHI’GSPOHSG and coverage

A persistent observation in victimization surveys is relatively equal simple
assault rates between whites and other minority groups. One possible explana-
tion for this is differential error related to response problems such as compre-
hension and recall (Skogan 1981). Another explanation is differential coverage
and nonresponse. There is evidence, in fact, that both nonresponse and cover-
age must be taken into account for victimization surveys (Reiss 1977; Biderman
and Cantor 1984; Griffin Saphire 1984; Stasny 1991). These issues may be par-
ticularly problematic for telephone surveys, which are increasingly being used
because of the economies they offer. With respect to coverage, research with
NCS has shown that persons who do not own telephones are the most likely to
be victimized (Woltman, Turner, and Bushery 1980). With respect to nonre-
sponse, telephone surveys generally achieve response rates that are 15 to 20
percent lower than in-person surveys and that may be particularly vulnerable to
issues of bias, especially for certain subgroups.

Even for in-person surveys, however, there is evidence that coverage and nonre-
sponse biases are problematic. Particular problems have been found for certain
minority groups, especially Hispanics and young black males. The hypothesis
is that the surveys simply miss those who are most likely to be subject to crime.
Using longitudinal data from NCS, Reiss (1977) found that persons who have
high residential mobility have much higher victimization rates than those who
are not mobile (see also Biderman and Cantor 1984). Further elaboration taking
advantage of this correlation has found mobility to be an important covariate
when imputing data (Griffin Saphire 1984; Stasny 1991). For cross-sectional
analysis, it may be possible to adapt information from reports of mobility for
respondents (e.g., how many times a respondent moved in the last year). Future
research should elaborate on this correlation, as well as developing other indi-
cators for uses in imputation.

The correlation with mobility should also be viewed as a proxy for coverage
problems. Persons who are most likely to be missed are, in part, those persons
with unstable living situations who either may not have a residence at any par-
ticular point in time or may not be considered part of the residence when the
interviewer conducts the initial household enumeration (Martin 1996). Indirect
evidence of coverage problems on NCS was found by Cook (1985), who com-
pared estimates of gunshot victims with external records available from hospi-
tal emergency rooms. These data seemed to indicate a gross undercount of such
injuries on NCS. One leading explanation is that NCS misses those individuals
who are most likely to be a victim of this type of crime.
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Going beyond the assumption of crime as a
point-in-time event

One of the weaknesses of the victim survey method is its emphasis on crime as
incidents occurring at a point in time. This approach to crime stems from the
carryover from the attempts to have the survey mimic UCR. Many of the types
of crimes that have the greatest social (as opposed to individual) import are
more readily approached as conditions that endure rather than incidents that
begin and end at a given point in time (Biderman 1975). Among the kinds of
victimizations that could be conceived and measured in prevalence rather than
incident terms are various forms of continuing terrorization and extortion. This
might include, for example, a spouse or sexual partner in continuous fear of
violence or school children who must routinely give up their lunch money to
gangs of fellow students. Here the victim is in virtually a continuous state of
threat and victimization, but the survey requires that this condition be divided
into its component parts, which minimizes the disruption of life and social
relations.

To some degree, victimization surveys provide information about these kinds
of situations through tabulations of series victimizations. Historically in NCS
these were defined as three or more similar incidents of victimization men-
tioned by a respondent, but which, because of their frequency or similarity, the
respondent cannot individually date or differentiate from one another. The ter-
rorized spouse then could be identified in NCS through repeated incidence of
spouse beating or the terrorized school child by repeated robberies. It is not
necessary for the specific acts defining victimization to exist for there to be
continuous victimization. To make a threat credible to a victim and to continue
the state of terrorization, the offender need not continually repeat his threat or
actually inflict violence.

Even the series victimization is captive to the point-in-time logic in that most
of the questioning regarding series incidents is done for the purpose of count-
ing incidents and not for the purpose of establishing duration or patterns of
events. It may be more useful for understanding conditions of continuous vic-
timization to have respondents explain the interrelationship of events in a series
or to talk about the factors that are contributing to persistence. One logical way
to do this is with a longitudinal design. Directly asking respondents to draw
linkages between events, if there are any, would certainly be useful in identify-
ing who is in the condition of continuous victimization.

Longitudinal surveys are expensive and time consuming to complete. Linking
events within the same reference period would provide a significant advance
and would not be as expensive to implement. Recent changes to the series
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victimization procedures in NCS have moved in this direction by asking respon-
dents if all of the events in the series involved the same offender, if they occurred
in the same place, and if the victimization is continuing. Unfortunately, these
questions are asked only of respondents who satisfy the conditions of the series
victimization procedure. It would be better if some provision were made for
asking about the interrelationship of events in all instances of repeated victim-
ization within a given interview period.

Another facet of victimization that might be better suited to a prevalence rather
than an incidence approach to measurement is the durable and psychic conse-
quences of point-in-time crime events. Here questioning that elicited the initia-
tion and termination of conditions resulting from a crime event would be useful.
Also, in surveys like NCS that involve more than one interview, asking about
the conditions across interviews would be helpful in establishing the persist-
ence of these conditions.

Conclusions

Self-report surveys of victimization have become an established feature of
crime statistics in the United States and throughout the world. They are used
routinely as social indicators and as tools for building criminological theory.
Over the past 25 years, we have learned a great deal about asking persons to
recount their victimization experiences. Much of that knowledge has come
from the National Crime Survey and its antecedents. The process of selling,
planning, and fielding the first surveys framed and informed many of the issues
that needed to be resolved to conduct a household survey of victims. During
the initial development there was a tension between a legalistic emphasis and
one oriented to more traditional survey design concerns. Survey methodologists
found that it was better to organize the survey to facilitate the recall and report-
ing task. Those interested in comparisons with police data were concerned with
developing a social indicator comparable to police-reported measures of crime.
Elements of both approaches to designing victimization surveys were retained
by the Census Bureau and DOJ when they began fielding the ongoing NCS.
However, a heavy emphasis was put on comparisons to the police record systems.

The subsequent methodological work moved NCS closer to an approach based
on facilitating recall. Moreover, changes in the NCS design and the appearance
of other victimization surveys have reiterated the lesson of the pilot studies:
Data from victim surveys are heavily influenced by their design. The appear-
ance of these alternative designs and the very large differences in reporting that
resulted give us both the motivation and the ability to learn much more about
the method. In the future, it will be critical to compare variations in design with
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differences in reporting to better understand the implications of the methodology
(Lynch 1996). Unless this additional research and development work is done, the
substantial effect of design on the resulting data will raise suspicions about
whether results are less a reflection of the crime problem than they are of the
design of the survey. If this occurs, then the widespread acceptance of this
method may decline.

This paper and the authors have benefited immeasurably from discussions with
and the writings of Albert D. Biderman.

Notes

1. There are a number of excellent reviews of various aspects of the design and contri-
bution of victimization surveys. For more detailed discussion of specific topics, see pub-
lications by Gottfredson (1986), Sparks (1981), Hindelang (1976), and Skogan (1981).

2. From 1973 to 1991, the survey was called the National Crime Survey. Since 1991, it
has been referred to as the National Crime Victimization Survey. Because we often refer
to the survey throughout its existence, we use National Crime Survey (NCS) throughout
the text.

3. For a more complete discussion of UCR’s organization and procedures, see The
Uniform Crime Reporting Handbook (U.S. Department of Justice, Federal Bureau of
Investigation 1984). For a discussion of the implications of these aspects of UCR for the
quality of the resulting data, see Biderman and Lynch (1991).

4. For a more complete description of the design, see Rand and Taylor (1995).
5. For a detailed review of the early development of NCS, see Hindelang (1976, 21-76).

6. The size of the sample required will be affected by the productivity of the screening
interview. The less productive the screening interview, the greater the projected sample
size for the same level of precision. Although the more evocative screening procedures
used in the BSSR pilot study may have reduced the sample size required, even in this
case, extremely large samples would be required to estimate rare crimes like robbery
and rape with any precision.

7. Several additional factors led to adopting a 6-month period. One was related to the
observation that shorter time periods led to more accurately dated events. Because NCS
relies on this dating to determine which incidents are within a reference year, this type
of error had to be minimized. The second related to the timing of data releases. With a
12-month period, an additional 6 months would have to elapse (compared with a 6-
month period) because of the need to interview all persons who could possibly report a
crime within the appropriate calendar year. For example, for a 6-month period, inter-
views needed to generate an estimate for year ¢ would have to wait until interviews in
June of year #+1 are finished. For a 12-month period, one would have to wait until
November interviews in year ¢+/ are completed.
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8. At the time these changes were made, the National Crime Survey was renamed the
National Crime Victimization Survey.

9. RPE was conducted with bounded reference periods. This should minimize this type
of telescoping. Nonetheless, the assumption that more is better as a measure of improved
quality may overestimate the true gains in quality achieved by shortening the reference
period.

10. A shorter reference period would result in covering less of the calendar period in
each interview (3 months rather than 6 months). This cuts the sample size by a signifi-
cant proportion.

11. It is less clear how other types of events may be affected. For example, the presence
of other household members may actually encourage reporting if the other household
members actually know about the event.

12. It should be noted that the evidence related to self-administration does not link improve-
ments in reporting to external validation criterions (e.g., biological tests, arrest records).

13. This perspective is somewhat simplistic. Methods have effects on not only the
direction of relationships (bias), but also reliability and statistical power. For example,
making concepts clearer or using a self- rather than a proxy-respondent may reduce
sampling error by eliminating variation due to misunderstandings or faulty knowledge.

14. Other external criteria that should be considered, especially when using more broad-
net approaches, could be records that capture more general sets of injuries or incidents.
This might include, for example, records from emergency rooms, hospital records, and
insurance claims.
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Theory, Method, and
Data in Comparative
Criminology

by Gregory J. Howard, Graeme Newman, and
William Alex Pridemore

The goal of this chapter is to provide an overview of the recently reju-
venated field of comparative criminology. It begins by considering the
context and history of comparative criminology and continues by out-
lining the contemporary comparative perspective. After identifying
several goals for comparative criminology that are often advanced,
including theory elaboration and testing as well as policy evaluation
and critique, the chapter describes the common approaches to com-
parative criminological research. The main theoretical traditions of
comparative criminology are examined first, with particular attention
directed to metanarratives such as modernization, civilization, oppor-
tunity, and world system theories and to structural theories based on
culture, social bonds, and the distribution of economic resources.
Taking up methodological concerns next, the chapter summarizes
some of the more common dependent variables studied by compara-
tive criminologists, noting how these variables have been operational-
ized in the literature, then explores the three methodological
approaches most typically deployed in the field, specifically metalev-

el, parallel, and case studies.

Gregory J. Howard is Assistant Professor of Sociology at Western Michigan
University, Graeme Newman is Distinguished Teaching Professor of Criminal Justice
at the University of Albany, State University of New York; and William Alex Pridemore
is Assistant Professor of Sociology at the University of Oklahoma in Norman.
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THEORY, METHOD, AND DATA IN COMPARATIVE CRIMINOLOGY

With the growth of international “transparency” and the capacity of the
World Wide Web to disseminate information, data about crime and justice
around the world are more accessible then ever. The chapter discusses the
three most common types of data on international crime and justice (i.e.,
official, victimization, and self-report data), describing the threats to the
reliability and validity of each type and directing interested readers to exist-

ing sources of data relevant to frequently employed explanatory concepts.

In conclusion, the chapter observes that, while comparative criminology is a
growing area of study owing to the influence of globalization and concerns
about transnational crime, the relative neglect of systematic comparative
work in criminology throughout the 20th century means that the field is still
in its infancy. Growth in this promising area of inquiry should be nurtured
with a renaissance in theory so that research is driven by theory and not by

the mere existence of more data.
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The History and Goals of Comparative
Criminology

The context and history of comparative
criminology

omparative criminology is as old as criminology itself. Beccaria,

Bentham, Voltaire, Helvetius, Quetelet, and many others of the 18th-century
Enlightenment compared and contrasted their own systems of justice with those
of other nations. Their recommendations and findings were often influential
in bringing about change in countries other than their own. Indeed, the U.S.
Constitution owes some of its language and ideas to the writings of these thinkers
(see Granucci 1969; Schwartz 1971). Yet, for most of the 19th century and
much of the 20th century, comparative criminology was neglected as nations
looked inward for solutions to their specific crime problems. It was not until
the middle and late decades of the 20th century that interest again emerged in
comparing and contrasting the problems of crime across nations. There are
many reasons for this renewed interest. The most obvious is that the latter half
of the 20th century saw the world become a smaller place, a transformation ini-
tiated by revolutions in communication, transportation, and information tech-
nology. At the close of the 20th century, nations are increasingly pressured to
account for their actions, and the activities of nations are transparent as never
before.

One can reasonably argue that transparency began in economic institutions,
where trade and commerce demanded it. But the availability of information
about various facets of national social life has flourished as well, some have
argued, because of an abiding concern with the health of democracy. Kenneth
Prewitt, current Director of the U.S. Census Bureau, has suggested, “A healthy
democracy needs a healthy number system, and anything that erodes that num-
ber system undermines democracy” (American Sociological Association 1999,
3). Gradually, countries have collected and made available to the international
community statistics on a wide range of subjects relevant to the interests of
comparative criminologists (see, for example, United Nations Development
Programme 1998). Among these data are statistics on crime and criminal jus-
tice, which have only recently become widely accessible at the international
level (Newman 1999). Although nations formerly guarded information on
crime and criminal justice zealously, many nations now provide these data on
the Internet, where they are available to anyone with adequate technological
resources. The transparency and availability of such information have created a
climate in which the promises of comparative criminological research may be
realistically pursued.
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Although many theoretical, methodological, and philosophical problems cer-
tainly have dogged comparative criminology since its inception, there is little
doubt that this field of investigation is currently in a state of rapid expansion.
While this chapter outlines some of the main problems that confront compara-
tive criminology, the discussion also focuses on what cross-national research
has accomplished and what it can do for the field of criminology in the future.
We begin with two questions often asked of comparative criminology: What is
the comparative perspective, and why employ it? Following this discussion, we
move to a consideration of the substantive and theoretical issues that lie at the
root of comparative criminological inquiry. We must begin with theory, because
the plethora of databases and other information now available from many coun-
tries provides an environment that tempts rash comparisons and sometimes
unsubstantiated conclusions based on what may be incomparable data. Faced
with such a challenge, theoretically informed research supported by sound
methodology is the wisest defense. Consequently, we look at the theoretical
perspectives that have been brought to bear in understanding crime from a
comparative perspective. Following this, we consider crime as a dependent vari-
able in comparative work, then stake out the methodological approaches that are
often used in this type of investigation. We then consider the data available to
researchers interested in pursuing comparative studies and conclude with some
observations about the future of comparative research in criminology.

The comparative perspective

Globalization

In its broadest sense, all social science research is comparative. As Durkheim
noted: “Comparative sociology is not a special branch of sociologys; it is
sociology itself” ([1895] 1938, 157). To the extent that the scientific method
depends on comparison, Durkheim is no doubt correct. But comparative crimi-
nology demands more than comparison. Comparative investigations do not
involve so much a method as a perspective, one that demands a gestalt that

in today’s terminology might be called a global view. It may be argued that
applying today’s global perspective to comparative criminology is misleading
because comparative studies of crime have been in existence for two centuries.
Yet, comparative research has received relatively little attention from scholars
in our field. Marsh noted in 1967 that a tiny number of articles in social science
journals at that time dealt with crime in two or more cultures, and Beirne
(1997, xiii) pointed out that this lack of interest persisted into the 1980s. It is
clear, however, that engagement in comparative criminology has increased sig-
nificantly in the last decade (see Adler, Mueller, and Laufer 1994; Ebbe 1996;
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Moore and Fields 1996; Reichel 1994). One major reason is simply that a
global perspective on all popular subjects now dominates the world.

The nation-state and the universality of the criminal

justice system

It has become increasingly clear that much of what we call criminal justice
depends to a large extent on the operations and structure of modern nation-
states. It is the modern nation-state that has given us the tripartite criminal
justice system (i.e., police, courts, and corrections) as it is commonly studied
today (Newman 1999). Though it may rest within diverse legal traditions and
cultures, this basic tripartite structure is similar in all modern nation-states (for
authoritative discussions on legal traditions, see David and Brierley 1985 and
Wigmore 1936), and investigations that compare nations do so on the assump-
tion that these nations have similar structures of criminal justice. Thus, more
attention has been given recently to comparing whole nations in addition to
comparing cultures. This is partly the result of globalization, but much is due to
the more easily definable boundaries and structures of nation-states when com-
pared with cultures. (The latter, of course, often transcend national boundaries.)

The single most important difference between cultures and nation-states is that
nation-states are political entities while cultures are ways of life. Nation-states
may be composed of many cultures, as the recent war in the former Yugoslavia
attests, and a single culture (depending on how broadly the term is defined)
may span several countries (e.g., Roman Catholicism,

Islam, Judaism, American popular culture). Because

the nation-state is the operational basis for the crime ’ The greatest
control activities of criminal justice agencies, and advantage—
because it is more easily defined than the elusive although often

concept of culture, most recent comparative work
in criminology has examined similarities and differ-
ences with respect to the nation-state (or relevant

political subdivisions such as the state or province). . research in compar-
ative criminology is

the great diversity
that exists cross-
nationally with
regard to social,

considered an
impediment—for

Definitional diversity of crime

One endemic problem confronting comparative crim-
inology is the enormous diversity in the way different
cultures and nation-states define crime, justice, and L
other relevant concepts. As we shall see, this has not " economic, and
stopped many researchers from conducting a wide i political indicators.
variety of studies comparing crime and delinquency
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around the world. Many of these researchers have attempted to resolve this
problem by adjusting legally defined crime categories into socially defined cat-
egories, many of which conform to various common theories about the func-
tions and patterns of cultures and social structures in society (see the discussion
of victimization surveys by van Dijk 1999). Others have managed to reclassify
the official legal definitions of national crime categories into general crime cat-
egories to which nations can match their crime definitions (e.g., the United
Nations Surveys of Crime and Criminal Justice Systems). But these solutions
are only partial and many problems remain.

Advantage of diversity for comparative criminology

The greatest advantage—although often considered an impediment—for
research in comparative criminology is the great diversity that exists cross-
nationally with regard to social, economic, and political indicators. Though
their structure and organization may vary, basic social and cultural categories
such as family, urban and rural life, and community are universals of human
existence, so they may be used as fundamental classifications when comparing
one cultural group with another. Similarly, as previously noted, the criminal
justice system deploys basic categories that may be used to guide comparisons
of one nation to another. All nations have police, all have courts, and all have a
prison system. However, elements of these parts of the criminal justice system
differ widely, as do their relationships with each other, and recent comparative
studies of criminal justice focus especially on these differences to derive policy
and management implications. Of course, the scientific significance of the find-
ings of cross-cultural and cross-national research depends on the deeper ques-
tions that one wishes to answer, and these questions are related to the aims and
goals of comparative (or any kind of social science) research.

In sum, the comparative perspective is an approach that employs basic unifying
concepts of human groups and seeks to compare cultures and nation-states to
highlight the similarities and differences between each class with respect to
these universal concepts. These comparisons are achieved in many ingenious
ways, often depending on the home discipline of the researcher, and have pro-
duced rich information. Some of this information is explanatory in a traditional
causal sense (i.e., the ordering in space and time of variables and events) and
other information provides descriptive evidence of diversity, which also serves
as the source of many questions for future research. The scientific merit of this
information may well be questioned, however, depending on the methodology
and data sources employed. It is a great problem of comparative research that
the data sources are, virtually by definition, influenced by the cultures and
nation-states from which the information is extracted and by the cultural com-
mitments of investigators themselves. These are standard problems of scientific
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research, however, and attention will be paid to these issues in cross-national
terms in the pages to come.

The goals of comparative research

There are several goals of comparative research in criminology. Some are obvi-
ous applications of the traditional canons of the scientific method, and some
are unique to the study of crime in an international setting. Although compara-
tive criminology attends mainly to understanding criminal and deviant behavior
as it is manifested globally, these studies will inevitably yield useful insights
about the control of antisocial activity. Thus, the study of criminology will nat-
urally intersect with the field of criminal justice if criminological observations
are taken to their logical policy conclusions. With respect to the scientific
import of comparative work in criminology, a few important goals are noted
here.

Extending theories beyond cultural and national boundaries

Comparative research provides an opportunity for criminological theories,
which are typically generated within the context of particular nation-states, to
be given a wider hearing (Mueller and Adler 1996). Do the theories developed
to explain crime rates in the United States, Finland, Japan, or South Africa
serve with equal force to account for criminal violations in other nations around
the world? Do theories that try to account for the police use of force in the
United States, Russia, Australia, or Brazil help to understand police behavior

in other countries? These are questions of replication, and they stand at the
heart of the scientific enterprise. Beside permitting criminologists to assess the
generalizability of important theoretical propositions, comparative research also
assists in the elaboration and specification of theory. If a specific theoretical
model does not account for variations in crime in other nation-states, perhaps
some refinement can be identified on the basis of this investigation, thereby
improving the explanatory power of the theory. Finally, as the world becomes

a smaller place through the expansion of globalization and crime and criminal
justice become increasingly transnational as a result, comparative investigations
ensure that theories of crime and criminal justice will remain relevant to the
exigencies of history.

Assessing the performance of national criminal justice
systems

Another important goal for comparative work in criminology is the assessment
of national criminal justice systems. For example, an article by Maguire,
Howard, and Newman (1998) developed an index by which the performance

VoLume 4



THEORY, METHOD, AND DATA IN COMPARATIVE CRIMINOLOGY

If the various institu-
tions of criminal
justice (i.e., police,
courts, and correc-
tions) are to work as
a system charged
with the control of
criminal behavior,
there must be some
way to assess their
performance as an
operational unit.

of national criminal justice systems can be validly
compared across nations. The idea of a criminal
justice system is of relatively recent vintage, most
forcefully espoused in the 1967 report of the
President’s Commission on Law Enforcement and
Administration of Justice, The Challenge of Crime

in a Free Society. Despite this conceptualization of
criminal justice, which aims to make the practices of
crime control more efficient and less fragmented, the
promise of the system idea has hardly been realized
more than 30 years later, as Inciardi’s (1984) charac-
terization of the U.S. criminal justice system as a
nonsystem suggests.

An index of national criminal justice systems’ per-
formances, however, can serve to overcome the
fragmented operations of the administration of justice
that have been so widely attacked in the academic lit-

erature and popular media alike. In short, if the various institutions of criminal
justice (i.e., police, courts, and corrections) are to work as a system charged
with the control of criminal behavior, there must be some way to assess their
performance as an operational unit. The performance measures of national
criminal justice systems establish this type of benchmark. Moreover, compar-
isons of the performance of national criminal justice systems inevitably raise
questions of policy and, in the long run, of justice. These are questions for
which comparative criminologists should be able to field reasonable answers.

Evaluating national criminal justice policy

Comparative criminology and criminal justice also promise to yield insights
into the efficacy of various policy initiatives. For instance, are high levels of
gun violence inevitable in the United States because it harbors a gun culture?
Perhaps there are other countries that have a high level of gun ownership but a
low rate of gun crime (see Killias 1993). Would the legalization of drugs lead
to an epidemic of drug use, as is often argued? Perhaps other countries have
had a different experience. This is not to say that experiences with crime and its
control in one nation should be copied wholesale to another. But when we see
different and successful ways of dealing with crime in other countries, we at
least know that it is possible and that the current state of affairs in a particular
country is not preordained or inevitable. The work of the International Center
for Crime Prevention has done much to highlight success stories in crime pre-
vention throughout the world (Waller and Welsh 1999).

&
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Coordinating the fight against transnational crime

Another response often provided to the question of “Why do comparative crim-
inology?” maintains that the globalization of crime, as expressed in the increas-
ingly popular notion of transnational crime, points to the need for a coordinated
or transnational criminal justice response. Here the benefits of comparative
criminology extend beyond the merely provincial and become more fully uni-
versal (Reichel 1994). Central to the prosecution of coordinated efforts, Moore
and Fields (1996, 6) contend, is “greater international understanding” because
“the more one knows about another people, society, or culture, the greater the
potential for understanding their actions and responses to problems and situa-
tions.” Put more pragmatically, a coordinated law enforcement response to
transnational crime such as money laundering or drug trafficking requires that
the interested parties understand something of the characteristics of transnation-
al criminals and recognize the operational strengths and weaknesses of one
another’s crime control systems. Providing this type of information is one
important goal of comparative criminology.

Critique

In contrast to the previous point, a final reason for pursuing cross-national studies
of criminology is to provide critical scrutiny and a reasoned voice to counter
what may often seem to be a knee-jerk embrace of all things global. In the rush
to counter what is rather vaguely referred to as the threat of transnational crime,
significant freedoms and human rights may be sacrificed in the name of the com-
mon, universal good. As those who have studied the historical developments of
crime and justice in the United States must be painfully aware, the road to hell is
paved with good intentions. Therefore, comparative work must serve as the criti-
cal conscience of the public to ensure that the widely promoted threat of transna-
tional crime does not lead us down a road to a dystopia that would shock even
the likes of George Orwell. Drawing on the words of Ralf Dahrendorf (1970, 55),
comparative scholars of criminology can usefully serve the role of “intellectual
court jester” or the “fool,” questioning that which is taken for granted and doubt-
ing “everything that is obvious, [making] relative all authority, [asking] all those
questions that no one else dares to ask.” The goal of the comparative researcher
in this capacity is not to be a thoroughgoing naysayer but to strengthen policy
agendas and ensure they are defensible in terms of principle and fact. Without
such a critical conscience, we are in danger of becoming, like the denizens of
Samuel Butler’s ([1872] 1985, 227) Erewhon, “a meek and long-suffering people,
easily led by the nose.”

Having specified some parameters of the comparative perspective in crimino-
logy and identified some of the main goals of this area, we presently move to
a discussion of theory in this line of investigation.
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Theoretical Explanations for Criminal
Behavior in a Cross-National Context'’

Three general theoretical frameworks are commonly employed in explaining
the variation of crime rates among nations. The first—grand theories—are
metanarratives that entail a high level of abstraction and usually assume that
one major theoretical construct, such as a nation’s level of modernization or

its placement in the world’s political economy, has the greatest impact on its
level of crime.’ Structural theories, on the other hand, traditionally have been
employed with smaller units of analysis, such as cities or states within a partic-
ular nation, and attempt to explain the spatial variation in rates of offending via
subcultures (i.e., social learning), status-induced strain, or social control. These
theoretical explanations are increasingly being tested at the cross-national level.
Finally, a nation’s demographic characteristics, such as its age and sex struc-
ture, may also be employed in an attempt to explain levels of violence and
property crime. Each section following contains a brief description of theoreti-
cal concepts, common measurements for each of these concepts, and a selected
list of studies that analyze crime from the particular approach. In all cases, these
studies represent theories that were originally developed within one cultural
and/or national tradition but that have been recast and applied to cross-national
research designs. Thus, many of the theoretical approaches will initially appear
familiar to criminologists. However, the employment of these theories in cross-
national research promises either to extend the explanatory power of these the-
ories or to demonstrate their limitations.

Grand theories

Modernization theory

Durkheim’s notion of anomie is the basis for contemporary theories that
pinpoint the effects of modernization as the main causes of crime. Durkheim
([1893] 1964) argued that, as nations develop, they are characterized by an
increasingly intricate web of social and economic relations. These complex
divisions are suspected of undermining mechanical solidarity and its control
over the collective conscience. Thus, rapid social change engenders the break-
down of traditional values, resulting in, among other things, a higher crime
rate. Eventually, however, organic solidarity and more formal mechanisms of
social control should halt rising crime rates, although they are expected to
remain at higher levels than before development.

Within cross-national criminology, Clinard and Abbott (1973) and Shelley (1981)
have provided notable contributions to Durkheim’s idea of modernization and
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crime. In short, the contention is that each nation experiences similar phases of
development. The stimulus for modernization is technological advancement, and
this catalyst leads to political, economic, and demographic changes within a
society (Strasser and Randall 1981). Industrialization and urbanization are key
elements of this social transformation. Their effects—which include the tension
between groups that accompanies increased social differentiation and the
socioeconomic inequality many presume to follow modernization—are viewed
as the main contributors to rising crime rates (Heiland and Shelley 1992). The
outcomes of this process are expected to provide stronger explanations of crime
than any distinct national or cultural characteristics have; thus, all nations are
expected to experience similar trends in crime rates as they develop.’ Finally,
changes in both types and rates of crime are expected as a result of develop-
ment. In general, the overall rate of crime is expected to increase but eventually
level off as modernization progresses, while another expected result is the pre-
dominance of property and economic crimes over crimes against people.

Recent examples of international research on modernization and crime include:

® Bouley and Vaughn’s (1995) study of violent crime in Colombia, in which
regression analysis revealed support for grand theories with respect to the
crimes of theft and robbery but not for the more violent crimes of assault
and homicide.

B Mahabir’s (1988) work on urban gangs in the Caribbean.

B Industrialization and crime in the Russian region of Tuva (Balakina 1994),
which official data show has the highest homicide rate in the country
(Pridemore 1999).

® Huang’s (1995) multivariate analysis of 29 countries employing United
Nations data, which showed support for the modernization hypothesis.

® Ortega and colleagues’ (1992) analysis of 51 nations using International
Criminal Police Organization (Interpol) crime data, which revealed support
for the Durkheimian-modernization thesis.

B Johnson’s (1990) work, which examined crime and industrial development in
Germany and concluded that modernization theory did not hold in this case.

® Matsuoka and Kelly’s (1988) study of the negative impact of resort develop-
ment and tourism on Native Hawaiians.

® Neuman and Berger’s (1988) evaluation of modernization, Marxian world
system, and ecological opportunity theories, which lent only weak support
to the modernization theory.
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® An application of Blau’s (1977) macrostructural theory by Messner (1986),
who claimed that the inequality that accompanies development is a major
reason for heightened crime rates. (Inequality and heterogeneity have been
popular topics with cross-national researchers; see Avison and Loring 1986;
Hansmann and Quigley 1982; Krahn, Hartnagel, and Gartrell 1986).

m Schichor’s (1985) examination of homicide and larceny rates, which indi-
cated that development is likely to be accompanied by increased property
and decreased violent crime.

Where moderniza-
tion assumes that
crime rates will
increase and then
level off over time,
civilization theory
expects decreasing
crime rates as gov-
ernments and their
citizens become
more humane and
civilized.

Civilization theory

Where modernization assumes that crime rates will
increase and then level off over time, civilization the-
ory expects decreasing crime rates as governments
and their citizens become more humane and civi-
lized. Civilization theory is based largely on the
work of Elias (1982), who argued that social norms
and manners have become increasingly refined over
the centuries. As this civilizing process occurs, indi-
viduals learn to inhibit their urges and societies
become less violent as a result. Self-restraint, there-
fore, has become the hallmark of control, not external
(i.e., state) threats or punishments.

As it relates to crime and control, proponents of this
theory usually focus on how the forms of official
social control and punishment have changed, but indi-
vidual behavior obviously plays an important role.

Similar to the Durkheimian ([1893] 1964) notion of modernization, these theo-
rists contend that as industrialization expands, it creates a complex division of
labor that demands a high degree of interdependency. As this organic solidarity
grows stronger, people exercise a higher degree of internal control over their
behavior because others increasingly depend on them (Heiland and Shelley
1992). This internalization of control is expected to lead to a decrease in crime
rates, especially in violence. As individuals increasingly repress their urges,
however, they are likely to experience an increase in psychological pathologies
(Freud 1962) and self-inflicted victimization (e.g., suicide and drug abuse).

Empirical studies by criminologists with direct references to the civilization
hypothesis are rare. However, one study that does claim support for the theory
is Gillis’ (1994) work on literacy and violence in 19th-century France. The
author employs data on violent crimes and suicide in France from 1852 to
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1914, revealing that the climbing literacy rate was
associated with a decrease in the rate of crimes of
passion (e.g., homicide and certain other types of
violence) and an increase in the suicide rate. Gillis
argued that this information represents strong support
for the hypothesis, which predicted that, as the civi-
lization process occurs, interpersonal violence will
decrease and violence direct against the self will
increase.

Opportunity theories

In recognizing the complex social-structural changes
that accompany societal evolution, opportunity theo-
ries are similar to both modernization and civilization
theories. However, while the modernization hypothe-
sis focuses on how changes compromise traditional
values and the civilization thesis expects the develop-
ment of internal self-restraint (as opposed to the
external social control of the state) to inhibit harmful
behavior, opportunity theories suggest that modern
economies and social organization provide increased

Opportunity theo-
rists do not expect
the conditions of
modern society to
create forces that
cause criminal
behavior; rather,
they assume that we
are all motivated
offenders who will
act criminally in a
situation given

the presence of a
suitable victim and
the absence of a
capable guardian.

opportunities to engage in criminal behavior (Cohen and Felson 1979). For
example, expanding economies create an increase in expendable income in the
average household, which people can then spend on a growing variety of con-
sumer goods, which in turn are increasingly available for theft. At the same
time, technological gains produce smaller and more portable electronic devices
that are easily stolen. Similarly, work (e.g., both spouses working instead of
only one) and leisure activities (e.g., a larger amount of expendable income to
spend on entertainment) may mean less time spent at home for many, which
results in less guardianship over household items that may be stolen. At the
same time, increased residential mobility and cultural heterogeneity may lead
to weaker community ties than in the past, resulting in communities composed
of people who are less willing to guard the personal safety and private property

of neighbors they barely know.

It should be made clear that opportunity theorists do not expect the conditions
of modern society to create forces that cause criminal behavior; rather, they
assume that we are all motivated offenders who will act criminally in a situation
given the presence of a suitable victim and the absence of a capable guardian
(Cohen and Felson 1979; Felson and Cohen 1980). Thus, opportunity theory
posits an increase in property crimes and a decrease in violent crimes over
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time. Studies that directly test opportunity theories are not widespread at the
cross-national level (for example, see Bennett 1991a, 1991b; Gartner 1990;
Kick and LaFree 1985; Ortega et al. 1992). However, though it may be difficult
to measure the amount of time citizens of different countries spend away from
home or the average weight of their televisions, studies that examine the effect
of modernization and crime may also be interpreted in terms of this thesis.

For example, while Bennett (1991b); Groves, McCleary, and Newman (1985);
Neapolitan (1994, 1996); and several others show no significant increase in the
homicide rate with economic development, others, such as Stack (1984) and
Hartnagel (1982), have shown that increases in property crime accompany
economic development and/or urbanism, which can result in an increase in

the number of victims and, due to mobility and heterogeneity, a decrease in
guardianship.

World system theory

World system theory borrows from the Marxist perspective to explain the
impact of an ever-expanding capitalism on nations that vary in their level of
development (see Chirot and Hall 1982). This theory recognizes that the legiti-
macy of a market economy is spreading around the globe and that its expansion
is uneven, meaning that (1) nations are no longer autonomous political and
economic entities but are instead actors in an international political-economic
system, and (2) weaker countries are politically and economically exploited by
stronger ones (Smith 1984). This uneven expansion results in nations that are
placed into one of three categories:

B Core nations are industrialized, and market relations in them are highly
advanced.

B Periphery nations are characterized by a history of colonialism and the pos-
session of natural and human resources that are underdeveloped but available
for exploitation by the industrialized sectors of core nations. These nations
are viewed as economically dependent on the core nations.

B Semi-periphery nations are underdeveloped, perhaps only partially industrialized,
and at the mercy of both the core and the periphery (Evans and Timberlake
1980; Walton 1982).

As capitalism expands, world system theory maintains, it disrupts indigenous
cultures and traditional means of subsistence, producing exploitation from the
outside and new inequalities within. Political and legal formations are disrupt-
ed, and social dislocations become widespread. The rural population begins
to migrate to cities in search of employment, creating class conflict and
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competition for scarce resources (Castells 1977; Gilbert and Gugler 1982).
Social relationships are replaced by market relations, and consumerism replaces
traditional use patterns (see Fromm 1976).

World system theorists argue that shifts in political, economic, and social organi-
zation, together with the poverty, inequality, and poor living conditions result-
ing from this process, produce criminogenic conditions of all sorts. First, as

a result of the human toll, the process itself is viewed as illegal by some, and
multinational corporations and governments are labeled criminal (see Reiman
1998). Second, informal economies that deal in illegal goods develop as a way
to produce income for the poor, but they may also help create destructive behav-
ior and higher victimization rates among the lower classes. Third, the social
and psychological strain that results from cultural shock and poor living condi-
tions, together with culture-specific inequities that distinguish “acceptable”
scapegoats for victimization, result in increased rates of violence (Messerschmidt
1986). Finally, collective responses such as protests, riots, and even some types
of theft and violence might be viewed as an attempt to (1) foment political
unrest, (2) create class consciousness out of the power and economic inequities,
and (3) spark revolution—or at least forms of primitive rebellion (Hobsbawm
1959, 1969; O’Malley 1980).

As with most conflict-based theories, the tenets of world system theory lend
themselves more to descriptive studies and are difficult to test empirically,
especially at the cross-national level. Of course, the general findings of work
testing other metanarratives, such as modernization, may be interpreted from
the world system theory approach. Commonly, world system theory is advanced
through case studies of one or a few nations in which the processes mentioned
previously are described and general economic and political indicators are used
to classify nations as core, periphery, and semi-periphery so that the relations
between the indicators (and the resulting social problems they may create) can
be discussed. This literature, however, is usually found in the disciplines of
political science, anthropology, and sociology, and criminological issues often
are considered only in tangential fashion.

Although there is no space here for a complete critique of each of these theo-
ries, there are two important points, one theoretical and one empirical, that
should at least be introduced. Theoretically, these are metanarratives that
attempt to explain crime causation largely in terms of a single, albeit broad,
issue. As a result, an appreciation for a multicausal understanding of crime may
be lacking. Empirically, these metanarratives are, in fact, theories of social
change and of the effects of societal evolution on the nature and quantity of
crime in a society. However, nearly all the studies mentioned previously employ
cross-sectional designs to evaluate theories of temporal variation. For example,
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it may be argued that a relationship between economic distress and crime within
a country reveals support for a Marxist approach, but this does not necessarily
speak to a larger world system and whether this system in fact has created the
poor economic conditions within a nation. A cross-sectional design is not an
entirely inappropriate methodology, and its predominance has perhaps been
necessary due to the limited availability of data on nations over time. However,
given the increasing availability, reliability, and validity of cross-national data
and the growing sophistication of scientific techniques employed by criminolo-
gists, we must take care to design studies that best answer the proposed theoret-
ical hypotheses and recognize design limitations when drawing our conclusions.

Structural theories

There are three general approaches to the study of the etiology of crime: social
learning, strain, and social control. The structural analogs of these theoretical
strategies are culture, strain (usually represented by absolute or relative eco-
nomic deprivation), and social disorganization. These three theories, together
with attempts to measure them and identify their impact on crime at the cross-
national level, are outlined briefly.

Culture

The attempt to explain crime via cultural variation is a longstanding enterprise.
In the first half of the 19th century, Guerry blamed the high rates of violence in
the south of France on regional differences in culture that resulted from migra-
tion and settlement patterns (Corzine, Huff-Corzine, and Whitt 1998). In Italy,
many argued that southern Italians, such as the Neapolitans and Sicilians, pos-
sessed cultural traits responsible for the high levels of crime in the regions they
inhabited. In the United States, Redfield (1880) began a research tradition that
continues today, when his systematic research revealed heightened rates of
homicide in the American South.

Despite the fact that southerners everywhere seem to be viewed as a rather
impetuous lot, cultural theories of crime are actually grounded in social learn-
ing processes and cultural norms. Researchers do not believe, for example, that
southerners are born violent; instead, they submit that residents of the South
learn violent traits from those in close proximity to them.4

Modern cultural theories, then, build on Sutherland’s (1947) notion of differen-
tial association, in which norms conducive to violence are transmitted to indi-
viduals and across generations via processes of social learning. Having acquired
these cultural values, the individual is provided with a “tool kit” for living
(Swidler 1986), as culture provides one with the means to interpret interpersonal

a5
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interactions while at the same time providing an
accepted repertoire of responses appropriate for each
situation (Wolfgang and Ferracuti 1967). Individuals
in one culture, for example, may be offended by an
action that someone in another culture dismisses as
unimportant. Similarly, Luckenbill and Doyle (1989)
argue that individuals in some cultures are more like-
ly to view a negative interaction, no matter how
slight, as an injustice that demands revenge. Thus,
cultural norms may promote or condone violence in
certain situations, meaning that the attitudes and val-
ues of individuals within cultures that have higher
rates of crime or violence should be distinguishable
from those with lower rates.

Measuring and analyzing the effects of culture are
extremely difficult tasks for the researcher. Some
suggest that culture dictates the form of social institu-
tions within a society (Lynch 1995a), while others

Thus, cultural norms
may promote or
condone violence in
certain situations,
meaning that the
attitudes and values
of individuals within
cultures that have
higher rates of crime
or violence should
be distinguishable
from those with
lower rates.

argue that institutional/structural conditions have a hand in creating (sub)cultur-
al values and that these values mediate the effects of social structure on behav-
ior (Curtis 1975). These two views are not mutually exclusive and both are
probably correct. However, attempts to measure culture at this level of analysis
have been weak at best—usually taking national, regional, or ethnic group
membership as a measure of culture—thereby making efforts to separate the
discrete effects of culture and structure nearly impossible.

Research in the United States has focused on subculturally violent groups

(see Wolfgang and Ferracuti 1967; Messner 1983a, 1983b; Nisbett and Cohen
1996), but those interested in cross-national comparisons must focus on the
nation as the unit of analysis. This makes it difficult to examine cultural influ-
ences on crime because a cross-national sample requires an assumption that
countries are culturally homogeneous, which is rarely the case. Therefore,
although the literature (especially anthropological) abounds with case studies
that examine the relationship between sociocultural attributes and levels and
types of violence, there have been few empirical attempts to measure the
effects of culture on crime with a cross-national sample.’ This is not a futile
task, however. It is possible to devise a standard survey instrument that might
measure beliefs concerning situational acceptance of violent behavior and other
similar attitudes among members of different nations.® To say that cultural vari-
ation does not affect levels and types of violence among countries makes little
sense; most agree that it does. Cross-national researchers, however, have yet to
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include an adequate measure of culture in structure-level models. This seems
like a fruitful avenue of research, but we must be careful in how we analyze the
issue. Just because one country or culture consistently exhibits higher crime
rates than others, for example, does not make it culturally criminal (as has been
suggested with the subculture of violence thesis in the United States) because,
as noted, culture is integrally linked to history and to political and economic
structure.

Strain

Some researchers argue that, regardless of cultural attributes, crime rates will
vary spatially based on local structural composition. Strain, usually represented
as absolute or relative deprivation in structure-level models, is one of the most
widely tested elements in cross-national research on crime. For example, many
suggest that the social and psychological strains generated by poverty lead to
higher rates of crime in areas possessing a higher proportion of people facing
these conditions (see Williams and Flewelling 1988). Some contend, however,
that individuals’ perceptions that others are somehow better off creates
frustration over this inequitable distribution of resources, which is eventually
expressed through aggression and violence (Blau and Blau 1982; Fowles and
Merva 1996; Merton 1938; Messner 1982). This is contingent on the assump-
tion that community members recognize these inequities, regard them as unfair,
and respond violently to them.

Oddly enough, given the consistent findings in U.S. studies relating poverty
to violence, this relationship is rarely tested at the cross-national level. Instead
of using a measure of the extent of poverty within a nation, most researchers
choose to employ a gross domestic product (GDP) or gross national product
(GNP) per capita measure as an indicator of modernization (see the previous
section on modernization; other examples include Bennett 1991a; Fiala and
LaFree 1988; Groves, McCleary, and Newman 1985; Ortega et al. 1992).
Because a measure of central tendency—such as average income—is only

a rough measure of the magnitude and depth of poverty in a population (see
LaFree, Drass, and O’Day 1992; McDowall 1986) we must be careful in
interpreting this in terms of a poverty-violence relationship. However, several
cross-national studies have shown that as per capita GNP or GDP increases,
homicide rates tend to decrease (Krohn and Wellford 1977; McDonald 1976;
Neapolitan 1994, 1996). This is the opposite of what modernization theorists
expect, but it may lend tentative support to the poverty-violence thesis.

Although theoretically defined in terms of anger and frustration resulting from
the inequitable distribution of resources, inequality is most often measured in
terms of the Gini coefficient, which measures income distribution but not anger
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or frustration. The Gini coefficient (often referred to as the index of income
concentration), ranges from 0 to 1, with O indicating perfect equality and 1
indicating perfect inequality within a population.” A few cross-national studies
that employed the Gini coefficient as a measure of inequality include Avison
and Loring’s (1986) study of population diversity and homicide, Gartner’s
(1990) work on homicide victims, Messner’s (1989) analysis of economic dis-
crimination and homicide rates, and Messner and Rosenfeld’s (1997) exploration
of the relationship between institutional anomie and homicide rates. Alternative
measures of inequality are defined in terms of the percentage of overall income
received by a specific proportion of the population or as a ratio of the earnings
of one segment of the population to that of another. For example, Fiala and
LaFree (1988) used both the percentage of total income received by the bottom
20 percent of the population and the ratio of the percentage of income received
by the top 20 percent to that received by the bottom 40 percent of each nation.

Social disorganization

While cultural models are founded in social learning principles and strain theo-
ries argue that economic and other forms of distress may propel people or
groups toward criminal behavior, the theory of social disorganization posits
that crime occurs as a result of a breakdown in social bonds. Structural forces
act to disrupt social ties and group solidarity, thus interfering with community
mechanisms (both formal and informal) of control. Detached from their social
bonds and in the absence of the community’s ability to control the behavior of
its members, people are free to become involved in criminal behavior (Bursik
1988; Sampson, Raudenbush, and Earls 1997). Thus, social disorganization is
an extension of the modernization thesis outlined previously (e.g., one situation
in which normative controls may be broken is when shifts in urbanization and
the political economy occur during development). This view of community dis-
organization is similar to the notion of social control discussed by Park and
Burgess (1924) in their work on human ecology.

The community or neighborhood is usually considered the most appropriate
level of analysis for testing social disorganization models. However, structural
forces outside the community, such as political-economic shifts that redirect the
distribution of jobs and services (Bursik 1988), obviously have an impact on
social cohesion within a neighborhood. Thus, this theory is often tested at
higher levels of analysis, including cross-nationally. The commonly accepted
elements of these macrolevel models of social disorganization are poverty,
population density, ethnic heterogeneity, residential mobility, and family dis-
ruption. Each is suspected of disrupting social integration and cohesion within
communities, thereby weakening controls and allowing increases in crime rates
(Sampson, Raudenbush, and Earls 1997).
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The structural elements of social disorganization are described theoretically
in a manner that makes them relatively easy to operationalize in measurement
models for cross-national analysis. For example, poverty can be measured

as the proportion of the population living below the poverty line; population
density can be captured as the percentage of the population that resides in
urban areas (see Krahn, Hartnagel, and Gartrell 1986; Messner 1989; Ortega
et al. 1992) or even the density of the whole country (see Avison and Loring
1986; Neapolitan 1994). Several definitions of heterogeneity are available,
including ethnic and linguistic differentiation (commonly consisting of the
percentage of the population that is not of the same ethnic background—or
that speaks an alternative first language—as the majority; see Gartner 1990;
Hansmann and Quigley 1982; Messner 1989). Residential mobility can be
operationalized in terms of either urban (Braithwaite and Braithwaite 1980;
Fiala and LaFree 1988) or total population (see LaFree and Kick 1986;
Schichor 1990) growth or decline. Family disruption is most often measured
as a nation’s divorce rate (see Gartner, Baker, and Pampel 1990; Rosenfeld
and Messner 1991).

Within the past 15 years, elements of social disorganization have become wide-
ly tested in cross-national empirical studies. Even if not directly discussed in
terms of this theory, the concepts involved are commonly employed as control
variables. No doubt there are problems—in terms of theory, measurement, and
the congruence of the two—with each of the measures discussed in the previ-
ous paragraphs, which authors of these studies sometimes address. However,
the theoretical model for social disorganization is constructed in such a way

as to make the production of a measurement model relatively simple, especially
because data on these concepts are often readily available cross-nationally. Finally,
tests of this model result in similar findings at several levels of aggregation (e.g.,
community, city, nation), suggesting that it might be a viable model that deserves
further scientific attention at the cross-national level.

The demographic correlates of crime

Although they do not provide causal mechanisms, the demographic attributes
of a nation’s population are often used as control variables and, more recently,
as elements of opportunity theories. In cross-national research, these demo-
graphic correlates are commonly accepted to be sex and age.® In most studies,
the sex and age categories are combined, the suggestion being that young males
have the highest offending and victimization rates, and thus, as their proportion
of the population increases, so will crime rates. Empirically, the cross-national
findings examining this relationship have been inconsistent at best. Using
various measures (age categories include younger than 15 years, 15-19, 15-24,
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and 15-29, with some employing only males of these ages and others including o
both males and females), findings ranged from positive (see Hansmann and I
Quigley 1982; Ortega et al. 1992), to nonsignificant (see Gartner 1990; Messner
1989; Neapolitan 1994), to negative (see Bennett 1991a). At this stage, these
inconclusive findings are of relatively little concern because they may be explained
by any or all of the theoretical processes outlined previously or by the cross-
sectional methodology usually employed. Given the commonly accepted asso-
ciation between these correlates and crime, however, any empirical test should
continue to employ them as controls.

Methodology

This section of the chapter contains two main sections. The first is a survey of
comparative research that examines specific substantive issues of crime (e.g.,
violence, property crime, genocide, transnational crime). The second section
examines the general types of studies (i.e., metalevel, parallel, and case) nor-
mally undertaken by comparative criminologists.

Crime as a dependent variable

When comparative researchers undertake their studies of crime in a cross-
national context, they often consider only one category of crime. In the next
few pages, we first address some of the most common types of crime consid-
ered in comparative inquiries, such as violent and property crimes, then move
to a discussion of a few types of crime that are only now beginning to receive
serious scrutiny. Obviously, this brief overview of crime as a dependent vari-
able is far from complete, as the proper subject of criminological investigation
cannot be so summarily dictated given its constant state of development. For
instance, we do not directly consider the import of Beirne’s (1999) recent call
for animal abuse as an object of criminological study, although provocative
comparative work certainly could be pursued on this topic. Still, the dependent
variables that we do identify are those most commonly deployed in compara-
tive criminology, and the domains that we signal as areas of criminological
inquiry in the future should alert scholars to the significant promise of these
arenas of study.

Comparative studies of violent crime

Comparative studies of violence appear more often than studies about any other
category of crime. Although violent behaviors such as assault, rape, and rob-
bery have been the subject of much comparative research, studies of homicide
are probably the most popular because of the mortal nature of the offense and
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the higher availability, reliability, and validity of homicide measures for a large
number of nations (see LaFree 1998 for a review of cross-national studies of
homicide). A nation’s homicide rate is also considered by many to be a fairly
accurate indicator of its overall level of criminal violence (Fox and Zawitz
1998).

Comparative studies of violence may be able to answer several questions for
criminologists. For example, do a nation’s levels of modernization and industri-
alization increase its level of violence? Do different political-economic structures
exhibit varying rates of violence (e.g., are homicide rates under communism
and a state-run economy significantly higher or lower than nations with rule-of-
law and free markets)? Do rates of violence vary with the levels of ethnic, lin-
guistic, and religious heterogeneity within a nation? The answers to these and
other questions posed by comparative criminologists can provide insight into
the fundamental effects of cultural and structural organization on a nation’s
amount and forms of violence. Comparative studies of violence may also aid us
in understanding whether varying manifestations of violence (e.g., rape, assault,
homicide) are discrete forms of behavior that require separate causal models,
or if they should all be contained under the general category of violence.

Comparative studies of property crime

Empirical work on property crime at the cross-national level has faced signifi-
cant difficulty in the past due to definitional problems. The legal protection of
private property, even the demarcation between private and public property,
varies across nations. In a communist country, for example, all property in
theory belongs to the state; thus, legal protection of private property is limited.
Further, the likelihood of the development of an alternative economy for goods
not provided by the centralized economy is high in such nations, and state ide-
ology might label such transactions as speculation (for which there is no room
in a strictly communist political economy) and police them accordingly. Both
this ideology and the parallel economy confuse what Westerners normally call
property crime. Legal definitions of property crime also vary among countries.
Robbery in one country might be coded as a simple or aggravated theft in
another. Bicycles may be the major mode of transportation in a nation and
expensive for citizens to replace: Should theft of bicycles in this case be con-
sidered equivalent to motor vehicle theft elsewhere? Reporting practices also
vary across nations, depending on several factors discussed elsewhere in this
chapter. This presents further difficulty to researchers interested in property
crime. Finally, the availability, reliability, and validity of data from a variety
of different types of countries (e.g., developed and developing, socialist and
free market) are far from ideal.
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Cross-national study of property crime presents several intriguing questions,
however. How much money do citizens of the world lose every year due to
property crime? Does development really increase theft, as opportunity theo-
rists suggest, simply because there are more attractive and more portable goods
to steal? Do poverty and inequality have different levels and types of effects

on the rates of property crime? Does property crime take different forms in
different nations, especially those with disparate political-economic structures
or levels of development? Are the antecedents of property crime around the
world the same as those of violent crime? In what way might a nation-state’s
culture mediate the effects of its structure on property crime? Recent advances
in methodology that rely on behavioral rather than legal definitions of crime
(as described in the data sources section) make undertaking research on these
questions less difficult. The answers to these questions, however, must be based
on careful consideration of many fundamental issues sometimes not considered
by criminologists (e.g., social-structural and political-economic conditions, the
presence or absence of insurance companies). Keeping in mind these caveats,
the comparative literature on property crime looks to expand in the coming
years. The increasing availability and validity of data, coupled with increasingly
sophisticated theoretical models, should allow criminologists to make signifi-
cant gains in the study of property crime cross-nationally.

Genocide: National crimes with international implications

Although certain wartime behaviors and genocide have been recognized as
international crimes since the end of World War II, these two subjects have
received little systematic criminological attention (Adler, Mueller, and Laufer
1994). Questions about war crimes and genocide fall roughly under the rubric
of macrocriminology (Shoham 1995). This term refers to crimes committed by
whole governments—indeed, whole nations—against either their own citizens
or those of other nations. In recent years, there have been attempts to establish
an international legal machinery that defines the actions of individuals who
perform genocide in the name of governments as crimes against humanity. It
is rare, however, for a whole nation to be held accountable for crimes. Perhaps
Iraq is an exception to this general rule, given the harsh sanctions imposed

on it after it lost the Gulf War. However, the question of the criminality of

that nation remains in dispute, especially as the tendency to hold individuals
accountable for the acts of nations persists. Thus, Saddam Hussein, the
“Butcher of Baghdad,” is vilified as the criminal leader of Iraq. In a similar
vein, Slobodan Milosevic is denounced as the “Tyrant of Serbia” and Augusto
Pinochet, the criminal “Dictator of Chile.” Attempts to apply criminal law in
the international court are therefore limited, probably by the model of criminal
law itself. Criminal law is essentially constructed to apply blame and attribute
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responsibility to individuals or small groups of individuals (e.g., participants
in conspiracies, corporations) but not to whole nations (see Barak 1991;
Chambliss 1993; and Ermann and Lundman 1992 for intriguing discussions
on the subject of state and governmental crime).

However, the inclusion of these topics in the field of cross-national criminology
is crucial for an important philosophical reason. It has been argued in some
quarters that comparative criminology is essentially impossible because the
definition of crime is relative to particular cultures in particular times and
places. This argument is most often put forward by the relativists of social sci-
ence and criminology (Beirne 1997). Briefly stated, the claim is that by defini-
tion crime is a social phenomenon, defined by the culture and history unique to
each nation. Thus, they claim that what is criminal in one country may not be
defined as criminal in another. For evidence, they point to the wide variety of
legal definitions and legal systems existing across the world.

While we need not go into the philosophical debates concerning relativism and
social science (for discussions on this topic relevant to criminology, see Beirne
1983; DiCristina 1995; Leavitt 1990; Newman 1976), we simply point out the
consequences of pursuing such a position. Put simply, the relativist position
maintains that it is impossible to make judgments about human rights, the tyranny
of dictators, or genocide committed against innocent citizens anywhere in the
world. The relativist view is that, because these acts are not defined as crimes
within a particular country (instead, they are lauded as ethnic cleansing or
favorable to national security), they cannot be judged as more or less criminal
than any other act. Nonetheless, the atrocities of this century have given rise

to attempts to hold individual tyrants from particular countries responsible for
their actions (the best examples are the Nuremberg trials after World War II and
the establishment of the International Court of Justice in The Hague). These
efforts suggest a recognition that some crimes are universally abhorrent (in the
sense that the whole world suffers when they are committed). We merely ask
the relativists whether they would prefer to not make such judgments. Thus,
we conclude that the study of genocide, war crimes, and human rights is nascent
but involves extremely challenging and legitimate research for criminologists,
and we urge the development of a new field that can be termed macrocriminol-
ogy. We are aware of some works emerging in this field, such as those concerned
with comparative human rights (Bouloukos 1999) and genocide (Shoham 1995),
and we encourage further efforts in this line of inquiry.

Domestic violence

It is often the case, especially in cross-national work, that the topics that most
interest researchers are the most difficult to study. This is especially true for
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domestic violence,’ a general term we use here to encompass spouse and child
abuse, incest, infanticide, and similar family-related violence. An understanding
of the variation in levels of domestic violence cross-nationally could yield valu-
able insight into the status of women and children around the world as well
as help unearth the etiological factors responsible for this type of violence.
Researchers might also be able to determine the association between domestic
violence and overall violence, perhaps revealing whether the former is a special
case of the latter or if different models are needed to explain each. Researchers
can test any of the theories discussed previously (e.g., opportunity or strain
theories) to determine their explanatory power in terms of spouse and child
abuse. In short, an understanding of the cross-national variation of domestic
violence could yield important revelations about both culture and social structure.

Unfortunately, empirical research of domestic violence at the cross-national
level is extremely difficult for several reasons. First, disparate historical experi-
ences, economic structures, religious beliefs, and other cultural factors have
resulted in widely varying definitions of spouse and child abuse. Further, even
given similar legal definitions, cultural norms may preempt legal dictates in
regard to tolerance for actual behavior and the reporting and recording of inci-
dents. Also, the availability and accessibility of institutions created to assist
victims, punish and/or counsel offenders, and generally respond to these crimes
vary widely throughout the world and are themselves a viable area of study.
The availability of these institutions is likely related to some of the factors that
produce varying levels of domestic violence, and their presence or absence also
likely affects the true rate (and the reported and recorded levels) of victimiza-
tion within a nation, possibly creating spurious associations between independ-
ent and dependent variables. Given cultural and structural differences, the form
that spouse and child abuse takes likely varies from country to country, making
measurement even more difficult. Finally, the structural, cultural, and religious
factors that might mediate or exacerbate domestic violence are themselves dif-
ficult to capture in quantitative measures. These challenges have not stopped
researchers from undertaking several qualitative case studies of different coun-
tries and from offering general comparisons of rates among nations. Also, as
data increasingly become available, the number of comparative studies and
scientific examinations of the etiology of domestic violence is rising, which
should provide valuable insight into the various aspects of family-related
violence throughout the world."

Transnational crime

Perhaps the most recent and popular addition to the domain of comparative crim-
inologists is transnational crime. Tremendous increases in trade and commerce

VoLuME 4




THEORY, METHOD, AND DATA IN COMPARATIVE CRIMINOLOGY

have produced considerable movement of people, goods, and ideas across
borders at lightning speed. The enhanced interdependence among nation-states
demanded by globalization has created a world in which transnational crime is
not only possible, but perhaps inevitable. Of all the categories of crime described
in this section, this type is the most fluid. Adler, Mueller, and Laufer (1994,
533) have defined transnational crime as “criminal activities extending into,
and violating the laws of, several countries.” For their part, Martin and Romano
(1992, 1, 4-5) specify transnational crime, or what they prefer to call “multina-
tional systemic crime,” as “crimes by various kinds of organizations that oper-
ate across national boundaries and in two or more countries simultaneously. . . .
It is crime by networks operating within a multinational arena, often with state
support.”

Given its very nature, transnational crime would seem to require some organi-
zational sophistication; for this reason, it is often linked to the idea of criminal
organizations such as the Russian Mafia (although nation-states themselves
cannot be excluded from the realm of transnational criminality). The types of
behaviors that can be grouped into this category of behaviors are vast, and the
diversity of activity considered to be transnational crime has probably ham-
pered systematic efforts to study it. Nevertheless, a number of types of transna-
tional crime have garnered recognition, including terrorism, espionage, drug
trafficking, arms trafficking, environmental crimes by multinational corpora-
tions, motor vehicle theft, trafficking in humans and organs for transplants,
fraud, money laundering, and art theft. Because these criminal activities take
advantage of the interstices between nation-states, little official attention has
been directed toward them, and consequently, there is a lack of data with which
to assess the problem. Moreover, efforts at stemming this type of crime are fur-
ther hampered by the fact that criminal justice systems are developed with the
aim of policing within national borders.

Nevertheless, the increased attention presently devoted to this variety of crime
by the United Nations, individual nations, and scholars is increasing the infor-
mation available to criminologists who wish to undertake investigations of
transnational crime. Surely, this will be an area of criminological investigation
that will begin to bear fruit in short order. For the moment, however, much of
the information is anecdotal and depends to a large extent on media accounts of
transnational crime, and these data sources bring with them considerable diffi-
culties in terms of validity, as noted by a number of researchers (Passos 1995;
Williams 1999).
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Methodological approaches to comparative studies
of crime

We divide our discussion of methodological approaches to comparative studies
in criminology into three general varieties. We begin with what we call metalevel
studies, move to a consideration of parallel studies, and conclude with a consid-
eration of case studies.

Metalevel studies

We use the generic term metalevel studies to describe research that employs the
nation as the unit of analysis to quantitatively compare criminological issues in
several countries. This work usually takes the form of multivariate regression
analysis undertaken to test one or more of the theories discussed earlier. For
example, a researcher may wish to examine the effects of poverty on homicide
rates around the world or discover if a nation’s level of development increases
its rate of property crime. This is the most common category of empirical
research done cross-nationally and, with the increasing availability, reliability,
and validity of data, is becoming a more sophisticated and popular approach.

Examples of this type of comparative analysis are usually quantitative in
nature, either simply describing trends, patterns, similarities, and differences
between nations or employing statistical techniques to test criminological theo-
ries and search for correlates of crime at the cross-national level. The examples
included here have been randomly chosen. Almost all have been published
within the past 15 years, most during the 1990s, and works cited elsewhere in
this article are not repeated here. The examples have been selected to present
the variety of work undertaken by comparative criminologists, and their inclu-
sion in no way suggests support for the validity of the theory, methodology,
measurement, or findings involved.

Because homicide is commonly accepted as the most reliably measured crime,
work on this topic has dominated cross-national research on violence. Examples
include LaFree’s (1998) summary of cross-national studies of homicide, Gartner’s
(1990) examination of the victims of homicide, Lester’s (1991) test of the oppor-
tunity thesis as an explanation of European homicide rates, and Neapolitan’s
(1994) study of homicide in Latin American countries. Work by Krug, Powell,
and Dahlberg (1988) and Killias (1992, 1993) addresses firearm-related deaths,
gun ownership, and violence throughout the world. Recent research on child
homicide includes studies by Fiala and LaFree (1988) and Briggs and Cutright
(1994) and a comparison of the levels of child homicide in developed countries
by Unnithan (1997). Junger-Tas (1996) and Pfeiffer (1998) have both published
studies of juvenile violence in Europe. Examples of work on violence other

VoLuMmE 4



THEORY, METHOD, AND DATA IN COMPARATIVE CRIMINOLOGY

than homicide include research on family violence by Bowker (1985), who
examined the effects of modernization on spouse abuse in developing countries;
an early review of the literature on spouse abuse in several different nations by
Cornell and Gelles (1982); a more recent and extensive cross-national bibliog-
raphy on family violence by Patrignani and Ville (1995); and an edited volume
on child abuse and neglect by Gelles and Lancaster (1987), which includes
essays on several aspects of child abuse in different countries.

Cross-national variation in definitions and differences in the reporting and
recording of property crime makes it difficult to examine this topic empirically,
but the recent addition of victimization surveys and self-reports is a boon to
this area of study. Cross-national research has examined the impact of develop-
ment on property-related crime in Africa (Arthur 1991), on property crime
patterns in general (Schichor 1990), on gender and property crime (Anderson
and Bennett 1996; Widom and Stewart 1986), and on cross-national differences
in theft in less developed nations (Neapolitan 1995). Zvekic and Alvazzi del
Frate (1995) presented a volume that provides discussions on criminal victim-
ization in developing countries based on the International Crime Victimization
Survey (ICVS) (see also Alvazzi del Frate 1998). Kick and LaFree (1985)
examined the social determinants of theft in 40 nations, and Stack (1984)
provided cross-national evidence for a relationship between income inequality
and property crime. In another volume, Kangaspunta, Joutsen, and Ollus (1998)
employed data from the Fifth United Nations Survey to examine levels of prop-
erty crime offenses (including burglary, motor vehicle theft, and car vandalism)
in European and North American countries. Luikkonen (1997) provided a more
indepth look at motor vehicle theft in Europe, and van Dijk and van Kesteren
(1996) used ICVS to study criminal victimization in European cities. Property
crime committed by juveniles was the topic of empirical research completed by
Bennett and Basiotis (1991) and Bennett and Lynch (1990), with both examin-
ing the structural correlates of juvenile crime cross-nationally, and by Junger-Tas,
Terlouw, and Klein (1994), who provided a volume that includes research
based on the International Self-Report Delinquency study.

Finally, a few studies that do not fit exactly into these categories but that may
be of interest to some scholars of comparative criminology include a review by
Rummel (1994) that addresses several issues of genocide in the 20th century,
including which types of regimes might be more prone to this behavior; Lester’s
(1994) study of interpersonal violence in bellicose nations, which examines the
relationship between nations’ levels of participation in wars and their levels of
interpersonal violence; data released by the United Nations International Drug
Control Programme (UNDCP) (1997) on the supply of and trafficking in nar-
cotics around the world; and Farrell, Mansur, and Tullis’ (1996) use of UNDCP’s
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data in a cross-national comparison of cocaine and heroine prices and traffick-
ing in Europe.

The advantages and disadvantages of this methodological approach are widely
discussed in the literature on comparative criminology, so they are summarized
only briefly here. As for advantages, first, both explanatory and crime data for
nations are becoming increasingly available to researchers. Second, descriptive
studies employing nations as units of analysis can illuminate patterns and trends
in violent, property, and other types of crime throughout the world. For example,
do certain areas or countries of the world exhibit significantly higher or lower
crime rates than elsewhere? Are these rates undergoing significant increases or
decreases over time? Finally, by testing the rigor of the theoretical paradigms
developed to explain these differences and/or trends, we are able to draw conclu-
sions about national-level correlates of crime that add to the criminological litera-
ture that previously was based on work completed in a single nation or culture.

The main disadvantages of this type of work revolve around aggregation and
the validity of data. First, aggregating to such a high level of abstraction pres-
ents many problems for researchers. Most importantly, it masks what is likely
to be significant spatial variation in both crime and explanatory factors through-
out a nation. Similarly, with available data only about the attributes of the
nation as a whole, researchers are unable to recognize the more proximate
causes of crime within the country. Second, measurement issues can present
serious threats to validity. It is often difficult to construct precise operational
measures of theoretical constructs at this level, especially because cross-national
researchers usually depend on secondary data collected by governments for
administrative, not scientific, purposes. Even if we are able to find a measure
that closely corresponds to the theoretical elements, the likelihood of obtaining
valid measures for a broad range of nations throughout the world (based on
factors such as geographic location, level of development, type of government,
or predominant religion) are slim. One way to overcome these disadvantages is
to look more closely at the internal workings of criminal justice systems and
structural and cultural contexts of crime within individual countries. Parallel
studies have succeeded to some degree in achieving this.

Parallel studies

Parallel studies generally focus on a close analysis of the criminal justice sys-
tems or the nature of crime within two nations. They may be divided into three
general subtypes.

Crime rate/criminal justice system analysis. Many studies compare in detail
crime rates or other types of generated official statistics about crime or criminal
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justice systems in two nations. A good example of this type of study is Downes’
(1988) examination of incarceration rates as a function of the penal policies of
The Netherlands, England, and Wales. This study required attention to the fine
detail of the complex legal and bureaucratic processes that produce incarcera-
tion rates. A more recent example is that of McClintock and Wikstrom (1992),
who initially compared crime rates between Scotland and Sweden, followed
by a study comparing violent crime between Stockholm and Edinburgh.

In most cases, these types of studies are able to overcome the many difficulties
of comparing official statistics across countries in the larger cross-national
studies reported elsewhere in this chapter. Differences in police recording of
offenses can be noted and accounted for and differences in legal procedures
and definitions of crimes examined. When only two countries are examined,
more meaningful comparisons can be drawn and explanations for similarities
and differences in crime rates convincingly made. Another example of this
approach is a study by Langan and Farrington (1998) that employed official
data to compare crime rates and other criminal justice statistics between the
United States and England and Wales. Through the creative use of official
statistics as well as victimization surveys in the two countries, these researchers
were able to make persuasive conclusions concerning the comparative levels of
particular types of crime and other aspects of the criminal justice system—such
as incarceration rates—that are notoriously difficult to compare cross-nationally.

Topical comparison. Here, researchers generally follow a particular perspec-
tive or approach concerning the same topic or social problem in two countries.
Studies of this kind are often anthropological and/or historical. An excellent
example of this approach is a study by George DeVos (1980), in which he
studied the minority status of delinquents in Japan and compared it with the
minority status of delinquents in the United States. The questions driving the
study were why Japanese-Americans had a very low rate of delinquency and
how this may be related to delinquency rates in Japan. DeVos used a variety of
anthropological observations in each country and combined them with various
psychological assessment instruments administered in both nations as a parallel
methodology. Other studies include Zehr’s (1976) study of crime and develop-
ment in 19th-century Germany and France; Gurr, Grabosky, and Hula’s (1977)
work on violence in four cities in a historical perspective; Bayley’s (1976)
comparison of policing in Japan and the United States; Kaiser’s (1984) study
of prison systems and correctional law in the United States and Europe; and
Bouloukos’ (1999) comparison of human rights and the law in the field of
incarceration.

Replication of an experimental design. Studies that replicate an experimental
design in two countries are rare, no doubt because they require considerable
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coordination. An example of this type of study is Friday, Yamagami, and Dussich’s
(1999) construction of a questionnaire to measure the threshold in perceptions
of violence among respondents in Japan and the United States. The samples
were drawn according to the same research design, and the questionnaire was
constructed with reference to the differing cultural requirements of each nation.
Researchers attempted to carry out the studies during the same time period to
the greatest extent possible. Similarly designed studies have been conducted
studying policing behavior (Ivkovic and Klockars 1996).

In sum, the central advantage of parallel studies is that meaningful comparisons
between individual nations can be made while controlling for the many known
factors that may lead to spurious conclusions in comparative criminal justice.
Each of the three types of parallel studies described here attempts to achieve
this in a different way. Although ideally the third type, the experimental design,
promises the most scientific control, it requires a narrow definition of the issue
addressed, thus limiting its generalizability. Of course, this is a standard prob-
lem of any experimental design employed in social science. Conversely, topical
comparisons and crime rate/criminal justice analyses offer excellent ways to
develop comparisons, but they may do so at the risk of somewhat divorcing the
subject matter from the overall context of the nation and culture in which the
problems occur. Case studies seek to overcome this disadvantage.

Case studies

By the term case study, we mean research undertaken in a single nation. This
type of work is usually, though not necessarily, qualitative and descriptive in
nature and often includes a historical element. Others have suggested that work
done in a single country has “no obvious comparative intent” (Beirne and Hill
1991, viii) and thus do not include this methodological approach in their defini-
tion of comparative criminology. Even when no direct comparisons are made
with other nations, however, descriptions of crime or criminal justice within a
single country obviously increase our knowledge about these subjects through-
out the world. Thus, we include a brief discussion here.

As in the previous sections, these examples are chosen to represent a wide
array of comparative research by criminologists and others. First, there are a
few books that make a good starting point for single-country studies of crime
and justice. Heiland, Shelley, and Katoh’s (1992) volume presented essays on
crime in several countries around the world, including socialist, developing,
and developed nations. More recently, Barak’s (1999) volume provided chapters
on crime and its control in an extended list of nations that are geographically,
economically, and politically diverse. Finally, the United Nations Global
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Report on Crime and Justice (Newman 1999) included both crime data and top-
ical essays on a broad range of crime and justice issues throughout the world.

The impact of development on crime is a popular topic for researchers perform-
ing case studies. One example is Skinner’s (1986) study of development and
crime in Iceland, which revealed a lower crime rate in that country than in other
modernized nations; the author attributes this to Iceland’s culture of egalitarian-
ism and its low unemployment rate. Other examples include Hatalak, Alvazzi
del Frate, and Zvekic’s (1998) volume that reported on ICVS findings from
nations in transition; Zvekic’s (1990) volume on crime and development; and
Arthur and Marenin’s (1995) essay on crime in developing nations, which rec-
ognized the difficulties involved in this type of research and called for a case
study approach in order to understand country-specific experiences with crime
and development. The series of volumes produced by the European Institute for
Crime Prevention and Control has also, for a number of years, supplied case
study material as a background for interpreting larger scale quantitative analysis.

Abel (1987) provided an annotated bibliography with many references to single-
country studies of homicide. Other examples of case studies on violence include
examinations of alcohol and homicide in Copenhagen (Gottlieb and Gabrielsen
1992); patterns of homicide in Greece (Chimbos 1993); an indepth examination
of several violence-related issues among American Indian populations (Bachman
1992); a study of the effects of the drug trade on violence in Brazil (Zaluar and
Ribeiro 1995); and an examination of the spatial, temporal, and demographic
variation of homicide rates throughout Russia (Pridemore 1999). Examples of
research on sexual assault and rape include studies of wartime rape in Yugoslavia
(Stojsavljevic 1995) and a survey of survivors of sexual assault in Australia
(Easteal 1994). Studies of spouse and child abuse in different nations and cultures
can provide insight into the variation of cultural norms concerning the status of
women and children within society. Examples include research on family vio-
lence in Canada (DeKeseredy and Hinch 1991), South Africa (Adams and
Hickson 1993), India (Natarajan 1995), Zimbabwe (Khan 1995), and Russia
(Gondolf and Shestakov 1997) and of Chinese immigrants in the United States
(Chin 1994).

Case studies that include research on property crimes include Wu’s (1995) look
at declining gender differences in crime in Taiwan, Arthur’s (1992) study of
social change and crime rates in Puerto Rico, Helal and Coston’s (1991) exami-
nation of Islamic social control and low crime rates in Bahrain, the results of
victimization surveys in Estonia and Finland (Aromaa and Ahven 1993), research
on school crime in Sweden (Lindstrom 1997), and rising crime rates in
Switzerland (Niggli and Pfister 1997).
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Juvenile delinquency is another popular topic among comparativists, and case
studies of delinquency throughout the world include Mutzell’s (1995) examina-
tion of troubled youths, drug abuse, and violent crime in Stockholm, as well
as Hartjen and Priyadarsini’s (1984) indepth study of delinquency in India.
Finckenauer (1995) has done extensive research on Russian youths, and
Pridemore and Kvashis (1999) provided a discussion of social problems and
juvenile delinquency in post-Soviet Russia. Rechea, Barberet, and Montanes
(1995) presented findings about Spain from the International Self-Report
Delinquency survey; and Murty, Al-Langawi, and Roebuck (1990) explored
self-reported delinquency of Kuwaiti males. Other examples include case stud-
ies of juvenile delinquency in Korea (Lee 1990), Cameroon (Ade 1995), Japan
(Miyazawa and Cook 1990), and Nigeria (Ogunlesi 1990) and the impact of
antiamphetamine laws on juvenile offending in Taiwan (Wu 1996).

Finally, some case studies do not fit exactly into any one of the previous cate-
gories but are likely to be of interest to comparative criminologists, including
Morales’ (1986) examination of how the drug trade is affecting the social
organization and culture of peasants in the Peruvian Andes; the effects of war-
fare on interpersonal violence in Israel (Landau and Pfeffermann 1988) and
Japan (Lunden 1976); the sex trade directed at international tourists in Southeast
Asia (Fish 1984); and Maria’s (1990) volume on parallel economies (i.e., the
black market) in Marxist states.

The obvious advantage to this methodological approach is its contextual analy-
sis of one nation or culture. This type of work is able to incorporate a deeper
understanding of subnational processes, as well as historical- and cultural-
specific information on the country or culture under study. Thus, case studies
are best situated to avoid the cultural imperialism tag sometimes aimed at com-
parative criminology. Similarly, researchers are able to examine the effects of a
significant event on a nation—such as the transition toward a free-market econ-
omy or a change in political regimes—on crime rates or types of crime being
committed. This approach is invaluable as both an exploratory tool that can lay
the foundation for more statistically sophisticated work and a mechanism for
providing contextual information that quantitative analysis simply is unable to
supply. Further, indepth study of one country can result in data disaggregated to
a level lower than that of the nation, presenting researchers with the ability to
examine the reliability of theories developed to explain crime in the United
States or other Western nations.

The main disadvantage of this methodological approach is the inability to gen-
eralize findings to a broader population. Disaggregated empirical studies of a
nation can test the reliability of theories in disparate settings, but most case
studies are qualitative in nature and employ unique definitions and measures of
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deviance, crime, and justice. Thus, although such work is contextually rich, it is
difficult to replicate elsewhere or compare it directly with studies undertaken in
other nations. A final disadvantage is the fault of comparative criminologists
ourselves, not the method. Other disciplines, most notably political science

and anthropology, have created wide-ranging literatures that directly or indi-
rectly take on subjects such as deviance, justice, culture, and social organiza-
tion in scores of different nations and cultures that are relevant to our field.
Unfortunately, however, disciplinary boundaries often keep us from incorporat-
ing the results of this work into our own.

So far, we have discussed the major theoretical approaches employed in com-
parative criminology as well as the main methodological strategies that have
been used to investigate crime in the cross-national setting. Our aim in the
following section is to identify some of the primary sources of data that are
likely to be of greatest use to comparative criminologists.

Sources of Cross-National Data
for Research on Crime and
Criminal Justice

At the present time, comparative criminologists can draw on a wide variety of
data sources to inform their investigations. Official crime and criminal justice
data are collated and disseminated by a number of international organizations,
and researchers can also retrieve official data directly from national statistical
agencies. Moreover, recent years have seen the development of victimization
and self-report data collection efforts at the cross-national level. We will dis-
cuss these sources of information on crime and criminal justice in the coming
pages. Of course, most comparative criminologists are interested in testing
theories about the nature of crime and the social response directed at it by
nations around the globe. In other words, these investigators also desire an
assembly of explanatory variables at the nation-state level. In the last pages
of this chapter, we will indicate some of the best sources for political, social,
and demographic indicators about nations around the world.

Data on crime and criminal justice

Official data

There are three main sources of official crime data at the cross-national level.

First, for those researchers interested in a specific country or for comparative

analyses of a small set of countries, the best approach is to gather information
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directly from the nations themselves. Although the problems of using official
data remain (on the difficulties associated with official data, see Newman 1999),
this strategy allows the researcher to become more familiar with the definitions
of specific crimes and the idiosyncrasies associated with data collection in each
nation. This clearly presents the investigator with a more thorough understand-
ing of measures and promises stronger, more informed research. Familiarity
with these agencies and their data also allows the researcher access to a broader
range of information, including data aggregated to subnational levels.

These agencies are not always accessible to social scientists, however, especial-
ly if researchers wish to include a large number of nations in their study or if
they are not proficient in the languages of the target countries. In these cases,
investigators can take advantage of two other sources of cross-national databas-
es on crime: Interpol and the United Nations crime surveys. They are outlined
briefly here (for a thorough review of cross-national crime and explanatory data
as well as information about gaining access to these data, see Neapolitan 1998).

Interpol has collected crime statistics from its member countries since 1950 and
now publishes them annually in its publication International Crime Statistics,
which contains information from approximately 100 countries each year (Interpol
1995). A standard form is sent to each country, with instructions provided in
French, English, Spanish, and Arabic. Data provided to Interpol represent
police and judicial statistics and are limited in scope. No attempts are made

to evaluate the validity of the data. For this reason, Interpol is clear in publica-
tions that its data should not be used as a basis for making comparisons among
nations. The Interpol database contains information on the volume of crime

and the persons responsible for these offenses in general categories of crime,
including murder, assault, robbery, burglary, fraud, and drug and sex offenses.
Volume of crime figures include the total number of cases known to the police,
the percentage of these cases that are attempts, the percentage of the total num-
ber of cases solved, and the rate of each offense per 100,000 population. Interpol
also requests information on the total number of offenders and the percentage
of known offenders who are females and/or juveniles'' and who are not citizens
of a particular country.

A second, more extensive source of official crime data is provided by the United
Nations Survey of Crime Trends and Operations of Criminal Justice Systems
(UNS). Five surveys have been completed thus far, covering the periods 1970-75,
1975-80, 1980-86, 198690, and 1990-94. These surveys gather qualitative
and quantitative information on crime and criminal justice systems in the mem-
ber countries of the United Nations, with the goal of improving the dissemina-
tion of this information to a global audience of researchers and administrators
(Joutsen 1998; United Nations Criminal Justice Information Network 1999).
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Although not all countries reply to each survey and no country answers all the
questions on the form, the number of countries responding to the questionnaire
rose in the fourth and fifth surveys, and the United Nations urges each nation
to return the survey even if it is able to provide only limited information.

Given the nature of the data collection process, the material provided by UNS
comes from the official criminal statistics of each nation. Thus, the origin of
this information is similar to that from the Interpol database. However, because
nations report these data to the United Nations (of which each is a member and
by which each has been urged to respond to the questionnaire) whereas Interpol
collects its information from police chiefs, the UNS data might be considered a
more official statement by each nation about crime and its criminal justice sys-
tem (Neapolitan 1997; Newman 1999). The survey’s section on crime includes
items related to intentional and nonintentional homicide, assault, rape, theft,
robbery, burglary, fraud, embezzlement, drug-related crimes, bribery, and cor-
ruption (United Nations Criminal Justice Information Network 1999). Among
other things, the survey asks for the number of crimes recorded by police and
the age and gender of arrestees.

Unlike Interpol, the collectors of UNS data employ several methods of vali-
dating the information they receive as well as making the survey as user friendly
as possible. First, in an attempt to minimize errors due to cross-national differ-
ences in categories of crime, the United Nations provides a standard definition
for each crime and, although few countries respond to the query, they are asked
to note any discrepancies between their definition and that of the United Nations.
Second, if there is a 30-percent change in any reported number (e.g., the num-
ber of rapes or burglaries) from year to year or if the numbers at one stage of
the criminal justice system do not match those at another (e.g., considerably
more people were admitted into prison than were arrested), the United Nations
contacts the reporting agency to account for these potential inaccuracies. The
countries are also encouraged to report any situations, such as wars, political
turmoil, or accounting practices, that might be responsible for significant
changes. Finally, the United Nations reviews its experience with the process
after each survey, as well as comments from the reporting agencies in each
country, to improve on future questionnaires.

Researchers wishing to employ these two sources of information on criminal
behavior across nations face not only difficulties common to all official crime
data but also unique problems associated with the cross-national nature of the
sample. First, no matter which database is chosen, researchers are in effect
working with little more than a convenience sample (i.e., we can only use data
for those nations that respond to Interpol and UNS queries), and it is likely that
the sample of nations used will affect the results of cross-national comparisons
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(Kohn 1989; Neuman and Berger 1988). Second, only national-level trends and
relationships can be detected with this type of data. We can assume that aggre-

gation to such a high level will mask the tremendous variation in crime rates
and their social-structural correlates likely to be present throughout a country
(Lynch 1995a). This has led many researchers to call for country-specific
research that is capable of analyzing these issues at subnational levels (Archer
and Gartner 1984; Arthur and Marenin 1995; LaFree and Kick 1986;
Neapolitan 1997). Third, police data result from legal standards and administra-
tive needs and practices, which can diverge extensively among different cultural,
political, and economic systems. Policing agencies also vary in their level of
professionalism, efficiency, recording procedures, and ability to collect data
from all jurisdictions within their respective countries, making it difficult to

ensure comparability in these data across nations.

For both administrative and cultural reasons, the
number of crimes that come to the attention of the
police and the category in which they are coded are
also likely to vary. For example, although some
crimes such as homicide and theft are consistently
defined and perceived as serious across cultures (Kick
and LaFree 1985; Scott and Al-Thokeb 1977), not all
categories of crimes (or even subcategories of homi-
cide and theft) are comparable cross-nationally. What
is an assault? Are attempts included in the reported
frequencies? At what age does a juvenile become an
adult? Are data presented for reported crimes, record-
ed crimes, or arrests? These are fundamental ques-
tions that are not easily answered, and research has
found that tests for relationships may yield divergent
results depending on the database (e.g., Interpol or
UNS), the crime category, and the level of analysis
employed (Bennett and Lynch 1990; Huang and
Wellford 1989).
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Also, similar issues are likely to affect the rate at which victims report crime to
the police. Given cultural variation, citizens’ reporting of less serious victimiza-
tions, as well as the police response to these victimizations, probably varies
considerably among nations (Lynch 1995a; Vigderhous 1978). Research in the
United States has shown that reporting rates differ depending on the communi-
ty’s trust in the police (Biderman and Lynch 1991), and people’s trust in the
police likely varies throughout the world as well as within individual nations
(Block 1984). Similarly, the status of women and the cultural response to sexu-
al victimization is also likely to create differential reporting rates of rapes and
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sexual assaults (Ali Badr 1986; United Nations 1995). In fact, victimization
data reveal differential reporting among nations in several crime categories,
including assault, theft, and sexual offenses (van Dijk and Mayhew 1993).

Victimization surveys
can also provide
more contextual
information concern-
ing the nature of the
criminal event, as
well as victim attrib-
utes, their fear of
crime, and their
experiences with and
view of the criminal
justice system.

Victimization data

As just discussed, researchers experience several dif-
ficulties with official data when attempting to deter-
mine the etiology of crime. Not only are these data
predicated on legal, rather than behavioral, definitions
of harmful actions that can vary from nation to nation,
but police data are constructed and maintained for
administrative, not scientific, purposes and they do
not include the large number of crimes that do not
come to the attention of police. In response to these
difficulties, victimization surveys have been undertak-
en in several countries in an attempt to gain a more
accurate picture of the extent of criminal behavior.
These victimization surveys can also provide more
contextual information concerning the nature of the
criminal event, as well as victim attributes, their fear
of crime, and their experiences with and view of the
criminal justice system.

As with official data, researchers interested in one or a few countries should
collect information from country-specific victimization surveys. Again, this
ensures that the instrument is more culturally relevant and provides information
to the researcher that may not be available elsewhere. Victimization surveys are
a relatively new and evolving tool, however, so the availability, reliability, and
validity of country-specific surveys are limited. Likewise, if the researcher
wishes to compare a large set of countries, then the variation in the samples
drawn, the questions asked, and the methodologies employed make country-
specific surveys unwieldy. In this case, the best available instrument is ICVS,
which employs a standard survey instrument with all respondents in each of the
participating nations. Beyond the goals it shares with other victimization sur-
veys, ICVS aims to (1) be sensitive to each nation’s unique experience with
crime while at the same time providing an appreciation for shared patterns of
and problems with criminal behavior; (2) provide the administrators and policy-
makers of participating countries with valuable information so they can make
informed decisions; and (3) provide social scientists with an alternative source
of crime data with which they can track trends and test theories of crime causa-
tion (Zvekic and Alvazzi del Frate 1995).
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The first ICVS was completed in 1989 and involved 17 nations, most of them
developed (van Dijk, Mayhew, and Killias 1990). Subsequent surveys in 1992
and 1996 increased the number and type of nations included. In 1996, for
example, several countries in transition and developing countries participated
in the survey. In most developed nations, the samples are drawn from the whole
country and computer-assisted telephone interviews are completed (Kangaspunta,
Joutsen, and Ollus 1998). Results from these nations are weighted to make them
as representative as possible. In developing countries and countries in transi-
tion, the samples are normally drawn from the largest (most often the capital)
city, the households in the sample are chosen through random walk techniques,
and interviews are conducted face to face. Finally, the sample size varies from
country to country but with few exceptions, usually consists of at least 1,000
people. Exhibit 1 lists the countries that have participated at least once, the
years they participated, the population from which the sample was drawn, and
the sample size for each.

ICVS queries one respondent from each household in the sample about crimes
affecting the household in general and about victimizations that he or she has
personally experienced (see exhibit 2 for a list of the crimes about which each
respondent is asked). The timeframe involves the 5 years leading up to the time
of the interview; those respondents who report victimizations are asked to pro-
vide further details about the event. Demographic data are obtained from the
respondents, and they are also asked a series of questions concerning their atti-
tudes toward police and actions taken to protect against victimization.

Although ICVS provides a much-needed alternative to official data and is able
to uncover important information about victims and criminal events that official
crime data cannot, it still faces several challenges. First, as with any victimiza-
tion survey, it is likely that issues such as respondent memory decay and tele-
scoping will present difficulties (Block 1993; Lynch 1993; Skogan 1986),
especially since the interviews are not bounded and respondents are asked to
recall victimizations for a timeframe of 5 years. Respondents’ willingness to
reveal sexual victimizations is also likely to be a delicate issue (Skogan 1981),
and this willingness is likely to vary across the sample of nations based on
cultural norms. In fact, Zvekic and Alvazzi del Frate (1995) revealed complica-
tions with validity in measuring these types of victimization with ICVS.

Sampling issues and interviewing techniques present concerns as well. First,
ICVS covers a limited, although growing, number of nations. Second, Killias
(1990) argued that sample sizes of at least 5,000 are needed in most European
nations given the relatively low victimization rates in these countries. The ICVS
sample sizes are only a fraction of this number (see exhibit 1). Third, in most
developed countries, nationwide samples are drawn, whereas in developing
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Exhibit 1. Nations participating in the International
Crime Victimization Surveys

178

Years of
Nation participation Survey type Sample size
Albania 1996 City 1,200
Argentina 1992 City 1,000
Austria 1996 National 1,507
Belarus 1997 City 999
Belgium 1989, 1992 National 2,060; 1,485
Brazil 1992 City 1,000
Bulgaria 1997 City 1,076
Canada 1989, 1992, 1996 National 2,074; 2,152; 2,134
China 1992 City 2,000
Costa Rica 1992 City 983
Croatia 1997 City 994
Czech Republic 1992, 1996 National 1,262; 1,801
Egypt 1992 City 1,000
England and Wales| 1989, 1992, 1996 National 2,006; 2,001; 2,171
Estonia 1992, 1995 National 1,000; 1,173
Finland 1989, 1992, 1996 National 1,025; 1,655; 3,830
France 1989, 1996 National 1,502; 1,003
Georgia 1992, 1996 City 1,395; 1,137
Germany (West) 1989 National 5,274
Hungary 1996 City 756
India 1992 City 1,000
Indonesia 1992 Several cities 4,550
Italy 1992 National 2,024
Kyrgyzstan 1996 City 1,750
Latvia 1996 City 1,411
Lithuania 1997 National 1,176
Macedonia 1996 City 700
Malta 1997 National 1,000
Netherlands 1989, 1992, 1996 National 2,000; 2,000; 2,008
New Guinea 1992 Three cities 1,583
Northern Ireland 1989, 1996 National 2,000; 1,042
Norway 1989 National 1,009
Philippines 1992 City 1,503
Poland 1992, 1996 National 2,033; 3,483
Romania 1996 City 1,091
Russia 1992, 1996 City 1,002; 1,018

N
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Exhibit 1 (continued)

Years of s e 0 et
Nation participation Survey type Sample size
Scotland 1989, 1996 National 2,007; 2,194
Slovakia 1992, 1997 National, city 508; 1,105
Slovenia 1992, 1997 City, national 1,000; 2,053
South Africa 1992 City 1,000
Spain 1989, 1993, 1994 National, city, city | 2,041; 1,634; 1,505
Sweden 1992, 1996 National 1,707; 1,000
Switzerland 1989, 1996 National 1,000; 1,000
Tanzania 1992 City 1,004
Tunisia 1992 City 1,150
Uganda 1992 City 1,023
Ukraine 1997 City 1,000
United States 1989, 1992, 1996 National 1,996; 1,501; 1,003
Yugoslavia 1996 City 1,094
Source: Kangaspunta, Joutsen, and Ollus 1998, 194-195; Zvekic and Alvazzi del Frate 1995.

countries and countries in transition, samples are usually drawn only from one
large city. Fourth, it is well known in survey research that nonrespondents usu-
ally vary from respondents in several important aspects, including levels of
victimization (Block 1993). ICVS is likely to be especially prone to this prob-
lem because response rates vary from nation to nation. Finally, interviewing
techniques vary across the sample of nations included. In developed nations,
computer-assisted telephone interviewing (CAT]) strategies are employed. Not
only has CATI been shown to reveal a greater number of victimizations than
other techniques (de Leeuw and van der Zouwen 1988), but it is also unable to
reach potential respondents who do not have telephones (and who are likely to
differ in their levels of victimization from those who do have telephones). Even
given these problems, however, ICVS provides an alternative to official crime
data and should provide valuable insight into our understanding of crime and
victimization across cultures. Several scholars (see Block 1993; Lynch 1993)
agree that, if used wisely, ICVS is capable of supporting cross-national
comparisons.

Health data

Another source of limited victimization data is derived from health statistics.
For instance, homicide is a popular topic among comparativists for several
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Exhibit 2. Household and personal victimization in ICVS

Household victimizations Personal victimizations

Theft of cars Robbery

Theft from cars Theft of personal property

Vandalism to cars Pickpocketing

Theft of mopeds/motorcycles Noncontact personal thefts

Theft of bicycles Sexual incidents

Burglary with entry Sexual assaults

Attempted burglary Offensive behavior
Assaults and threats
Assaults with force
Assaults without force (threats)

Source: Kangaspunta, Joutsen, and Ollus 1998, 190.

reasons. First, the level and causes of lethal violence are salient issues for any
nation. Second, many believe homicide rates to be representative of the level of
criminal violence in general (Fox and Zawitz 1998). Third, measures of homi-
cide are commonly accepted as the most valid of all crime indicators. Even so,
measurement error in homicide counts from official criminal records varies
extensively from country to country. One way researchers interested in homi-
cide handle this issue is to use mortality data.

Vital statistics agencies in most countries employ International Classification
of Diseases (ICD) codes to record the cause of death on each death certificate.
One of ICD’s external causes of death is “homicide and injury purposely
inflicted by other persons” (World Health Organization 1996), with subcate-
gories that include the manner of victimization, such as strangulation, poison-
ing, or the use of firearms or cutting instruments. If researchers wish to find
this information at subnational levels, they must gain access to public health
agencies within specific countries. At the national level, however, these figures
are collected regularly from each country by the World Health Organization
(WHO) and are available in its World Health Statistics Annual, which currently
contains data for more than 80 nations. As shown in exhibit 3, the difference
between police and mortality data may be relatively small in some countries. In
the United States, for example, Rokaw, Mercy, and Smith (1990) reveal that the
Federal Bureau of Investigation’s Uniform Crime Reports annually report about 9
percent fewer homicides than mortality data from the National Center for Health
Statistics; in the 1994 data presented in exhibit 3, the difference is only 5 percent.
In other countries, however, discrepancies between police and mortality data may

180

CRIMINAL JusTicE 2000




MEASUREMENT AND ANALYSIS OF CRIME AND JUSTICE

Exhibit 3. Comparisons of selected nations’ 1994 homicide
counts from Interpol, the United Nations Crime Survey,
and the World Health Organization

Nation Interpol UNCS WHO
Australia NA 196 323
Austria 88 88 94
Azerbaijan 496 499 4,620
Bulgaria 499 492 428
Canada 596 596 498
Chile 1,545 626 410
Colombia NA 27,079 27,620
England and Wales 729 726 373
Greece 133 133 119
Israel 114 140 119
Japan 711 695 789
Kazakhstan NA 2,664 2,985
Lithuania NA 465 497
Nicaragua 733 549 241
Northern Ireland 104 83 100
Republic of Korea 653 577 720
Romania NA 776 1,008
Russian Federation 29,897 29,913 47,870
Singapore 50 50 43
United States 23,310 23,330 24,547
Note: NA means data are not available. Interpol data are defined as “voluntary homicides.”
UNCS data are defined as “total intentional recorded homicides.” WHO data are defined as
“homicide and injury purposely inflicted by other persons.”

Sources: Interpol 1995; United Nations Criminal Justice Information Network 1999; World
Health Organization 1995, 1996.

be quite large. For example, Pridemore (1999) showed that during the 1990s,
official crime data reported by the Russian Federation’s Ministry of the Interior
have annually recorded only about two-thirds the number of homicides report-
ed by the Ministry of Public Health.'? In the 1994 data presented in exhibit 3,
this amounts to an absolute difference between the two of nearly 18,000
deaths.

One benefit of mortality data is that they likely provide a more valid represen-
tation of the level of lethal violence within a nation because they reflect medical
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decisions about cause of death rather than police practices. Another advantage is
that the age group" and sex of the victims are provided. This allows the researcher
to recognize unusually high or low rates of violent victimization among specif-
ic age and sex categories, for example, or to test elements of different theories
of victimization.

These data, however, possess problems of their own. First, the level of medical
expertise of those making the decision affects their ability to determine the
exact cause of death, including homicide. This varies not only from country

to country, but within nations as well. In the United States, for example, the
coroner is a locally elected position in some jurisdictions; in these areas, the
post is open to anyone who wishes to run for the office, regardless of medical
training and experience (Baden 1998). As noted by Neapolitan (1997), a
second problem is that developing nations, especially those in Africa and
Asia, are underrepresented in WHO reports, making it difficult to include them
in cross-national analyses.'* Finally, although not dependent on the recording
practices of the police, the collection of mortality data is an official process
and the agencies gathering this information face not only their own unique
difficulties but also pressures common to any bureaucratic organization.
However, overall mortality data probably provide a better measure of lethal
violence than police data for most purposes, and they are commonly used for
cross-national research on violence.

Self-report data

As shown in the previous section, victimization surveys present an alternative
approach to measuring crime and provide the researcher with information that
is not available from official data. However, these surveys are usually unable to
capture much information about offenders, nor can they provide insight into
victimless crimes. One remedy to these informational barriers is the self-report
survey, which samples the population and asks respondents to provide informa-
tion concerning their own offending behavior. Survey construction and testing,
sampling, and interviewing are time- and cost-intensive procedures, however,
and the self-report survey is a research methodology associated with individual
studies rather than an instrument used to collect data on crime, delinquency,
and offenders at the national level. This means that, although the self-report is
a fairly common technique around the world (especially with juveniles), differ-
ences in samples and survey questions among different studies, as well as vary-
ing cultural definitions of crime and deviance from country to country, make it
difficult to use the results gained from these surveys to make cross-national
comparisons.
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It was not until the late 1980s, in fact, that an attempt was made to construct

a self-report survey that could be administered in several nations. The
International Self-Report Delinquency (ISRD) study has now been through
two sweeps, completing self-report surveys of juveniles in a limited number

of nations" (Junger-Tas, Terlouw, and Klein 1994; Klein 1989). The sampling
strategy differs from one country to the next, but a standard questionnaire,
modeled on the National Youth Survey (Elliott, Huizinga, and Ageton 1985),

is employed. The survey obtains data about both the respondents—including
sociodemographic attributes and information about family, school, and peers—
and their delinquent acts, such as incidence and prevalence, contextual informa-
tion about each event, and the reactions of others to the delinquent acts (Junger-Tas,
Terlouw, and Klein 1994). Although a welcome addition and useful in several
respects, the limited number of and similarity among the nations involved and
the varying sample frames and response rates from one nation to the next make
the ISRD study of limited value for sophisticated cross-national examinations
of delinquent behavior. However, several nations, including a few Central and
Eastern European countries in transition, have adopted the ISRD’s survey
instrument for their own use (Neapolitan 1997). Thus, self-report surveys at
the cross-national level may eventually prove to be a valuable resource on
offenders and patterns of delinquency.

Explanatory data

There is no room here for a thorough evaluation of Perhaps the major

all the different types of explanatory data available to detriment to the
criminologists. There is, however, one pressing issue systematic gathering
that must be addressed concerning these data. Perhaps of knowledge about

the major detriment to the systematic gathering of
knowledge about the etiology of crime across nations
is the lack of careful operationalization of theoretical

the etiology of crime
across nations is

models and consistency in measurement models. It the lack of careful
seems that, once criminologists have what we consider operationalization of
to be a valid indicator of crime, we collect any avail- theoretical models
able data to employ. as representations of our theoreti- and consistency in
cal concepts. It is vital that all of the effort we have measurement models.

placed in being careful about our measurement of

crime must also be directed toward the definition,

operationalization, and measurement of our independ-

ent variables. This is especially the case at the cross-national level, where
different national governmental and international data collection agencies are
likely to calculate specific socioeconomic statistics (e.g., poverty level, unem-
ployment, inequality) in different manners. This presents a serious threat to
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our models and must be taken seriously. We must also strive to agree on the
best measures of theoretical elements and use these measures in each study if
possible.'® If we do not, then we cannot truly compare the findings from each
study nor treat them as replications of earlier work; this represents a major
obstacle to a systematic understanding of crime causation across nations. Thus,
stronger efforts must be made to match theoretical and measurement models
when embarking on cross-national studies of crime causation.

The good news is that the accessibility, reliability, and validity of explanatory
data at the cross-national level are increasing, with several sources available
with which to cross-check the reliability of the information. This creates anoth-
er risk, however, in that it is easy to become variable oriented in our study of
crime instead of allowing theory to drive our research. Having introduced
these caveats, the rest of this section briefly discusses several sources of cross-
national explanatory data.

Census Bureau

The International Programs Center of the U.S. Census Bureau maintains an
International Data Base (IDB) that contains useful information for criminolo-
gists on up to 227 countries throughout the world (U.S. Bureau of the Census
1999). IDB is available online and is easy to access. Given the nature of the
Census Bureau’s mission, most of the data is demographic in nature, and the
extent of the data varies for each nation, but it contains measures relevant to
different theoretical approaches, especially social disorganization. Major cate-
gories of information available from IDB, together with specific variables that
might be helpful in testing criminological theories or using as controls, are
listed in exhibit 4.

As mentioned, this information is not only especially helpful as a source for
demographic variables often used as controls, it also is helpful for possible
measures of structure-level social disorganization. For example, information
on migration might be used as an indicator of mobility at the national level.
Percentage urban might be employed as a proxy for population density.
Information on marital status and households—such as proportion of the popu-
lation that is married, single, or separated or divorced, as well as single heads
of households—are amenable to use as measures of family structure. Poverty
rates, income measures, and employment data are available to represent the
poverty element. Heterogeneity indicators are available in terms of ethnicity,
religion, and language.
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Exhibit 4. Major categories and specific information relevant to
criminological research provided by the U.S. Census Bureau'’s
International Data Base

Data category : Information available - -
Population 1. Total population
2. Percentage urban
3. Population by age, sex, and urban/rural residence
Vital rates, infant mortality, 1. Net migration rate
and life tables 2. Infant mortality rates by sex
3. Life expectancies at birth by sex
Migration 1. Estimated net number of migrants by sex, age,
and urban/rural residence
2. Migration rate by sex, age, and urban/rural
residence
Marital status 1. Population by marital status, age, sex, and
urban/rural residence
2. Population that is single, married, and
separated or divorced, in both absolute and
percentage terms
Ethnicity, religion, 1. Population by ethnic group and sex
and language 2. Population by religious group and sex
3. Population by language and sex
Literacy 1. Population by literacy, age, sex, and
urban/rural residence
2. Female literate population in absolute and
percentage terms
Labor force, employment, 1. Economically active population by age, sex,
and income and urban/rural residence
2. Economically active population by industry and
occupation
3. Relative net income measures and poverty rates
Households 1. Heads of households by age, sex, and
urban/rural residence
2. Female heads of households; male heads of
households

Source: U.S. Bureau of the Census 1999.
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The World Health Organization

Health data (usually in the form of mortality statistics) can be important to
criminologists as both dependent and independent variables. WHO’s World
Health Statistics Annual reports mortality data for more than 80 nations,"’
while its electronic “WHO Mortality Database” contains data only for those
nations that WHO believes provide data of good quality (WHO 1999).'8
These mortality data are based on cause-of-death information provided by
each nation’s death registration system. Cause of death is reported for each
deceased person on a death certificate, according to ICD specifications, and
these data are collected and aggregated to the national level before being
transferred to WHO. Of most import to criminologists are homicides, infant
mortality, life expectancy, and alcohol use.

First, as discussed earlier, homicide counts based on victimization data from
mortality statistics are thought to be a better measure of homicidal (though not
necessarily criminal) violence in a nation than police data. These data can also
be disaggregated by sex and age categories, which is helpful for testing certain
theories of violence." Second, both infant mortality rates and life expectancy
are considered by some to be indicators of modernization, so those interested
in this approach may wish to use one or both of these in their measurement
model. Third, the sociological, public health, and epidemiological literatures
have found a strong and consistent correlation between measures of health
(e.g., levels of infant mortality) and poverty. This has led some researchers

to use this indicator as a proxy for poverty. Finally, though rarely used in
criminology research, the public health and epidemiological literature often
employ the rate of deaths due to cirrhosis of the liver as a measure of alcohol
consumption. (These data are available from WHO.) Given the role played by
alcohol in violence (both socially and psychologically and in both offenders
and victims), it seems that this is a theoretically important concept and that
future empirical work should at least employ this measure as a control in causal
models, if not explore the relationship directly.

The World Bank and the International Monetary Fund

Both the World Bank and the International Monetary Fund (IMF) provide eco-
nomic data that may be useful to criminologists employing several different
theoretical perspectives. First, the World Bank has an extended list of indicators
of economic structure (World Bank 1999) that are available in either its World
Development Indicators or at its Web site. Researchers interested in the mod-
ernization/development thesis may wish to consult the World Bank’s measure
of long-term structural change, which contains indicators of several relevant
concepts, including agricultural output, economic growth and structure,

(%
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government finance, labor force and employment, money and prices, and
urbanization. Other indicators of development are to be found with energy
production and use, GNP per capita, and the distribution of the labor force by
occupation or economic activity. Overall quality of life plays a role in several
theoretical approaches, and the World Bank employs indicators in several areas
to measure it, including education, energy, health, life expectancy, and mortality.

Dependency theorists might find useful theoretical elements in the World Bank’s
measures of aid dependency, growth consumption, investment, structure of con-
sumption, integration with the global economy, and the “Heavily Indebted Poor
Countries Debt Initiative.” The World Bank also provides data that could be help-
ful to those researching gender issues. The structure of the labor force and gender
and education measures can be helpful when considering routine activities theo-
ries and theories based on the status of women within societies. Data on econom-
ic distress can be found in World Bank measures such as the distribution of both
income and consumption, unemployment, the magnitude and depth of poverty,
and purchasing power parity. Finally, basic demographic information is also pro-
vided in the form of population parameters, population dynamics, the absolute
size of the urban population, and the percentage of the population living in all
urban areas and in urban agglomerations of more than 1 million people.

IMF has recently taken steps to make access to its data more manageable.
Their Dissemination Standards Bulletin Board has a Web site that contains
economic and financial data reported to IMF from 47 countries. It is important
to note that (1) data are not posted unless they subscribe to the Special Data
Dissemination Standards set by IMF, and (2) statistical methodology must be
documented and sources of reliability cross-checks must be identified (IMF
1999). Although much of these data are of limited use in criminological
research, there are a total of 17 data categories that cover 4 sectors of the
economy: the real, fiscal, financial, and external sectors. Exhibit 5 includes a
list of information available from IMF that could be relevant for criminologists.

Some of these data might be helpful to criminologists, especially to those inter-
ested in world system/dependency theory, which is an approach that to this
point has been difficult to test empirically. For example, the import and export
of goods and services, as well as information on interest payments as a propor-
tion of all expenditures and as the component of debt owed to foreign creditors,
might provide dependency theorists with measures of capital penetration into

a nation and its placement in the world economic hierarchy relative to other
nations. Unfortunately, data are not available for several nations that are proba-
bly of most interest to world system theorists. However, data are available from
countries in North, South, and Central America; Western, Central, and Eastern
Europe; and Asia.
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Exhibit 5. Economic data useful to criminologists available from
the International Monetary Fund

g Real sector Fiscal sector Financial sector External sector
1. GDP in 1. Domestic and 1. Monetary and credit | 1.Imports and
terms of major foreign financing conditions of the exports of goods
expenditure banking sector and and services
categories and | 2. Interest central bank (according to
productive payments as a (including domestic IMF’s Balance
sectors proportion of credit broken down of Payments
expenditures by general public manual)
2. Employment, and private
unemployment, | 3. Debt by foreign categories)
and earnings and domestic
components
3. Consumer
price indexes

Source: International Monetary Fund 1999.

Conclusion

The goal of this chapter has been to survey the field of comparative criminology
to highlight the issues of theory, method, and data that characterize this type of
study. We began with a consideration of basic philosophical and definitional
issues as we sought to specify the boundaries of the comparative perspective as
well as its main concerns. Because firm theory is essential to quality investiga-
tions, we next turned our attention to the theoretical explanations for crime that
underscore comparative work, offering suggestions for improvement and elabo-
ration along the way. To further scientific studies of crime, researchers must be
prepared to translate theoretical concepts into propositions that can be tested
against actual observations. This movement from theory to observation requires
the criminologist to attend to issues of method and data collection. Accordingly,
we considered a variety of methodological approaches to comparative studies
and explored the range of dependent variables brought under scrutiny. As we
have discussed, there are many available sources of data with which theoretical
propositions can be assessed. Still, some theoretical constructs will not find
useful indicators in available databases; this means that scholars will have to
develop their own data-gathering projects or find a way to make existing data

(g

CRIMINAL JusTicE 2000




MEASUREMENT AND ANALYSIS OF CRIME AND JUSTICE

sources more responsive to theoretical needs. We now end our review of com-
parative criminology with a few observations that we hope might further the
pursuit of comparative work.

Theoretical development and testing

The challenge for comparative criminologists is to develop theories with
increased specificity while managing to construct them in such a way that they
can be applied across more than one culture or nation-state. This eventually
must demand that theories be developed to conceptualize societies as totalities
(rather like the work only briefly begun by Parsons 1977) and that theories that
manage to provide a world context in which total societies behave be further
constructed. The only theory reviewed in this chapter that adopts this approach
is world system theory. This theory is not well formulated to explain crime
either within or across societies, largely because it was constructed by political
scientists who had other interests in mind. As noted earlier, however, there is
much in the research and theory of other social science disciplines that could
be imported profitably into cross-national research on crime and criminal jus-
tice. We believe that theory must be taken more seriously in the context of
comparative criminology. With sound theory, the construction of measurement
models and the data-gathering process can be carried out in a more valid man-
ner. While expanded and more systematic data-gathering strategies tell us how
to collect observations about the world properly, these strategies tell us nothing
about what to observe. We need good theory for this.

The testing of theories also depends essentially on the ability of the researcher
to specify theoretical concepts and translate them into variables that can be
measured. Doing this in the cross-national setting is indeed a challenge. We
have noted how difficult it is to construct definitions of crime that can be
applied across nations. But recent developments in cross-national data collec-
tion have helped to stem these difficulties and provide new opportunities for
assessing the reliability and validity of crime data. Turning to the data solutions
that have emerged in mainstream criminology in recent decades, comparative
criminologists have fielded victimization surveys and self-report surveys to
good effect. These approaches have allowed for the construction of behavioral
definitions that bypass the legal definitions of each country. This solution must
be seen as partial, however, because it does little to remedy shortcomings in the
dissemination of official crime data. Improvements on this front might follow if
the United Nations strengthened its diplomatic role of coordinating the collec-
tion of crime and justice information from nations. (Perhaps other international
bodies could adopt the dissemination of crime data as one of their missions.)

VoLuME 4



THEORY, METHOD, AND DATA IN COMPARATIVE CRIMINOLOGY

But comparative scholars need not rely exclusively on international organiza-
tions for information of value to their investigations. We could use more pri-
mary observations by students of crime and criminal justice and more efforts

to arrange secondary observations into utilitarian forms. Transparency and

the World Wide Web permit construction of official databases directly by the
researcher. Indeed, entire projects of official data collection could be conceived,
then supported by enlightened funding agencies. Certainly, the field could stand
an expansion of victimization studies and self-report studies at the international
level. Besides making more systematic observations of crime and increasing
the variety of crime data, we need to expand the methods of recording and
representing this information. The study of criminology would benefit if
observations were represented not only as numbers but also as images, sounds,
and words (both printed and spoken). This would permit room for filmmaking,
videography, oral history, and storytelling in the study of crime. And, with the
World Wide Web and its potential to organize the dissemination of information,
we have a medium that can traffic in all of these methods of representation

at once.

Advancing comparative analysis

An important advance made in recent years in comparative criminology has
been a growing sensitivity to the intricate details of the workings of the crimi-
nal justice systems in every country. Maybe this seems obvious, but compara-
tive analysis was conducted mainly from a legal perspective for most of this
century, preoccupied with particular nuances in legal definitions and proce-
dures. The significance of this change in focus is considerable. The reason is
that we now know that it is possible to identify the specific procedures that
police and bureaucrats follow that will finally produce crime and justice statis-
tics. The work of Langan and Farrington (1998) has demonstrated that sense
can be made of official crime statistics of nations and meaningful comparisons
made. This work confined itself to the comparison of two countries, but there is
no substantive reason why this methodology could not be extended. The possi-
bility for this research, however, depended on the existence of social scientists
who were highly trained in social science methodology and had an intimate
knowledge of their respective criminal justice systems. We should expect that
there will be more and more researchers, from a wider variety of countries,
who are so trained. The increased globalization we have noted in several places
in this chapter will surely increase the possibility of more capable scholars
coming together. Again, we suggest that an existing international body could
advance the study of comparative criminology by ensuring regular meetings
of scholars and researchers interested in the subject.
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If asked how schools of criminology and criminal justice could advance the
practice of comparative work, we offer the most obvious answer: Expand
curricular offerings to support such comparative practices. But such offerings
must extend beyond survey courses or a smattering of specialty seminars.
Those activities will surely help the current state of affairs, but for comparative
criminology to truly bear fruit and achieve its potential, we must deepen the
repertoire of skills, talent, and knowledge that its practitioners command. To
expand students’ repertoire, schools could stress the acquisition of foreign lan-
guage skills and encourage work that employs such skills. Some schools permit
students to count language fluency toward methods requirements; this course
of study ought to be encouraged for those with comparative interests.
Multilingualism permits the comparative student to study crime and criminal
justice more richly (see Moore and Fields 1996). A full palette of research
methods should certainly be taught, but this course of study must be carefully
balanced with a complement of theory-related classes. As a field of study, com-
parative criminology will be well served if its students are discouraged from
grand theory and methodological inhibition and rather pointed in the direction
of Mills’ (1959) promise of the sociological imagination. Finally, more pro-
grams of international exchange between universities should be developed;
perhaps the international divisions of the American Society of Criminology
and the Academy of Criminal Justice Sciences could facilitate the creation

of such programs.

Data explosion

Another significant development in the field of comparative criminology is the
incredible explosion of crime and criminal justice information in the interna-
tional arena. In the space of just 5 years, an enormous amount of information
concerning the crime and justice situations in many countries has become read-
ily available. Most major countries of the world now host Web sites that pro-
vide a range of statistics and criminal justice information. There are also many
international bodies that provide crime and justice statistics on the Internet.
Many sites also make available lists of new publications concerning crime and
justice in their respective countries. Thus, it is possible not only to obtain more
information than ever before, but also to obtain it more quickly, often without
regard to crossing national boarders.

The ready availability of data will do much to spawn new research. The United
Nations database, for example, now contains more than 20 years of crime
statistics, which invites researchers to undertake meta-analytical studies. However,
with abundance also comes risk, and one primary risk is that these data may
be used without regard to their well-known shortcomings (see Newman and
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Howard 1999). It is essential that comparative studies are theoretically driven,
that theoretical elements are rigorously operationalized, and that the researcher
has a thorough understanding of the limitations of the specific data with which
he or she is working. Just as important, it will be necessary that such studies
be informed, as far as possible, by the various contexts from which these data
have been extracted: by the countries and criminal justice systems that have
produced them. The work of HEUNI (European Institute for Crime Prevention
and Control, affiliated with the United Nations) (Kangaspunta, Joutsen, and
Ollus 1998), in which empirical work is backed up by case studies of those
countries included in the analysis, appears to be one valuable solution to this
perennial methodological problem.

Policy development

In the modern nation-state, policies concerning crime and justice emerge after a
highly complex—often adversarial—process of political exchange and bureau-
cratic procedure. Most such policies originate from issues or social problems
that occur within nations; exceptions may be drug trafficking and other kinds
of transnational crime. We are inclined to think that there is one more factor
that may push or, more accurately, condition policy development: the enormous
and rapidly growing availability of criminal justice information. Globalization
will make it increasingly difficult for nation-states to ignore the criminal justice
information of other countries. Politicians and influential bureaucrats increas-
ingly will be forced to answer as to why their country displays crime rates,
prosecution rates, incarceration rates, or rates of violence or gun ownership
that are strikingly different from similar countries. Criminologists no doubt
will have the opportunity to contribute to policy debates and implementation,
provided their work demonstrates relevance and scientific merit.

Globalization and comparative studies
of crime and criminal justice

As we enter the 21st century, the field of comparative criminology is in a posi-
tion to expand and become more rigorous and relevant. Globalization, which
has shrunk the world and made social interdependence all the more obvious,
will continue to influence the ways in which we lead and understand our lives.
Moreover, the increasing mobility of the world’s citizens will contribute to a
greater desire on the part of these individuals to come to terms with crime and
responses aimed at containing it around the globe. Building on established bod-
ies of theory, methodologies, and data such as those described in this chapter,
comparative work in crime and justice offers significant promise for the future.
Armed with more refined and sophisticated theory that will be capable of
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informing better data collection efforts, comparative scholars will place them-
selves in a position to offer meaningful critiques of international criminal jus-
tice policy. While advances in comparative criminological theory and method
will not come easily or cheaply, the promise of the endeavor justifies our
efforts.

Notes

1. To conserve space, the theoretical discussion is highly abridged. We strongly suggest
that readers refer to the original sources for a thorough description of each theory.

2. We employ the categorical designations grand theories and “structural theories” as
generic terms used to describe the subtypes of theories discussed here.

3. It should be noted that Shelley (1981), while retaining the notion that social and
economic change have a definite impact on crime, later recanted her earlier contention
that all nations experience the same phases of development in the same order and at the
same pace. Further, she stated that industrialization and urbanization are not always and
necessarily accompanied by political and social modernization.

4. An alternative theoretical explanation is Rushton’s (1990, 1995) biological image of
crime causation. He contends that constitutional differences between races explain the
variation in levels of violence among nations. That is, Rushton argues that variations in
genetic predisposition toward violent behavior account for presumably higher rates of
violence in African countries, relatively intermediate rates in Caucasian nations, and low
rates in Asian countries.

5. Studies that attempt either to include cultural measures or explain empirical differ-
ences via cultural variation include Parker’s (1998) examination of how cultural drink-
ing patterns may affect homicide rates and Neapolitan’s (1994) work, which suggests
a cultural explanation—due to its colonial past—for the high homicide rates in Latin
America. However, the former uses only per capita alcohol consumption, and the latter
regional location, as measures of shared culture.

6. This is especially the case because people of different cultures seem to have similar
basic definitions of behaviors that are commonly accepted as criminal (Kick and LaFree
1985; Newman 1976) and because research has shown general agreement on the per-
ceived seriousness of harmful behavior across cultures (Evans and Scott 1984; Scott and
Al-Thokeb 1977).

7. Another measure of inequality is the Robin Hood index (also referred to as the Pietra
ratio). This index is defined as that part of the overall income that would need to be
transferred from those with above-average incomes to those with below-average
incomes to achieve an equal distribution. Although found in the economic (see
Atkinson and Micklewright 1992) and epidemiological literature (see Kennedy,
Kawachi, and Prothrow-Stith 1996; Walberg et al. 1998), criminologists have yet

to employ this measure of inequality in their research on cross-national crime.
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8. Race/ethnic status is also a widely accepted correlate. In cross-national work, howev-
er, it is commonly used as a measure of heterogeneity—thus representing a hypothe-
sized causal relationship, not simply an atheoretical correlate—and thus is not discussed
in this section.

9. See Gelles (1987) and Korbin (1987) for a discussion of the methodological impedi-
ments encountered in cross-national and cross-cultural research on family violence.

10. For groundbreaking work in this area, see Johnson’s (1999) survey of domestic
violence around the world.

11. Each nation is also asked to provide the age range of its definition of juveniles.
Because these definitions differ from country to country, and because each uses its own
definition of juvenile when responding to the Interpol questionnaire, this category is not
directly comparable across countries.

12. It should also be noted here that Russia, along with several other countries, includes
attempts in the homicide category of official crime data.

13. These age groups are: 0, 1-4, 5-14, 15-24, 25-34, 3544, 45-54, 65-74, and 75 and
older.

14. This is not solely the fault of WHO, but also of those nations that fail to respond to
the questionnaire or reliably collect this information. Even where data for these nations
are available, their inclusion presents problems for cross-national comparisons. For
example, variation in the level and availability of emergency medical services among
nations might mean the difference between a homicide and an assault. Thus, the same
violent event can easily produce two entirely divergent outcomes depending on where it
occurs, meaning that the number of homicides in part may be the result not simply of
the level of potentially lethal violence but of the level and availability of emergency
medical services as well.

15. Countries participating in the first round of surveys included Belgium, Finland,
Germany, Greece, Italy, The Netherlands, New Zealand, Portugal, Spain, Switzerland,
the United Kingdom (including England, Wales, and Northern Ireland), and the United
States (Junger-Tas, Terlouw, and Klein 1994).

16. To highlight only one example, the Gini coefficient employed more often than any
other measure of inequality, although justification is rarely supplied for its use over a
number of other possible indicators. Also, several of the studies published in the 1970s
and 1980s relied on inequality data that were 10 to 20 years old. Further, the theoretical
concept of inequality is based on the assumption that an unequal distribution of resources
not only is perceived by individuals, but they also feel it to be an injustice and are
angered enough by these inequities to resort to crime as an expression of their frustra-
tion. This social-psychological process in no way is captured by a measure of the distri-
bution of income. Finally, because income inequality and poverty (or average income)
are in actuality two functions of the same distribution, they are usually highly correlated.
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If both measures are included in multivariate analysis, the resulting multicollinearity is
likely to produce an unstable model, which can bias the coefficients as well as make it
virtually impossible to separate the effects of inequality from those of poverty.

17. Much of these data are also available from the United States’ National Center for
Health Statistics (U.S. Department of Health and Human Services, Centers for Disease
Control and Prevention 1999).

18. According to WHO, “Good quality information requires that death registration be
near universal, that the cause of death be reported routinely on the death record, and that
it be determined by a qualified observer according to the International Classification of
Diseases” (1999, 1).

19. Although not provided by WHO, if researchers approach agencies within specific
nations, they may be able to disaggregate even further on the basis of area, ethnicity,
and type of victimization (e.g., gunshot, stabbing, strangulation, poisoning).
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Spatial Analyses
of Crime

by Luc Anselin, Jacqueline Cohen, David Cook,
Wilpen Gorr, and George Tita

The new century brings with it growing interest in crime places. This
interest spans theory from the perspective of understanding the etiol-
ogy of crime, and practice from the perspective of developing effec-
tive criminal justice interventions to reduce crime. We do not attempt
a comprehensive treatment of the substantial body of theoretical and
empirical research on place and crime but focus instead on method-
ological issues in spatial statistical analyses of crime data. Special
attention is given to some practical and accessible methods of
exploratory data analysis that arguably should be the starting place of
any empirical analyses of the relationship of place to crime. Many of
the capabilities to support computerized mapping and spatial statisti-
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cal analyses emerged only recently during the 1990s. The promise of
using spatial data and analyses for crime control still remains to be
demonstrated and depends on the nature of the relationship between

crime and place. If spatial features serve as actuating factors for
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SPATIAL ANALYSES OF CRIME

crime, either because of the people who or facilities that are located there,
then interventions designed to alter those persons and activities might well
affect crime. Alternatively, if the spatial distribution of crime is essentially
random, then targeting specific places is not likely to be an effective crime
control strategy. Sorting out the place/crime relationship requires analytical

methods that are best suited to isolating the impacts of place on crime.
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A s we near the end of the 20th century, interest in crime places continues to
grow. The identification of crime hot spots (Sherman, Gartin, and Buerger
1989) was perhaps a watershed in refocusing attention on spatial/locational fea-
tures of crime. This interest spans theory from the perspective of understanding
the etiology of crime, and practice from the perspective of developing effective
criminal justice interventions to reduce crime. Theoretical concerns focus on how
place might be a factor in crime, either by influencing or shaping the types and
levels of criminal behavior by the people who frequent an area, or by attracting to
an area people who already share similar criminal inclinations. These theoretical
concerns, which are ably addressed in a growing published literature on the crim-
inology of place, are only briefly discussed in this paper.' We focus instead on the
analytical methods best suited to isolating the impact of place on crime.

Technological advances, primarily in computer capabilities, are fundamental to
recent analytical advances in the methods available for analyzing place-based
crime data. The advent of computer mapping applications and accompanying
geographic information systems (GIS) are crucial to being able to measure and
represent the spatial relationships in data. Perhaps the most powerful analytical
tools emerging from GIS technologies are (1) flexible spatial aggregation capa-
bilities to facilitate the measurement of place-based crime and (2) simple conti-
guity matrices for representing neighbor relationships between different areal
units. In addition to these analytical advances, computerized police records
management systems and computer aided dispatch (CAD) systems of citizen
calls to police make it possible to systematically quantify varying levels of
criminal activity at different places within a city.

The paper that follows begins with a brief overview of some conceptual links
between place and crime. We do not attempt a comprehensive treatment of the
substantial body of theoretical and empirical research on this topic. Our intent
is merely to provide an illustrative context for the main focus of the paper—
spatial statistical analyses of crime data with special emphasis on pragmatic
concerns about how these analyses are best implemented. The text guides
readers through a variety of methodological concerns relating to the analysis of
spatial data and space/time data. Perhaps the most valuable service is to direct
analysts to relevant parts of a growing research literature, with many sources
published only recently. Thorny issues are raised, not to warn analysts off alto-
gether, but rather to encourage the exercise of due caution in the conduct and
interpretation of empirical analyses. Special attention is given to some practical
and accessible methods of exploratory data analysis that arguably should be the
starting place of any empirical analyses of the relationship of place to crime.
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Routine activities
that bring together
potential offenders
and criminal
opportunities are
especially effective in
explaining the role
of place in encour-
aging or inhibiting
crime. The resulting
crime locales often
take the form of
facilities—places
that people frequent
for a specific
purpose—that

are attractive to
offenders or con-
ducive to offending.

Crime and Place

In this section, we briefly review some theoretical
and empirical developments in research on crime

and place. These trace back to the work of the early
social ecologists in France during the middle of the
19th century, through the sociological tradition
emerging from the Chicago School in the early 20th
century, and finally to the recent revival of this tradi-
tion in contemporary ecological studies of crime. The
social ecology perspective evolved into more specifi-
cally focused, place-based theories of crime, particu-
larly the routine activities theory. Routine activities
that bring together potential offenders and criminal
opportunities are especially effective in explaining
the role of place in encouraging or inhibiting crime.
The resulting crime locales often take the form of
facilities—places that people frequent for a specific
purpose—that are attractive to offenders or conducive
to offending. Facilities might provide an abundance of
criminal opportunities (e.g., either a target-rich envi-
ronment for thefts or abandoned or otherwise unguard-
ed properties that could be used for illicit activities
like drug dealing). Or they might be the sites of licit
behaviors that are associated with increased risk of
crime (e.g., heavy alcohol consumption in crowds

where disputes can easily turn violent). The relationship between specific types
of facilities and observed crime hot spots is an important question, and these
chronic crime places are particularly well suited for further empirical investiga-
tions of the distinctive criminogenic features associated with place.

Social ecology theories of crime

Early social ecologists

Invariably, research articles that focus on the concentration of crime in distinct
types of communities cite the work of the early French social ecologists Guerry
([1833a] 1984, [1833b] 1974) and Quetelet (1833, 1842).> As in Durkheim’s
classic studies of suicide ([1897] 1966) and crime ([1901] 1950) a half-century
later, Guerry and Quetelet were interested in explaining differences in commu-
nity crime levels in terms of the varying social conditions of the resident popu-
lations. It is humbling to see the level of analytical sophistication displayed in
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their early maps of population-based rates of crime, suicide, alcoholism, popu-
lation age structure, family structure, educational levels, and population diversi-
ty in 19th-century French “Departments” (i.e., geopolitical areas analogous to
contemporary States or provinces). These historical works are among the earli-
est examples of a type of empirical social research that falls within the tradition

of ecological studies of crime—that is, studies in which the units of analysis

are spatially defined population aggregates.

The next flourishing of ecological research on crime was in the early 20th cen-
tury. More than any other academic body of work, the Chicago School of the
early 1920s is responsible for the emergence of ecological studies in sociologi-
cal research (for example, Park, Burgess, and McKenzie 1925). The Chicago
School represents a sociological paradigm that encourages a synthesis of
qualitative and quantitative methods. While many view it as atheoretical and
primarily empirical, it is difficult to deny its importance in theoretical develop-
ments in community studies and criminology.’ As Abbott (1997, 1152) writes:

[T]he Chicago School thought—and thinks—that one cannot understand
social life without understanding the arrangements of particular social
actors in particular social times and places. . . . [N]o social fact makes any
sense abstracted from its context in social (and often geographic) space
and social time. Social facts are located facts. (emphasis in original)

The original data of the Chicago School were records obtained from the Cook
County (Illinois) Juvenile Court, Boys’ Court and Jail. They included basic

demographic measures like age and sex of each
offender, along with the offender’s home address. The
following passage from Bursik and Grasmick (1993,
31) describes the procedure used by Shaw and col-
leagues to map these data:

The residential address of each individual . . . was
plotted (by hand!) on a base map of the city of
Chicago (see Shaw et al. 1929:24) [sic] for a full
description of the process) and then copied into
outline maps of Chicago by means of a reflector
and glass-top table. . . . The rates of delinquency
(defined in terms of the number of boys referred
to juvenile court) were then computed on the basis
of census tracts, the official local community areas
of Chicago, and one-square-mile areas of the city,
which was their most common operational defini-
tion of the neighborhood.

Though not causally
related, recent devel-
opments of widely
accessible computer-
ized mapping and
spatial analysis
techniques have
accompanied the
resurgence in
popularity of
ecological explana-
tions of crime.
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Relying only on “visual inspection . . . and rudimentary statistical tests”
(Bursik and Grasmick 1993) of the resulting spatial distribution of offenders,
Shaw and McKay (1942)* emerged with their seminal findings regarding the
stability of delinquency over time within certain neighborhoods and the nega-
tive relationship between crime and distance from the central business districts.
The social disorganization theory of crime was born from these observations.

Other important work on crime and place emerging from the original Chicago
School includes Thrasher’s (1927) census of urban street gangs. Mapping the
locations where gangs formed, Thrasher found “gangland” in the “interstitial”
areas of Chicago, and not in areas that could easily be labeled as “commercial”
or “residential.” Gangs form where “better residential districts recede before the
encroachment of business and industry” (p. 23). Understandably, Thrasher did
not undertake what was then a formidable task of cataloging all of the fea-
tures that distinguish “gangland” from nongang areas. With the advent of com-
puters, and perhaps more importantly, the accessibility of computerized census
data, this task is much more easily managed today.

The “new” Chicago School

A featured plenary session at the 1996 annual meeting of the American Society
of Criminology held in Chicago addressed the question, “Whither the Chicago
School?” As an esteemed panel of former Chicago School students and mentors
discussed the past, present, and future of Chicago-style ecological studies, it
became clear that we are currently in the midst of a Chicago School revival.’
Over the past two decades, a number of excellent studies have resurrected and
advanced the methodological and theoretical traditions of the original Chicago
School.® Though not causally related, recent developments of widely accessible
computerized mapping and spatial analysis techniques have accompanied the
resurgence in popularity of ecological explanations of crime. The new GIS
capabilities that permit flexible measurements at various levels of spatial aggre-
gation have facilitated many recent analyses of ecological features of crime.

For instance, relying on their ability to map the location of homicides, aggre-
gate these point locations to census tracts, and then examine the distribution of
gang homicides controlling for “social disorganization,” Curry and Spergel
(1988) find crime to be correlated with poverty and a lack of social control, but
violence (e.g., homicide) to be correlated with their measure of social disorgan-
ization. Tita, Engberg, and Cohen (1999) provide another contemporary ecolog-
ical study of gangs. They find that the areas where gangs form are low on a
variety of measures of informal social control and share features associated
with the “underclass.” Furthermore, once racial composition is accounted for,
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their measure of social disorganization is not predictive of gang location. Gangs
form in high-crime neighborhoods, but the arrival of gangs in an area does not
alter local crime levels. The notable exception is a significant increase in shots
fired after gangs form in an area (Tita 1999).

An excellent example of the blending of quantitative spatial measures with
qualitative observational studies is Bernard Cohen’s (1980) ecological study of
street-level prostitution in New York City. Cohen finds that streetwalking spans
all levels of income across neighborhoods and census tracts of Manhattan.
However, he noticed important similarities in the block faces and street corners
frequented by prostitutes and johns. Using hand-drawn maps, Cohen identified
“hot spots” of prostitution activity. Relying on participant observation, he
recorded and quantified the amount of deviance in the study areas, as well as
the age, race, and gender of nearby residents. He extrapolated family structure
from census tract data.

Areas with a high incidence of prostitution were notable in their absence of
young children and young women. Not surprisingly, households in these areas
were much more likely to be made up of single adults and unrelated room-
mates. Cohen also noted several important crime-enhancing features of the
built environment, such as wide streets (to provide inconspicuous traffic flow
of johns through the area), the types of business establishments in the area (to
attract the “right” clientele), and the spatial proximity of unlit alleys, parks, or
lots (to provide locations for sex acts). Although not widely recognized as such,
Cohen’s (1980) book, Deviant Street Networks, may be one of the first empiri-
cal studies to document the spatial and temporal intersection of “motivated”
offenders and the crime-facilitating properties of place proposed by the routine
activities theory (Cohen and Felson 1979).

Bernard Cohen’s work underscores the importance of specifying the correct
areal unit of analysis in ecological studies. When examining the presence of
streetwalkers as a function of various socioeconomic measures aggregated to
the level of neighborhoods or census tracts, there were few differences between
areas with prostitution and those without. It is only when Cohen examined sub-
census tract variation that important differences emerged. Modern GIS capabili-
ties, combined with point data on the locations of individual crimes, make it
feasible to routinely obtain measures of crime variables at these nontraditional
and smaller levels of aggregation.

Place-based theories of crime

Ecological theories look for explanations of individual actions in general fea-
tures of the social structure in which an individual is embedded. Place-based
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theories fall squarely within the theoretical tradition of social ecology, but are
more specific about the mechanisms by which structural context is translated
into individual action. The dominant theoretical perspectives derive from the
routine activities theory (Cohen and Felson 1979) and rational choice theory
(Cornish and Clarke 1986). In both cases, the distribution of crime is deter-
mined by the intersection in time and space of suitable targets and motivated
offenders. This spatial and temporal intersection is determined by the organiza-
tion of certain types of activities at specific places, ranging from highly struc-
tured environments like work and school to less structured environments in the
home and leisure places.

Routine activities

The routine activities theory was first introduced in Cohen and Felson (1979),
later refined in Felson (1986, 1994), and extended to crime pattern theory in
Brantingham and Brantingham (1993). Place is central to this perspective, serv-
ing as the locus where motivated offenders come together with desirable tar-
gets in the absence of crime suppressors (who include guardians, intimate
handlers [Felson 1986], and place managers [Eck 1994]). This convergence of
crime opportunities in space and time is facilitated by various situational fea-
tures, of both the physical and social variety, that provide a context or setting
that is more or less conducive to crime (Clarke 1992).

Place can facilitate (or inhibit) crime in two ways. First, the physical or built
features of a place can decrease the social control capacities of various crime
suppressors. Such concerns motivate interest in the design of “defensible space”
(Jeffrey 1971; Newman 1972). For example, Newman’s study of public housing
suggests that highrise housing increases population density, but because resi-
dents live vertically, they are physically removed from monitoring activities in
public spaces, especially those at street level.” These conditions leave this type
of housing with relatively few place managers who will monitor and control
public behavior and seriously limit the levels of informal social control exer-
cised over all forms of disruptive behavior from minor incivilities to more seri-
ous illicit activities. Roncek and Francik (1981) find elevated crime levels in
and near public housing even after including controls for the composition of the
resident population on a variety of attributes. This provides support for a crim-
inogenic role of the facility itself that is independent of the types of people who
are found there.

Second, aside from physical features, crime at places is apparently influenced
by the routine activities that occur there. Crime is not distributed evenly or
randomly over space. Instead, higher levels of crime plague places with some
types of facilities and not others. In some cases, crimes seem to be elevated by
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a target-rich environment—for example, thefts of 24-hour convenience stores,
auto thefts from large parking lots, or robberies of shoppers in heavily fre-
quented commercial areas (e.g., Engstad 1975; Duffala 1976; Brantingham and
Brantingham 1982). In others, certain activities such as alcohol consumption
seem to contribute to increased levels of violence (Roncek and Bell 1981;
Roncek and Pravatiner 1989; Roncek and Maier 1991; Homel and Clark 1995;
Block and Block 1995). Still other places seem to be prone to higher levels of
crime because of the types of people they attract and repel. Places with aban-
doned buildings or rundown housing with absentee owners are attractive to
illicit drug dealers who are looking for places where they can establish stable
marketing locations without fear of owner or neighbor complaints (Eck 1994).

Crime hot spots

The concentration of crime in identifiable places was noted in Brantingham and
Brantingham (1982). These crime hot spots are prime exemplars of the poten-
tial value of place in the analysis of crime. Sherman, Gartin, and Buerger (1989)
published one of the first studies to quantify what many qualitative studies had
suggested—namely, that crime in a city is highly concentrated in relatively few
small areas. The study found that 3.3 percent of street addresses and intersec-
tions in Minneapolis generated 50.4 percent of all dispatched police calls for
service. Similar patterns emerged in other cities (Pierce, Spaar, and Briggs
1988; Sherman 1992; and Weisburd and Green 1994). While often motivated
by pragmatic concerns about what interventions are likely to be effective in
reducing crime, results like these also serve to sharply focus crime theory on
developing satisfactory accounts of these apparently strong relationships
between crime and place.

Crime studies that examine the spatial distribution of crime clearly demonstrate
that certain land uses and population characteristics are associated with crime hot
spots. Roncek and Maier (1991) found a positive relationship between levels of
crime and the number of taverns and lounges located in city blocks in Cleveland.
The influence of taverns on crime was compounded when the taverns were locat-
ed in areas with more anonymity and lower guardianship. Five of the top ten hot
spots identified in Sherman, Gartin, and Buerger (1989) included bars. Cohen,
Gorr, and Olligschlaeger (1993) found that drug hot spots tended to be in areas
with nuisance bars, rundown commercial establishments, or areas with poverty
and low family cohesion as measured by female-headed households.

Skogan and Maxfield (1981) reported that environmental conditions such as
abandoned buildings, public incivilities such as fights and other minor assaults,
disorderly youths, broken windows or other forms of vandalism, public drug
use or drinking, prostitution, loitering, noise, litter, and obscene behavior

VoLuME 4



SPATIAL ANALYSES OF CRIME

increase community fear of crime. “Broken windows” and other public signs of
disorder may also contribute to actual increases in more serious crime as Vvisi-
ble signs of urban disorder signal that a community has lost its ability to exer-
cise social control, further encouraging and perpetuating crime (Wilson and
Kelling 1982; Greenberg, Rohe, and Williams 1985). Likewise, vigorous law
enforcement strategies directed against various forms of public disorder and
nuisance violations may actually inhibit more serious crimes by establishing
visible signs of a vigilant and self-protective community (Boydstrun 1975;
Wilson and Boland 1978; Pate et al. 1985; Sherman 1986; Sampson and Cohen
1988; Kelling and Coles 1996). This suggests that crime hot spots may arise
first as concentrations of “soft” crimes that later harden to more serious crimes.

Whether or not hot spots contribute to crime in a causal way depends on
whether or not the elevated levels of crime observed at hot spots are systematic
(regular and predictable) and not just random occurrences. If hot spots are ran-
dom and can occur anywhere, then crime in these locations does not depend on
distinctive features found in the observed hot spots; and crime reduction efforts
that target these features are likely to fail. Thus, careful identification of hot
spots and methodologically sound analyses to establish whether they have
meaningful links to crime are crucial.

Spatial Data Analysis Tools

The spatial concentration of crime in hot spots leads naturally to their represen-
tation on crime maps. Maps of crime incidents permit rapid identification of the
geographic location of crime hot spots, but by themselves they contribute little
to understanding why crime is concentrated in certain locations. A crucial
aspect of pattern recognition techniques such as hot spot analysis is the deter-
mination of the extent to which patterns on the map reflect “true” clusters or
outliers or whether they are spurious. As is well known, simple visual interpre-
tation of the map is inadequate in this respect because the human mind is con-
ditioned to find meaning and identify patterns and clusters, even when the data
represented may be purely random. The use of sound cartographic principles
alone does not ensure that a proper interpretation is obtained (Rheingans and
Landreth 1995; Gahegan and O’Brien 1997; MacEachren and Kraak 1997).
What is needed is a careful structuring of the visualization strategy while sup-
plementing the visual aspects with quantitative information (Cleveland 1993).

Hot spot representation

A crime hot spot is a location, or small area within an identifiable boundary,
with a concentration of criminal incidents. These chronic crime places where
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crime is concentrated at high rates over extended periods of time may be analo-
gous to the small percentage of chronic offenders who are responsible for a
large percentage of crime.® To date, little is known about the actual life cycle of
crime hot spots. Sherman (1995) and Spelman (1995) were first to invoke many
features of offender criminal careers to describe careers of hot spots in terms of
processes like initiation, growth, crime-type hardening or escalation in crime
seriousness, persistence, decline, displacement, and terminati<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>