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FOREWORD 

The investigations described in this report were conducted 
by the Systems Science Department of The Franklin Institute Re­
search Laboratories for the Philadelphia Police Department, under 
OLEA Grant No. 049. -

The authors express their sincere gratitude to Police Commis­
sioner Frank L. Rizzo; Mr. Philllip Carroll, Director of Central 
Services; Captain James Herron, Commanding Officer, Computer Unit; 
Lt. Joseph Krauss; and the entire staff of the Philadelphia Police 
Department for their wholehearted cooperation and support in this 
joint effort. 

The authors also thank Dr. Robert Emrich of the Office of 
Law Enforcement Assistance, Department of Justice, for his con­
tinued guidance and encouragement; Dr. Marvin Wolfgang, Univer­
sity of Pennsylvania, for his invaluable advice and consultation; 
Dr. Samuel ~essick, of Educational Testing Service, for his assis­
tance with the finer points of multidimensional analysis; and 
Mrs. Sue Johnson~ Dr. Alfred Blumstein, and the Institute for 
Defense Analyses (IDA) staff for their welcome criticisms and 
suggestions. 

This effort would not have been possible without thesubstan­
tial contributions of The Franklin Institute Research Laboratories 
staff, especially Dr. Daniel Landis for the development of the 
MDA techniques; and Miss Diane Reed and Mr. Bernard Epstein 
for editing and prodUCing this report. 
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RESULTS AND CONCLUSIONS 

In September, 1966, the Philadelphia Police Department 
and the Franklin Institute Research Laboratories undertook 
an OLEA-sponsored project, "Operations Research for Crime 
Prediction," a $76,400 grant for Fi 1967 (OLEA Grant No. 
049). The project's goal was to develop a crime-prediction 
model based on the conditions that surround specific types 
of crimes in Philadelphia; this model would be of great 
value in assisting the Police Department to deploy specifi­
cally trained tactical forces, such as stakeout teams and 
special-purpose vehicle~ for prevention of the high-prob­
ability crimes. 

The results of the past year are exceptionally encour­
aging. From a germ of an idea a year ago, the study has 
created a computer-based pilot model having great promise; 
the fundamental soundness of the underlying approach has 
been demonstrated, and there is every indication that a 
fully operational model of immediate utility to the police 
can be achiev,ed with another two years of effort,. 

The conclusions are supported by the following results: 

1. A pilot model for burgla:l'ies has been developed and 
implemented. The model can discriminate 20 to 40 
percent of the burglaries from other crime types, 
based on a sample of 2800 crimes. This demonstrates 
the feasibility of the funda~ental assumption that 
surrounding conditions differ for different crime 
types. 

2. The Philadelphia Police Department now has a pro­
gram capable of testing the pilot model operation­
ally. The program will be used to test the ability 
of the model to predict burglaries (as distinct 
from no crime occurrences) in the "real world" of 
actual police operations. Based on these tests, 
the model can be refined to include a greater de­
gree of normalization for no-crime situations, and 
incorporate improved cluster-analysis techniques. 

v 
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3. Once z;~ ·~m;j., this model wiZZ be used in police opera­
tions. T',2 computer program described in the preceding 
result h~s already been run through a remote console in 
th~ P~~ice Communications Center, and can be used with 
the refined model. The operator will type in the cur­
rent conditions for any police patrol sector; then, if 
the conditions in that sector match the conditions which 
commonly co-occur with a given type of crime, that type 
of crime will be "predicted" by the computer for the given 
sector. Officers on duty in that sector will then be 
alerted to watch for that crime type. This will be par­
ticularly valuable in combination with capability for 
data transmission to vehicles, now being tested. 

4. An initia~ model was developed for homicides. Sur­
rounding conditions for homicides apparently are indis­
tinguishable from those for other crime types. This 
indicates that homicides may not be predictable and 
further investigation of homicides is probably not 
justified. 

5. Much of the data aZready collected to support the 
modeZ is useful as a generaZ-purpose data base. 
If the presently available data concerning the char­
acteristics of the crime were updated and augmented 
with data concerning the offender, it could be used 
as the nucleus of a general-purpose Police Department 
data base. 

RECOMMENDATI ONS 

The project results strongly support the desirability 
of additional effort to derive maximal benefit from the 
model developed. To achieve this end, FIRL recommends that 
the following steps be taken: 

1. DeveZop data base fUrther. The project data base 
should be developed further, to support additional 
model refinement and to provide a quick-response 
data base for ad hoc use by the Philadelphia Police 
Department. Another year's crime data should be 
added; the 19'60 census data should be updated, 
using projective techniques; and new variables 
should be incorporated. 

2. Refine model. The multidimensional and regression 
analyses should be refined; and other techniques, 
such as multinominal discri,minant analYSis and 
adaptive pattern recognition, should be investiga.ted. 
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3. Conduct operationaZ testing. As the various crime­
cluster predicting techniques are developed, they 
should be tested in an operational police environ­
ment, using the already-developed co~puter program. 
Results from the tests should be utilized to refine 
the model further. 

4. Conduct ad hoc studies for the PhiZadeZphia PoZiae 
Department. The data base develope~ for the 
predictive model should be utilized fo~ related 
ad hoc studies involving such areas as modus operandi 
and recidivism. 

5. Inareas6 poZiae participation. The Philadelphia 
Police Department's active participation during this 
project has demonstrated its forward-looking approach 
to Police research and development, and its williug­
ness to cooperate in long-range research efforts not 
having immediate payoff. It is recommended that the 
Department's technical participation be further aug­
mented by the institution of a formal joint steering 
committee, and the inclusion of a full-time police 
officer as part of any future project team. 

PROJECT ACTIVITIES 

TeahniaaZ Approaah 

Crime prevention, especially in metropolitan areas, 
depends greatly on ~ffective allocation of tactical re­
sources. If a scientifically accurate method for predicting 
specific crime occurrences were developed, then a powerful 
tool would be ava.ilable to assist police commanders in 
their decision-making regarding the deployment of forces. 

The technical approach was based on an analogy with 
weather forecasting. Weather prediction is made possible 
by the knowledge that certain combinations of factors, 
such as frontal systems and high- and low-pressure areas, 
tend to co-occur with particular types of weather. It was 
hypothesized that FIRL could identify specific combinations 
of factors which tend to co-occur with specific types of 
crime, and from these crime indicators could determine 
which crime types, if any, are likely in a given police 
patrol sector, on a given day, at a given time. 

The present study has sought to develop an oper­
,ations-research model to predict crime occurrence, hour 
by hour and sector by sector, based on combinations of 
factors which co-occur with crimes. 
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Data-Base Genepation 

From police commanders it was determined what 
factors are considered significant to the incidence of 
crime. Based on the results of a questionnaire sent to 
all Philadelphia Police commanders of lieutenant rank 
and above, ~nd interviews with police officials, a list 
of potentially crime-related factors was developed. 

The factors grouped naturally into three types: 
crime characteristics (weapon, c't'ime type); temporary 
characteristics at the time of crime occurrence (weather, 
time of day); and characteristics of the neighborhood 
where the crime occurred (unemployment, economic level, 
housing). 

Data AnaZysis 

From the potentially crime-related factors, specific 
factor combinations were identified which tend to co­
occur with specific types of crime. A sample of past 
crimes was selected and each crime was characterized by 
its surrounding factors. These data were subjected to 
mathematical analysis. 

The crime sample was drawn from 1966 Philadelphia 
Police Department records (records for earlier years are 
not readily available). From the approximately 40,000 Part 
I and 110,000 Part II crimes which occurred in Philadel­
phia during 1966, approximately 2800 Part I, and 1800 Part 
II, crimes were selected for the sample. Each crime was 
characterized according to the crime type and by momen­
tary and neighborhci,.,d conditions at the time and place 
of occurrence. 

The mathematical analysis centered around a sta­
tistical technique called "multidemensional analysis" 
(MDA), which identifies clusters of crimes having similar 
surrounding characteristics. Much development work was 
required to adap~ the MDA concept for use with crime 
data. Relevant existing techniques were modified for use 
with crime data; new techniques were developed as re­
quired, keeping in mind the objective of a useful end­
product. 
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Two other techniques also were investigated. A 
conventional multiple-regression analysis was performed 
as a byproduct; its results were not directly usable, 
but directions for possible future development were 
identified. A multinominal analysis was perfected for 
testing specific hypotheses against the full crime 
sample. 

Initiat Implementation 

An operating model programmed for the Philadlephia 
Police Department's computer stores a list of previously 
identified crime clusters. The user would type the 
momentary conditions (weather, data, time of day, and so 
forth) and the district identification onto a remote con­
sole typewriter; the computer then would print out a list 
of patrol sectors for the specified district, and an 
analysis of how closely the conditions in each sector 
matched the conditions specified by the clusters. 

Initially, this operating program will be used to 
evaluate and refine the model; then, the refined model 
can be used for allocation of Police resources. The 
allocation submodel can make use of sophisticated de­
cision techniques to allocate patrol beats and shifts 
on a variable basis. 

Approved: 

cr:.l : B:::-
Technical Director 

William M. Braybrook 
Manager 
Operations Research Laboratory 

Systems Science Department 
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A. STATEMENT OF THE PROBLEM 

SECTION 1 
BACKGROUND 

Crime prevention, especially in metropolitan areas, depends greatly 

on effective allocation of police resources. In some cities, these resources 

are allocated in response to or in anticipation of, "calls for service." 

In Philadelphia, on the other hand, resource allocation more closely 

parallels military force deployment; a "first line of defense," consisting 

of general vehicle and foot patrol, covers the entire city at all times. 

Superimposed upon the vehicle and foot patrol are tacticaZ forces, which 

are deployed in varying patterns dictated by operational needs. Examples 

of tactieal forces used in Philadelphia are stake-out teams, unmarked 

vehicles, and Il tactical foot patrol" units.* 

In the Philadelphia Police Department, as in a military organization, 

optimal deployment of these tactical resources greatly depends upon 

accurate intelligence as to what the 'enemy' (the criminal) is likely to 

do. Much of this intelligence is provided by informers, intelligence on 

known criminals, and the judgment of experienced police commanders. However, 

no comprehensive means now exists for supplementing this information with 

accurate correlative data-analysis. If a scientificaZZy accurate method 

for predicting specific crime occw~rences were developed~ then a powerfuZ 

tool would be available to assist police commanders in their decision­

making regarding the deployment of forces. 

"'''Ta.ctical foot patrol" lU1.its consist of a vehicle, e.nd several policemen who "fan out" 
from the vehicle while maintaining oommlU1.1oation with it. They can be recalled 
to the vehiole at any time and ra-deployed tC' another location,. 



B. OBJECTIVE 

For direction of police operations, the City of Philadelphia is 

divided into 22 districts, and further subdivided into approximately 300 

vehicle patrol beats (called sectors). To be useful for deployment of 

forces, any scheme for crime "prediction" must at the very least discriminate 

among different patrol sectors, and different hours of the day. Accordingly, 

the project established the following overall objective: 

To develop a model for predicting crime occurrence in 
the City of Philadelphia, hour-by-hour and sector-by-sector. 

Such an operational tool, of course, should be designed so that it could 

be generalized to other metropolitan areas. 

c. TECHNICAL APPROACH 

The technical approach is based on the hypothesis that crime occurrence 

can be anticipated in a way similar to weather prediction. Underlying the 

total effort is the belief that if conditions which frequently co-occur 

with particular types of crime can be identified, then the conditions at 

a given location of the city at a particular time could be used to pre-

dict crime occurrence in the same way that temperature and barometric 

pressure are used to forecast ~ thunderstorm. 

In order to develop a formal model, these conditions must be expressed 

in terms of certain [measurable] variables. The first step, then, is 

to investigate variables of all types - weather, time, neighborhood con­

ditions - and to select those for which data is available and apparently 

relevant to crime occurrence. Then, by studying the values of these vari­

ables for some random sample of crime occurrences, groups (or lIclusters") 

of crimes with similar surrounding conditions can be identified. Once 

identified, the relative presence or absence of a particular set of 

surrounding conditions can be used to indicate whether or not a crime 

of the associated type could be expected to occur. 
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The process of selecting appropriate variables (also called 

"crime factors") was envisioned as a combination of a state-of-the-art 

literature search and a survey of the opinions and suggestions of ex­

perienced police commanders. Multidimensional analysis, a sophisticated 

statistical technique, was selected to shmv meaningful combinations of 

crime factor values and identify clusters of crimes by determining the 

specific values of the factors that co-occur with specific types of crimes. 

Finally, an operational computer model, based on the identified crime 

clusters and programmed by the Philadelphia Police Department Computer 

staff, was proposed to relay hour by hour predictions for any city sector 

to police commanders. 

D. PROJECT PLAN 

The original project plan envisioned two phases (see Figure 1 ). 

The first phase was to be developmental, its four main tasks comprising 

the bulk of the analytical part of the study. The crime factors had to 

be determined from past studies and other police data; data in support 

of these crime factors had to be amassed for use in the analyses to follow. 

The multidimensional analysis had to be programmed and run using the 

collected data, and finally, the framework for the predictive model had 

to be developed and refined. 

Phase II would then serve to implement the theoretical model achieved 

in Phase I. A computer program was to be prepared to reflect the theoretical 

analysis; this program was to be used as part of an operational model, 

to be implemented on the Philadelphia Police Department's computer. 

Finally, an evaluation would be conducted so that the predictions of 

the model could be compared with real crime occurrences. 

This original plan was followed quite closely during the project. 

The main points of departure are described in Section 5 of this report, 

Project History. 
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SECTION 2 
DATA-BASE GENERATION 

A. CRIME-FACTOR DETERMINATION 

A first step in the project was the selection of a number of conditions 

or situations which have been found to co-occur with crimes, i.e.~ crime 

factors, to be used as a common data base for all the analyses to follow. 

To begin this effort a literature search was made, guided by the suggestions 

of Dr. Marvin Wolfgang, Department of Criminology, University of Pennsylvania. 

The search yielded various studies linking many socia-economic characteristics 

and criminal statistics to locations where crimes occur most frequently or to 

persons who seem most likely to commit crimes. To summarize the search, 

a master list of suggested factors was compiled covering the ar~as of 

population, age, race and nativity, marital status, fertility, income, 

education, rent and property, police and crime statistics, occupation, 

employment, housing, physical characteristics, social factors, and other 

special factors such as business activity (see Appendix B, Table B-5). 

The first rough factor list was drafted using the results of the 

literature search. The proposed model, however, was designed to rely on 

dynamic factors, such as time of day, season of the year, and weather 

conditions, as well as the more static socio-economic factors. Thus the 

rough draft was made up of "crime particulars ll - time, date, location, 

type of premises, weapon, property stolen or injuries received, and age 

and sex of the offender; Ilenvironmental factors" - weather conditions, 

including phase of the moon, or special events co-occuring with the crime, 

such as parades or rallies; and "neighborhood socio-economic factors" -

race, housing, rent, school enrollment, unemployment, occupations, pop­

ulation mobility, and income (see Appendix B, Table B-6). 
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In discussing the factors included in the rough draft of the crime 

factor list, two questions were raised: What data, if any, is available 

to support research on these factors? 

agree with the crime factors selected? 

these questions. 

Would experienced police (on~anders 

The project staff tried to answer 

Data in support of the crime-particulars, or crime related factors, 

was sought in the Philadelphia Police Department report files. All crime-related 

factors mentioned except IIweapon" and lI extent of injuries ll were found 

in Police Report form #49, routinely submitted for all complaints by 

the police officers in the field. Of those included in Report #49, all 

but IItype of premises" and "age of offender ll were available in punch-

card form (see Appendix B, Tables B-1 and B-2). 

The U.S. Weather Bureau and the Franklin Institute Weather Center 

were contacted to ascertain the types of weather data available (see Appendix B, 

Table B-3). The Franklin Institute had continuous trace plots of weather factors 

such as wind velocity, temperature, pressure, and humidity. The U.S. Weather 

Bureau had readings printed monthly for daily visibility, precip1tation, 

wind speed, snow, temperature, pressure, and humidity. Some of these 

readings were daily averages while others were specific readings taken 

every three hours during the twenty-four hour daily cycle. A third 

possibility was the use of a weather tape, presently owned by the Phil-

adelphia Electric Company, of hour-by-hour readings for visibility, pre­

cipitation, wind direction and velocity, temperature, humidity, and 

barometric pressure. An almanac provided a daily listing of the lunar 

cycle. 

Contact with the Philadelphia Planning Commission established that all 

crime factors concerning socio-economic data could be found in the 

1960 U.S. Census for Philadelphia and in a Public Information Bulletin, 

"Population Estimate for 1964" (see Appendix B, Table B-4). Because 

this crime factor data was not as recent as desired for the study, other 

sources, such as the City Economist's Office, the Urban Renewal Administration, 

and the City Department of Health, were investigated. Unfortunately, none 

of the data from these sources was in usable form for the study. 
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No one source could be found for data to support the special 

events category. Newspaper reports were considered as a possible source 

but the research necessary to provide special events data for each crime 

instance sampled was beyond the scope of this effort. 

With the knowledge of available data sources, a preliminary list 

of crime factors was compiled. (see Appendix B, Table B-7). All 

crime related factors from the rough draft, except for "sex of offender," 

were retained in this new version. The time, date, and lunar cycle factors 

were grouped into a new category, "Ti~e of Occurrence." The weather ca­

tegory was expanded to include visibility, wind speed, humidity, and 

pressure, and the sociological factors were expanded to include one or 

more measures in each of the following areas: age distribution, employment, 

housing, income, marital status, nativity, population, race, recidivism, 

rent, and school enrollment. 

The second question was now tackled; How would police commanders 

in the field feel about the crime factors selected for the preliminary 

list? It was decided to solicit their suggestions and comments using 

a questionnaire (Appendix A ). 

The Crime Factor Questionnaire was designed to: 

(1) supplement the preliminary crime factor list; 

(2) verify the several factors included in the preliminary list; 

(3) investigate the relationships between the various factors 
and the different types of ·crime; 

(4) determine the degree to which police commanders rely on the 
various crime indicators for crime prediction and/or 
prevention, and; 

(5) solicit comments from experienced police commanders con­
cerning the factors as well as the project in general. 

For the preliminary factor list, measurable factors in the areas of 

cri~ particulars, time, weather, and sociological characteristics had 

been chosen without the benefit of field experience. It was recognized, 

however, that police commanders in the field might be aware of other 

factors, not included in the list, which their experience showed to be crime 

7 



indicators. Question l-a was designed to elicit these additional factors. 

A crime factor matrix was set up with the preliminary factors preprinted. 

The commanders were then asked to add new factors in the space provided 

under the several category headings. 

The commanders were asked in Question 4 to rank the five crime 

indicators they felt were most reliable, so that individual faetors could 

be supported or rejected on the preliminary list, thus giving some indication 

of the value of these factors as crime indicators. 

It was recognized that each factor on the list need not apply to every 

type of crime. Indeed, one type of crime might have none of the factors 

associated with it and thus be "unpredictable." To explore further the 

relationships between the crimes and the crime factors, the commanders were 

were asked in Question l-b to link factors with crimes on the crime/crime factor 

matrix. The Part I crimes were included in the matrix and space was provided 

for adding other crimes. Respondents were asked tp double check. theJUatrix 

position for a particular crime and factor to indicate a strong relationship; 

to single-check, indicating a relationship, or not to check the matrix 

position if crime and factor were unrelated. 

As the factor list was being developed, it was hypothesized that 

police commanders rely to some extent on vague crime indicators, such as 

the "atmosphere" of the neighborhood, or even on abstr1:1ct "hunches" rather 

than the defined and measurable factors included in the preliminary list. 

Three questions to test this hypothesis were included. Question 2 dealt 

with "circumstantial" indicators, those conditions the experienced commander 

feels may indicate trouble in his district. An unusual number of juveniles 

on the street or activity around a vacant house might alert a commander 

in the field to keep a sharp watch. In Question 3 the commanders were 

asked to discuss instances in which "hunches" or premonitions of trouble 

had proved reliable crime indicators for them. Question 5 was an attempt to 

discover other indicators which had proved reliable enough to become a 

part of routine observations. 

Comments were encouraged on all of the first five questions, with a 

sixth question devoted entirely to comments, since it was recognized that 
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added comments on any topic in the questionnaire could provide further 

insights and valuable inputs not elicited by the structured questions. 

An identification page for the respondent's name, rank, and district 

was included, but the information was kept confidential and restricted to 

the FIRL project staff to encourage maximum freedom of response. The pre­

liminary factor list, and cover letters from the FIRL project leader and the 

Police Commissioner accompanied the questionnaire. 

A briefing to acquaint police commanders with the project's purpose 

and scope was held at a weekly command meeting. The briefing illustrated the 

way factors would be used by the model to forecast crime and was followed 

by informal questions and answers. After the meeting, copies of the Crime 

Factor Questionnaire were distributed to all police commanders above 

the rank of sergeant. 

Completed questionnaires were analyzed by tabulating responses 

question-by-question. These results were then scrutinized considering 

the five original objectives. 

The police commanders added many factors to the preliminary list in 

response to Question I-a. Each addition was recorded and all suggested 

factors were listed (see Appendix A, Table A-I). This augmented list was then 

presented for consideration at a subsequent meeting of police officials 

and FIRL staff. As a result of the commanders' suggestions, four new 

factors were added to the crime factor list: the number of schools in the 

area, business activity, land use, and transportation facilities. 

The most important factors, (selected by the commanders in answer 

to Question 4) were tallied. The tally was repeated twice, separating 

the commanders first by rank and then by years of service (see Appendix A, 

Table A-4). Their selections verified all the preliminary factors except 

"phase of moon," with "location" and "day of week" receiving the most support. 

No significant differences were noted among responses from commanders of 

different ranks or various lengths of service. 
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Five types of tallies were made of the responses to Question I-b. 

land 2. All factors receiving checks (single and double) and 
then those receiving double checks alone were tallied 
to find out which factors were related to which crimes 
(Appendix A, Table A-2). Both tallies indicated 
the following relationships: 

Factor Crime (s) 

Location Burglary , Robbery 
Time of day Burglary, Robbery, Rape 
Day of week Burglary, Robbery, Rape 
Phase of Moon Aggravated Assault, Homicide 
Precipitation Burglary 
Temperature Aggravated Assault, Homicide 
Special Events Larceny 
Race Aggravated Assault 

(Totals for the other factors were too small to con­
firm any relationship.) 

3. A third tally was made of the factors rE. londents 
cnecked as being related to every crime (see Appendix A, 
Table A-3). While the percentage of commanders who responded 
in this manner was low, the factors selected were 
among or related to those on the preliminary list, 
further substantiating their importance. 

4 and 5. Two final tallies were made - one of factors which 
were not checked at all and the other of crimes which 
were not checked (Appendix A, Table A-3). In the 
firs t instance "phase of moon" was rej ected as a 
predictive factor by 39 percent of the commanders. 
However, since more than half of those responding 
had indicated some confidence in this factor, it was 
retained. The second tally indicated that less than 
5 percent of those responding felt that a particular 
crime was not related to any factor. This response 
greatly supported the hypothesis that specific factors 
are related to specific crime instances. 

The overall response to Question l-b verified the preliminary factors and 

reinforced the hypothesis that there is indeed a relationship between the 

factors and crime occurrences. 

Questions 2, 3, and 5 sought to determine what other crime indicators 

the police commanders relied on. Since an overwhelming number of 

respondents did not respond to Question 2, it was omitted in the analysis. 
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The "YES ll and lINO" responses to the opening query in Questions 3 and 5 

were tallied (see Appendix A, Table A-5). While only 31 percent of the 

respondents acknowledged that abstract "hunches" had proved reliable 

crime indicators, 60 percent indicated they relied on warning signals, 

which in most cases were described as some combination of more tangible 

information such as the previous day's crime report. This lent support 

to the hypothesis that crime prediction based on certain measurable crime 

indicators was a feasible and useful objective. 

While comments as such were not formally analyzed, each questionnaire 

was read thoroughly by FIRL staff members. Important comments and suggestions 

were noted and designated for future reference. 

Taking into account the results of the questionnaire analysis, a 

revised crime factor list was compiled (see A~pendix B, Table B-9). The 

crime related factors remained basically the same, but "extent of injuries" 

was deleted (data were not available) and 1Itype of item" and "dollar value" 

were combined as one factor, since "dollar value" could be used to measure 

the value of "type of item". The "time of occurrence" and weather factors 

remained unchanged. The sociological and special events categories remained 

intact, but "recidivism" was deleted since data were unavailable. A 

new category, "local characteristics," containing number of schools per 

sector, business activity, land use, and transportation facilities, was 

added as a result of the suggestions of the police commanders in the 

crime factor questionnaires. 

Lack of readily available data necessitated a second revision of the 

crime factor list. "Age of offender" data were not readily available 

for every crime instance so that factor 'vas dropped. The special events 

category and two of the local characteristic factors - business activity, 

and land use - also had to be deleted for lack of supporting data. An 

additional weather factor,"snow on ground" was added after it was decided 

that the precipitation measurement did not adequately separate snowy 

conditions from rain. Finally, as sources for the supporting data were 

determined, units of measurement for each type of factor data were es­

tablished. The second revi~ion of the crime factor list became the initial 

crime factor list (see Figure 2). 
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Crime-Related Facts: 

Type of orime 

Weapon 

T,ype of premises 

Census traot and sector 
in whioh crime ooourred 

T,ype of item 

Time of Oocurrenoe: 

Hour 

]}pJr of week 

Da,y of month 

Month 

Year 

Phase of moon (full, 
new, first quarter, 
last quarter) 

Weather 

Snow (inches on 
ground at 7 A.H. 

Visibility (in miles) 

Preoipitation (in 
inohes; dailY total 
water equivalent) 

Wind Speed (in knots) 

Temperature 

Relative Humidity 

Baromet~io Pressu~e 

(Seoond Revision of Faotor List) 

Sooiologioal Factors: 

Age Distribution 

Employment 

Housing 

Income 

Harital Status 

Nativity 

Population 

Raoe 

Rent 

~ 15-34, total population 

;j 60 and over 

;j male unemployed 

;:, wage and salary workers 

~ housing units owner-occupied 

~ housing units in sound condition 

~ housing units with 1.01 or more persons 
per room 

Nedian familY ineo.me, 1959 

~~ married, 14 years and older 

% foreign-born 

% growth or decline, 1960-1964 

% moved since 1955 

Median number persons per household 

% families, one or more under age 6 

% non-white 

Hedian monthlY gross rent 

Sohool Enrollment % enrolled in school, ages 5-34 

Median number of sch~ol years completed 

Looal Characteristics: 

Number of important transportation transfer points 

Number of sohools - elementary, Junior high, senior high 

Figure 2. InitiaZ Crime Factor List 
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B. DATA COLLECTION 

Four main tasks comprised the data collection effort: determination 

of sources for data to support the selected crime factors, selection 

of crime samples, coding of data, and the scaling and merging of data 

into a final crime record for each sampled crime. Since complete in­

formation was not available for all crime occurrences prior to 1966, it 

was decided to select crime samples from that year and to use data compiled 

for every crime factor for each selected crime as a basis for the subse­

quent analyses, 

1. Data Sources 

Data collection began with the selection of sources from those pre­

viously investigated, to obtain data to support the crime factors on the 

initial crime factor list. 

Listings of crime report punch cards containing data from the 

Philadelphia Police Department's Report Forms #48 and #49, were chosen 

as a source for the following crime-related information for each crime 

selected for the analysis samples: district/sector of occurrence; type 

of crime; type of property and property value for crimes against pro­

perty; and time of occurrence (day of week, month, day of month, year 

and hour). The address of the crime occurrence was also available from 

the card listing as a means of determining the census tract in which the 

crime occurred. Address-census tract index listings were provided by 

the Philadelphia Police Department for this procedure. Weapon and pre­

mises information was available only from document crime reports on file 

at the Philadelphia Police Department. Thus it was decided to record the 

complaint number for each sample crime to facilitate a later report 

search for the weapon and premises associated with each crime sample. 

13 
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Since the crime samples were to be drawn from crime occurrences in 

1966, the Philadelphia Electric Company's weather tape, with readings 

only as far as 1965, had to be rejected as a source of weather data. 

In its place, printed monthly weather summaries were obtained from the 

U.S. Weather Bureau in Philadelphia for each month of 1966. Using the 

date and time data collected for each sample crime, the proper values 

for the weather factors associated with that date and time could be 

manually extracted from Weather Bureau summaries. The phase of the lunar 

cycle for each date and time were found in a 1966 almanac. 

The several tables of the 1960 U.S. Census for Philadelphia and the 

Public Information Bulletin, "Population Estimate for 1964" (April 1966) 

were designated as sources for the sociological crime-factor data. Per­

centage data were used for these factors wherever possible. Table 1 lists 

the several sociological crime factors, the census table having the 

appropriate data and the computation necessary, if any, to form a per­

centage data figure where possible. 

The Philadelphia Transportation Company and the Board of Education 

were selected as sources for the local characteristics data. From the 

PTC map of important transportation transfer points throughout the 

city, a binary indicator could be set up for each census tract, to show if a 

transfer points were located in that census tract. A list of city 

schools and addresses from the Board of Education was used to compile 

a list of the number and types of schools in each census tract. From 

this list three binary indicators were set up for each census tract to 

show whether or not one or more elementary, junior high, or senior 

high schools is located in that census tract. 

2. Sampl ing 

The Philadelphia Police Department supplied punch cards containing 

information on approximately 45,000 Part I crimes from 1966. (Part I 

crimes include homicide, rape, robbery, aggravated assault, burglary, 

14 
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TabZe 1. Sources for SocioZogicaZ Crime Factors 

~---------------------'~--------~---------------------------------I Census 
Table Crime Factor 

% 15-34 

% 60 or over 

% male unemployed 

% wage & salary 

% owner-occupied 

% sound housing 

% w/ 1.01 or more 
persons/room 

median family income 

% married, 14 & over 

% foreign-born 

% growth 

% decline 

% moved since 1955 

persons per household 

% families, 1 or more 
under 6 years 

% non-white 

median monthly rent 

% enrolled in school 

school years completed 

P-2 

P-2 

P-3 

P-3 

H-l 

H-l 

H-l 

P-l 

P-2 

P-l 

P-l 

P-l 

P-l 

P-l 

H-2 

P-2 

P-l 

Computation necessary (if any) 

sum 15-34 / total no. in tract 

sum 60 & over / total no. in tract 

no. unempl. male / male 14 & over 

private w. & s. I total employed 

owner occ. I total 

sound / total 

1.01 or more / total 

Direct 

married 1 total 
foreign-born I total 

difference / total 

100-(same house 19601 
residence in 1955) 

Direct 

(Families wi children under 
6) / married couples 

100-~:whi te 1 total) 

Direct 

total 5-34 enrolled 1 total 5-34 

Direct 

*PubliO Information Bulletin, City Planning Commission, April 1966. 
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larceny, and auto theft.) The cards were sorted by month of occurrence 

and crime type within month listed, and the listings bound in separate 

books for each month. 

It was decided that a minimum of 5 percent r,ndom sample from each 

type of crime for each month would be taken (see Figure ~. Thus a count 

was made of each type of crime by month. If there were fewer than 20 

particular crimes for a given month, the entire group was taken into the 

sample. Also, if the total count of a given type of crime for a given 

month was less than 400 (5% of 400 = 20), 20 crimes were chosen for 

the sample. For counts greater than 400, 5 percent of the total count was 

selected. Each selected crime was marked on the listing for future 

transfer of data to a coding form. 

Using the above procedure a random sample of approximately 2800 

Part I crimes during 1966, was obtained. The sample was divided into seven 

crime types and a random sample of 100 crimes was drawn from each type. 

The random samples for the seven crime types are designated 1 through 7. 

In addition, two random samples, designated as 8 and 9, were drawn, with 

replacement, from the entire population of 2800 crimes. In each instance 

the sampling procedure was the same as that used for obtaining the first 

large crime sample. 

The entire Part I crime sample was intended for use by the multi­

nomial analyses. The subsamples of 100 crimes for each crime type and 

the two 100-crime random samples were designated for the multidimensional 

analysis and the regression analyses. 

Cards for the Part II crimes for 1966 were also received from the 

,Philadelphia Police Department and a random sample consisting of 1800 crimes 

was drawn from two groups of cards, one representing Part II crimes for 

January tnrough July and the otber representing those for August through 

December. 
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PUNCHED CARDS OF 
1966 MAJOR CRIMES 

F1:gure 3. Random Sampling of 1966 Major Crimes 
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3. Cod i ng 

The basic analytic data unit was termed a "crime record" - the 

data values for each crime factor associated with a particular crime. 

A crime record for each of the sampled crime was found using three steps: 

(a) ascertain the crime-related facts and the date and time 
of occurrence for the crime; 

(b) using the date and time factors, select the proper weather 
data for the crime occurrence; and 

(c) using the census tract in which the crime occurred, select 
the proper sociological and local characteristic data. 

A coding form was set up onto which crime-related information could 

be transferred directly from the crime card listings (see Table 2). The 

crime complaint number was copied to identify the crime record. Space 

was provided for a sample number, denoting the sample from which the crime 

was drawn. The district and sector identification consisted of a district 

number and a sector letter on the crime card listing but the letter was 

changed to a two digit numeric code, thus making the district/sector 

designation a four digit number on the coding form. For example, district 

14, sector A is coded as district/sector 1401. Using the address given 

on the crime card listing and an address-census tract index, the proper 

census tract designation, again a number followed by a letter, was found 

for the crime. As with district/sector, the letter part of the census 

tract designation was coded as a number and the full four digit number 

entered onto the coding form. The crime code, a four digit number 

designating the type of crime, was copied directly from the crime card 

listing. (For interpretation of these codes see Appendix C, Section 

b.) For crimes against property, the property code representing type 

of property (see Table 3) and property value were copied directly from 

the crime card listing. For other crimes these were left blank. The 

day of the week, day of month, month, year, and hour for each crime 

occurrence ~ere coded dire~tly from the crime-card listings. Month, day 

of month, and year were represented by their usual two-digit numbers; 

for example January 1, 1966 was coded as 01 01 66. Day of the week 
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Tab~e 2. Coding Procedure for Crime Data. 

Column(s) 

1-6 

7-10 

11-14 

15-18 

19-22 

23 

2-'1-28 

::9-31 

32 

33 

34-35 

36-37 

38-39 

40-41 

45-47 

48-50 

51-53 

54-56 

57-60 

62-63 

64-65 

Factor 

Complaint ~umber 

Sample ~umber 

District/Sector 

Census Tract 

Crime Code 

Property Code 

Property Value 

Snow - inches on ground 

Day of week 

Phase of moon 

~1 )ntr 

Day 

Year 

Hour 

at 7 ~l 

Visibility - nearest 
whole r.lile 

Precipitation - in 
inches 

;,ind Speed - knots 

Temperature - degrees 
Fahrenheit 

Relative Humidity 

Barometric Pressure­
inches of ~!ercury 

Premises Code 

\{eapon Code 

Scaling, if necessary 

Sector letter is coded as 
number, ~.e. A=l, B=2, e;c. 

Letter coded as above 

(see Appendjx C) 

(see Table 3) 

(t:se daily reading) 

l=~londay, 2=Tuesday, e~c. 

1st Q = 1; Full = 2; 3rd Q =3; 
~ew=4 (daily designation) 

On 24 hour clock, ~ ... ~ • .:: F.'·.'=1ZJ 0;;; __ .. 

(~earest 3-hr reading) 

(Daily total) 

(~earest 3-hr reading) 

(~earest 3-hr reading) 

(~earest 3-hr reading) 

(Daily average) 

(See Table 5) 

(See Table 4) 

Tab~e 3. Property Codes 

0 ~o property involved 

1 Currency, bonds, e!:J. 

2 Jewelry, precious metals 

3 Furs 

4 Clothing 

5 Automobiles 

6 Miscellaneous 

19 



was also coded numerically - Monday = 1, Tuesday = 2, and so on through 

Sunday = 7. Hour of the day was given by a two-digit number representing 

the hour on a twenty-four hour clock; for example, 1 AM = 01 but 1 PM 

= 13. Codes for type of weapon (Table 4) and type of premises (Table 

5) were not available from the crime card listing. For these factors, 

the written reports corresponding to the complaint number for each of the 

sample crimes were sought in the Philadelphia Police Department central 

files and the proper information entered onto the coding form. 

Once these crime-related facts were coded for each crime, the proper 

weather data could be added. The month and the day of the month were 

used to determine the proper phase of the moon, coded as 1 = first quarter, 

2 = full~ 3 = third quarter, and 4 = new; the daily total of precipitation, 

in hundredths of inches; and the daily average barometric pressure, in 

hundredths of inches of mercury. In addition the hour of occurrence was used 

to ascertain the nearest three-hour reading for visibility to the nearest 

whole mile; wind speed, in knots; temperature, in degrees Fahrenheit; and 

relative humidity, in percentage form. These items were all added to the 

crime-record coding form. 

Rather than code a set of sociological and local characteristics data 

values for each crime, repeating the same values for crimes in the same 

census tracts, it was decided to set up the sociological and local charac­

teristic data for each census tract in a separate data file. A computer 

program could then be written to select and add the sociological and local 

characteristics data for the proper census tract to each crime record. 

As a result, data va.lues for the sociological crime factors for each 

census tract in the city were extracted manually from the census reports. 

Coding forms were set up for this data (see Table 6). For each census 

tract, the number-letter designation was coded as a four-digit number, as 

before, and followed by the nineteen sociological factors. The four binary­

choice local-characteristic data values were also coded for each census 

tract after the SOCiological facts. 
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CODE 

1. 

-1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

<1\ 

CODE 

bO 
c: ..... 

....; 
rl 
Ql 

:5 
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Ql 
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III 
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TabZe 4. Weapon Codes 

\~EAPO:-; 

~o weapon. (This category includes the following crime codes: 
all 500, 600, 700, and 311, 321, 323, 331, 341, 
351, 361, 371, 381, 391.) 

Information not available (If crime code is not listed above and no 
weapon is reported.) 

Hand~gun (Pistol or gun.) 

Shotgun or rifle (Any except hand-gun or gun.) 

Club (Pipe, brick, blackjack.) 

Knife (Any cutting instrument, bottle.) 

Strongarrn (Fists, feet.) 

Chemicals (Acid, poison.) 

Automobile 

Other 

TabZe 5. Premises Codes 

TYPE OF PREMISES 

1. Apartment house 
2 . Other private residence 
3. Public residence (hotel, rooming, house) 
4. Cnoccupied residence 

5. Restaurant 
6. Banks 
7. Finance offices 
8. Business offices 
9. Drug stores (except chain stores) 

10. Grocery stores or delicatessens (except 
ll. Other stores 
12. Chain stores 
13. Repair shops 
14. I.arehouses 

Alcohol sales: 
15. Taproom or bar 
16. State store 

17. Highway 
18. Bus 
19. Subway 
20. Taxi 
21. Car Lot - sales 
22. Car Lot - parking 
23. Gas station. 

24. Hospital 
25 . School 
26. Recreati':m facilities 
27. Church 

28. Vacant Lut 
29. Other 
30. Industry 

I -1. Informa::ion not available 
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Co1umn(s) 

1-4 

5-6 

7-8 

9-10 

11-12 

13-14 

15-16 

17-18 

19-20 

21-22 

23-24 

25-26 

27-28 

29-30 

31-32 

33-34 

35-36 

37-39 

40-41 

42-44 

46 
47 
48 
49 

, 
I 

Table 6. Coding Procedure for Census Data 

Factor 

Census Tract 

% 15-34 years old 

% age 60 or over 

% male unemployed 

% wage & salary 

% owner-occupied 

% sound 

% with 1.01 or more 
persons/room 

median family income 

% married, 14 & over 

% foreign-born 

% growth 

% decline 

% moved since 1955 

persons per household 

% families, 1 or more children 
under 6 yrs 

% non-white 

median monthly rent 

% enrolled in school 

school years completed 

one or more PTC transfer points 
one or more elementary schools 
one or more junior high schools 
one or more senior high schools 
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Remarks 

2 xlO , i.e. $9000 = 90 

expressed with one deci­
mal place, e.g. 1.0, 3.1 

in whole dollars (0 through 
999) 

expressed with one deci­
mal place, e.g. 8~ years = 
8.5 

1 :;: yes 0 :;: no 
1 = yes 0 = no 
1 = yes 0 = no 
1 = yes a = no 
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4. Data Preparation 

After both groups of information were completely coded, the two 

groups - one of partial crime records and the other of sociological and 

local characteristic data by census tract - were transferred to punch 

cards. Two steps remained before the crime records could be considered 

complete . 

(1) Scaling of certain data values; and 

(2) Merger of all the crime factor data values into 
one crime record per sample crime. 

For analysis, all crime factors were given a common range of values, 

zero through one hundred.* Of those crime factors to be used in the analysis, 

fifteen had ranges other than zero to one hundred and thus for these crime 

factors scaling was necessary. Five of the fifteen factors which re-

quired scaling were cyclic factors - day of week, hour, month, day of 

month, and phase of moon. For the crime record these factors were assigned 

raw values; scaling was left for later (see discussion of scaling under 

MDA section). The remaining ten crime factors - snow, visibility, pressure, 

income, persons per household, rent, property value, school years com­

pleted, precipitation, and temperature -- were scaled immediately and 

the scaled values placed in the crime record. 

The first seven crime factors to be scaled were considered individually 

and a range of values obtained for each. In each case, the scaling 

quantities, called k and c, were determined to form the equation: 

scaled value 

from the conditions: 

k x raw value + c 

a = k x minimum value + c 
and 100 k x maximum value + c 

* In practice, zeros act as "dominators" in matrix manipulations, and therefore were not used. 
The 0-to-100 range was adjusted to 1 to 101 during the MDA. 
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Table 7 gives the original range of each of the above mentioned crime 

factors and the "k" and IIC
II necessary to convert that range to the de­

sired 0 through 100 range. 

The last three variables were handled somewhat differently. 

Property value was set up so that the scaled value was equal to the raw 

value divided by fifty. If the scaled value then exceeded one hundred, 

one hundred was substituted. Precipitation and temperature had ranges 

which were approximately zero to one hundred, so the raw values which 

fell in this range were used as scaled values. Raw values which exceeded 

one hundred were replaced by one hundred and raw values less than zero 

were replaced by zero (see Table 7). 

A computer program, called JCDATA (see Appendix G), was 

written to perform the a.bove scaling and to merge all the crime factors 

into one crime record per crime. Each sample of Part I crimes was 

processed by the program and a two-card crime record produced for each 

crime in the sample. The development of the completed Part I crime records 

thus ended the data collection phase of the project. Processing and Analysis 

of the Part II crimes were postponed until completion of the Part I crime­

cluster analysis (see Section 3). 

TabZe? ScaZing Quantities 

CRIME FACTORS k c OLD RANGE 

snow 8.33 0.0 1-12 inches 

visibility 6.67 0.0 1-15 miles 

barometric pressure 16.67 -450.09 27.00 - 33.00 
inches of mercury 

income 1.39 -37.5 2 27 (xlO2) -
99(xlO ) dollars 

persons/household 32.3 -38.7 1.2 - 4.3 persons 

rent 0.79 -22.4 28 - 154 dollars 

school years 10.9 -73.9 6.8 - 16.0 years 
completed 
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SECTION 3 
DATA ANALYSIS AND RESULTS 

A. GENERAL DISCUSSION 

The original project objective, as stated earlier in this report, was 

to predict crime occurrence, hour-by-hour and sector-by-sector. Mathematically 

true prediction (that is, the probability of a crime occurring, given a 

set of conditions) requires the analysis of not only past crimes, but 

also of past conditions where no crime occurred. But whereas past crime 

data is more or less readily available, past data on no crime events is 

not readily available except in statistically summarized form. 

Therefore, it was decided that as a first cut~ the analysis would be 

limited to a sample of individual past crimes. Under this scheme, the 

"prediction" of burglaries would compare past occurrences of burglHries 

against past occurrences of other crimes; rather than against all past 

situations where no burglary occurred. Mathematically, this corresponds 

to determining the probability of a burglary occurring, given a set of 

conditions, and given that some crime occurs. Technically, this amounts 

to crime-type discrimination~ rather than prediction. 

The first cut approach is justified by the difficulty of collecting 

specific past situations where no crime occurred. The rationale is two­

fold. First, if a particular crime type, for example burglary, is to be 

"predicted," then the conditions surrounding non-burglary crimes could 

be used to provide an approximation to the no-burglary population;' secondly, 

the amount of error introduced by this approximation would be exceeded 

by at least an order of magnitude, by the inaccuracies in the sample crime 

data. 
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Using this initial approach, one of two results would occur: 

(1) the rationale would be supported by the "real world" 
results; or 

(2) the theoretical deficiency would prove to be critical, 
necessitating the introduction of "no-crime" normalizations 
into the analytical model. 

In either case, this initial approach seemed the most appropriate first 

step. 

Accordingly, the analytical models would operate in the first in­

stance on the crime samples described in the previous sections. The 

primary analytical technique would be multidimensional analysis (MDA). 

A series of computer programs were developed to apply this technique to the 

crime data and to set up an initial version of the prediction model. 

Three additional analyses were performed tangent to the primary MDA. 

The length and complexity of the MDA made a multiple regression analysis 

desirable as an effort to ascertain quickly the extent to which certain 

combinations of crime factors co-occur with certain types of crime. The 

results of the MR, in turn, precipitated an analysis of the frequency­

distribution of crimes over the range of crime factor values, an attempt 

to discern the complex interrelationships between crimes and crime factors. 

Concurrent with these 'cwo analyses, a multinomial analysis was designed. 

The latter was envisioned as a means of verifying, over the entire crime 

sample, hypothetical crime factor to crime relationships suggested by 

any of the other analyses. 

The frequency-distribution, MR, multinomial, and MDA analyses are 

discussed in the following sections. 

B. FREQUENCY DISTRIBUTION 

1. Theory and Approach 

A basic analysis technique used with sampled data on a single 

variable is frequency distribution analysis. The range of values of the 

variable under study is divided into equal intervals and for each in-

terval a tally of the collected data points which fall within that interval, 
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called a frequency count, is made. The frequency counts for all the 

intervals make up what is called a frequency distribution, that is, the 

frequency of observed values distributed over the range of the variable. 

This measure can give a quick indication of the central tendency and 

dispersion of the sample and, from these, these same properties for the 

base population can be inferred. 

In order to compare frequency distributions meaningfully, certain 

standardizing procedures are necessary. In comparing two frequency 

distributions in which the sample sizes for the two are not equal, it is 

helpful to use a percentage frequency distribution. For each interval 

the raw frequency count is divided by the total number of observations 

in the sample and multiplied by 100 to obtain the percentage of observed 

values which fall in that interval. Comparisons of these percentages 

are then meaningful regardless of differences in sample size. 

Normalization,another type of generalization of frequency distributions, 

is useful for certain types of variables. Normalization adjusts the 

raw or percentage frequency counts to reflect properly the different popu­

lation frequencies in different intervals. For example, a frequency 

count of burglaries against temperature can be "normalizedll to reflect 

the fact that certain temperatures occur more frequently than others; 

this is done by dividing the number of burglaries in each temperature 

range by the number of times that temperature range occurred during the 

year. 

Comparisons of frequency distributions can be visual. However, a 

more rigorous comparison can be made by testing for significant difference 

between distributions using a proportional t-test, a statistical technique 

to measure the likelihood that the difference between two distributions 

is due to chance. If this likelihood is small the differences between 

the two is termed significant. 

Frequency distribution analysis was employed in the study at hand 

to investigate further the relationships between different crime types 

and the crime factors. Distributions for each type of crime over the 
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range of every crime factor were prepared and normalized where necessary. 

2. Methods 

For each crime factor, tallies were made by type of crime, for every 

value in the range of that crime factor. The entire crime sample was 

used as the base population. Then, intervals were set up to covel: the 

range of values for each crime factor and the tallies were compiled to 

form raw frequency counts for each interval. Percentage frequency counts 

were then computed for each interval for every crime type. 

The frequency distributions for some of the crime factors were then 

normalized. Weather f,actors, such as phase of moon, snow on the ground, 

and atmospheric pressure, were normalized by the number of days during 

the time span of the crime sample (the year 1966) that fell into each 

crime factor interval. On such a crime factor the raw frequency counts 

for each interval were divided by the associated number of days and the 

resulting normalized frequency expressed as a percentage. Socio-economic 

and local data crime factors, such as income, percent non-white, and number 

of PTC transfer points, were normalized by the population for census 

tracts having certain values for the crime factor. In other words, the 

population of all census tracts having between 0% and 10% non-white would 

be totaled and used to normalize the frequency count of a crime type for 

that same interval. Again, the normalized frequency counts were expressed 

as percentages. 

A set of bar charts were then prepared for several of the more in­

teresting distributions. Each set pertained to one particular crime 

factor and contained a chart over that crime factor for each type of 

crime. Cross-factor and cross-crime comparisons of these charts were 

then made. 

3. Results 

For each crime factor, the raw frequency counts and percentage fre­

quency counts were recorded on a tabulation sheet (see Appendix D). 

The inte~vals of the crime factor's range were recorded across the top 
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of the sheet and the counts for each type of crime were entered in rows 

?elow. For crime factors which were represented by scaled values, a 

converted scale for the interval ,'as also provided across the top of 

the tabulation sheet. 

The raw frequency counts for crime fo.,:,~vi:';' which were to be normal­

ized were also recorded on tally sheets, again by crime type. The 

normalization factor, either number of days or population, was also 

recorded for each interval. The normalized frequency counts and per­

centages were then computed and recorded below the raw frequency counts 

on the same sheet (see Appendix D). 

Comparisons among the bar charts developed showed some interesting 

differences, but revealed little that was new to the experienced police 

officer. Figures 4 through 10 show the bar charts for several of the wore in­

teresting distributions. As might be expected, differences were noted 

between crimes against property, such as burglary, larceny, and auto 

theft, and crimes against person, such as homicide, rape, aggravated assault, 

and robbery. 

C. MULTIPLE-REGRESSION ANALYSIS 

The mathematical technique of multiple regression analYSis is used. 

to study the relationships between the value of one variable, called the 

dependent variable, and the values of two or more other variables, called 

independent variables. In each instance a hypothesis is made that the 

values of the independent variables in some way dttermine or Ilpredict ll 

the value of the dependent variable • 

The data required to perform a mUltiple regression analysis are a 

set of observations, each containing values for the several ind~pendent 

variables and the associated value of the dependent variable. Using 

the method of least squares, a linear equation of the form 

is determined which best "fits" the observed data; that is, the equation 
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for which, when the observed values of the n independent variables are 

substituted for the xi's, the value of y most nearly equals the observed 

value of the dependent variable.* The bi (i = l, ••. ,n) in the above equation 

can be thought of as weights for the several independent variables because 

each b. represents the ~elative influence the variable it modifies has 
~ 

on the value of the dependent variable; more specifically, bi measures 

the change in y due to a unit change in x.' The number a is a constant 
~ 

term which is used to preserve equality between the mean of the "predicted" 

values of the dependent variable and the mean of the observed values • 

For best results, in the use of multiple regression analysis, two 

assumptions must be made about the data to be analyzed. First, it must 

be assumed that the selected independent variables are indeed related in 

a continuous linear fashion to the value of the dependent variable. If 

the relationship between the dependent variable and the independent variables 

is not linear or not continuous, the multiple regression will still pro-

duce the "best" straight line to fit the data and thus yield information 

as to the relative importance of the independent variables, but the 

equation obtained will not be a good "predictor" of the value of the 

dependent variable. That is, the differences between the predicted and 

observed values of the dependent variable may be quite large. Secondly, 

the assumption is made that the intercorrelations between the independent 

variables ar.e at most negligible. If, in fact, high correlations do 

exist between two independent variables, the multiple regression will use 

one in the equation and delete the other under the assumption that the 

two 'variables will have 'the same effect on the value of the dependent 

variable and are thus redundant. For example, in a situation where n 

independent variables are being used to predict the value of y,and variables 

x
2 

and x3 are highly correlated, the equation produced may be of the form: 

y = a + bixi + b3x3 + b4x4 •••• + bnxn. 

(Note: An independent variable may also be dropped if the correlation 

between it and the dependent variable are found' to be negligible.) 

Whether or not these assumptions are met, the multiple regression analysis 

yields valuable information concerning the interrelationships among the 

* see M.A. Efl"oymsen, "Multiple Regression Analysis, II in Mathematioal Models for Digital 

Computers, Part V, (17), ad. by A. Ralston and H.S. W1lf (New York: Wiley, 1960). 
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variables involved and the IIpredictability ll of the dependent variable 

and is thus a useful analytic tool. 

It was decided to analyze the crime data us~._mltltip1e regression 
--~~~--~~~-----analysis to obtain aq~i~~:rnd1cation of the degree to which crime types 

might be discriminated from the associated crime factors. The crime 

data, however, were not ideally suited for mUltiple regression analysis. 

There was no indication that the crime factors were related linearly to 

the type of crime and indeed the dependent variable itself would have to 

be represented by a non-continuous variable, that is, "1" if the crime 

occurrence was of the desired type, and "0" otherwise. Correlations 

between the crime factors were expected to be high, especially among 

the weather factors. There was also the possibility of false correlations 

introduced by the restriction of the sample data to one year's time; 

for example, phase of moon and day of month might be correlated in a way 

peculiar to the year 1966. Ideally, for each type of crime, crime 

frequency counts could be made over the range of each crime factor and 

the proper transformation made to linearize these relationships. A 

sample over several years time could eliminate the chance of false 

correlations. However, the effort required for this type of data pre­

paration was not consistent with the use of mUltiple regression as a 

secondary analysis tool; thus the multiple tegression was run using 

readily available data instead. 

The mUltiple regression analysis was performed twice; each time 

equations were derived for each of the seven crime types. The primary 

difference between the two applications, called Method I and Method II, 

was the type of data used for the independent variables. 

In Method I, factor loadings, a by product of the multidimensional 

analysis, were used for the independent variables. These factor loadings 

were obtained for each crime in random samples 8 and 9 using the factor 

matrices for each of these samples which were produced during the course 

of the mu1tidim~nsional analysis. The crime factor values for each of 

the sample crimes were weighted by the corresponding elements in each 

factor (or column) of the ~actor matrix and summed to form a loading on 
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each factor for each sample crime. Seven data matrices, one for each 

type of crime, were formed for each of the crime samples (see Figure 

11). In each case the dependent variables were assigned according to 

the crime type under consideration; that is, 11111 if the sample crime 

was of the type under consideration and 110" otherwise. The advantage 

of using factor loadings as independent variables was that the factors 

obtained from the factor analysis were calculated in such a way as to 

be independent of each other. Thus this method satisfied one of the 

necessary assumptions of mUltiple regression analysis. The method does 

have a disadvantage, however: since the factors are intricate combinations 

of the original crime factors, equations derived in this fashion are 

difficult to interpret in terms of the raw values of the crime factors. 

Thus a second mUltiple regression was run, this time using the 

original crime factors as independent variables. The data matrix for 

Method II (see Figure 12) was constructed of the raw values for the 

crime factors for each of the large sample of 2800 crimes (see Table 8). 

The depend,~nt variable, denoting type of crime, was constructed as before. 

A ba~ic result of each regression run was a simple correlation matrix 

showing the correlations among all the variables involved in the regression. 

Two correlation matrices were obtained for Method I, one based on Sample 

8 as input and one based on Sample 9, while Method II yielded only one. 

Regression coefficients (b.) and constant terms (a) were obtained for 
~ 

each equation for each crime type. There were twenty-one equations in 

all; fourteen derived by Method I and seven by Hethod II. For each of 

the der~ved equations,t-statistics and Beta coefficients were then 

calculated. The t-statistic, calculated for each regression coefficient, 

yields a confidence measure for that coefficient. For example, if the 

calculated t-value for a particular coefficient is greater than 2.0, the 

likelihood of that coefficient being determined by chance is only 5 out 

of 100. The Beta coefficients are a standardized form of the original 

regression coefficients. In other words, the regression coefficients 

are dependent on the unit of measure of the independent variables while 

the Beta coefficients are not. Thus Beta coefficients may be used to 
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measure the relative influence of the several independent variables. 

The Beta coefficients may not, however, be used for comparison between 

variables from two different regression equations. Also for any coefficient, 

Beta and t must be interpreted simultaneously; if t is not significant, 

statements about Beta are of little value (see Appendix E for table 

listings of these results). 

Each of the regression equations obtained was tested by substituting 

the observed data values for the independent variables and comparing the 

computed value of the dependent variable, called the estimated value, 

with the observed value. The estimated value was thus obtained for each 

of the 2800 sample crimes. Tallies of the range of estimated values for 

each crime type were made for each regression equation. Ideally, for 

any particular equation, the estimated values for crimes of the type 

to be discriminated by that equation should all be 1.0 while crimes not 

of that type should receive estimated values of O. 

Unfortunately, none of the regression equations obtained by Method 

I - using the factor analysis outputs - was able to discriminate crime 

types successfully over the sample of 2800 crimes. For example, one of 

the two regression equations obtained for homicide was able to identify 
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TahZe 8. Crime Factors as Independent VariahZes 

Rmru:sSION INDE'PDIDENT VARIABLES MOOE 

ANA.LYSIS 

1 Snow Inohes Soaled 0-100 

2 Visibility Miles Soaled 0-100 

3 Preoip! tation Inohes Scaled 0-100 

4 Wind Speed Knots - 0-100 

5 Temperatt:re Degrees Scaled 0-100 

6 Relative Humidity Percent - 0-100 

7 Pressure Inohes of Mercury Scaled 0-100 

8 Inoome Dollars Soaled 0-100 

9 Persons/House Number of Persons Scaled 0-100 

10 Rent Number Soaled 0-100 

11 Sohool years oompleted Number of Years Scaled 0-100 

12 PTO 0-100 

13 Elementary Sohool( s) 0-100 

14 Junior School(s) 0-100 

15 Senior High School(s) 0-100 

16 Honth 1-12 

17 ~ 1-31 

18 Hour 1-24 

19 Age Peroent 15-34 Peroent 0-99 

20 Age Peroent 60 and over Peroent 0-99 

21 Peroent Males Unemployed Peroent 0-99 

22 Peroent Wage and Salary Peroent 0-99 

23 Peroent Owner-Oocupied Peroent 0-99 

24 Peroent Sound Housing Peroent 0-99 

25 Peroent vith 1.01 or more Peroent 0-99 
per room 

26 Peroent Married Peroent 0-99 

27 Peroent Foreign-Born Percent 0-99 

28 Peroent Grovth Peroent 0-99 

29 Peroent Deoline Peroent ,0-99 

30 Peroent Moved Peroent 0-99 

31 Percent Families, 1 or Pero<Jnt 0-99 
more under six years 

32 Peroent non-white Peroent 0-99 

33 Peroent Enrolled in sohool Peroent 0-99 

34 Day of Week 1-7 

,35 Phase of Hoon 1-4 
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91% of the homicides, but only 20% of all the crimes identified as 

homicides were actually homicides. That is, 

number of homicides identified correctly = 
total number of homicides 

number of homicides identified correctly 
total numberrof crimes identified as homicides 

91% 

= 20% 

Similar results were < Dserved for the other regression equations. 

A graph comparing the distribution of two different types of crime, 

burglary and aggravated assault (see Figure 13), further illustrates the 

behavior of the regression equations obtained using Method I. These 

distributions were obtained by plotting the percentage of crimes, burglaries 

or aggravated assaults, that received estimated values of 0, 0.1,0.2, 

.•. ,1.0 using the burglary regression equation. This graph shows that 

while the estimated values for burglary deviated widely from the observed 

40r---------------------------------------------------------------, 
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Figure 13. Results~ Method I Comparative 
Distributions of Estimated VaZues for 
Burglaries and Aggravated Assaults 
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value of 1.0 and the estimated values for aggravated assault ranged far 

above the observed value of 0, there was a noticeable separation in 

the two distributions. The burglary distribution is definitely shifted 

toward the 1.0 end of the scale, the end that denotes burglary. This 

slight but definite separation suggests that while some of the Factors 

contribute to both aggravated assault and burglary there are some which 

do discriminate between these types of crime. The appearance of such 

a discrimination in the results of such a restricted alLalysis supports 

the hypothesis that a further refined multiple regression analysis might 

be able to discriminate more accurately. 

The results of Method II were again slight but promising. Of the 

seven regression equations none was successful at discriminating the 

crime type it represented. Again, however, the distributions of estimated 

values for the several crime types were distinguishable. Figure 14 shows 

the cumulative distributions of crime types within the burglary classification 

as compared with cumulative distributions for non-burglaries (all were 

obtained using the burglary equation). As might be expected, the smallest 

separation occurred between the distributions for highway robbery and 

burglary from a vehicle,while the largest occurred between willful killing 

and burglary from a non-residence. This suggests the reasonable hypothesis 

that the crime factor values co-occurring with the former two types of 

crime are quite similar, while those co-occurring with the latter pair 

are not. These situations typify the results of the other six equations. 

Given the several limitations under which the multiple regression 

analysis was run, results showed the multiple regression technique to 

have definite promise. With the proper normalization of crime factors 

and the reordering of regression-variable ranges according to increasing 

frequencies of crime occurrence, the chances of obtaining good dis­

crimination would be substantially increased. Then, inclusion of 

"no crime" situations in the data would allow actual crime prediction. 
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D. MULTINOMIAL ANALYSIS 

I. Theory and Approach 

Theoretically, jot is a simple process to determine specific com­

binations of crime factors which co-occur with certain types of crimes. 

It would suffice to enumerate all possible combinations of values for 

the crime factors and then count the number of observations in the sample 

which have each combination of values. Then, given any combination of 

crime factor values, one could check this combination against the tallied 

observations and determine which type of crime to "predict," 

This exhaustive analysis, while ideal in theory, rapidly becomes 

unmanagable in practice, For instance, if one were considering 15 

crime factors, each of which could have ten different values, the total 

number of combinations to be investigated would be 1015 • Thus, for this 

study of thirty~eight crime factors, each of which could have possibly 

one hundred different values, the multinomial technique was discarded 

as impractical as a primary analytic tool. 

On a smaller scale, however, the multinomial technique retains its 

usefulness. To test a specific hypothesis, that is, a hypothesis that 

a certain combination of crime factors co-occurs more frequently than 

not with a certain crime type, it would be possible to use the multinomial 

approach. The crime sample could be searched to ascertain how many crimes 

co-occurred with the required combination of crime factor values. This 

group could then be divided into crimes of the desired type and crimes 

not of the desired type. A comparison of the number of crimes in these 

two groups could then serve to support or reject the hypothesis. Thus 

it was decided to use multinomial analysis to verify hypotheses produced 

by the other analytical techniques. 

2. Methods 

A computer program, called JCSRCH (see Appendix G), was designed to 

perform the multinomial analysis to test specific hypotheses. Given 

a set of crime factor values and a specific crime type, the program 
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searches through the entire crime sample and tallies two sums: 

the number of crime occurrences for which the 
given crime factor combination exists but 
which are not of the given crime type; and 

the number of crime occurrences for which the 
given crime factor combination exists and which 
are of the given crime type. 

After these sums are found a ratio of occurrence is computed. 

R tc ----

This ratio gives an indicative measure of the degree to which the given 

combination of crime factors co-occurs with the given crime type and 

accordingly reinforces or weakens the hypothesis being tested. 

3. Results 

The multinomial analysis was written to test specific hypotheses; 

it was subsequently debugged and tested. Figure 15 shows the results for one 

test hypothesis which was run. The hypothesis to be tested was "a 

larceny (crime-code 616) is the most likely crime type in sector 23C 

and census tract 47D on Tuesday, November 1, 1966 when the moon is 

fu11. 11 The printout gives the crime type being tested followed by 

the given conditions; note that tne values for some of the crime factors 

are coded representations, such as 2303 for 23C and weekday 2 for Tuesday. 

Next follows the ratio of occurrence, in this case 0.333333. The true 

numerator and denominator are also given to indicate the relative im­

portance if the ratio; that is, the ratio of 0.333333 would assume more 

import2nce of its numerator and denominator were 33 and 99, respectively, 

rather than the 1 and 3 indicated in this test. 

The range and confidence level of the ratio then can be determined 

with the aid of appropriate binomial tables. 

In general the output from a run of the multinomial analysis pro­

gram includes, for each hypothesis given, the computed ratio of occurrence 

and the values of S2 and Sl + S2' Also, if the given combination of 
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PROBABILITY OF LARCENY 616.00 

GIVEN SECTOR 2303.00 
CENSUS TRACT 4704.00 
YEAR 66.00 
WEEKDAY 2.00 
MOON 2.00 
MONTH 11.00 
DAY 1. 00 

EQUALS 0.333333 NUMERATOR EQUALS 1.0 DENOMINATOR EQUALS 3.0 
... - -- - - -- - -

Figu.r'e 15. Sample Output f110m Multinomial Analysis Program 

crime factor values contains more than one value, then a series of ratios, 

82 va1ues,and 8
1 

+ 82 values are computed, one set for the full list and 

one for each sub1ist, subtracting one of the given values each time. 

For example, if the hypothesis to be tested was "burglary given knife, 

non-residence, and 10 PM," the R, 82 , and 81 + 82 values would be com­

puted for 

a. burglary given knife, non-residence, 10 PM; 

b. burglary given knife, non-residence; and 

c. burglary given knife~ 

This capability for mUltiple results was added mainly for the practical 

purposes of investigating several different hypotheses during one computer 

run. 

As crime factor combinations are identified with crime clusters by 

the multidimensional analysis, these hypotheses can be tested over the 

entire crime sample using the multinomial technique. 
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E. MULTIDIMENSIONAL ANALYSIS 

1. Theory and Approach 

Multidimensional analysis comprises any of several statistical 

techniques used to study the interrelationships among a group of events. 

The events, each described by a given set of measures, are arrayed as 

points in a multidimensional space. Then, the several dimensions and 

the projection of each event on each dimension are identified. Events 

which have similar loadings, or projections, on the several dimensions 

would tend to "cluster" in the space; the cluster, then, denotes a par­

ticular type, or class, of event. Once the space is established, a new 

event can be arrayed in the space and identified merely by noting within 

which, or near which, cluster, if any, the new point falls. 

In the study at hand, MDA was selected as an appropriate technique 

to study the relationships among crime occurrences, where each crime 

is described by specific values of the crime factors. A crime space, 

or crime distance space, could then be formed, its dimensions representing 

complex combinations of the original crime factors. Once a multidimensional 

crime space is achieved, each crime occurrence could be arrayed in the 

space and crime clusters could be id9ntified. Finally, the ability to 

identify a new set of crime factor values with one or more of the existing 

crime clusters would add the "predictive" capability to a model based on 

the MDA technique. 

In order to use standard MDA techniques, however, the measures in­

volved, in this case the crime factors, are subject to two restrictions. 

First, each measure must be quantifiable on a monotonically increasing 

scale; that is, if v. is the value on a certain crime factor for crime 
l. 

i and if the distance between two crimes on any crime factor is given 

by 

then if A, B, and C are three crimes such that vA > vB >V
C

' d
AC 

should 

be greater than dAB on the crime factor in question. Secondly, tbe 
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distance between crimes on each crime factor must obey the properties 

of a metric space; that is, for any crimes A, B, and C 

Most of the crime factors satisfy these requirements. However, a certain 

few, such as "day of the week," are cyclic and thus violate the firs t 

restriction above. For example, if crime A occurs on a Tuesday, denoted 

by day 2, and crime B occurs on a Sunday, day 7, the distance between 

crime A and crime B on the "day of the week" factor is no.t 5 days, but 

2 days; that is 

In such a case, the actual differences do obey the metric property, but 

the actual differences are not the same as the numeric differences between 

the crime factor values. 

These data limitations led to the selection of an MDA technique 

which was unconventional in that it did not require the measures used to 

be quantifiable on a monotonically increasing scale. This technique, 

developed by Tucker and Messick, relies upon the differences betw'een each 

pair of events on each measure used rather than the actual values of the 

measures. * In deriving these differences special techniques were de­

veloped and used to assure the computation of the actual, rather than 

the numeric, differences for each cyclic measure. 

The Tucker-Messick technique also differs from conventional MDA 

in that it provides not one multidimensional space to represent the group 

of events being studied, but several spaces, each one representing a 

different but consistent classification of these events. In this way, 

clusters of events which may have been overlapping and confounded in one 

multidimensional space may be seen clearly in several multidimensional 

spaces each presenting these events from a different perspective. 

*L. R. Tuoker and S. Messiok, "An Individual Differenoes Model for Multidimensional 
Scaling," Psyohometr1ka. XXVIII (Deoember, 1963), pp. 333-367. 
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The Tucker-Messick method was applied to data samples for each 

type of crime. Thus several multidimensional spaces were derived for 

each crime type, each describing crimes of that type from a different 
point of view. 

The next step was to set up a framework for projecting a new set of 

crime factor values ("current conditions tl
) into one or more of the existing 

crime spaces and determining whether they cluster with the sampled crime. 

Theoretically, new sets of crime factor values could be arrayed into 

new spaces corresponding to each of the derived spaces.* The matrices, 

which represent the new spaces and the established spaces, could then be 

compared using a method derived by S. Messick.t The results of this 

comparison would then indicate the likelihood that the new event comes 

from the same population as the old events. This meth0d does not require 

the actual identification of clusters within the several crime spaces. 

Computer programs were written and designed to carry out this analysis. 

However, it became apparent that the physical size of the crime data arrays 

and the complexity of this analysis rendered this mode of comparison 

unmanageable. The computing procedures were lengthy and the data storage 

and manipulation requirements were unwieldy and time consuming. Accordingly, 

several alternate techniques of cluster analysis were developed. As clusters 

were identified they were tested against the conditions surrounding 

a sample of known crimes. 

2. Methods 

As described in Section 2-B-2, random samples of 100 crimes were 

selected for each crime type, seven in all, and two additional random 

samples were also selected without regard to crime type. For each of 

these samples the analytical steps below were followed: 

*rbid., p.341. 

a. A crime by crime factor matrix, called C, was constructed, 
where each row represented a crime and each column a crime 

TS. Hessiok, ',\fithin-Group Covarianoe Faotor Analyses; Notes on a Hodel due to L. 

Tucker" (unpublished manusoript), pp. 1-11. 

51 



factor (see Appendix G, Program JCDATA). The scaled 
values of che crime factors for each sample crime are re­
corded in this matrix. 

b. Differences were then formed between each possible pair of 
crimes on every crime factor, giving special consideration 
to the cyclic crime factors. These differences were arrayed 
in a matrix X, in which each row represents a crime pair 
and each column, a crime factor. From X a matrix called 
P was constructed by the rule P = XTX. P is a symmetric 
matrix similar to a correlation matrix and thus can be 
factor-analyzed (see Appendix G, Program JCPREP). 

c. A factor analysis was then performed on matrix P, using 
the method of Principal Components (see Appendix G, 
Program JCFACT) to obtain the independent factors, or 
viewpoints, on which the multidimensional spaces were to 
be based. The factor analysis yielded a factor matrix A, 
which contained the independent factors as rows, and a di­
agonal matrix r2 containing the eigenvalues of the matrix 
P.* 

d. The factor matrix A was then rotated obliquely (see Appendix 
G, Program JCROTA) to obtain a more meaningful representation 
of the derived factors in terms of the originnl crime 
factors. This rotation yielded a transformation matrix T 
and the rotated factor matrix B, where B - TA. 

e. The original difference matrix X was then converted into 
a matrix Z of crime pair projections in the several multi­
dimensional spaces by the process 

Z = (XAT (f2) -1) T- 1 

(See Appendix G, Program JCMATM.) 

Each column in Z now represents a separate multidimensional space and 

each entry within a column represents the distance in that space between 

two crimes, corresponding to the crime pair rows of X. 

Once multidimensional spaces, represented by the columns of Z, 

were formed for each crime type, the problem of cluster analysis was 

tackled. As previously mentioned, the theoretical approach was explored 

but eventually discarded as unmanageable. Consequently, several cluster 

analysis techniques of a similar format were tried. Each point in the 

space was considered a potential cluster center. Using the known inter­

point dist~ce~!. points wer~ then added one by one to th~:-~~E~~starting 

* Tuoker and MesSiok, ~. ~J p.)38• 
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with the point nearest the chosen cluster center. In this manner a set of 

clusters was constructed around every point in the space. Now, two things 

were needed to determine the actual clusters. First, an algorithm was 

necessary to determine at what point the cluster ended, that is, where 

the process of adding a new point to the cluster should cease and the 

cluster be termed complete. The distance from the last point added to 

the cluster center in this way could then be called the radius, or per­

imeter, of the cluster. Second, a figure of merit, or measure of "good­

ness", was needed so that the best clusters in the space could be selected 

for use in the identification and prediction process • 

The clustering techniques differed in how the figure of merit and 

radius criterion were computed and in what use was made of non-burglary 

data. In several techniques, the figure of merit was some combination 

of a measure of dispersion for the points in the cluster and the number 

of points itself. 

A simple example would be 

N 
FM = -:-z­a 

where N is the number of points in the cluster and 0 2 is the variance 

of the points from the cluster center. Other techniques used 

a measure of the actual versus the expected distribution of points 

in a cluster, considering the distances from the center to the points 

in the cluster as a probability distribution. The non-burglary data was 

used in some instances to normalize the figure of merit. The radius criteria 

used were just as varied. Sometimes the FM was calculated for each step 

in the cluster ,formation process and the step with the maximum FM selected 

as the cut off. Another approach was to divide the distances into 

intervals between the center and the mean distance from the center and 

then select the interval with the least number of pOints between the 

maximum FM and the mean. Programs were written to accomplish these 

several clustering techniques but no documentation is included since 

no firm and final technique was selected as best • 
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3. Resul ts 

The several clustering techniques were applied successively to the 

homicide and burglary samples; and each set of clusters obtained was 

tested against the two random samples of mixed crime types (Samples 8 

and 9). A computer progr8.ll)., not finalized and thus not documented, was 

set up to perform this testing in the following manner. 

Each set of crime factor values for a random crime was treated 

as a current situation, es; that is, as if the crime factor values were 

known and the crime type were to be predicted. Differences were formed 

between this es and all the crimes in the burglary sample, thus forming 

a modified version of the X matrix, called Xes. Using the method by 

which the original X matrix was converted into the Z matrix (see previous 

discussion of method, part e.), an extension of the Z matrix,'ca11ed Zes' 
can be formed from Xes. Each column of Zes now gives the distances be­

tween the CS and the crimes within each multidimensional space. 

Prediction can then proceed as follows; if crime 6 in multidimensional 

space 1 has been determined the center of a cluster of radius r 6l , 

since entry z6l of matrix Zes represents the distance between the'CS and 

crime 6 in multidimensional space 1, z61'~ r 61 means that CS falls within 

the determined burglary cluster. This prediction can then be tested 

against the true crime type of the es. The discriminating ability of 

any clustering technique can ~hen be assessed by ascertaining the number 

of correct identifications which can be made using the clusters so de­

fined. No clusters were found which discriminated homicides. Figures 

16 through 19 show some initial results of the clustering and testing 

techniques for burglaries. Figures 16 and 18 show two clusters developed 

in the burglary sample. The distribution of the entire burglary sample 

about the cluster-center is shown in each with an arrow marking the radius 

which was selected as the boundary of the cluster. Figures 17 and 19 

show the test results over the two random samples of mixed crime types, 

200 crimes in all, for each of the clusters shown. For cluster "A", 

Figure 16 shows that the non-burglaries which fell within the cluster 
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r~dius consisted of robberies and larcenies, both crimes similar to 

burglary in nature. The test results for cluster "B", Figure 19, are 

similar but here larcenies were the only non-burglaries identified as 

burglaries. In both cases crimes against the person, such as homicide, 

rape, and aggravated assault, never fell within the limits of the 
burglary cluster. 

These results support the present model's discriminative capabilities. 

A determination of the model's prediative capabilities awaits completion 

of implementation .of the operating model (See Section 4 of this report) ~ 
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SECTION 4 
INITIAL IMPLEMENTATION 

To learn more about the everyday operation of the system and obtain 

some indication of the strengths and weaknesses of the analysis, an initial 

version of the operational model was prepared. The initial version, de-

signed for implementation on the Philadelphia Police Department computer system, 

uses magnetic disks for external storage and a remote terminal for input/ 

output. The actual programming of the model, as well as the creation of 

the disk data bank, was done by members of the PPD staff, with the assistance 

of the FIRL project staff. 

A. DATA REQUIREMENTS 

For this first attempt, the model's scope was limited to a consideration 

of burglary conditions. Data pertaining to those clusters selected 

by the multidimensional analysis as "burglary clusters" were therefore 

needed to operate the model. These data and the other two data arrays 

necessary were stored on a magnetic disk external to the machine, a 

storage mode which prevents the program model from being limited by a 

computer with a small internal memory. Four disk storage files were set 

up. 

The first file contains the values of the twenty-three socia-economic 

crime factors (see Table 9) associated with each sector. The file was organized 

by police districts, twenty-two in all, and by police sectors within 

districts. Each sector record contains the sector identification, the 

district number and an identifying letter, and the twenty-three variable 

values associated with that sector. 

The second and third files contain data which pertain to the selected 

"burglary cluste~s." The first contains records of cluster-center data 
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Table 9. Crime Factors Used by Operating Model 

UNIT OF 
CRlHE FACTOR MEASUREMENT 

Da;y of Week 

Month 

Da;y 

Hour 

Phase of Moon 

Snow Inohes 

Visibil1ty Miles 

Preoipitation Inohes 

Wind Speed Knots 

Temperature Degrees 

RelAtive Humidity Peroent 

Pressure Inohes of Meroury 

60 

ClIDlE FACTOR 

Age Peroent 15-34 

Age Peroent 60 and over 

Peroent Males Unemployed 

Peroent Wage and Salary 

Peroent Owner-Ocoupied 

Peroent Sound Housing 

Peroent with 1.01 or more 
per room 

Peroent Married 

Peroent Foreign-Born 

Peroent Growth 

Peroent Deol1ne 

Peroent Moved 

Peroent Families, 1 or 
more under six years 

Peroent non-White 

Peroent Enrolled in Sohool 

Inoome 

Persons/House 

Rent 

Sohool years oompleted 

PTC 

Elementary Sohool (s) 

Junior Sohool (s) 

Senior High Sohool (s) 

UNIT OF 
MEASUREMENT 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Peroent 

Dollars 

Number of Persons 

Number 

Number of Year!! 
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for each of the clusters. Each cluster-center record contains the scaled 

values for all of the thirty-five crime factors associated with that 

center and cluster Storage space was provided for up to one hundred 

cluster-center records. 

Next, records of factor-weights, each record associaten with a par­

ticular burglary cluster, were stored. Each factor record contains thirty­

five weights, corresponding to the thirty-five crime factors. These 

weights were determined during the MDA cluster analysis (see Section 3) 

and are necessary to transform the difference between two crime situations 

into a distance figure in the multicd.mensional space of a particular 

factor. Up to sixteen factor records may be stored in the third disk file. 

1be final disk file contains fifteen numbers necessary for scaling the 

five cyclic crime factors. For each of the cyclic crime factors three quan­

tities are stored: the maximum difference allowable for that crime factor; 

a code number designating whether the maximum range of the crime factor is 

even or odd; and the scale factor necessary to convert the proper raw 

difference into a scaled value. 

B. MODEL DESIGN 

The general flow of the program model for any given run is described 

in Figure 20. At the start of the run a police commander, working at 

the remote terminal, will enter the current values for the first twelve 

of the thirty-five crime factors (see Table 9). These twelve represent 

the values of the dynamic factors of time, date, and weather conditions 

in the city at the time of the run. Next the commander will query the 

model concerning burglary conditions in some or all of the city's police 

sectors. If he does not wish a report for the entire city, the commander 

may specify only those police districts (groups of ten to twenty police 

sectors) which he wants the model to process~ 

The model will begin by scaling four of the twelve input crime factor 

values - snow on ground, visibility, preCipitation, and barometric pressure _ 

into the range zero to one hundred. The scaling is performed as follows: 
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COMPUTE DISTANC E 
BETIllEEN CURRENT 

SITUATiON AND 
CLUSTER-CENTER 

< > 
...----< 

TALLY 
A 

MATCH 

NO 

Figure 20. FZow Chart of Operational ModeZ 
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snow scaled value = 8.33 * raw value 

visibility scaled value = 6.67 * raw value 

precipitation scaled value = 100. * raw value; any value 
greater than 100 is set equal to 100. 

pressure scaled value = 16.67 * raw value - 450.09 

Next, each of the specified sectors will be considered. In each 

case the remaining twenty-three crime factor values for the sector under 

consideration will be retrieved from disk storage. These values are for 

the more static variables, such as age distribution, housing, unemployment, 

and schools, which were determined sector-by-sector and have previously 

been scaled into the proper range. The values from storage will be merged 

with the input values to form a current-situation record, a representation 

of the conditions in the sector for which the report is desired. 

In order to determine whether the current-situation conditions are 

associated with burglary-cluster conditions, a tech~ique similar to that 

used in the MDA cluster analysis (See Section 3) must be used. The 

current-situation record is compared with the cluster-center record 

of each "bm.glary clus ter. " A dis tance figure, the dis tallce in the 

multi-dimensional space between the current-situation and the cluster 

center, is calculated by the following method: 

Differences are taken between the current-situation and the cluster­

center on each of the thirty-five crime factors. Differences for the 

five cyclic crime factors - day of week, month, day of month, hour, and 

phase of moon - must then be scaled. In each case, if the raw difference 

is less than or equal to the maximum allowable diiference for that crime 

factor it need only be multiplied by the scale factor for that crime 

factor to obtain the scaled difference. When the raw difference is 

greater than the maximum allowable difference, however, the proper 

difference must be obtained before it can be scaled. The parity of 

the code number for the crime factor is checked and the proper difference 

is computed by: 
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code number even proper difference = twice maximum difference -
raw difference, 

or 

code number odd proper difference = twice maximum difference 
plus one - raw difference. 

The proper difference is then multiplied by the scale factor to obtain 

the scaled difference. When all the cyclic differences have been scaled 

the entire group of differences is combined to form a difference of 

thirty-five values. 

The difference record must now be transformed into a distance figure 

in the multidimensional space in which the burglary cluster exists. This 

is accomplished by multiplying each value of the difference record by 

the corresponding value in the factor record associated with the cluster 

under consideration and summing the products. The distance figure thus 

obtained is called Z. 

The distance Z is then compared with the radius of the burglary 

cluster. If Z is less than or equal to the radius, the current situation 

is said to fall "within" the cluster. A tally of the number of "matches," 

instances in which Z falls within a burglary cluster, is kept for the 

sector under consideration. This process is repeated until the current­

situation has been compared with all the burglary clusters. 

After the current-situation has been tested against all burglary 

clusters, a report code to reflect the number of matches is generated 

for the sector as follows: 

Code 

GOOD 

FAIR 

POOR 

Meaning 

Current-situation falls within 75-100% of all 
burglary clusters. 

Current-situation falls within more than 25% 
but less than 75% of all burglary clusters. 

Current-situation falls within 25% or less 
of all burglary clusters. 
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The report code is then printed (with the identification code for 

the sector being considered) at the remote terminal, thus relaying the 

result directly to the police commander who initiated the run. The entire 

process is then repeated until reports have been generated for all the 

sectors which were indicated by the commander. 

Initially, this operating model will be used to evaluate and refine 

the crime-cluster·techniques. When the clusters are sufficiently reliable, 

operational testing and use will be undertaken. 
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At this meeting the crime factor list was approved for the initial 

analysis, It was also decided that the crime sample to be used would 

have to be restricted to the current year, 1966, since the Philadelphia 

Police Department does not retain crime records for previous years in 

their entirety. No firm decision had yet been made as to which types of 

crimes would be used in the analysis. 

While these data requirements were being completed certain problems 

appeared, necessitating some refinements in the proposed analytical 

technique. The introduction of cyclical data, such as "time of day," 

made it necessary to select and modify an unconventional multidimensional 

analysis technique. Also, nonnumeric data, such as "type of premises," 

required the development of a scaling technique to quantify these data 

for analytical purposes. These necessary revisions of the proposed 

analytical procedures made it advisable to initiate two supplemental 

analysis efforts: a mUltiple regression analysis and a multinomial 

analysis. Accordingly, development of these techniques was begun and 

continued parallel with that of the multidimensional analysis. 

In January 1967, the decision was made to draw the initial crime 

sample from all crime types, that is, from both Part I and Part II crimes. 

The data collection process was begun, but two problems became apparent 

at the outset. First, the Philadelphia Police Department crime cards 

containing the required data, were still in use at the time of the data 

collection effort, making it impossible to use them as input to the analysis. 

Second, certain crime factors, in particular "type of premises" and 

"type of weapon" were no longer available in punched-card form. The 

large sample size along with the necessity for data transfer and record­

searching, increased the data collection effort substantially. 

The Philadelphia Police Department delivered crime cards to FIRL 

for data transfer: intermittenly throughout the months of January and 

February, 1967. By the beginning of March, Part I crimes had been 

cOlU)?letely sampled and coded and the data collection effort for the 

Part II crimes was begun. Upon completion of the Part II sample in 

April, however, a preliminary analysis revealed that the Part II cards 
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provided for sampling did not in fact constitute the complete set for 1966. 

Thus it was necessary to take a stratified sample of Part II crimes from 

the original set and from two additional sets provided by the Philadelphia 

Police Department. Figure 21 shows the composition of the three Part II 

card shipments. The December data for both Part I and Part II crimes 

was incomplete since cards representing these crimes were not available 

at the time of" data collection. The data collection and coding for this 

sample was completed by early June 1967. 

As the data collection proceeded for the Part II crime sample, 

analyses were begun on the completed Part I sample. Two runs of the 

multiple regression were made and the results documented for mention 

in the final report. The 'multinomial analysis was programmed and tested 

and thus readied for use in testing specific hypotheses generated by 

the multidimensional analysis. The MDA itself was performed on each 

crime type and thus multidimensional spaces representing each crime type 

were constructed. 

The theoretical technique for identifying new sets of crime factor 

values in terms of the developed multidimensional spaces was found to be 

unmanageable. Complex manipulations involving large data matrices 

caused this technique to be discarded as impractical.* As a result, 

new clus tering and identj.fication techniques were developed. Burglary 

was used as the "test" crime type to which these techniques were applied 

and several "burglary clusters" were identified and subsequently tested 

against two random samples of crimes for comprehensiveness and accuracy 

of discrimination • 

With the aid of FIRL personnel, the Philadelphia Police Department 

computer staff then flmq-charted and programmed operational version of 

the analytical model, which is now in the process of being debugged. 

FIRL is furnishing data inputs and an initial set of burglary clusters 

* For example, one suoh matrix oontained 10,000 elements and another, 38,000 elements • 
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which will be used by the model to predict burglary occurrences on an 

operational basis, hour-by-hour and sector-by-sector. The actual 

performance of the operational model will then be evaluated to establish 

its strengths and weaknesses. Subsequent refinements will made in the 

analytical model. 

As the implementation of the operational model continued, a sentence 

outline- of the final report was submitted to the Office of Law Enforcement 

Assis tance. Subsequently, the final ref''):t't, documenting the one-year 

effort to develop an operations research model for crime prediction, 

was prepared • 

Technical work on the project was concluded in September 1967 • 

." 
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A. CONCLUSIONS 

SECTION 6 
CoNCLUSIONS AND RECOMMENDATIONS 

The pr~sent study has achieved two important goals: fi~st, it has 

demonstrated the fundamental soundness of the original conce~t. The 

results of the several analyses demonstrate the existence of differences 

in surrounding conditions for different crime types, and give every in­

dication that crime prediction using a computer-based model can be 

achieved. 

Secondly, a great quantity of necessary data has been gathered and 

refined, and a solid mathematical foundation has been established. An 

extensive data base has been created, several analytical problems have 

been met and overcome, and computer programs have been developed. 

Through these efforts, a better understanding of the problem has been 

gained, and a firm basis has been established from which the model can 

be refined into a useful police tool. 

As in any other research effort, all of the problems could tlOt have 

been, and indeed were not~ anticipated. Unforeseen difficulties have 

hindered the full achievement of the ambitious work plan presented in 

the original proposal. However, the accomplishment of the abcve goals 

strongly supports the desirability of completing the effort. The follow­

ing section describes what is required to bring the past year's effort 

to completion. 

B. RECOMMENDATIONS 
It is recommended that this effort be continued to completion by 

adding another two years of effort. The four objectives for the proposed 

additional effort should be: 
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a. Continue developing a police data base; 

b. Complete refinement of the prediction model; 

c. Test the crime prediction systems in actual 
operation; and 

d. As a data-base byproduct, perform ad hoc studies 
for the Philadelphia Police Department. 

The specific recommendations are stated below. 

Recommendation 1. Develop data base further. 

The project data base should be developed further, to support 

additional model refinement! and to provide a quick-response data base 

for ad hoc use by the Philadelphia Police Department. Specifically, the 

following steps of data base development are recommended: 

a. Add crime data fot' an additional yeal" The data 
base population for the FY67 effort consisted of 
1966 crimes from Philadelphia Police Department 
records. The sample's short time span introduces 
many false correlations into the analyses because 
of the particular condition$ and relationships 
peculiar to 1966 (for example, the relationship 
between phase of moon and day of month; or the 
particular weather for 1966). For this reason, it 
is recommended that an additional year's crime data 
be added to the data base. 

b. Update census data. The sociological (neighborhood) 
conditions surrounding each crime were taken from 
1960 census data and are thus seven years out of date. 
It is recommended that projective techniques now 
being explored by the U.S. Census Bureau be used to 
update this census data to reflec.t current conditions 
in Philadelphia more accurately, 

c. Add new variables. The initial set of variables was 
a representative list of those for which data were 
readily available. Many potentially useful variables 
were not included because usable data were not avail­
able. It is recommended that new variables be added 
to the data base, such as additional population-age 
variables and land-use data, permitting experimentation 
with different mixtures of variables. 

In addition, variables should be added to the data 
base to support its use for ad hoc police studies. 
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Recommendation 2. 

For example, additional characteristics of individual 
offenses should be added to permit action strategies 
based on modus operandi (m.o.), and to identify crimes 
with similar characteristics. 

Refine Model. 

During the previous year, two mathematical techniques were explored: 

multiple-regression analysis (MR), and multidimensional analysis (MDA) • 

The MR results were not satisfactory as a predictive tool, but showed 

promise deserving further development. The main thrust of the analysis, 

MDA, resulted in some initial clusters for burglary. It is recommended 

"that both techniques be further refined, and additional techniques be 

investigated. Specifically, the following steps are recommended: 

a. Continue to develop and refine the MDA. The MDA 
should be refined in four respects. First, and most 
important, the cluster analysis techniques should be 
further refined to incorporate a greater degree of 
normalization for 'no-crime' conditions. Second, 
various mixtures of variables should be tried, which 
would be made possible by the expansion of the data 
base (Recommendation 1, above;. Third, sub-clusters 
should be explored; the initial analysis dealt only 
with clusters for each Part I crime type (for example, 
robbery and burglary clusters). Sub-clusters within 
each crime type, such as drugstore robberies and 
apartment house burglaries, should be investigated 
separately to determine their tendency to cluster. 
This technique, if successful, will permit model 
outputs not only by sector and time Q_ day, but also 
by such factors as type of premises. Fourth, macro­
clusters of 'preventable' crimes should be explored. 
All crime types which appear 'preventable' by similar 
strategic action should be grouped for analysis, 
resulting in fewer data cells, which should yield 
greater precision. 

b. DeveZop and refine MR teahniques. The major short­
coming of conventional multiple-regression analysis 
is that the regression variables (predictors) do not 
in general correlate positively over their entire 
range, nor negatively over their entire range, with 
crime occurrence. Instead, a variable is likely to 
correlate positively with crime occurrence over part 
of its range, and negativ~ly over part of its range. 
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For example, auto theft peaks on weekends, dropping 
off toward midweek, so that the variable 'day of week' 
on a scale ranging from Sunday to Saturday correlates 
negatively with auto theft over the first part of its 
range (that is, Sunday through Wednesday), and corre­
lates positively with auto theft over the second part 
of its range (Wednesday through Saturday). Recommend­
ed modifications to the MR to eliminate this short­
coming include three steps: 

(1) Perform a complete frequency-distribution 
analysis, showing normalized frequency­
of-occurrence of each crime type over 
the entire range of each variable. (This 
analysis was begun during the current 
project) ; 

(2) Re-order the regression-variable ranges 
according to increasing frequencies of 
crime occurrence for each crime type. 
This will insure that each variable can 
have only a positive correlation with 
crime occurence, over its ent~re range; and 

(3) Run both linear and nonlinear regression 
analyses on the resulting variables. 

c. Investigate other discriminant-anaZysis techniques. 
Project time and funding did not permit the investi­
gation of other potentially useful approaches to 
crime-occurrence discrimination, such as multinoIJdal 
discriminant analysis and adaptive pattern-recognition 

"techniques. Such techniques should be explored to de­
termine whether one of them might yield better discrimin­
ation and prediction than either MDA or MR. 

Recommendation 3. Conduct operationaZ testing. 

As the various crime-cluster predicting techniques are developed, 

they should be tested against "real-life" da .. a. Testing should be a 

continuing process, involving several iterations of the test-refine-test­

refine Zoop. 

The operational testing should center around the PPD's computer, 

using the computer program described in Section 5 of this report. 
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The program has the capacity to 

a. Implement any crime-clustering techniques; 

b. Accept current conditions input from the console 

in the PPD Communications Center; and 

c. Output a crime-cluster analysis. 

The crime-cluster analysis output should be compared with actual 

crime occurrences to determine the predictive efficiency of the 

technique under test. To refine the models, specific instances of 

failures should be analyzed to determine why the failure occurred; these 

individual analyses should be used to make necessary improvements to 

the models. As the model refinement continues, the judgment of ex­

perienced police commanders on the scene should be .incorporatsd where 

possible • 

Reaommendation 4. Conduat ad hoc studies for the Philadelphia Poliae 
Department. 

Much of the data already collected to support the model has been 

found to be useful as a general-purpose data base. As the work continues, 

several new applications of the project data base to Police Department 

operations will probably become apparent. These additional applications 

should be studied on an ad hoa basis~ as they arise, utilizing the pro­

ject data base. 

For example, two such applications have already been identified. 

The first is to generate a profile of the offender. This requires adding 

characteristics of the offender (in particular, his previous police 

record) to the data base. Then, an analysis of offenders' characteristics 

(age, previous arrest record, and so forth), by crime type, could be 

generated. This would permit the use of action strategies based on the 

type of person committing certain offenses; for example, if it should 

turn out that certain crimes of violence are frequently committed by a 

certain type of convicted felou who had been granted an early parole, 

then an appropriate suggestion might be made to the parole officials. 
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The second application already identified is use of m.o. (modus 

operandi) data to facilitate apprehension or prevention (via stakeout 

or other tactical deployment in instances of reported similar crimes 

committed by the same offender (so-called "crime waves"). The m.o. 

characteristics of recent crimes should be entered into the data base; 

these could then be analyzed to identify groups of crimes having common 

m.o. characteristics. The techniques described above (MR and MDA) could 

also be used here. 

Recommendation 5. Increase poUce participation. 

Throughout all future work, police participation must be the key­

note. It is recommended that police officials play an increased role in 

any future project effort through the institution of a joint steering 

committee and that a full-time police officer be a part of any future 

project team. These recommendations follow from the belief that constant 

communication between the researchers who are developing the model and 

the police commanders who will use the resulting tool is vital if the 

effort is to reach a successful and relevant conclusion. 
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