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PREFACE 

This guideline has been prepared to assist decisionmakers in 

identifying among alternative program proposals the most attractive 

one for implementation. The decision aids for systematically 

determining this p't'eference are drawn from the rapidly expanding 

literature on multiobjective decisionmaking. Their :relevance for 

crime prevention through environmental design (CPTED) stems from the 

multiple and ~onflicting operational, economic, social, and poiitical 

objectives typical of CPTED-based programs. 

Not surprisingly, methodologies which attempt to tackle an 

inherently complex subject, such as multiobjective decisionmaking, may 

themselves be complex, but more manageably so. Although knowledge of 

probability theory and linear algebra, and prior exposure to the 

precepts of systems analysis, are considered minimum audience 

attributes by the author, those lacking in these skills are nut 

discouraged from reading this material. Short of simplism, an attempt 

has been made to keep the language and illustrations simple to permit 

greater readership. Although formal mathematical notation and 

definitions are used to provide clarity, rigor, and conciseness beyond 

that given in the verbal descriptions of the methodologies, almost all 

of these have been relegated to a mathematical appendix. The reader 

who is unacquainted with the mathematics involved or does not finJ the 

formalities helpful can skip these with little loss in conceptual 

understanding. While this will undoubtedly strain the patience of 
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some readers, the persevering will be rewarded by an expanded 

repertoire of decisionmaking aids and a deeper. more formalized 

comprehension of techniques they may have been using intuitively for 

some time. 

To fUrther aid in assimilating the material, the order of 

presentation of the background material and the methodologies is from 

least to most complex. Accordingly, certain sections or subsections 

can be omitted, depending on the reader's experience and interests. 

The following summary of section topics provides additional guidance 

in this regard. 

The introductory s~,ction states the purpose of this technical 

guideline and briefly discusses its underlying philosophy, particularly 

with respect to the benefits and limitations of systematic analysis 

of complex urban problems. The second section attempts to relate this 

report to the companion issues addressed by the CPTED Program Manual 

and to the systems approach generally. Although the definitions and 

broad overview will be familiar to the professional analyst, some 

of the difficulties of problem definition, goal setting, and 

suboptimization in the context of CPTED may not. For the nonspecialist, 

this section serves as a briefing on the systems approach and 

articulates where the decisionmaking task emerges in the systems 

analysis process. 

The third section presents guideli:les for eliciting program goals 

and performance criteria. Here, the nature of the complexity which 
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inheres in selecting alternative courses of program action is carefully 

developed as the precursor to the decision methodologies treated in the 

remaining l3e(~tj,ons. Beth the nontechnical reader and systems 

specialist will find useful the guidelines on structuring objectives 

and developing program performance measures in a CPTED context. These' 

are accompanied by an overview of the basic nature of security systems. 

The core of the guideline is Section 4. Following a recapitulation 

of the decisionmaking problem in formal CPTED and systems terms, nine 

decisionmaking techniques are elaborated and illustrated. Albeit 

simplified to decisionmaking situations in which only four program 

alternatives are being compared on only five security system attributes, 

the illustrations serve as excellent pedagogic vehicles. Despite this 

dimensional simplicity, the illustrations still afford realism through 

the conflicting objectives and disparate performance scores incorpo~ated 

in the examples. With the mathematical notation held to a minimum 

throughout the discussi::m, th.e nontechnical reader should .'!;lave no 
\' 

trouble reconciling the results of the illustrations and th~::;eoy 

reinforcing his understanding of the basic methodology. To provide 

added perspective, Section 4 also develops a simple typology of 

available decision aids. This is used to break the otherwise unwieldy 

section down according to this dimensionally based typ,ology. The 

section ends with guidelines on how uncertainties regarding individual 

program performance scores can be incorporated into all nine schemes. 

Again, with little loss, this subsection can be skipped oy the 
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nontechnical reader. 

The final section presents a case study in which one of the 

unidimensional schemes, a linear performance index, is used to decide 

which of 15 synthesized program alternatives, judged with respect to 8 

performance measures on 2 crime types, should be implemented. The 

design context involves the improvement of sec~rity in New York City 

public housing. Although somewhat dated, the study is one of the few 

~'7ell documented attempts at comprehensive, ii. .. · ... erdisciplinary analysis 

of such problems. The material thus obviates the substantial resources 

necessary to demonstrate fully another methodology, or the same 

technique in a different setting. Unlike the Section 4 illustrations, 

moreover, the data are not contrived, but stem from a real application 

in which significant resources were at stake. 

A mathematical synopsis of the decision aids presented in Section 

4 is provided in a separate technical appendix. . The intended audience 

for this appendix is the operations research/management science 

specialist. Programmers assigned the task of implementing the decision 

algorithms on a computer will find this appendix of direct use as well. 

Nontechnical r.eaders wishing to enhance their knowledge of 

systems analysis and decision methodology will find the concluding 

reference and bibliographic sections helpful. Operations researchers 

whose specializations lie outside multiobjective decisionmaking may 

also find the extensive bibliography valuable in rev:i,ew1ng the state 

of the art. 
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1. Introduction: Purpose and Philosophy 

Faced with an array of CPTED program alternatives, how does the 

decisionmaker identify the most attractive design for implementation? 

At the heart of this issue is the need to express a final preference, 

despite disparate performance measures. There are two components to 

this problem. The first entails constructing an acceptable basis for 

assessing the absolute or relative merits of a set of proposed programs. 

This framework must be broad enough to factor in key attributes of an 

operational, economic, social, and political nature. The second 

involves establishing' a methcdology for accomplishing the multidimen­

sional trade-offs, ultimately collapsing the individual program 

assessments into a unidimensional ranking of preferences, a step which, 

despite the inherent complexity of choice, decisionmakers ultimately do 

complete. The methodology itself must suit the state of the art in 

CPTED practice, esp~cially with respect to theoretically validated 

relationships, the expected level of measurement~ and the availability 

of data. 

This guideline attempts to provide assistance in both these 

matters, in different degrees for the nontechnical reader and systems 

specialist, as noted in the Preface. Before delving into 

methodological details ~r systematically linking the present effort 

to the issues addressed in the other segments of the CPTED Program 

Manual, however, some discussion of the philosophy behind the approach 

is in order. First, implicit in this presentation is the belief that 
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with regard to complex choices involving the allocation of scarce 

* resources, we can do better than muddle through (1, 2,'3). That is, 

it is better to explicate objectives and performance measures 

to identify where one is aiming than to proceed aimlessly. While 

maintaining an appropriate balance between rigor and relevance, it is 

better to have systematic decisionmaking and evaluation than to leave 

a legacy of no audit trails to capitalize on, nor any idea of how mu~h 

or why goals were missed. 

Second, it is not our intention here to overstate the case for 

systematic analysis via the eclectic techniques of operations research, 

cost-benefit I cost-effectiveness analysis, or the planning-programming­

budgeting-system paradigm. Even the strongest advocates of these 

methods have widely acknowledged the often severe impacts of 

externalities (4, 5~ 6, 7, 8). These uncontrollable forces outside 

the system's scope can influence and sometimes dominate the system's 

behavior. Moreover, the problems of systems analysis do not end with 

either unrecognized or uncontrollable exogenous events, such as 

political pressures. It may be presumptuous, especially in a criminal 

justice context, to talk meaningfully in system terms. True, one can 

identify components such as police, prosecution, courts, probation, 

corrections, and parole. One can also cite or hypothesize common 

objectives such as improvement of public safety and equity in the 

* See list of references following text. 
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legitimized role of inflicting punishment. However, on an operational 

level, the fact is that actual behavior of these components is hardly 

systematic. They behave more as a loose organi~ationa1 confederation, 

linked incidentally by law, with individually conflicting objectives 

and interacting operations, and little explicit or certain feedback 

regarding the attainment of goals (9). Thus, in part, police strive 

to maximi.ze the probability of detection and apprehenSion of criminals; 

prosecutors to heighten likelihood of conviction; courts to improve 

assu~ance of a fair trial and equitable punishment; corrections to 

minimize escape, maximize control, provide humane containment, reduce 

recidivism through rehabilitation; and so on. While the latter goals 

are patently conflicting, and within one system component at that, the 

others become so through their op~rationa1 manifestations. Further 

exa~erbatiag the meaningfulness of system and the tractability of 

analysis, one might argue that the scope of the system, such as it is, 

should include educational, social, religious, economic development, 

and other organizations since causal linkages can be reasonably 

hypothesized or demonstrated vis-a-vis criminal justice goals. Even if 

the systems paradigm were applied, and at the prGper scope, there 

would be substantial difficulties in attempting to quantify the nature 

of relationships. These stem from uncertainties about basic crime 

characteristics (e.g., level, rate, spatial and temporal trendJ, 

displacement and/or escalation, morbidity or mortality, demographic 

factors, tactics, and even type), from insufficient knowledge of 
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causative factors and the extent to which they operate, as well as 

from the grossly inadequate information on the way in which criminals, 

victims, and anticrime elements interact. The analyst's task is thus 

complicated not only by the primitiveness of the state of the art, but 

by the diversity of crime types, offender methods, victim characteris­

tics, and the profusion of conditions under which crimes occur (10). 

O,ur third point, then, is that in the face of such obstacles, 

subjective judgments regarding CPTED strategies obviously will not be 

displaced by any purely objective, mechanistic algorithm for program 

choice, a naive aspiration in itself since value judgments inhere in 

the selection of objectives, criteria, thresholds of acceptability, 

model, scope, and methodology (11). What we can offer and what such 

complexity as CPTED demands but has seldom received, is a systematic 

approach; that is, an approach which defines objectives and goals, 

identifi(;s function.s to be accomplished, translates those functions 

into detailed social-system requirements and specifications for 

component performance, and evaluates actual performance, dynamically 

amending any of the aforementioned in regard to unacceptable 

cisparities in achievement. Such an approach can provide a framework 

which makes the decision question explicit, identifies the relevant 

data, indicates how it is to be collected, and presents a method for 

bringing the information to bear on the decision, a framework which, in 

short, imposes a plan and a structure to complement the subjective 

elements of decisionmaking. No doubt, final preferences will be 
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predicated on less than an exhaustive consideration of eL11 the 

variables involved and will represent a suboptimization at best. For 

the foreseeable future, however, we will have to face the disturbing 

rea1itie.s that optimal allocation of resources to crime prevention 

programs will depend in part on nonquantifiab1e, and sometimes even 

unknowable, considerations, and that short-term optimal or, simply 

satisfactory, designs may quickly become irrelevant as environmental 

circumstances shift and objectives change. The undue quest for 

preci~ion is not only unrealistic and perhaps self-defeating, it may 

come at the expense of timely decisionmaking and more social 

experimentation supported by sound longitudinal evaluation; it may also 

overemphasbe the quantifiable elements of a problem at the sacrifice 

of other salient factors (12). Very likely therefore, systematic 

analysis will wind up revealing more about the true dimensio.ns of 

complexity and choice in a given CP.TED situation than substantially 

reducing tne decie:,ionmaking chore. Our contention is that this 

provide.s a firm basis for progress and that, in any case, the 
'j 

alternatives to this mode of rational decisionmaking share most of its 

shortco~ings, but few of its advantages. 

Our concluding point a~lgamates the preceding concerns rega~ding 

the state of the art in CPTED· theory and practice and the benefits and 

concomitant limitations in applying systems methodology to problems as 

challenging as crime control. The point is that the analytical aids 

which we present must avoid simplism on the one hand and a paralysis 
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of complexity on the other. Our selections and presentations of 

various decision aids are guided by this and the practical wisdom that 

decisionmakers will not vote for what they do not understand. 
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2. Relation to Systems Approach and CPTED Program Manual 

The systems approach provides direct assistance in relating the 

decisionmaking concern of this document to the companion issues 

addressed throughout the CPTED Program Manual. In a somewhat 

simplified manner, Figure 1 depicts the major tasks entailed in 

conducting a systems analysis (13). Before turning to the subtask 

labelled "selecting best program," the focus of this section, some 

system concepts and terminology will be described which will enable us 

to appreciate the unifying framework which this figure presents. 

A system is a set of resources organized to perform designated 

functions in order to fulfill desired ends. The system's life cycle 

begins with the perception of need~ and terminates when it is 

deactivated or scrapped, the overall life span being divisible into 

periods of planning, acquisitiokL, and usage. During these phases, 

the system consumes limited, valuable resources such as personnel, 

facilities, materiel, and information. The fact that these resources 

are valuable and could be allocated for attainment of other human 

needs emphasizes the importance of the problems of design and choice 

of alternative system configurations, particularly in complex social 

systems which draw upon significant quantities of such resources. 

A hierarchy of elements can be identified in any system. If two 

or more systems are interrelated, they can be considered jointly as 

yet another system or supersystem. In this broader context, the 

original systems may be viewed now as subsystems. In turn, each of 
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Figure 1. Overview of the Systems Approach: 
Major Steps and Iterative Processes 
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the subsystems may comprise other subsystems. The lowest level of 

these, beyond which decomposition is not necessary or useful, is called 

a component. Clearly, systems will always be embedded in what CPTED 

theory refers to as broad-sense environmental systems, including those 

of a legal, political, social, and economic, as well as physical nature. 

Systems about which design and implementation questions must be made 

will often have significant interactions with these environmental 

systems, usually being much more influenced by such interactions than 

vice versa. 

The systems approach recognizes the interdependencies and 

constraints which bind a system together and requires that the scope of 

the system be sufficiently extended to encompass those interrelation­

ships most relevant to the design problem. In order to maintain 

meaningfulness and tractability (since it can be argued that everything 

is somehow connected to everything else in the world), the analyst must 

make difficult judgments regarding proper scope and level of detail. 

Despite the present inevitability of component rather than whole system 

treatment, and of suboptimum or acceptable designs rather than optimum 

programs, the astute analyst can strive to discover those key components 

whose performance measures are consonant with the overall system, and 

whose increases are followed by improvements at the system level as well. 

Inevitably, then, we should recognize that for analysis of social 

systems to be a manageable process and to provide timely policy inputs, 

some considerations will always have to be left out. The point is that 
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although such judgments will be unavoidable, we can at least begin by 

considering the whole problem and then, as the modeling and analysis 

proceed, we can deliberately and judiciously decide what to retain and 

what to set aside. In so doing however, it is crucial that the 

objectives and performance criteria which we apply to the suboptimiza­

tion be consistent with those applicable to the fuller problem. 

As Figure 1 suggests, the novelty of the systems approach to 

providing advice and selecting a course of action lies in its emphasis 

on articulating the whole problem, in attempting to clarify objectives 

and assumptions, in searching for alternative solutions, in explicitly 

recognizing performance criteria and uncertainties in their validity 

and values, and in systematically applying quantitative methods, 

judgment, and intuition to cull out the predicted best alternative for 

implementation. This choice of best, in turn, consciously factors in 

implementation or realizability concerns. While there are many 

opportunities for repeating and refining portions of this analytical 

process, Figure 1 indicates that overall iteration, closure, or feed­

back arises through longitudinal evaluation of the chosen option. In 

the course of such comparison of actual performance with objectives, 

amendments may be suggested in the program, the program's goals, or 

both, with the new objectives and prog~am alternatives potentially 

necessitating repetition of the entire analytical process. These 

changes may be triggered by the desire to fine tune a successful 

program, to fix or scrap a failing one, or to accomodate new needs or 
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heightened levels of aspiration. 

The first step in the systems approach entails problem definition, 

a deceptively difficult but crucial step. Working on the wrong problem 

is not only a clear waste of analytical resources, but improper problem 

formulation can lead to exacerbation of the situation and further waste 

of precious implementation resources. In the present context, designing 

programs to ameliorate crime conditions and fear of crime, we know that 

dimensioning the problem is no mean task. The difficulties are hardly 

* eliminated by gathering victimization data to complement archival UCR 

statistics, nor are the difficulties limited to this obvious need. 

Community values and representativeness of community interest groups 

will also affect problem identification, since their views and opinions 

concerning needs will be normally solicited during the CPTED preplanning 

phase. The problem identification stage should end with a high degree 

of articulation, specificity, and realistic scope to keep the problem 

limited to manageable proportions and to keep the remaining design steps 

relevant. 

Once the problem is adequately dimensioned, the next step can be 

taken: eliciting and refining goals, objectives, and performance 

criteria. Incorrect or imprecise specification of these prevents the 

development of meaningful solutions on the one hand and identification 

of the superior, inferior, or unacceptable alternatives on the other. 

* FBI Uniform Crime Reports 
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The problem here is that in creating public systems, there are often 

multiple, conflicting, unclear, and even latent objectives. Moreover, 

the objectives, goals, and evaluative criteria employed are, in part, 

reflections of the values held by the decisionmaker, the decisionmaker 

being a single person or perhaps an elected body presumably acting on 

behalf of the community towards which the prospective program is aimed. 

Assuming there is consensus of interests, commonality of goals and 

priorities, and agreement on criteria, one may yet be faced with the 

knotty problems of conflicting objectives (a frequent public sector 

phenomenon) and the necessity of using proxy criteria and surrogate 

measures. For example, in the usual circumstance of a broadscale 

crime problem, an appropriate top-level goal may be to improve public 

safety (i.e., below the goal of improved quality of life, of course). 

Appropriate subgoals may be the reduction of violent acts such as 

robbery and nonviolent property crimes such as burglary. Accordingly, 

specific objectives may be to reduce the rate of each of these by 5 and 

10 percent, respectively, in the year following program implementation 

and with minimum inconvenience to the community served by the program. 

Even in this modest statement, many of the aforementioned problems 

lurk. First, assuming that these goals or objectives would be 

agreeable to the majority (i.e., that felony assaults might be deemed 

more important than burglaries), it is not clear that such reductions 

in burglaries might not exacerbate the robbery situation in the target 

community (setting aside the still more difficult displacement problem 
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and the suboptimization issue which it engenders). Second, the 

objective, "with minimum inconvenience," is not clear. If it means 

restricted usage of certain facilities or increased taxes, this would 

be understandable, although not completely so, and may even admit of 

quantitative measurement. If it means little loss of privacy (e,g., 

following the use of surveillance measures or patrols in semiprivate 

spaces), the objective is still far less clear and perhaps not amenable 

to measurement. Third, although the two crime objectives are relative­

ly clear and the performance measures of robberies and burglaries per 

thousand population during the given year seem to be suitable criteria, 

the actual measurement of the numerators and denominators of these terms 

are well known to suffer unreliability, instability, incomparability, 

and costliness problems. Fourth, assuming that reduction of fear or 

maintenance of current police force sizes and visibility were important, 

but latent objectives, the decisionmaker might well opt for an 

alternative that was not best with regard to the explicit objectives 

and performance criteria which guided the synthesis of program 

alternatives. 

Raving completed problem formulation, elaboration of goals, 

objectives, and performance criteria (processes which are assisted by 

the planning guidelines set forth elsewhere in the CPTED Program 

Manual), the CPTED specialists are then in a position to enter the 

third and most creative stage, that of designing program alternatives 

for the decisionmaker to consider. This array of alternatives may 
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comprise radically different approaches, variations on a basic strategy, 

or both. During these synthesis activities, the specialist can draw 

upon CPTED theory, the strategies and specific directives described in 

the CPTED Program Manual, as well as the general literature on crime 

prevention. As Figure 1 indicates, this synthesis phase is followed by 

analysis and comparison of alternatives with respect to the agreed upon 

performance criteria. Once the performance estimates have been 

accomplished, a decision must be mad~~ as to which alternative to 

implement, the primary task which the remainder of this guideline 

addresses. Before illuminating the c()mp1exities of mu1tiobj ective 

decisionmaking and describing specific decision aids and their limita­

tions, the reader's attention is drawn to the last two tasks identified 

in Figure 1: program implementation alld program evaluation. Here too, 

a large body of material has been provided in the CPTED Program Manual 

to assist in these tasks, tasks which a're individually crucial to 

success not only in immediate program terms, but in the broad sense 

of bui1di.ng CPTED theory and improving its practice. 
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3. Guidelines for Erecting CPTED Goals and Performance Criteria 

3.1 Introduction 

Decisionmaking centers on the element of choice, selecting 

alternative courses of action. It is a process which is routinely 

carried on by individual decisionmakers at any level of an organization. 

The need for decisionmaking arises because of actual or perceived 

discrepancies between an existing or anticipated situation and the 

organizational goals toward which a decisionmaker is mandated to direct 

his efforts. As our discussion of the systems approach has emphasized, 

system or policy alternatives are normally characterized by several 

features by which their relative desirability is to be judged. The 

attributes are directly related to a set of performance criteria which 

are derived from specific program objectives. The multiattributive 

decision situations which such complex alternatives engender are 

themselves complicated by the fact that some alternatives will appear 

preferable when certain goals and their associated attributes are 

examined, while others will become so as other attributes are considered. 

As the number of relevant attributes and proposed alternatives grows, 

the decisionmaking problem becomes increasingly less tractable for the 

decisionmaker: there are too many comparisons to make, and the 

dimensions or attributes of comparison are incommensurable. 

Section 4 explores these matte~s more deeply and relates them to 

several decision methodologies which vary in their informational needs~ 

assumptions, and abilities to preserve the multidimensionality which 
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inheres in such decision problems. Detailed illustrations of the 

methodologies as well :~1l the issues raised in this section are also 

deferred to Section 4. The remainder of this section focuses on what 

an appropriate set of goals might look like in the context of crime 

prevention and, in turn, what might constitute a reasonably comprehensive 

set of CPTED program attributes by which to compare alternatives. As a 

precursor to that discussion, a brief digression will be made to clarify 

the terms "goals," "attributes," etc. 

3.2 Definitions of Terms 

Throughout our discussion we shall define a goaZ as a general 

direction that enhances a societal group's welfare or quality of life. 

While we will often use the teIIDS goal and objective interchangeably, 

objective has the connotation of being a targeted level of a particular 

goal. A poZicy or poZicy aZte~native, or simply aZternative, is a 

specific course of action designed to accomplish an overall goal. How 

the benefits of the policy's implementation are distributed requires a 

specification of different interest groups in society. These are 

groups of i'ndividuals or organizations which share common views about 

an alternative's consequences. Typically, these might be further 

classified as to whether they are program users, operators, affected 

socio-economic classes of society, or implementing agencies with 

control over resources and with regulatory powers, an obviously 

nonmutually exclusive set of categories. 

At this point, we also need clarification of the term "attribute." 
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General goals or policies can be translated into program or system 

performance objectives. These objectives, in turn~ can be subdivided 

into individual performance subobjectives. These subobjectives and 

the appropriate physical units for measuring their performance are 

called attributes (interchangeably referred to in the literature as 

program features, characteristics, properties, dimensions, factors, 

performance measures, performance parameters, or figures of merit) (14). 

These all signify dimensions of benefit that are expected to be 

provided at varying ZeveZs (the actual value of an attribute) by the 

program alternatives on the one hand, and desired by users, operators, 

societal groups, and agencies on the other. The crucial point is that 

once att'ributes and units of measure are identified, it becomes 

possible to characterize system d~mands and impacts as ~e11 as to 

specify system and subsystem performance objectives designed to satisfy 

such demand and accomplish such impacts. It also becomes possible to 

evaluate proposed alternatives in specific performance terms, the 

necessary precursor to determining which alternative is best. 

3.3 Structuring Objectives and Attributes 

Initially, goals or objectives should be stated in "ery broad 

terms. The idea is to be comprehensive at first and then, through a 

process of successive elaboration, to narrow these objectives do,Yn 

into a highly articulated statement of desired performance. This 

specification forms the basis for eventual evaluation of alternatives. 

In the context of crime prevention, for example, the initial overall 
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goal might be to improve public safety, itself subsumed by enhanced 

qualify of life. This higher level goal, which might encompass 

criminal victim:i.zation, injury due to fires, transportation vehicles, 

and environmental hazards, might be confined to security improvement 

vis-a.-vis crime only. This, in turn, could be further divided into 

subobjectives concerned with increased risks of criminal detection, 

apptehe~sion, and conviction. These could be further divided into 

increased surveillance and police response capacity, and so forth. By 

this point, if not earlier, conflicting objectives might start to 

emerge in the form of preservation of privacy, low cost, and high 

system durability. 

Before suggesting a specific evaluative framework which 

incorporates such concerns, it should be noted that the list of overall 

performance objectives should possess the following properties. First, 

it should be aomp~ehensive in the sense that. no major performance 

objective is omitted. Second, to the extent possible, the listed 

objectives should be independent. As we shall see in the discussion 

of decision methodologies, this independence is very important to 

establishing trade-offs and minimizing double acc!ounting of system 

benefits in assessing the total worth or performance of an alternative. 

Third, the initial list should contain only performance objectives of 

top-ZeveZ impoptanae in order to provide a sound basis from which to 

derive lower-level objectives and their attributes. 

Once the list of top-level objectives is completed, we can proceed 
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to the ne~t ta~k, operationalizing the key objectives. This is 

accomplished by subdividing each obj ective into a tre.elike structure 

of lower-level objectives and attributes. At this stage we have 

consciously defined each objective's intent and have evolved a utility 

or worth structure in th~, form of a set of attributes by which to judge 

the merits of any set of proposed alternatives. The final step in 

devising the set of key attributes is to select a physical unit of 

measure for each attribute. This provides a concrete physical 

interpretation for the performance characteristics and thereby 

establishes a link between the real world of physical or procedural 

alternatives and the subjective preferences of decisionmakers. That is, 

attributes provide a tangible, observable measure of what alternatives 

can deli.ver (or are delivering, as in post-implementation program 

evaluation), as opposed to the statAd subobjectives which simply 

reflect what a decisionmaker subjectively desires. 

Selection of physical performance measures requires informed 

judgment. Well-defined attributes and readily measurable units should 

be chosen which reflect the intended meaning of the lowest level 

objective being considered; i.e., they should have face validity and 

admit of easy measurement. The process for obtaining a final list of 

such measures will usually be iterative and follow steps along the 

following lines (15). 

(1) Locate an objective or attribute in the list without an 
attached measure (i.e., find an incomplete branch on the 
hierarchical tree of objectives). 

'\ 
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(2) In the context of the application (e.g., CPTED), determine 
whether a given objective is to be interpreted directly by 
a physical performance measure or to be .further subdivided 
(if the latter, go to step 3, otherwise skip to step 5). 

(3) With respect to the applications context, subdivide the given 
objective into 2 or more subobjectives and attributes 
(together with the other objectives and attributes of the 
list, these now constitute an expanded master list). 

(4) Select any of the new attributes which emerged in step 3 and 
return to step 1. 

(5) In the context of application, select a physical performance 
measura relevant to the subobjective being considered. 

(6) Move backwards up the current branch of the hierarchical tree 
of objectives until encountering the first level containing 
an uncompleted branch. If not at a top-level objective, 
select the incompleted branch and return to step 1; otherwise 
go to step 7. 

(7) If all major performance objectives and their associated 
attributes have been completed at the top level of the tree, 
the process terminates; otherwise select any incomplete branch 
and return to step 1. 

3.4 Security System Concepts and a Prelimin~ry Attribute Framework 

As a precursor to scoping out an attribute framework to use as a 

basis for assessing and comparing CPTED alternatives, we shall introduce 

several security system concepts (16). The term security system will 

be used to denote an entity which interacts under external constraints 

with specific threats and protective elements to accomplish criminal 

deterrence and apprehension. Threat domain will denote the specific 

criminal activities to be curtailed by the security system; its 

description includes such factors as forcefulness, frequency, scale, 

modus operandi, etc., and their translation into physical character-

istics. Protective domai7'. will signify the specific property an(l 
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persons to be safeguarded as well as the precise locations and times 

involved. Finally, the constraint set will include the technical 

descriptors of the relevant social, political, economic, technical~ 

environmental, etc., factors that circumscribe the threats, the 

protected personnel and property, and the security system itself (i.e., 

to the extent such technical representations are possible). 

This definition leads to a broad operational view of a security 

system and incllldes the notions of security held by several agencies. 

The property owner, for example, considers a security system as a 

conglomeration of components which jOintly act to reduce personal loss. 

The police would add the notion that a security system should enable the 

apprehension of offenders. An insurance underwriter would view a 

security system in terms of its ability to facilitate recovery of 

stolen goods; an attorney, in terms of providing evidence for conviction; 

a social worker, in terms of deterring or denying antisocial behavior. 

Despite the variety of viewpoints, one can attempt to state broadly 

what a security system is in a way that considers all these dimensions. 

Fundamentally, the measure of effectiveness for a security system 

should be the degree to which throughts of crime are not translated 

into actual deeds, and, failing this, the extent to which attempted 

crime is not successful. To be effective, then, a security system must 

act as a deterrent, provide resistance, and afford apprehension 

capability. Two strategies are commonly employed to deter or resist 

cr~minal acts and to make them self-defeating: (1) Decreasing the real 
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or apparent opportunities for crime; and (2} increasing the perceived 

risk of apprehension and penalty. Since these deterrents and denials' 

do not always suffice, an ability to apprehand and penalize must be 

actually present, generally in the form of the capabilities summarized 

in Figut~ 2. Security effectiveness is reflected in the successful, 

collective accomplishment of all the enumerated objectives. In order to 

apply numerical or judgmental ratings to alternative security proposals, 

however, these objectives must be translated into effectiveness 

measures, or security system attributes, as discussed earlier. 

Figure 3 is a preliminary attempt to generate and partially 

operationalize a set of security system attributes. Although not 

exhau,stiv~, the list should suffice to evaluate most aspects of security 

design connnonly of interest. As will become apparent in the definiti,ons 

which follow, the proposed security criteria lack complete independence, 

a feature which will hamper further analysis as explained earlier and 

elaborated more fully in Section 4, Once operationalized, it is clear 

that the numerical or qualitative assignments which are ascribed to 

the attributes will depend heavily on the applications context, 

varying with the specific threat category, the protective domain, and 

the operational constraints. 

Some of the attributes described in Figure 3 require additional 

definition. We have previously described deterrenae as the capacity to 

prevent threat initiation and to make criminal activity self-defeating. 

A deterrent.capability can consist of real physical barriers as well as 
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SECURITY 

SYSTEM 

THREAT PROTECTIVE 

DOMAIN 
I' 

DOMAIN 

CONSTRAINTS 

OBJECTIVES AND FUNCTIONS 

• Detect ~nd Discriminate the Crime 

• Actuate and Transmit an Alarm Condition 

• Annunciate and Decode the Alarm 

• Command and Control Forces 

• Transport Forces to the Crime Area 

• Search and Examine the Crime Area 

• Identify, Locate, and Arrest the Criminal 

• Provide Evidence to Aid in Conviction 

• Recovery Property and Reduce Morbidity and Mortality 

Figure 2. Security System Interactions and Objectives 
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ATTRIBUTES 

• Security-Effectiveness 
Deterrent Probability 

Detection Probability (sensitivity, spatial & temporal coverage) 

Discrimination & Identification Capacity (false ala~/dismissal rates) 

Ala~ Transmissibility (probability of reception) 

Response Capacity (response time and manpower/force level) 

Reliahility (system failure rates) 

SurviVability (susceptibility/likelihood of destruction) 

Adaptability (probability of accomodation to changing threats and countenneasures) 

• Implementability 
Availability (for purchase and use by target date) 

Installation Feasibility 

Public Acceptance 

• Compatibility 
Convenience of Use 

Privacy Incursions 

Aesthetic Appeal 

• Operability 
Management Requirements 

Dependence on User Cooperation 

Modulari ty ('ease of system expansion) 
Safety 

Repairability (ease of maintenance) 

• . Cost-Benefit 
Research & Development Cost (equipmant,maintenance,administration before production) 

Capital Cost (equipment,maintenance,administrative costs during production) 

Operating Cost (equipment,maintenance,administrative costs during use) 

Scrap Value (residual value at end of use) 

Exllected Total Benefit (value of reduced crimes: morbidity,mortality,property,etc.) 

Figure 3. Illustrative Security System Performance Measures and Units 
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suggested ones. The combination of these physical and psychological 

obstacles should heighten the potential perpetrator's imagined and 

actual chances of apprehension and conviction. 

By detection~ we mean discovery of the existence of characteristics 

indicative of a threat. By this definition, detection differs from the 

usual connotation of entrapment, identification, or verification. 

Detectability is linked instead to system sensitivity and to spatial 

and temporal coverage. 

Closely related to detect ability is the capacity for 

disa~imination, i.e., the ability to distinquish real threats (the 

desired signals) from innocent activity (noise) and to classify 

uniquely each threat signature. It is discrimination capacity which 

makes the human an indispensible element of high security systems. 

Humans are more readily adaptable to elusive threats and are far 

better at real-time pattern recognition than currently available 

physical mechanisms. Because random noise introduces uncertainty into 

all real security systems, an obvious trade~off exists between these 

detection and discrimination functions or attributes. By accepting a 

sufficiently high false alarm rate, the false dismissal probability can 

be made arbitrarily close to zero (17}. Thus, the level at which a 

detection threshold is set always results in a compromise between 

mistakenly announcing or ignoring an alarm. Both types of error can 

be simultaneously reduced, or course, if one is willing to wait for 

more information about the possible criminal act in progress. The 
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selection of the proper threshold for a given amount of information will 

depend on the relative importance or costs associated with the two types 

of errors. 

The alarm process requires only intelligible annunciation, usually 

after transmission to a command and control center removed from the 

crime site. The alarm can be based on detection alone, discriminated 

detection, or both. Once an alarm is made, the system must respond 

forcefully enough to abort the threat if the net gain from doing so 

exceeds some preassigned criterion or threshold. Since it may be 

necessary to do this repeatedly, the system's duty cycle must match the 

highest anticipated threat repetition frequency to minimize failures 

due to spoofing or repeated real attack. Moreover, the system's 

response time must be less than the total crime duration if on-site 

arrest is to be made. The response mode itself might be any of a 

number of forms: from no action, to a simple electromechanical or 

chemical trap, to an elaborate security guard or police contingent. In 

any case, the forcefulness or manpower level associated with the 

response should be commensurate with the threat. 

System reliability is an attribute which pertains to the assurance 

of meeting a prescribed confidence level for system operabili,ty, usually 

expressed in probabilistic terms. Reliability is also closely related 

to the requirements of repairability and maintainability, perhaps even 

the capacity for self-diagnosis and fault indication, if not for self­

repair. These attributes are broken out separately under the major 
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attribute heading, opepability. 

The system must also fulfill a specified probability of satisfactory 

functioning in the face of numerous countermeasures and evasive tactics: 

sabotage, vandalism, unintentional and purposeful jamming, etc. This is 

what is meant by survivability. We distinquish this from adaptability 

which connotes the ability of a system to cope with changing or elusive 

threats for which it was not specifically designed. For simplicity, the 

features we have called reliability, surviva,bility, and adaptability 

might be crystallized into one attribute called du~ability. 

When these criteria of performance are further coupled with 

implementability, compatibility, operability, and cost-benefit character­

istics, we then obtain a fairly comprehensive attribute set from which 

to judge the merits of proposed design alternatives. The next section 

addresses the issue of how a decisionmaker decides which alternative is 

best considering all the relevant attributes and estimated levels which 

have been assigned to all of them. All of the methodologies will be 

illustrated in terms of the five major attributes we just considered: 

Security-effectiveness, implementability, compatibility, operability, 

and cost. 
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4. Decision Aids and Treatment of Uncertainty 

4.1 Introduction 

The primary concern of this section is. how to select from an array 

of candidate CPTED alternatives the best one for implementation. We 

assume, therefore, the satisfactory completion of the precursory stages 

of problem definition, identification of goals, objectives, and 

performance criteria, as well as synthesis of suitable options. To 

answer the question of "best," the decisionmaker must refer to the 

goals and criteria explicated earlier in the systems analysis process. 

Despite this rationality and systematicness, the decisionmaker's task 

will be hampered by two factors present in every significant social 

design problem. The first of these has to do with uncertainty, the 

second, with limitations associated with our capacity to process 

information (18-19). 

Often we do not know precisely an alternative's outcome before its 

implementation. There may even be problems in accurately assessing a 

program's impact after it has been put into operation, as elaborated 

elsewhere in the CPTED Program Manual. The reason for the uncertainty 

stems from the fact that the program's outcome may depend upon events 

and conditions beyond the decisionmaker's control (exogenous events or 

externalities). Another form of uncertainty relates to the actual 

levels, as opp()sed to the predicted or estimated levels, associated 

with the perfolcrruance measures by which a program is judged. That is, 

either because of ignorance regarding certain variables and their 
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interactions, or because of their inherent randomness, we may not know 

the exact outcomes, but only a distribution of possible outcomes and 

their assoc~,ated probabilities. The term decisionmaking under risk is 

given to the latter circumstance. When even the probabilities are 

unknown, the term decisionmaking under uncertainty is applicable (20). 

Figure 4 illustrates this hierarchy of certainty-to-uncertainty (21). 

The expressions of varying certainty apply generally to any aspect of 

program performance or outcome variable of interest. 

Because of our limited ability to assimilate and process 

information relating to complex systems, even when high levels of 

uncertainty are present and computers are available to assist, 

decisionmaking can still be very difficult. As we have seen in the 

previous section, a common type of complexity which frequently occurs in 

social systems and public policy problems stems from the multiple 

objectives and therefore mu1tiattributive nature of such systems and 

issues. That is, system or policy alternatives are normally 

characterized by several attributes by which their relative desirability 

will be judged. As Figure 5 illustrates, such complexity forces us to 

construct and manipulate some simplified model of the problem situation 

in order to assess the relative merits of prQ~ased policy or program 

alternatives. Choice is then guided by estimated values of the 

performance criteria, the criteria having been established from an 

elicited set of desired objectives. While this is not the only path 

open to the decisionmaker, it is the only practical one. Choice could 
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STATEMENT 

Program a1te1:l1ati ve A. 
ia estimated to cost $l.~ 

Program A is estimated to 
cost $1.5H; however, analyst 
is not certain about the 
figure. 

Program A is estimated to 
cost between $1.1M and 
$1.9H. 

Program A.' s cost haa a 
strong probability of 
costing $1.1M - $1.5H -$1.5M 
where ~1.1M and $1.9H are 
~ estimated lower and 
uppu cost limits and $1.5H 
is sane central measure. 

Prosram A's cost is 
estimated to b. in the 
interval $l.lH to $1.5M 
with probability 0.90 and 
with $1.5H being the 
estimated modal value. 

Program A's cost follows 
the following probability 
distribution (densit~ func­
tion) with parameters •• 

LEVEL OF UNCERTAINTY & SPECIFICITY DECISION CONTEXT 

Complete unce'1:tainty, no expression of 
likelihood is provided. 

UNCERTAINTY 

t 
Nearly complete uncertainty; a vague caveat 
regarding uncertainty or the estimate is 
provided however. 

RISK 

Uncertainty is made more explicit and a 
nnge (interval estimate) is provided to 
express the magnitude of uncertainty. 
However, no probability or confide~e 
lIIeaaure accanpanies the interval etltimate. 
It remains uncertain whether the analyst 
belhves the true cost has a 1%, 50%, or 
100% chance of falling in the range. Nor 
is ~t clear whether the true cost is more 
likely to be nearer $1.1M than $1.9M. 

Uncw.lrtainty is made still more explicit 
by adding a qualitativ.a probability 
measure to indicate degree of confidence 
associated with the interval estimate. 
It is not clear what m.asure of centrality 
(mean, median, mode, etc.) is conveyed vis­
a-vis the $l.SH figure. 

Unce~ainty ~egarding the inte~l estimate 
is now given a quantitative expression, and 
the sense of centrality is made precise 
(in this case, the most likely or modal 
cost). The probabilities associated with 
other ranges of cost rGlllain unknown however. 

Uncertainty is canpletely characterized by 
providing the entire ptobability distribution 
(density function) for cost. Probabilities 
dornsponding to any cost estimate can b.a 
dlfrl ved f%all the graph or the ana.lytical 
~qrression for the cost density function 
by computing (integrating) the area under 
the appropriate ~rtion of the function. 
Presumably, the function is known exactly. 

Program A's cost is known Cost is known 'With canplete certainty to the Cr.::t1'AINTY . 
to be exactly $1,405,671.15. nearest penny. 

Figure 4. Hierarchy of Uncertainty: Forms of Expression and Specificity 
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PROGRAM/POLICY ALTERNATIVE 

. , 
SYSTEM 

MODEL 

.It 

ESTIMATES OF PERFOP.MANCE MEAsURES 

Figure 5. System MOdeling 
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proceed on the basis of implementing and observing all the alternatives 

in the real world. The one which worked best would then be implemented 

permanently and the rest dropped. The expense associated with such a 

wholescale trial and error approach, if not the anticipated public 

reaction to program abandonment, usually precludes this dec1sionmaking 

strategy however. It is also possible for selection to proceed on a 

purely intuitive basis, but for reasons art:i.culated previously it 

would not be clear what judgmental information was systematically or 

comprehensively incorporated in the final decision~ 

4.2 The Multiattributive Decision Problem 

In order to set the stage for the spE.·ctfic choice methodologies 

which follow, we assume that the CPTED project team have completed 

three tasks. First, that from a set of elicited goals and objectives, 

a companion set of pro3ram attributes or performance measures has been 

established. Second, that corresponding to the program objectives and 

the specific attributes which reflect them, a set of program 

alternatives has. been synthesized. And third, that through the use of 

expert judgment, predictive models, or combinatiQns of these, each 

candidate program alternative has been given a performance rating on 

each attribute. Ea~h of these ratings may be either a single value 

(point estimate), or a range of values (intervat estimate). To 

simplify exposition, our illustrations will initially assume ,\;.hat only 

point estimates have been made. Later, we shall readdress the case of 

interval estimates, as well as the problem of acquiring the estimates 
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themselves. 

Figure 6 provides a mathematical overview of the table of 

performance values which have been obtained.* In order to keep our 

discussion concrete, we present in Figure 7 a specific, although highly 

simplified illustration of how the alternative/attribute matrix of 

Figure 6 might appear. Only point estimates are given for each 

alternative/attribute combination, and the attributes have not been 

subdivided into the more detailed measures of performance presented in 

the earlier sections. 

If we assume that the design problem corresponding to Figure 7 

entails reducing a community's burglary and robbery rates, for example, 

then the security effectiveness attribute might be measured by, say, the 

estimated weighted average percentage reduction in these crimes. 

Without going into a long digression on the validity of this measure, 

suffice it to say that the weights themselves might be chosen to 

reflect perhaps the Sellin-Wolfgang seriousness indices for these 

crimes (see Figure 8), or perhaps some local priorities vis-a-vis 

these crimes (22). On this measure, Figure 7 shows that alternatives 

Al through A4 have been scored 10, 15, 8, 18, respectively, and that A4 

is judged superior to the ~est for this particular attribute. On the 

* Throughout this chapter, formal mathematical notation and definitions 
will be used to provide clarity, rigor, and conciseness beyond that 
given in the verbal descriptions. The reader who is unacquainted with 
the mathematics involved, or does not find the formalities helpful, can 
skip these with no loss in conceptual understanding. 
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ALTERNATIVE 

ATTRIBUTE Al A2 • 

• 
• 
• 

Key: 

r 11 r 12 

r Z1 r Z2 

• • 
• • 
• • 

INI IN2 

a. = i th attribute, i=1,2, ••• ,M 
l. 

• 

• 

• 

A. = j th alternative, j=1,2, ••• ,N 
J 

• r 1N 

• r2N 

• 
• 
• 

• • INN 

r .. = estimated perfoLuance rating on i th attribute for j 
1) 

R = MxN matrix of ratings r .. 
l.J 

M = number of attributes or perfo~ance measures 

N = number of program alternatives 

Figure 6. Alternativel Attribute Matrix 
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ATTRIBUTES ALTERNATIVE PROGRAMS 

al 

a2 

a3 

a4 

as 

Al A2 A3 

Security-Effectiveness 10 lS 8 

Cost 5.3 8.S 1.2 

Implementability HI MED HI 

Compati bi li ty HI HI HI 

Operability 2 2 1 

Figure 7. Illustrative Alternative/Attribute 
Matrix: CPTED Decision Problem 
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SEVERITY VARIABLES 

Number of Victims of Bodily Harm 

Received Minor Injuries 
Treated and Discharged 
Hospitalized & Discharged 
Killed 

Number of Victims of Forcible Sex Intercourse 

Number Intimidated by Weapon 
Number Not Intimidated by Weapon 

Number of Premises Forcibly Entered 

Number of Motor Vehicles Stolen 

Value of Property Sto1en,Damaged,or Destroyed 

Under 10 
10 - 250 
251 - 2000 
2001 - 9000 
9001 - 30,000 
30,000 - 80,000 
Over 80,000 

* INCIDENT WEIGHTINGS 

1 
4 
7 

26 

10 

4 
2 

1 

2 

($) 

1 
2 
3 
4 
5 
6 
7 

* These are additive for each crime ha'lTing any of these characteristics. 

Figure 8. Sellin-Wolfgang Crime Seriousness Index 
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attribute cost, measured in $100,000, say, the relative desirability 

of the alternatives is judged A3, AI' A2 , A4. For this attribute, A4 

now appears inferior. If we limit our analysis to just these two 

attributes, we see very graphically the ingredient that makes multi­

objective or multiattributive decisionmaking so difficult. When a 

particular goal and its associated attribute are examined, it is clear 

that some alternative will be preferable, perhaps uniquely so, while 

other alternatives will become preferable when another attribute is 

considered. As the number of relevant attributes and proposed 

alternatives grows, the decisionmaking problem becomes increasingly 

less tractable for the decisionmaker: there are too many comparisons 

to make and the dimensions or attributes of comparison are 

incommensurable. 

The illustration just given also points up several other aspects 

of the alternative/attribute matrix. The attributes need not be 

expressed exclusively in quantitative terms, although the need for 

ultimate'ly doing so through scaling techniques will be a requirement 

of some of the decision aids presented next. Thus, the implementability 

and compatibility attributes of Figure 7 are measured by the three 

qualitative (aatego~iaaZ or nominaZ) ratings of high, medium, and low; 

there could have been more or fewer such categories of course. The 

initial performance estimates can also be rankings (i.e., ordinaZ 

rather than cardinal or nominal measures), as is the case for 

operability, where 1 might denote best on a scale of I-to-4, etc. In 
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short, all levels of measurement are admissible for the attributes, 

from qualitative (nominal-scale) to quantitative (ratio-scale), and 

ties in values among alternatives are also permitted. Were this not 

the case, there would be immediate conflict with the present state of 

the art in measurement of crime and environment~l variables, as noted 

earlier. 

4.3 Multiple-Attribute Decisionmaking Aids 

The following approaches to multiattributive decisionmaking draw 

from methods which can be conveniently characterized by the extent to 

which they reduce the dimensionality of the original decision problem 

(23, 24). Referring to Figure 6, what this means is that if M 

attributes have been enumerated as being important performance measures 

by which to judge a CPTED alternative (e.g., M = 5 in Figure 7), then 

the original dimensionality of the decision problem is M. As elaborated 

previously, the complexity of the decisionmaking situation grows with M 

and the number of alternatives to be considered, N. As we shall see, 

some of the decision aids which we present deal directly with all M 

attributes, while others attempt to reduce the problem to some lesser 

dimensionality than M. Of course, since each attribute is important in 

its own right, it would be desirable to consider simultaneously and 

explicitly all M without imposing any assumptions to collapse them or 

without omitting any of them. Methods which do so however suffer from 

either not producing unique solutions to the decision problem (i.e., 

yield a single best alternative to implement), or from not sufficiently 
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reducing the complexity of the original problem to the point where it 

becomes tractable (i.e., as measured by the number of attributes which 

remain to be considered). At the other end of the spectrum of 

methodologies, there are techniques which reduce the decision problem 

of M attributes to a single, composite dimension. These approaches 

either impose assumptions that permit the M dimensions (attributes) to 

be combined or mapped into a one-dimensional space, or impose conditions 

that remove M-l dimensions from consideration. Between these two ends 

of the spectrum, we find methodologies which reduce the original 

complexity to something less than M, but greater than 1. We shall 

present methods according to this typology and in order of their 

complexity reduction, highlighting the assumptions and informational 

requirements of each. A mathematical synopsis of each technique is 

provided in Appendix A. 

4.3.1 Multidimensional Methods 

4.3.1.1 Dominance 

One of the principal techniques for treating multiattributive 

decision problems in their full dimensionality, M, is called dominance 

(25). In this approach, as in all full dimensionality approaches, each 

attribute is sovereign or independent. That is, an alternative's 

performance estimate on each attribute must stand on its. own, and an 

unfavorable value on one cannot be traded-off against a mOT-e favorable 

rating on another. All attributes must be examined separately and 

independently. 
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The esential idea underlying the dominance approach is that if in 

comparing all alternatives one has higher scores on all attributes, 

then that alternative is said to dominate the rest. Actually) we can 

relax this definition slightly by saying that an alternative dominates 

another if it is better on one or more attributes and at least as good 

on the others. We can illustrate this simple concept of dominance by 

changing 'some of the attribute scores of Figure 7 to those in Figure 9. 

If we recall that the most desirable operability score is 1 and that 

low cost is more favorable than high cost, then Figure 9 shows that 

alternative 2 strictly dominates alternative 1 since it is better on all 

* attributes. Hence the decisionmaker can drop Al from further 

consideration. We also note that A3 dominates A2, although it is not 

strictly dominant since there is a tie on the attribute ,aI' security­

effectiveness. The second alternative can therefore also be dropped 

from the list. Finally) we note that A4 does not,dominate A3 nor is it 

dominated by A
3

• ' While A4 is strictly better than A3 on attribute a l 

and a
2 

(security-effectiveness and cost), it is inferior on attributa 

a3 (implementability) and merely tied on the rest. Hence, both A3 

and A4 remain for additional consideration; a unique solution is not 

obtained. 

* To simplify the interpretation of Figure 9, either the signs of a2 and 
a

5 
could be made negative or the attributes could be redefined so that 

h~gher values are always preferable. 
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ATTRIBUTES ALTERNATIVE PROGRAMS 

Al A2 A3 

al Security-Effectiveness 10 15 15 

a2 Cost 5.3 4 .. 9 4.5 

a3 Implementability MED MED HI 

a4 Compatibility 10 MED HI 

as Operability 3 2 1 

Figure 9 \' Illustrative CPTED Decision Problem: 
Dominance and Satisficing Approaches 
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This simple example tllustrates the key advantage and principal 

defect of the dominance approach to decisionmaking. On the positive 

side~ the concept is easily understood, applied, and accepted. The 

decisionmaker can proceed solely on the basis of one attribute value 

being preferable to another and does not require numerical information 

to establish this preference (e.g., high compatibility is better or 

preferred to medium). No trade-offs are forced on the decisionmaker 

either, for each attribute is examined independently. On the negative 

side, we see that dominance will typically be of limited utility 

because there will be a number of alterna~ives remaining in the original 

set after the method has been applied. In our example, two remain from 

the initial set of four alternatives and, therefore, the decisionmaker 

is faced with having to make a final choice between these two. Moreover, 

in the course of applying the dominance procedure, we do not get any 

information regarding a decisionmaker's degree of preference for a 

particular attribute score (e.g., how much more is high implementability 

preferred to medium, etc.). Nor do we explicitly factor in the relative 

importance of each attribute. Thus, we do not know how much high 

security is preferred to low cost, or how a difference in security 

ratings trades-off against a difference in cost, cost against 

implementability, and so on. 

4.3.1.2 Satisficins 

This approach also preserves the full dimensionality of the 

decision problem in that M attributes are separately and independently 
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considered. As with dominance, the method has strong intuitive appeal 

and centers on a simple idea. The decisionnmker states the smallest 

attribute scores that will be acceptable on each attribute, in effect, 

supplying the minimum objectives or performance values corresponding to 

* his program goals (26). 

As a concrete example, suppose the decisionmaker supplies the 

following M acceptability thresholds: security-effectiveness, at least 

15; cost, no more than 4.75 (x $100,000); implementability, at least 

MED; compatibility, at least MED; operability, not to exceed 3 (i.e., 

not below third in rank), Referring again to Figure 9, we see that the 

first alternative can be dismissed either for failing to meet the 

security-effectiveness, cost~ or compatibility criterion. Similarly, 

the second alternative can be dropped since it fails the second 

criterion, i.e., it is too expensive. The last two alternatives are 

both feasible, however, in that both meet all criteria. Consequently, 

the decisionmaker must consider these two further. 

Again, this simple example allows us to distill some general 

features of this satisficing Cor sUfficing) approach. It shares with 

dominance the possibility of being left with more than one alternative 

* As before~ if the attributes are not defined so that bigger is better, 
either such attribute~s scores can be negated (multiplied by -1), the 
attributes redefined, or simply a ceiling rather than a floor type 
threshold on performance can be stated (e.g., largest or worst value 
tolerable for program cost). 
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at the conclusion of its application. In contrast to dominance, 

however, the remaining set of feasible alternatives can be reduced to 

one alternative by successively increasing the acceptability thresholds. 

This process of more restrictive filtering will eventually culminate 

in one feasible alternative, the one to be implemented. Alternatively, 

if the initial set of thresholds is too restrictive so that there are 

no feasible alternatives remaining, the acceptability criteria can be 

selectively lowered until one alternative just meets them all. It is 

this iterative flexibility which makes satisficing a more powerfu11 

decision aid than dominance. 

Satisficing has a number of advantages and drawbacks. On the 

positive side, we appreciate its strong intuitive appeal, as with 

dominance. It also enables us to consider each attribute on its own 

merits and to allow attributes to be expressed in nonnumerica1 form. 

We only need to know which values of an attribute are preferred (not 

necessarily the degree of preference) and do not need information on 

the relative preference of the attributes themselves. It also allows 

us to relate the scores to specific acceptability criteria. The latter 

quality, however 1 dictates higher informational needs for satisficing 

than for dominance, i.e., the M performance thresholds. On the debit 

side, we also note, in addition to the need for more data 1 that none of 

the alternatives is credited for especially good attribute scores since 

only minimum values (thresholds) are invoked in inspecting each 

attribute. Thus, in the example given 7 the third alternative appears 
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slightly inferior on the security and cost dimensions but is not 

credited (in its comparison with alternative four, say) for its high 

score on implementability relative to the threshold placed on this 

attribute. While this conveys the basic idea of noncrediting, we 

hasten to add that, except for cost, which is directly quantified at 

the highest level of measurement (ratio-scale), we do not really know 

what the true distance is between high and medium on implementability, 

nor perhaps between 15 and 16 on the security-effectiveness scale (i.e., 

these may be only rank or ordinal-level measurements). As we shall see, 

the ensuing procedures help to overcome this defect by attempting to 

credit alternatives which have some exemplary scores. 

It should be recognized that both dominance and satisficing are 

probably both used, at least implicitly, during the design stage, even 

if not elected as the final decisionmaking strategy. That is, in the 

course of synthesizing alternatives, the astute designer will 

undoubtedly mull over numerous tentative designs, discarding obviously 

inferior ones and attempting to enhance those designs that appear weak 

on some attribute he considers salient. However, the designer will be 

imputing his own subjective scores to these designs; he may not be 

dealing with the decisionmaker's attribute set, the decisionmaker's 

operational definitions of the attributes, and his performance 

standards may not be congruent with the thresholds which the decision­

maker eventually specifies. Of course, were the designer advised of all 

these or solicited them at the outset, and i~ his attribute scorings 
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were to be adopted without inputs from other experts, then the design 

and decisionmaking functions could be combined. Typically, such a 

designer might proceed sequentially, stopping with th~ first design 

which just met or exceeded the imposed performance criteria, i.e., the 

designer would have found a solution to a particular CPTED problem. 

Practically, of course, the decisionmaker might be r~luctant to place 

all this authority in the designer's hands or to forego seeing and 

choosing from an explicit array of program options. 

4.3.2. Unidimensional Methods 

Dominance and satisficing are the main procedures available for 

treating and preserving the full dimensionality of multiattributive 

decision situations. Their chief advantage stems from reducing the 

number of alternatives to be finally considered, since their 

application need not end with one feasible alternative. Dominance 

uses an alternative-alternative comparative approach, while satisficing 

employs an alternative-goal threshold approach. Although they are both 

weak in reducing the original set of alternatives to a unique choice, 

at least satisficing can be applied iteratively to mitigate this defect. 

The twe) approaches can be strengthened when used in concert with the 

unidimensional techniques which we shall now define. 

The essential feature of all the unidimensional methods which we 

shall describe is· that the M attributes characterizing any alternative 

are collapsed to a single dimension. The methods which do this can be 

further dichotomized. The first three approaches accomplish the 
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unidimensionalization by electing one of the original M attributes as 

the one criterion. The remaining methods work by mapping the original 

M-dimensional attribute information into a single numerical scale. 

4.3.2.1 Maximin 

The maximin approach has its conceptual roots in the weakest link 

metaphor: to select a chain we identify the weakest link in Bach 

alternative chain and then pick the one with the strongest such link. 

In the present context, the decisionmaker ex~ines each alternative's 

attribute values, idet\tifies the lowest (worst) score for each 

alternative, and then chooses the alternative with the highest score 

in its worst attribute (27). Even this so-called maximin value and its 

associated alternative could be rejected, of course, if it did not 

exceed some performance threshold. The designers would then be banished 

to the drawing boards in the hope of improving the maximin alternative, 

or coming up with some even better new ones. 

As we shall illustrate momentarily, the maximin procedure has as 

its principal disadvantage the need for a high degree of comparability 

within and across attribute values. This is because the procedure calls 

for not only comparing attribute values within an alternative, but also 

comparing the worst attributes across all alternatives. Since these 

worst attributes need not all pertain to the same attribute, as is 

usually the case, it is not clear how the best of the worst values is to 

be ascertained. Thus, maximin requires all attributes to be measured on 

a common, though not necessar~ly numerical, scale. 
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We can easily illustrate this need by again referring to Figure 9. 

Although it is hard to decide without the benefit of some common, 

explicit scale -- the very point we are trying to make -- it appears 

that the first alternative's worst attribute score is on the fourth 

attribute, compatibility, while for the second alternative, the worst 

appears to be assc~iated with the last attribute, operability. Since 

the third alternative has maximum scores on its last three attributes, 

its weakest score must lie among the first two, let's say the first one, 

security-effectiveness. Similarly, the last alternative appears to ha'Te 

its weakest rating in the third attribute, implementability. Even if we 

accept these easily contestable conclusions, how are we to decide which 

is the best of these worst scores? How does the low score for A1 on a4 

compare t-: the score of 2 for AZ on a5 , to the score of 15 for A3 on a1' 

and the score of medium for A4 on a3 -- which of these is best and 

therefore which alternative should finally be selected? 

To illustrate a successful application of maximin vis-a-vis Figure 

9, we shall assume that the four attributes have been scaled from 0 

(i.e., no security-effectiveness, maximum cost, poorest implementabi1ity, 

compatibility, and operability) to 100 (i.e., maximum security, zero 

cost, highest implementability, etc.). Without digressing into the 

fundamentals and intricacies of scaling for the moment, our scaling 

exercise might result in the values shown in Figure 10. For the first 

alternative, AI' it is now clear that a4 is the worst attribute since it 

has the lowest value among all the comparably scaled attributes. A 's 
2 
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ATTRIBUTES ALTERNATIVE PROGRAMS 

Al A2 A3 
al SecuritY-Effectiveness 50 75 75 

a2 Cost 47 51 55 

a3 Implementability 50 SO 90 

a4 Compatibility 10 50 90 

as Operability 30 45 90 

Figure 10. Illustrative CPTED Decision Problem: 
Minimax and Maximax Approaches 
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worst attribute is a5 with a score of 45. A3's worst score is 55, on 

a2 , and A4's worst rating is on a3, with value 50. In effect, at this 

stage, we have replaced each alternative and its M attributes by a 

single attribute value: we have unidimensionalized each alternative. 

Finally, from this set of N poorest attribute or performance scores, we 

pick the one with the highest value, viz., 55. Since this is associated 

with the third alternative, the decisionmaker concludes that this is 

the program option to implement. 

This example also highlights another deficiency of the maximin 

procedure, beyond the requirement of comparability. The method does 

not take advantage of all the available performance data in arriving at 

a final choice. As we observed, one attribute becomes the proxy for 

each alternative, all M-l other attribute values having been discarded 

in the course of searching for the worst score. Ties, of course, have 

no effect in this regard, since only one such worst.va1ue gets 

recorded for the final runoff. Consequently, even if an alternative is 

exemplary in all but one attribute, another alternative which is only 

mediocre on all attributes would be chosen· over it as long as its 

poorest value was better than the former~s. The chain analogy is thus 

seen to be rather crude, f'or in the decisionmaking context, the 

attributes (links) are not really homogeneous in measure, they are not 

interchangeable in regard to their performance desc~iption roles, nor 

do they pertain to simultaneously acting program features. 
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4 • 3 • 2 • 2 Maximax 

The maximax procedure is the reverse of the maximin method and 

shares all of its benefits and drawbacks as a decision tool. If maximin 

can be regarded as pessimistic or conservative in its selec,tion approach, 

then maximax might be characterized as optimistic or liberal. The 

reason for this is that the procedure calls for identifying the best 

attribute value for each alternative and then selecting the alternative 

which has the highest of these best scores (28). 

Returning to the scaled version of Figure 9 given in Figure 10, we 

observe that Al\s best attribute value is 50 (on both attributes a 1 and 

a3}. Similarly, A
2

, A
3

, and A
4

f s best scores are 75, 90, and 90, 

respectively. The best of this set of N (i.e., 4) highest scores is 

90, a value shared by A3 and A4 , Hence, either alternative could be 

implemented, which is consistent with the maximax criterion, or the tie 

could be broken by a reassessment of the attributes on which A3 and A4 

scored the 90. 

The comparability assumptions and the informational inefficiency 

which inhere in the maximax and the maximin methods restrict their 

utility as decision aids. The comparabilit~ assumptions and selection 

criteria also imply equal weighting of attributes and therefore 

uniform priorities vis-~-vis the goals which they reflect. Such 

indifference is not the usual state of affairs in CPTED, nor in many 

other decisionmaking contexts. This defect is addressed by some of the 

methods which follow.' 
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4.3.2.3 Lexicography 

The ZexicographicaZ procedure, unlike those described so far, 

assumes that the attributes by which the alternatives are to be judged 

are not necessarily of equal importance and can be ranked accordingly 

(29). It belongs to the class of unidimensional techniques in the sense 

that one attribute (dimension) is considered at a time, starting with 

the attribute which is predominant in importance. If one alternative 

has a higher attribute value on this most salient dimension, it is 

selected and the decision process terminates. If there are several 

alternatives which are tied on this maximal value, then the nonmaximal 

alternatives are discarded and the procedure continues by considering 

the next most salient attribute. Again, either a uniquely maximal 

value is found or the tied alternatives .. ar.e retained and the remainder 

dropped in yet another iteration of the procedure. The screening 

process is repeated in this way until either a unique alternative is 

obtained or the least salient attribute has been e~amined. As 

necessary, any ties at this last stage can be broken by appending 

additional attributes of decreasing saliency to the original set. 

Figure 10 offers a simple i11us~ration of this straightforward 

technique. We assume that the M attributes have already been ranked 

in relative importance and that the rows of the alternative/attribute 

matrix reflect this ranking so that the first row attribute a1 

(security-effectiveness} is most important 1 the second row a2 (cost} 

is next most important, , •• , and .the last row ~ (operability) is 
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least important. According to .the lexicographical procedure then, 

a
l 

is to be considered first. This leads to the maximal attribute 

value of 80, possessed only by A
4

• Therefore the procedure ends here 

and the fourth alternative is selected for implementation. 

Through Figure 11, a slight variation on Figure 10, we can 

illustrate the potentially iterative nature of lexicography. In 

Figure 11, the maximal value on a l is still 80, but now A2, A3, and A4 

are tied on this predominant attribute. Al is discarded therefore, and 

we now consider attribute a2• On this next most important attribute, 

a maximal value of 55 is shared by alternatives A3 and A4 • Iterating 

once more, we delete A2 from further consideration and move on to the 

third attribute. On a3 the maximal value is 90. Since this value is 

uniquely possessed by A
3

, the procedure terminates and the third 

alternative is finally selected. 

Lexicography, like the other unidimensional techniques, does not 

require numerical information and has basically modest informational 

requirements. Although it requires ranking of the M attrib~ .. es, 

these rankings need not be numerically expressed (i.e., qualitative 

inputs such as the following suffice: most important, next most, 

••• ,least). Moreover, lexicography does not necessitate the 

comparability and numerical scaling across attributes that maximin and 

maximax do. These features, coupled with the intuitive appeal and 

simplicity of the technique, make lexicography particularly useful as 

a decision aid. Its major weakness, as we saw in regard to Figures 10 
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ATTRIBUTES ALTERNATIVE PROGRAMS 

A, A2 A3 .... 

a1 Security-Effectiveness 50 80 80 

aZ Cost 47 51 55 

a3 Implementability 50 50 90 

a4 Compatibility 10 50 90 

as Ope-rability 30 45 90 

Figure 11. Illustrative CP'rED Decision Problem: 
Lexicographical Approach 
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and 11, is that it too does not take advantage of all the information 

in the alternative/attribute matrix. The following techniques attempt 

to overcome this inefficiency. 

4.3.2.4 Conjoint Analysis 

Conjoint anaZysis is a unidimensional decision scheme in the sense 

that a single numerical performance index or figure of merit is 

derived for each alternative (30, 31, 32, 33). It has the advantage 

over lexicography in that all attributes are weighed in during the 

computation of an alternative's performance index. In order to do this, 

it is assumed that the decisionmaker can do more than merely rank the 

attributes in importance, as in lexicography. If the decisionmaker can 

actually attach a numerical measure of importance to each attribute, 

Le., supply a set of saliency weights, then he can apply these weights 

to each alternative's attribute values. The alternative which obtains 

the highest weighted average for its performance score is then selected 

for implementation. Usually this best score will be unique. 

Before we examine the assumptions underlying con'oint analysis and 

their practical implications, we shall illustrate the method using the 

data of Figure 12. This figure is identical to Figure 11 in the 

alternatives' attribute scores, but now we have appended a set of M 
, 

weights, Wi' to the attributes which reflect their importance vis-a-vis 

the context of CPTED application. For convenience in deriving each 

alternative's overall performance index and in seeing directly the 

relative importance of the attributes implied by the W., a set of 
l. 
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ATTRIBUTES WEIGHTS RELATIVE WEIGHTS ALTERNATIVE PROGRAMS 

Al A2 A:'j . A4 
al Security- wl 35 w' .35 50 80 80 80 

Effectiveness 1 

aZ Cost w2 30 w2 .30 47 51 55 55 

a3 Imp1ementability w3 20 w· 3 .20 50 50 90 50 

a4 Compatibility w4 10 w· 4 .10 10 50 90 90 

as Operability w5 5 w· 5 .05 30 45 90 90 

TOTAL WEIGHTS W 100 W' 1.00 

OVERALL PERFORMANCE INDEX 44.1 60.6 76.0 68.0 

Figure 12. Illustrative CPTED Decision Problem: 
Conjoint Analysis 
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relative weights, wi, is also displayed. These wi are simply obtained 

by dividing wi by the sum of all the wi (i.e., 100 for the illustra­

tion). Thus, the absolute importance of security-effectiveness and 

cost is 35 and 30, while their relative importance is 35 percent and 

30 percent respectively. For any set of weights we compute the 

performance index of an alternative as either the sum of the products 

of the attribute weights and attribute values divided by the sum of 

weights, or more simply, as the sum of the products of the relative 

attribute weights and the corresponding attribute scores~ Both yield 

the same result. Thus, for the first alternative in Figure 12, we 

obtain the overall performance measure of (35x50 + 30x47 + 20x50 + lOx10 

+ 5x30)/(35+30+20+l0+5) = 44.10 or alternatively, (.35XSO + .30x47 + 

.20xSO 1- .10x10 + .05x30) = 44.10. By repeating this procedure for all 

N a1ternatj.ves, we find that in this case the tuird alternative has the 

highest overall performance rating} 76~ and enerefore should be 

selected for implementation. 

As we have just seen, the conjoint method does not disregard any 

of the attributes since all M attribute values are utilized to form 

each alternative's performance index. This is a key point of departure 

from the methods described so far. Because the index computations 

involve the arithmetic operations of multiplication and addition, the 

attribute values must be both numerical (ratio-scale) and comparable, 

the same restrictive conditions which prevailed in the maxi procedures. 

Thus, if cost were directly valued in dollars (e.g., $530,000 for 
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alternative 1, $850,000 for A2, as given earlier), the weighted values 

for cost would completely swamp the weighted values contributed by the 

other attributes unless high scores on each of them had approximately 

the same numerical value (e.g., as in Figure 12). Moreover, the 

weights themselves require both a high level of measurement (ratio-

scale, not just rankings) and a reasonable basis for their formulation. 

In the context of our example, the weights imply that cost is one and 

one-half times as important as implementability, and that cost is as 

important as implementability and compatibility combined. Although 

there are techniques for eliciting such weightings, the meaningfulness 

and confidence of such judgments may remain quite dubious. 

Even after satisfactory weights have been established and the 

attribute values made numerical and comparable, other unpalatable 

implications may also remain. In our example, the relative weights for 

cost and operability are .3 and .05, respectively. A score of 15 on 

cost and 90 on operability would therefore contribute the same amount, 

4.5, to the total performance index for any alternative having these 

attri.bute values. Yet 15 may be considered a very poor cost rating, 

while 90 may be an exemplary operability score (we recall that all 

attributes are scaled so that "bigger is better"). This implies that 

such poor and high scores may offset one another. But do poor cost 

features and exceptional operability actually trade-off; in fact, can 

such judgments be made? In 'general then, we see that one of the defects 

in conjoint analysiS is that unacceptably low performance on one or more 
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attributes may be masked by high weighted attribute scores on others. 

Conversely, high-weighted attribute scores may be severely diluted by 

several low-weighted attribute scores. This defect can be mitigated 

some~qhat by first applying the satisficing procedure, thereby 

eliminating any alternative which does not meet minimum performance 

thresholds on each attribute. 

Related to the trade-off and maoking problem is the assumption 

that weighted attribute scores have independent, additive effects on 

total performance. Thus, conjoint analysis does not allow for any 

interaction effects or complementarities (either positive or negative) 

among attributes, since only a simple additive model is employed. For 

example, an alternative may be excellent with resp~ct to security and 

cost scores, yet be of little value unless its implementability rating 

is at least average and its compatibility and operability scores are 

not too low. An alter.native with 1ess exemnlary security and cost 

ratings may become a much more valuable candidate because its other 

attribute scores are all at average levels, thereby making the overall 

package considerably more meaningful. Of course, to the extent that 

attributes can be identified which behave essentially independently and 

which jointly reflect all the important qualities of a program 

alternative, then the additive weighting approach can be a powerful 

multiattributive decisionmaking tool, much as linlaar programming is in 

the world of mathematical optimization. 

4-32 

I 
I ! .1 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

4.3.2.5 Performance Indices 

The conjoint method just des~ribed entails an additive model for 

obtaining an overall numerical performanoe index for each alternative. 

This need not, be the functional form of the index, however, and should 

not be if there are significant interaction (nonlinear) effects (34, 35, 

36). Figures 13 - 15 suggest a number of other indices which combine 

attribute scores according to mathematical formulas more complex than 

the additive model. All of them require the same measurement and 

comparability of attribute scores as in the additive scheme described 

previously. 

The first of these figures, Figure 13, illustrates a nonlinear 

model which appends to an additive component a nonlinear component 

involving multiplicative terms. In this case, the interactiLou terms 

simply consist of all distinct pairs of attribute scores (without regard 

to order) for an alternativ~ and an associated set of weights uik or 

uik in analogy to the weights Wi and wi for the linear component. The 

subscripts i and k in the weight uik pertain to the corresponding ith 

th . 
and k attribute pair. A weight of zero implies no intertlction 

between the associated attribute tlsir. In this formulation, th;~re£ore, 

the decisionmaker must supply both sets of weights Wi and uik for the 

additive and nonlinear components of the performance index P. When this 

is done, as illustrated in Figure 13, w~ see that calculation of Pj for 

each alternative Aj results in alternative 3 having the highest overall 

performance index (based on the same ratings of attributes r ij and 
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MODEL. Pj ~ Wirlj + Wir 2j + ••• ~~j + ~rljr2j + utzr ljr3j + ••• + uiMrlj~j 

+ ui3r2jr3j + ui4r2jr4j + ••• + ~r2jrHj 

M M 
,.. t Wi' + t u!krOjrkj 

i,..l i>k-l 1 1 

ATTRIBUTES 

Security 
Effectiveness 

Cost 

RELATIVE WEIGHTS 
LINEAR COMPONENT 

Wi',".35 

Implementability 

Compatibility 

Operability 

OVERALL PERFORMANCE INDEX 

Pl "" 1376.1 

P2 ,.. 3290.6 

P3 or 6446.0 

P4 .. 6078.0 

+ ••• + ~-l,M~-l,j~j j=1,2, ••• ,N 
M M 

w! '" w, I t w, u!k "" u'k I t U'k 
1 1 i=l 1 1 1 i>k-1 1 

RELATIVE WEIGHTS I NONLINEAR COMPONENT 

Figure 13. Illustrative CPTED Decision Problem: 
Nonlinear Performance Indices -- I 
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M 

MODEL: = IT j=1,2, ••• ,N 
i=l 

ATl'RIBUTES RELATIVE WEIGHTS ALTERNATIVE PROGRA}lS 

Al A2 A3 A4 

a
1 

Security Effectiveness wi=·35 50 80 80 80 

a2 Cost wi=·30 47 51 55 55 

a3 Implementability w3=·20 50 50 90 50 

a4 Compatibility w4=·10 10 50 90 90 

a5 Operability wS=·05 30 45 90 90 

OVERALL PERFORMANCE INDEX P. 
:J 

40.73 58.98 74.50 66.24 

Figure 14. Illustrative. CPTED Decision Problem: 
Nonlinear Performance Indices -- II 
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MODEL: 

ATTRIBUTES ALTERNATIVE PROGRAMS 

A1 A2 A3 A4 

a1 Security Effectiveness 50 80 80 80 

a2 Cost 47 51 55 55 

a3 Imp1ementabi1ity 50 50 90 50 

a4 Compati bi li ty 10 50 90 90 

as Operability 30 45 90 90 

OVERALL PERFORMANCE INDEX P. 67~5 133.3 245.9 218.6 
-J 

Figure 15. Illustrative CPTED Decis~on Problem: 
Nonlinear Performance Indices -- III 
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weightings w. used earlier in Figure 12). 
. l. 

Figure 14 demonstrates the effects on final choice of a completely 

nonlinear model, the model being multiplicative with respect to the M 

attribute scores rather than additive. Here the normalized weights, 

w!, enter the model as exponents. Applying this performance model to 
l. 

the ratings and weights given in Figure 12, we see that alternative 3 

obtains the best overall index. 

The mathematical forms that can be devised are limitless. A final 

example Hill. illustrate another dimension of this variety. In the two 

previous indexes, the weights w. were explicit. This is not a general 
l. 

requirement however. Figure 15 shows an index in which the attribute 

weightings are implicit. Here the functional form and its associated 

parameters serve the same role as the formerly explicit weights. 

Applying this index to the ratings of Figure 12, we observe that the 

third alternative again obtains the highest index score. 

All of these index schemes share the same attribute measurement 

and comparability assumptions as the conjoint method. While the more 

general index models illustrated here have the potential for embodying 

the interactions or complementarities (both positive and negative) of 

the attributes, the problem becomes one of identifying an appropriate 

mathematical formulation to reflect these interdependencies (the so­

called identification or specification problem of systems theory). Of 

course, where logical relations between attributes are known or can be 

deduced, as in systems or operations analysis studies t the functional 

form gf the performance index no longer remains arbitrary. Since this 
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is rarely the case in social systems, the structure of the index will 

usually be subject to much judgment. Among such structures, decision-

makers will probably prefer additive weighting to nonlinear models be-

cause of its easy comprehensibility, albeit a simplistic representation. 

In concluding our discussion of numerical performance indices, it 

is important to note that cost/benefit and cost/effectiveness measures 

are subsumed by such indices. That is, if cost is identified as an 

attribute of importance and if either benefit or effectiveness 

(themselves attributes) can be measured in terms of levels of other 

attributes, then numerical performance indices can be defined such as 

the ratio of cost to effectiveness, the difference between benefits and 

* cost, and so on. 

4.3.2.6 Utility Measures (Worth Assessment) 

utiZity theory or worth assessment is a decision methodology which 

represents a significant departure from the attribute-oriented approaches 

discussed so far. Instead of focusing on attributes per se, worth 

assessment examines the distribution or scope of possible outcomes for 

each alternative (37, 38, 39, 40, 41, 42). The multidimensional nature 

of the decision problem stems from the multiple real world events w~ich 

can affect the level of an alternative's performance, or outcome, rather 

than the alternative's multiple attributes. Thus, the outcome for an 

*A fuller discussion of cost/benefit and cost/effectiven'~~s measures is 
provided elsewhere in the CPTED Program Manual. 
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alternative may change radically with the r9te of criminal adaptation 

(e.g., in tactics, target, time, place, etc.), unemployment levels, the 

introduction of new patrol policy, drug abuse levels, etc., which ensue 

after program implementation. The essential feature of the utility 

approach is that it captures the probabilistic aspect of these so-called 

states of nature, and explicitly recognizes that the worth or utility of 

an outcome need not relate linearly to the level of the outcome (43). 

In analogy to tlLe attribute-oriented schema of Figure 6, Figure 16 

shows the informational requirements for the utility approach. As 

before, the A. represent the candidate alternatives, and the decision. 
J . 

problem is to identify and implement the one which is best in some sense. 

The si represent various states of nature~ i.e., descriptive statements 

about real world events or conditions which may prevail. Important 

events which may impinge on the effectiveness of an alternative may 

include, for example, criminal adaptation rate (fast, or less than one 

year; slow, or at least one year), unemployment level (under 5 percent, 

5-8 percent, over 8 percent), institution (or not) of a new patrol 

policy (e.g., one-man patrol cars, 50 percent plainclothes patrol, etc.). 

Thus, if these were the only states of nature of major importance in 

regard to an alternative's outcome, there would then be 2x3x2 or 12 

mutually exclusive and exhaustive states si to be considered, along with 

subjective assessments of each of their probabilities or likelihoods Pi' 

Figure 17 illustrates how these states and their associated 

probabilities can be derived from a list of the random variables and 
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STATES PROBABILITIES ALTERNATIVES - . 
OF NATURE 

'i Pi ~ A2 Aj ... 
'1 P1 ~l ~2 ~j ... 
s2 P2 un u22 

u2j ... 

EXPECTEI) UTILITY U j ... 
H 

U
j 

.. Expected Utility of jth Alte1:Il&tive" Z Pi uij . i~l 
91 ~ itb State of NatuTe. i=1.2 ••••• H 

• j .. l,2, ••• ,N 

Pi ~ Probability that si Occu~s 

Aj ~ jth Alternative. j=1,2 ••••• N 

uii= Utility CWo~th) of jth Alternative in State 9 1 

Figure 16. Utility Assessment Schema: 
Utility Matrix 
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........ --.--~- ... ----

RANDOM VARIABLE OUTCOMES/EVENTS PROBABILITIES 

Criminal Adaptation Level El I Fast « 1 yr.) P(El ) = .25 

E2 I Slow (~ 1 yr.) f(E2) = .,.:: 
~ f d 

Un~"ployment Level E3 I High (>8%) P(E3) = .1 

E4 I Medium (5%-8%) P(E4) = .7 

.J::> Es I Low «5%) peES) = .2 , I 
~ 
~ 

Adoption of New Patrol Policy E6 I Yes P(E6) = .4 

E7 : No P(E7) = .6 

Figure 17. I llustrBLti ve Decision Problem: Utili tf Assessment -- I 



their uncertain outcomes. The only constraint in estiwiting or 

attaching probabilities to the levels of each random vaJ=iable is that 

each probability be a number from 0 to 1 and that the probabilities 

sum to lover all levels of a particular random variable. Figure 18 

illustrates the computation of the final joint probabilities 

corresponding to each state si (a mutually exclusive and exhaustive 

set of outcomes for the random variables) undei:' the assumption that all 

the events are independent and that all the Pi are to be derived from 

subjective probabilities estimated for all the simple events such as 

fast adaptation, slow adaptation, etc. Of course, the p. can be 
~ 

assigned subjective probabilities directly, as long as the decisionmaker 

obeys the same rules regarding th~ limits and sum of the Pi as for the 

more elementary events. Because of the large number of constellations 

of conditions making up the set of si' it is much easier to assign the 

subjective probabilities at the level of the individual random 

variables themselves and then derive the Pi for the states, as we have 

done in Figure 18 (this is especially easy when the events are 

statistically independent, as we have assumed). 

The next step in the procedure involves using implicitly or 

explicitly the design criteria or attributes to estimate the overall 

level of effectiveness (not necessarily numerical) of each alternative 

for each state of nature. That is, we consider the effect of each 

possible real world event, should it occur, on the alternative as a 

whole. Assuming a utility function has been constructed which maps 
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ELEMENTARY EVENTS &. PROBABILITIES 

* E1 Statistically Independent 

* STATES OF NATURE &. PROBABILITIES 

E~E6 
3 -=--

~ -:;---- E7 

s1 Pi 
51 Pl ".01 

92 P2 ... 015 

53 P3 #.01 

s4 P4 ",.105 

5 S Ps .... 02 

56 P6 =.03 

97 P7 =.03 

sa Pa. "'.045 

59 P9 "'.21 

510 P1O",··:ns 

5 U PU"'·06 

5 U PU "'·09 

l:Pi""l 

Figure 18. illustrative CPTED Dec.ision Problem: 
Utility Assessment -- II 
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these quantitative or qualitative outcomes into a numerical (interval 

level) utility or worth score, we can then assign a set of utilities 

uij to an alternative Aj operating under each assumed state of nature 

* s .. 
J 

The final step involves a unidimensional scaling of the alterna-

tives. A common measure used to accomplish this is to compute the 

expected utility corresponding to each alternative; i.e., to calculate 

the average worth associated with each alternative considering all the 

real world continge];1.cies and their likelihoods. Figure.l9illustrates 

these computations. As we see, this culminates in the choice of 

alternative 4, since it yields the highest expected utility. 

As we have just seen, the utility approach requires multi-

dimensional information different from the other methods. This stems 

from treating the decision problem according to a different perspective; 

i.e., viewing impacts of alternatives as being depeudent OIl uncertain 

real world contingencies with known l:i.kelihoods. Thus, the chief virtue 

of the method is its ability to explicitly account for and to directly 

cope with uncertainty in states of nature when the performance levels 

of the a.lternatives a're otherwise reasonably certain and not too 

difficuJt to obtain. Toward this end, the decisionmaker must identify 

the states of nature, t~stimate their likelihoods, and derive a utility 

.* A number of systematic pro~edures are available for constructing 
utility functions (usually an S-shaped curve starting from the origin). 
Since the details and mathematical underpinnings are beyond the scope 
of this presentation, a rich set of referejces has been provided (44, 
45}. 
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I ", 
'/ 

I 
I STATE OF PROBABILITY ALTERNATIVES & UTILITIES 

NATURE 5. p. A1 A? A3 A4 J. J. .. , 

'I 
51 .01 50 30 40 60 

I 5Z .015 40 50 60 40 

I ~3 .07 60 70 70 90 

54 .105 30 45 65 70 

I 55 .02 90 60 70 85 

I 56 .03 55 55 75 65 

I 57 .03 70 60 80 ' 90 

sa .045 30 55 65 a5 

I 59 .21 80 75 90 95 

I s10 .315 45 90 65 90 

I sll .06 65 70 a5 80 

512 
"".09 75 45 95 25 

I 
I EXPECTED UTILITY U. 

:l 
56.98 70.15 75.02 80.38 

I 
u. = t p. u .. U1 U2 U3 U

4 J i '1.. l.J 

I Figure 19. Illustrative CPTED Decision Problem: 

I 
Utility Assessment -- III (c 

I 
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function (or functions) which maps the performance levels of alt~rna­

tives oper.ating under these states into degrees of utility or worth on 

an interval scale. Eliciting such probabilities and utility functions 

from decisionmakers is not an easy exercise. When the performance 

levels themselves are dependent on many factors or attributes, the 

method provides the decisionmaker with no direct assistance in dealing 

<vith this multidimensional form of comple~ity since the method itself 

is not attribute-oriented. The decisionmaker is left to his own 

devices in sorting out this informat~on. Thus, the major contrast 

between the utility approach and the attribute-oriented methods is 

that utiltty puts applications context or contingencies in the fore­

ground and program features or attributes in the background, while 

attribute schemes do just the opposite. 

4.3.3 Intermediat~ Dime~sionality 

As we have seen, dominance and satisficing treat a decision 

problem in its full dimensionality while the other schemes presented 

thus far attempt by various means to compress the basically multi­

attributive nature of the~ decision problem into one dimension, the 

final composite measure of an alternative's performance. Between these 

two extremes lies the possibility for methodologies which represent an 

alternative's performance in a number of dimensions, k, greater than 1 

and less than M, the original numb~r of relevent attributes. One might 

consider, for example, a scheme which retained and treated separately 

the first three most salient attributes, ignoring the remaining M-3. 
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The dimensionality, k, of such an approach would therefore be 3. In 

general, any such procedure would have to address two sub-tasks: (1) 

Selection of the k dimensions or attributes to be considered and (2) 

determination of the best alternative based on these k dimensions. 

4.3.1.1 Nonmetric ~1ult;Ldimensional Scaling 

MultL.dmensional, norunetri(.~ saaZing is an approach to intermed:i;ate­

dimensionality decisionmaking in the. sp-nse just described. While there 

are several variants of the method, we shall describe a particular 

scheme which displays most of the features of the other multidimensional 

scaling methods (46, 47, 48, 49). The basic theme in all of them is to 

derive the dimensionality of a set of complex alternative~, locate each 
" 

alternative in that space, and compare each alternative to an ideal 

alternative lCl'~ated in the same space.. If there is an alternative 

which is closest to the ideal on all dimensions, then it is selected 

as best. Since such simultaneity rarely occurs, the decisionmaker 

employs a composite measure whi~t ~eflects the distance of each 

alternative from the ideal and then selects the one which is closest to 

the ideal according to the measure. As we shall see, while the level 

of. measurement and computation necessary to accomplish this is 

relatively modest, the total number of inputs that the deci~i~~~~~! 

must supply can become unwieldy. The procedure which we shall examine 

takes nonmetric input information (i.e., ordinal preference for pairs 

of alternatives over. all distinct pairs) and yields metric results 

(i.e., interval or ratio-sca~ed information on the proximities of a set 
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of proposed alternatives to an ideal). 

In order to deduce the k key dimensions underlying a set of 

alternatives, the procedure begins by having the decisionmaker or a 

panel of experts prepare a list of the principal attributes used in 

the decision problem and to indicate a range of values or to simply 

specify typical high, average, and low values for each attribute. 

From such lists, M attributes are selected on the basis of their highest 

frequency of mention as well as their relative independence. Although 

the final list must not omit any attribute considered crucial to the 

decision problem, there a.-re no other assumptions regarding the relative 

importance or actual interdependence of the M attributes on the list. 

From the enumeration of attributes ,and values, the procedure goes 

on to fabricate a set of simulated or fictitious alternatives by 

systematically varying each attribute through all its values (e.g., 

generating 3M fictitious alternatives if each attribute is scored at 

typical low, average, and high levels only). Next, the decisionmaker 

is asked to judge the similarities of all distinct pairs of alternatives 

which can be drawn from the fabricated set (1. e., the N(N-l) /2- pai;"'s 

Al A2 , AlA3,···,Al~; A2A3 , A2A4,···,A2~; ""~-l~ wherein no 

alternative is paired with itself, nor is any pair such as AlA2 

considered different from A
2
A

l
). The decisionmaker must ther.efore rank 

from highest to lowest similarity all such pairs, asking himself 

whether Al~ is more alike than A1A3 an.d so on. To reduce ordering 

biases, the pairs themselves are presented randomly to the decision-
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maker. To assist in ranking the typically large number of distinct pairs, 

the random pairs may be first assigned by the decisionmaker or panel to 

say one of eight different clusters, the first gbOUP containing pairs 

judged most similar, the second group, next most similar, etc. The 

final pass at ranking then involves ranking pairs within each cluster. 

As appropriate, some shifting of pairs between ciusters is made so that 

the last pair in the first cluster is in fact judged morle similar than 

the first: pair il:':) the second cluster, and so on. If a panel rather 

than a single judge is used 7 their judgements can be combined by 

averaging the ranks ascribed to each alternative pair. The degree of 

the judges' consistency in rankings can also be assessed using an 

appropriate correlational measure such as the Kendall coefficient of 

concordance. 

The result of these initial steps is a measure of ranking of the 

perceived similarity of each fictitious alternative with respect to all 

others, a total of N(N-I)/Z rankiugs for N such alternatives. In effect, 

as in the earlier attribute-oriented schemes, we can picture each 

alternative as a point in an M-dimensional attribute space 1 with one 

coordinate axis for each attribute, and with one point on an axis for 

each level of that attribute. The more similar any two alternatives 

are, the closer they will lie in this space. In terms of the similarity 

rankings obtained for the N alternatives, it can be shown that the set 

of N(N-l)/2 rankings for any N alternatives can always be preserved in 

terms of the inverse interpoint distances in a space of N-I dim~nsions. 
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That is, using N-I coordinate axes, a configuration of interpoint 

distances for all alternative pairs can be found which correlates 

perfectly with the similarity rankings (i.e., the closer in similarity 

of two alternatives, the more proximal~ the l~cations of the alternative 

pair in space, with all such spacings being consistent with all the 

rankings). If the dimensionality N-l of this space is sequentially 

reduced in unit steps to some value k less than N-I, then departures 

will occur from such a perfect fit between the similarity rankings and 

the corresponding interpoint distances. Using a goodness-oi-fit or 

stress measure, we can construct such new spaces with fewer dimensions, 

the aim of mu~tidimensiona~ sca~ing~ and measure their goodness-af-fit 

with respect to the original rankings (50). A stress of 0 indicates a 

perfect fit, while .05 is considered an excellent fit, and I corresponds 

to a complete mismatch. To the extent that the stress measure far these 

new configurations is not too high (e.g., above .10), we have then 

determined a less complE~x underlying set of dimensions which reflect 

the perceived similarities of the alternatives. As often happens, 

however, the coordinate axes corresponding to these lower dimensionality 

representations are not identical to the original M attributes and 

usually require familiarity with the problem or expert judgement to 

interpret their meanings. 

The aforementioned steps answer the question of how many 

dimensions effectively underlie a decisionmaker's perceptions about the 

similarity of a set of complex alternatives. If this spatial 
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representation adequately characterizes each alternative, then it can 

also be employed to identify which of N real proposed alternatives the 

decisionmaker most prefers. This final question is resolved in three 

steps. The first entails locating each of the N candidate alternatives 

in the previously derived space of k dimensiom·\. Next, an idea~ 

alternative is postulated a,nd also located in this space; Le., one 

whose attributes are all at the most des:lrable levels. ThE'! fi.nal step 

involves finding the distance, according to some acceptable metric, 

between the lucation of this ideal alternative in k-space and each of 

the N real candidate alternatives. This distance measure might be 

based on th~ so-called city-block metric (the sum of absolute displace­

ments between candidate and ideal on each attribute), the Euclidean 

metric (the square root of the sum of squares of differences between 

candidate and ideal on each attribute), or some other such distance 

measure (e.g., other special cases of the so-called Minkowski p-metric) 

(50). Once chose~, the distance metric is computed for all N 

alternatives. The decision problem is then finally resolved by 

selecting the alternative which is closest to the ideal according to 

the distance measure used. 

While it is beYQnd the scope of this presentation to describe the 

mathematical details or computer routines involved in finding the k 

dimensional configurations and their stresses, we.can illustrate the 

basic idea anrl, show how a distance measure can be applied to solve a 

complex;ecision situation. Figure 20 depicts the possible outcome for 
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Multidimensional Scaling I 

I 
I, 

4-52 

I 
<,:: 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

the aforementioned multidimensional scaling procedure. As in the 

earlier examples, we again assume that four hypothetical alternatives 

have been proposed. Since we can portray at most three dimensions, 

we als~ assume that the multidimensional scaling resulted in k=3 as the 

minimum nunilier of relevant dimensions with reasonably good stress level 

(below .10). As Figure 20 indicates, the first two coordinate axes have 

been interpreted to correspond to security-effectiveness and cost, both 

original attributes that have not been transformed in any way by the 

multidimensional scaling. From the constellation of alternatives, it 

is inferred that the third axis appears to measure an alternative's 

durability, presumably a composite attribute reflecting what we earlier 

called implementability, compatibility, and operability. Having located 

an ideJal alternative, AI' as shown in Figure 20, we can now calculate 

the four distances between it and each of the proposed alternatives. 

Using a city block metric, we conclude that alternative A3 is closest 

to ideal. 

closest. 

Under the Euclidean metric, however, we conclude that A2 is 

Clearly, had we chosen to use the original M attributes or 

some subset of them, we could have employed the same distance measure 

to find the best alternative relative to an ideal without gOing through 

the initial steps of the multidimensional scaling prodecure; however, we 

would not have determined the possibly smaller set of attributes on 

* which the decisionmaker's perception of best was founded. 

* This approach would then be equivalent to the nonlinear performance 
index scheme described earlier. 
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While illustrating the essential steps and concepts involved in 

the multidimensional scaling approach, this simple example glosses over 

several practical and conceptual difficulties. First, there ~s the 

need to identify a mea).1ingfu1 set of attributes and levels out of which 

to compose a simulated set of alternatives. These must be comprehensive 

or representative of the possibilities without becoming so unwieldy as 

to require a laborious number of paired comparisons. Second, in order 

to distill the underlying dimensionality of the decision problem, the 

decisionmaker must judge the similarity of N(N-1)/2 pairs drawn from 

the set of N simulated alternatives, a number of comparisons which grows 

exponentially (e.g., if N is only 15, there are 105 similarity judge­

ments to be made). N itself can grow quickly. If, for example, there 

are t.hought to be M attributes with, say, only five levels each, then 

N = 5M. If M were only 5, as in our earlier examples, this would 

result in 25 (25 •. 1) /2 or 300 paired comparisons. 

Apart from the gross mag';litude of such an effort, the fact that 

the decisionmaker must rank th(~ pairs for similarity calls for 

considerable discriminatory power and consistency in terms of the set of 

attribut:es he is really applying. We still know re1<;ltively little about 

the way individuals combine differences in pairs of objects over several 

dimensions so as t.o render overall similarity judgements. M1oreover 

their models for doing so may change as the stimuli become more complex 

or greater in number (e.g., some dimensions may eventually b~ ignored 

as conflicting \~~riteria arise or tedium sets in). There is also the 
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assumption that the utility of an object or its preference is 

inversely proport:i.:mal to its distance from an ideal and that the 

components that make up the di.stance metric can be simply added. The 

validity of averaging the rankings perceived by a set of judges may 

also be called into question. The distance measures discussed clearly 

imply that the underlying dimensio.ns for the combined or average judge 

are independent or noninteractive. On the positive side, the procedur,e 

does allow the attribute information to be qualitative, rather than 

numeric, and it need not be comFarably scaled across attributes as in 

most of the other unidmensional techniques. This is because the 

multidimensional scaling itself ~ields comparable, numeric scales on 

each of the k fj.nal dimensions. The. computation involved, however, is 

usually not amenable to hand calculation as in the other approaches. 

Moreover, as in multiple factor analysis, these final k dimensions do 

not necessarily correspond to the M attributes originally used to 

construct the simulated alternatives. As illustrated, they may not 

therefore admit of easy interpretation or have any direct intuitive 

appeal. 

4.4 Treatment of Uncertainty 

In the preceding illustrations of the decision algori.thms, we have 

assumed that each alternative was given a single attribute score on each 

attribute. As elaborated in the introduction to this section, the 

deci,sionmaker or experts who assign such scores are usually uncDrtain 

as to exact values. There are a number of ways to reflect this 
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uncertainty in the attribute ratings. Depending on the approach 

adopted, some modifications may be necessary in applying the preceding 

decision schemes. As we shall discover, although the methods 

themselves do not change in any fundamental way, two problems emerge. 

First, the amount of computation involved, usually in the number of 

comparisons to be made, may increase. Second, and more importantly, 

the likelihood of being left with only one alternative at the 

conclusion of the modified procedures increases significantly. 

Perhaps the simplest way of factoring in uncertainty in the 

attribute score$ without changing the procedures at all is to let the 

actual score be some representative or centraZ vaZue in the underlying 

distd.bution. That is, the se.ore actually assigned may be a measure of 

centrality such as the mode (most likely value), the median (the value 

which balances the series of possible values in the sense that the 

probability of an actual score being below the median is 1/2), or the 

mean (a balance point in the sense that the sum of squares of deviations 

in scoresl above the mean equals the sum of squared deviations below). 

Other so-called point estimates are also possible of course. Another 

possibility is to use an interval estimate, or range of scores, for 

each of the ratings (52}. That is, we could state for each alternative 

and attribute a minimum and maximum score. Preferably, some 

probability statement would accompany these lower and apper bounds, 

thereby providing a confidence intervaZ estimate for the attribute. 

Similarly, we could state a so-called 10-90 percentile range, such that 
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scores falling below or above this range are each only 10 percent likely 

(53). Another common choice is the interqu~rti1e range. Here the 

bottom 'of the range is that value below which 25 percent of the scores 

would be expected to fallon the average, and the top range is that 

value such that there is a 25 percent chan~e of its being exceeded. 

Many other confidence interval estimates can be constructed along 

similar lines. 
... 

The dominance procedure is amenable to such range specifications. 

The extension is straightforward and ~~y be carried out in several ways. 

In a stronger formulation of dominance, we could consider an alternative 

dominated if its upper range estimate on all attributes is exceeded by 

the lower range estimate for the corresponding attributes of some other 

alternative. A weaker form of dominance would entail pairwise compari­

sons of the corresponding maximum and minimum range values for each 

alternative. An alternative would be dominated if its extreme range 

scores were never better, but actually worse for at least one 

attribute vis-a-vis those of another a1ternative~ again considering 

respective attribute pairs and all attributes. Clearly, the result of 

using range estimates would tend to exacerbate the problem of the 

t;iominance procedure..' s not Droviding a unique alternative at, its 

conclusion. 

The satisficing approach is also readily adapcab.1e to range 

estimates. Here, we could consider an alternative unsatisfactory if 

one or more of its upper range attribute ratings were lower than 
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a prescribed threshold. While other definitions of satisficing are 

possible, the problem in using a criterion like this one is that, again, 

too many alternatives may remain at the conclusion of the procedure. 

This is because a best or optimistic (upper range) score is being 

employed to pass each attribute test, rather than a single most likely 

~r some other typical attribute value. 

The modification of the maximin and maximax procedures, while also 

straightforward, leads to somewhat more computational effort due to the 

larger number of necessary comparisons. Since each attribute is now 

given two extremal values, a new dimension is added to both the maximin 

and maximax approaches which results in several optional schemes for 

carrying them out. A conservative approach, for example, could entail 

using the lower or minimum range estimate for each attribute. This 

results in a maximinimin in the following sense. As in the ordinary 

maximin, we characterize or surr®arize each alternative by its miniruum 

attribute score and then select the alternative which has the largest 

of these. In so dOing, there is the extra step now of first minimizing 

across attribute scores for each attribute (i.e., assigning the lowest 

range estimate) and then minimizing across attributes within each 

alternative as before. In analogy to this, we could also develop a 

maximinimax~ a maximaximin~ or a maximaximax procedure. Clearly, just 

as the aforementioned maximinimin is much more pessimistic or 

conservative than the ordinary maximin, the maximaximax would be ,much 

more optimistic than the regular maximax. 
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The modification for the lexicographical scheme follows closely 

that for dominance. As before, after identifying the most salient 

attribute, we now simply reject any alternative whose upper attribute 

rating is exceeded by the lower range score for some other alternative. 

For this reduced set of alternatives, we repeat this procedure for the 

next most important attribute, and so on, until only one alternative is 

left or the last attribute has been considered. Here too, the use of 

extremal values rather than most likely values or other repres2ntative 

scores will probably lead us to examine more attributes in rank order 

than before and also heightens the chance of a non-unique alternative 

being left at the procedure's conclusion. 

The conjoint and nonlinear index methods that we have described 

are not as amendable to handling uncertainty as the above techniques 

unless the scores used are simple point estimates (e.g., most likely 

values). The reason for this is the computational effort involved on 

the one hand, and the profusion of indices which result on the other. 

That is, if each of M attributes is considered at each of its two 

extremal values, we would obtain 2M overall index scores instead of one 

for each alternative. Moreover, if the weights themselves are uncertain, 

as will likely be the case, then they would also be assigned range 

estimates. Thus, the total number of performance indices for all N 

alternatives would jump to Nx2Mx2M or N22M (e.g., for N=4 and M=5, as 

in our modest illustrations, we would have 4096 indices, or 1024 for 

each alternative). Apart from the need to generate all these, a 
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process which could be expedited by a computer, we are still left with 

de·ciding which of the 22M index scores should represent each alternative. 

This underscores the virtues of the simpler decision schemes when 

uncertainty in attribute ratings is a feature of the decision context. 

While the utility approach is designed to cope directly with 

uncertainty and need not be addressed further here, it should be 

recalled that the uncertainty is with respect to a set of contextual or 

real world contingencies and not directly in terms of the alternative's 

attributes. We shall also not consider further the multidimensional 

scaling approach as it too becomes extremely cumbersome when uncertainty 

is introduced. 

4.5 Aggregation of Group Judgements 

As we have seen, application of the preceding methodologies is not 

a purely mechanistic affair, nor is it likely to ever become so. It 

calls for considerable informed, responsible judgement with respect to 

identification of attributes, their operationalization, their ranking 

and scoring, the expression of uncertainty, explication of assumptions 

and limitations ~ .and the corresponding selection of an appropriate 

decision aid. Failing such a careful, systematic approach to the 

choice and execution of a particular methodology, the results deserve 

a vote of no confidence. This is to be distinquished, however, from a 

healthy skepticism which stems from challenges of either the 

assumptions which have been made explicit, or the rationales which 

have been provided for the ratings and uncertainties ascribed to the 
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alternatives' attributes. 

While beyond the scope of the present treatment, the decisionmaker 

is advised that the formidable task of identifying superior alternatives 

in contexts as complex as social programming need not be a lonely one, 

nor is he bereft of complementary methodologies such as the Delphi method 

for eliciting and refining the judgments of assisting experts (54, 55). 

Toward this end, numerous references have been provided which probe more 

deeply the decision aids which we have presented. 
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5. Case Study 

This section presents a case study to draw'together the concepts 

and methodologies described earlier. The material stems from research 

done during 1970-71 ufider the auspices of the Mayor's Criminal Justice 

Coordinating Council of New York City (57). The research objective was 

to examine techniques for improving security in New York City Housing 

Authority buildings and to select one for implementation. The research 

phase involved several subtasks. First, crime patterns in the housing 

projects were analyzed from official police reports to determine the 

major threats to residential security. Next, a theoretical analysis was 

undertaken to develop criteria for judging the effectiveness and 

operational suitability of arbitrary security systems. This served as 

a basis for grading the effectiveness of 15 security alternatives that 

were synthesized from knowledge gained on criminality, security 

technology, and characteristics of the protected environment. These 

performance scores were finally coupled with cost estimates to 

ascertain the most cost-effective candidates for possible imple~entation. 

The following sections summarize the procedures used and the principal 

results. 

5.1 Synthesized Security Alternatives 

Analysis of the crime in public housing revealed that robbery, and 

especially robbery in elevators, ought to be the primary concern of a 

security improvement program. Because of the large incidence of 

burglaries, committed primarily by unskilled burglars, and because of 
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the stro,ng possibility that this crime could be reduced via tenant 

education and new, low-cost building hardware, burglary becam.e the 

secondary focus of the study. 

The set of security alternatives considered were broadly character­

ized by whether they primarily entailed tenant cooperation, physical 

security devices, or police/guard manpower. Because of their 

potentially long-term nature, or because of the difficulty in judging 

their effects, some potentially worthwhile measures in these three 

categories were not considered (a constraint imposed on the research 

team was to design alternatives that could be implemented withil~ one 

year and which could provide significant performance information in a 

one-year trial). Concentration was on approaches which could reduce 

the opportunity and rewards for criminal activity, rather than on 

schemes which basically affected the desire or need to perpetrate crime 

or to be victimized. 

The array of alternatives that were designed is summarized in 

Figure 21. The categories of alternatives were graduated in effective­

ness and cost from a simple bell-buzzer/telephone intercom system, 

which offered little anticipated improvement over the existing security 

measures in the housing projects, to programs involving controlled 

building access, extended surveillance and monitoring of public areas, 

and increased police manning. The lowest cost options were of interest 

in that tenants expressed willingness to incur rent increases in 

support of construction and maintenance of such systems. The highest 
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. * SECURITY ALTERNATIVES AND ESTIMATED AVERAGE COST 

I II III IV V 
INTERCOH HAPD CATEGORY I PLUS CATEGORY I CATEGORY I 

LOCKED LOBBY PROJECT REHOTE GUARD PLUS .PERSONAL PLUS LOBBY 
APARTMENT LOCKS PATROLMAN SURVEILLANCE & APT. ALARMS GUARDS/POLICE 

~ Intercom • Locked A7 Add 1 HAPD A8 Intercom, Exit t\l A3 Plu. Per.onal t\2 A But with 
Lobby Officer per Alarm, Apt. Door Transmitter., 9 Guard in Lobby 

$2.65 Project Armor, Full-time ilurallllr Alarms, One Shift 
Full-time 'r.v. Lobby Computer $12.58 

A 
$5.44 Surveillance by Honitorina 

Phone Call-up & Remote Guard Service 
A 2 Locked Lobby $6.20 $9.08 A12 ~ith Full-timft 

$2.85 13 Lobby Guard, 
Lea. Apt. Alarma 

A A2 Plu. Exit Alarm Ag AS Plue Apart- $25.49 
3 & Apt. DOOf Armor ment Alarma to 
$3.08 Guard Station 

A Apt. Alarm. $7.06 Al3 flu. 
14 

~ A) Plu. Deadbolt $26.35 
Chain lock A A9 Plu. Gla •• 

$3.29 10 Guard Booth 
A But with Full-$7.08 
15 

All 
time HAP in Lobby, 

A Le •• Apt. Alarm. 
A3 Plu. Hi8hly $57.39 5 aaalatant 

Vertical 
Daadbolt Lock 

,and Cylindar 
$3.34 

~ A2 Plu. Alarm 
Lock . 

$3.94 

• Dollar. per apartment per month. 

Figure 21. Description of Security Alternatives 



cost options were interesting as theoretical benchmarks of security 

effectiveness, rather than as economically viable alternatives for 

security improvement (neither the tenants, whose average rent was then 

$70 per month~ nor the Housing Authority could reasonably be expected 

to budget for such systems). 

5.2 Security Program Effectiveness Ratings 

In order to synthesize and judge the feasibility and merits of the 

specific plans for security improvement within the three mentioned 

categories, the study team closely collaborated with many experts, 

tenant groups, and agencies. Despite the heavy interaction with these 

groups and an extensive survey of the security literature, only a 

partial, qualitative characterization was possible of the threats, 

constraints, protective domain, and security alternatives (see also 

Section 3.4, Figure 2). In the absence of good predictors of security 

system ef.l~ectiveness, as well as the quantitative inputs for such 

models, it was necessary to develop a heuristic decision scheme to 

obtain relative performance ratings for the 15 alternatives in Figure 21. 

The following rating scheme (see also Sections 4.3.2.4 and 4.3.2.5) 

allowed the research team and a group of experts knowledgeable about 

security systems and the applications context to organize objective and 

subjective information into a ranking scheme for the security 

alternatives. The general schema is given in Figure 22. Before 

describing the specific application and results for the 15 alternatives, 

as summarized in Figure 23, the scheme will be elaborated. 
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PERFORMANCE RATING SCHEME FOR SECURITY ALTERNATIVES 

Crime Rating Desired Security Rating Security Alternatives and Ratings 
Types Percent Characteristics Percent Al A2 A p 

C1 <:1 FU £11 r Ul r llZ rup 

F12 f 12 r 12l f 1ZZ r 1Zp 

: 

F1M elM r lMll rlM 2 r 1M P 1 1 1 1 

C% c% F21 £Zl r
Zll 

rZl2 fZ1P 

F22 £22 f221 f221 r Z2P 

FZM (2M r ZMZ1 
r ZMZ2 

r 
Z 2 

2MZP 

eN ,c
N FN1 (N1 rNll r~12 rNlP 

FNZ fN2 rNZ1 rN%% fNZP · . . · · 
F~ f~ r~1 r~2 fNM:l 

Figure 22. Performance Rating Scheme for Security Alternatives 
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ESTIMATED PERFORMANCE RATINGS FOR SECURITY ALTERNATIVES 

CrI ... latin. D .. ho~ 5oeurlt~ latin. Steurit~ Altornatlv .. 
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til 
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Figure 23. Estimated Performance Ratings for Security Alternatives 
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The effectiveness ranking scheme itself is a linear performance 

index (see also conjoint analysis technique of Section 4.3.2.4) which 

comprises four steps: 

(1) Description of the Threat/Security Domain 

First, a list of the threats or crime categories which are to be 

treated is specified. Associated with each crime type C
i 

is a rating 

c. which ref1e~ts the relative importance of crime C. with respect to 
~ ~ 

the total N crime types considered. As an illustration, C1 might be 

burglary; C2 ' elevator robbery; C3' hallway robbery, etc. If these 

three crime types were the only ones to be considered, N would equal 3. 

The c. themselves might reflect the Se11in-Wo1fgap,g Serious Index (see 
~ 

also Section 4.2, Figure 8), or some subjective assignment. 

might be 50 percent for burglary; c2=40 percent for elevator robbery; 

c3= 10 percent for hallway robbery. In general, the value given to the 

c
i 

will be its~~~~~ntage total importance so that the sum of the ci is 
,~ • ____ ~_ . ______ , ..... --.A--. ~_."" 

I 
I 
I 
I 
I 
I 
I 
I 

always 100; i.e., 

N 
t ci = c1 + c2 + ... + ~ = 100 

i=l 
N= No. of crime categories 

Clearly, the values assigned to the c. will depend on both available 
~ 

crime statistics for all N crime types (i.e., objective factors), as 

well as judgements about the magnitude of disbenefit incurred by each 

and all N crime types. 

(2) Threat-Vulnerability Analysis 

Next, an examination of the vu1n4~rabi1ities in the existing 
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(baseline) security system is made, employing the security criteria 

described in Section 3.4 and Figure 3. From these vulnerabilities, an 

enumeration of desirable security features (system or program attri­

butes), F .. , is made for each crime type C .• For the ith crime type, 
~ J. 

the total number of desired security characteristics is denoted by M .• 
. J. 

For example, for i=l, burglary, Fll might be ability to prevent 

ingress; F
12

, enhanced lighting and crime visibility, etc.; for 1=2, 

elevator robbery, F 21 might be building i,ngress limitation; F 22' 

increased elevator cab visibility, etc. As in step (1), a relative 

importance rating or weight f .. is applied to each feature F ..• Thus, 
J.] J.] 

f .. is the percentage impact which factor F .. in the security 
J.] J.] 

alternative contributes to the total resistance to crime type C.. For 
J. 

any particular crime category, the M. weightings f .. will always sum to 
J. J.] 

100; i.e., 

M. 
1. 

r: 
j=l 

f .. 
J.] 

(3) Effectiveness Analysis 

100 For each i =1,2, ••• ,N 

Third, each considered security alternative or proposed crime 

program is listed and denoted by ~, where k is an index running from 1 

to P, the total number of candidate programs. Figure 21 illustrates 

this notation. In analogy to the preceeding steps, each of these P 

alternatives is assigned a performance rating or score, r. 'k' which 
J.] 

indicates on some arbitrary scale the estimated efficacy of the kth 
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proposed alternative ~ in providing the jth security feature 

(countermeasure) relative to the ith crime type C .• The numbers given 
~ 

to the r" k can be drawn from an arbitrary scale of, say, -R to R, the 
~J 

negative numbers reflecting the possibility that a sec~rity measure that 

*. is productive in one crime context may be counterproductive in another. 

Other aspects of the scaling and the aggregation of group judgments 

regarding the ratings r ijk are discussed in Sections 4.3.2.4, 4.4, and 

4.5. The security criteria presented in Section 3.4 (see also Figure 

3) can provide useful guidelines for making the numerical assignments, 

especially when coupled with data on benefits and effectiveness drawn 

from experiences with similar crimes, security systems, and environ-

mental contexts. 

(4) Performance Ratings 

Using the preceeding definitions, se:v:eral individual and composite 

performance scores can be computed for each security alternative once 

the numerical assignments have been completed. Thus, the performance 

subtotal for the kth security alternative ~ operating against the ith 

crime type Ci can be calculated as Tik' where 

M. 
1-

;; c. l:: r i · kf . j = 
1. • 1 J 1. 

J= 

th 
A1so~ the total security performance score of the k alternative ~ 

* Thus, if the value for R were chosen as 10, the scale would go from +10 
to -10, with 10 indicating excellent; 6 good; 3 fair; 0 no change over 
baseline system; -3 detrimental; -6 more harmful; and -10, most damaging, 
for eXani~le. 
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operating against all N crime types Ci can be computed as Tk from the 

above subtotals as: 

The division by 100R provides a normalized score for Tk ; i.e., each 

alternative's grand score falls in the interval (-100,100), independent 

of scale choice R. 

Before combining the subtotals Tik to form the grand totals Tk for 

each alternative, minimum acceptable performance levels should be set 

on the r .. k ratings for each security criterion F ..• Any alternative 
~ ~ 

which does not meet these thresholds should be discarded from further 

consideration or redesigned accordingly. As elaborated in Section 

4.3.2.4, the consolidation of individual, disparate scores Tik into one 

overall measure may be misleading and mask the inevitably difficult 

trade-offs that must accompany the final selection of alternatives. 

5.3 Composite Cost-Effectiveness Scores 

The results of the cost and effectiveness analyses are summarized . 

in Figures 21 and 23. The specific values for the performance sub-

totals and grand totals for the 15 security alternatives considered in 

the study are arrayed in Figure 23. ~q noted, these results reflect 

the average opinions and extant operational data derived from the 

agencies and security authorities who p,articipated in the evaluative 

phase of the study. The decision aid just described provided the 
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vehicle for blending these authoritative opinions, experiential 

judgements, and other subjective inputs with factual information 

derived from the growing body of knowledge on threat characteristics, 

causative factors, and the efficacy and CO&t associated ~ith past 

efforts in crime control. The results of the preceeding rating 

exercise are of course limited by tbe extent and correctness of this 

knowledge. Toward improving such estimates, the ratings could be 

refined by a more carefully organized polling of authorities. 

Techniques such as the Delphi method for achieving this and attempting 

to derive a performance concensus are referred to in Section 4.5. 

When the effectiveness scores Tk are combined with the cost estimates 

given earlier, ratios of effectiveness to cost can be calculated, in 

effect constructing a final nonlinear performance index (see also 

Section 4.3.2.5) by which to judge the security alternatives. Figure 

24 shows the results of these effectiveness-to-cost computations in 

which the joint average effectiveness ratings for both burglary and 

robbery are represented (i.e.~ taken from Figure 23) and in which cost 

is expressed in dollars per apartment per month (from Figure 21). As 

indicated, the performance-to-cost ratios range from about 0 to 8, 

whereas the security system cost and effectiveness estimates 

individually vary by more than 10:1. Once a cost constraint is imposed 

(i.e., maximum dollar amount per apartment per month), the best 

security alternative can be easily identififiid from the figure. The 

line or envelope drawn in Figure 24 through the alternatives with the 
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highest effectiveness at a given cost level can also be used to show 

which program alternatives are dominant. Any superior alternatives 

which are tied, or nearly so, can be subjected to more penetrating 

analysis, i.e., reiterating the cost and effectiveness analyses that 

led to the results of Figures 21 and 23. 
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Appendix A: Mathematical Synopsis of Decision Aids 

A.l Introduction 
The purpose of this section is to ~ecapitulate the multi-att~ibutive 

decision aids p~esented ea~lier, but with fODnal definitions and mathematical 

notation which will provide cla~ty, rigor, and conciseness beyond that 

given in the ve~bal desc~ptions. To further aid in the assessment of their 

relevanc(! and practicality, assumptions will be restated along with informa­

tional needs and bounds on computational complexity. The reader who is 

unacquainted with the mathematics involved or doesn't find the formalities 

helpful can skip this section with no loss in conceptual unde~standing. 

A.2 Preliminary Definitions 

With respect to the alternative/att~bute matrix of Fig. 4, let us 

define alternatives, att~butes. and attribute scores as follows: 

Aj = jth alternative, j=1,2 •••• ,N>1 

ai = ith att~bute, i=1,2, ••• ,~2 

rij= Estimated performance rating on ith attribute for jth alternative 

R. = Vector of performance ratings r .. for alternative A
J
. 

J lJ 
R = MxN mat~x of performance ratings r ij 
M = Number of attributes ~eatures, qualities, performance measures, etc.) 

N = Number of proposed program alternatives (decision options) 

Vi = Set of values which the ith attribute can assume 

The set U of all possible alternatives which can be synthesized is then 

given by the Cartesian product of the Vi: 

U = [ rr Vi = Vl X V2 X ••• X VM } 

A particular set A of N alternatives Aj is thus a subset of U: 

A c::u 
In turn, any particula~ alternative Aj is an element of A! 

Aj E A 

A.3 Dominance 

Consider the maximum number of pairwise comparisons (~) or ~N(N"'t) c~ 
alternatives Aj , ~ , j , k. without regard to order. For any pair Aj , ~ 

if r ij ~ r ik ¥ i and there ;s some i = i' such that ri'j > ri'k ' then Aj 

A-2 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I 
I 
I 

dominates A. and A. is dropped from the origin~l s\.et A. Let S be the set 
-K -K . (N) 

of dominant Aj , Aj * , remaining after at most M 2,; such comparisons of 
alternatives and attributes, i.e., 

S :s C A.* } 
J 

If n(S)=l, then the decision problem is resolved by selecting the corresponding 

unique Aj *. If n(S) ; 1, some other procedure must be applied to the set S 

to dete~ine a final choice. The r .. need not be of measurement level higher 
lJ 

than nominal (catego'!:ical or qualitative) a.s long as the relative preference 

of the categories is known for each attribute. 

A.4 Satisficing (Sufficing) 

Let L = (11,12, ••• ,lm) be a vector of minimal attribute values (lower 

bounds) imposed on the set of attributes (at} vis a vis their least 

acceptable values from among the sets Vi' We assume all attributes have 

been redefined so that larger r •. are preferred to lower r.
j

• A satisfactory 
lJ l 

alternative is then one tor which r ij ~ li ¥ i. An unsatisfactory alternative 

is one for which there exists some i' such that r i ' j < li" All such alterna­
tives are dropped from the original set A. Let Sl be the set of satisfactory 

A
j
, Aj *, at the completion of the maximum MN comparisons, Rj ~ L ¥ j : 

Sl::r(A.*} 
J 

(1) If neSl ) ,. 0, i.e., Sl is empty, either design new alternatives or 

modify the threshold vector L to Ll such that for some j, j* , Rj * ~ Ll and 

n(Sl) l:: 1. 
(2) If n(Sl) :s 1, then the decision problem is resolved by choosing the 

unique corresponding alternative A.*. At most, MN comparisons will be 
J 

needed to complete this case. 
(3) If n(Sl) > 1, then 2 or more A.* have R. which satisfy L. Let Jl be 

the set of indices j* correspondingJto the A:* in 51. Then if r .. * 
J 1.J 

corresponds to the ith attribute rating of A.~, j*EJ1, dete~ine the set 
J-

11 of attribute indices such that 

11 ". (min' C min 1 r •. *}} 
i j-!ll€J 1.J 

where min denotes minimization with respect to the domain of r ij* values 
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themselves and min' pertains to the members of the index set corresponding 

to the min r .. ~. This step requires at most n(J l )M(M-l)/2 comparisons. 
1Jft 

Now increase the threshold of the attribute(s) with this index(es) so that 

1. > min min ( r .. *) ,iEI1, j*EJl 
1. i j* 1J 

Denote this new threshold vector L2 and let the reduced set of alternatives 

A.* which now satisfies L2 be denoted 52 and their subscript set, J2 • 

T~is requires Mn(J2) comparisons. If n(52) = 1, the decision problem is 

resolved. If n(52) > 1, dete~ine the index set of attributes such that 

and increase L2 to L3 so that 

1. > min min (r .. ~), iEI2, jEJ2 
1 i j* 1J~ 

This procedure is repeated a maximum. of M times. The info~ational require­

ments and level of measurement are the same as for dominance, plus the set 

of M thresholds comprising L. 

A.S Maximin 

The maximin procedure assumes that the ratings r. . deti ve from a 
1J 

scale common to all the attributes, although not necessarily numeric. 

The best alternative(s) then corresponds to the set 5 of A.* given by 
J 

S = [A.* I j* = max'e min r .. }} 
J j i 1J 

where max' pertains to the members of the index set corresponding to the 

maxilllum value(s) in the domain of maximization. That is, j* corresponds 

to the unique index, or to anyone of the possible indices, for which 

max min (r .. ) is tied (max here used in the usual sense of the values • . 1J 
ri

J
. tfiemselves). If n(S)=l, then the corresponding unique A.* in 5 is 
J J 

selected. If n(S) ~ 1, any of the tied A.* may be selected. The sorting 
J 

required to establish min r.. need not require more than NM(M-l)/2 
i 1J 

comparisons (i.e., using the transposition method). The sorting to 

establish m~' need not require more than N(N-l)/2 comparisons. Hence, 

Aj * can be tound through rJ.O more than N(M2..,,'i-N-2)/2 comparisons. 
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A.6 Maximax 

All the data re~uirements, definitions, 
maximin apply here. The best alternative(s) 

S of A.* given by 
J 

5 = (A j * I 

A .7 LexicogrllPhy; 

j* :z max' (max r ij )} 
j i 

and computational bounds of 
then corresponds to the set 

Let the attributes be ordered in strictly decreasing importance so 

that al > a2 > ••• > ~ , there the symbol> denotes ''more important than." 

Let Jl be the original set of alternative subscripts Jl :: (1,2, ••• ,N). 

Let 51 be th~ subset of A '" (A.) given by 
J 

51 '" ( A.* I j*:: maxi r1.' ) 
J jEJ J 

(1) If n(Sl) :z 1, the corresponding unique Aj * is selected. This 

requires N(N-l)/2 comparisons at most. Otherwise, denote the subscripts 

of the tied A.~ by J2 and obtai.n 52 as 
J" 

52 '" ( A.oft I j*:: max
2
' r 2 . } c:: 51 , J2 c:: J1 

J jEJ J 

(2) If n(52) '" 1, the corresponding uni~ue A.* is selected. This 
J 

re~uires n(J2)C n(J2) - lJ/2 comparisons at most. Otherwise, denote the 

subscripts of the tied A.* by J3 and obtain 53 as 
J 

53 :: ( A
j
* I j*" max' 1'3' } c:: s2 , J3 c:: J2 

jEJ3 J 

(3) If n(53) =< 1., the corresponding unique A.* is selected. This 
requires n(J3)[ n(J3) - lJ/2 comparisons at most: If n(S3) ~ 1, then 

iterate as above, continuing for at most M iterations. 

A.a Conjoint Analysis 

Suppose we have a function which maps the set of M attributes (ai ) 

into the corresponding set of real numbers or weights Cw.}, Then if the 
1 

ratings r ij d~rive from scales at the ratio-scale level of measurement 
and if these are scaled for comparability, then the most preferred 

A-S 



alternative(s), A.~<, is any member of 
J' M 

S = ( A.* I j*= max' (t w!r .. 
J j i=l l lJ 

the set given by 

} } where w! = w. 
1. l 

M 
/ I: w. 
i=l l 

If n(S) = 1, then the decision problem is resolved through the unique 

choice A.*. If n(S) > 1, anyone of the corresponding tied A.~ can be 
J J" 

selected. The set of weights Wi may also be reconsidered in the context 

of the application to help derive a unique alternative A
j
* . 

The conjoint method requires ZM-l arithmetic operations and N(N-l)/2 

comparisons to dete~ine the set S. 

A.9 Performance Indices 

Let the overall performance, P, be characterized by some function of 

the attributes at which are measured on a ratio - scale level and let the 

function's range be the real half-line (O,~), i.e., 

~or i:r.." jth alternative and set of attribute ratings (ai = 'l.'ij}' let Aj ' s 

p~rfoDnance be denoted as P. where 
J 

Pj = f(rlj , r 2j , ••• , ~j) j=1,2, ••• ,N 

Compute Pj ¥j. Then the best alternative Aj* is a member (usually unique) 

of the set S given by 

S = ( Ai * I j* ~ max' P
J
' } 

J j 

Conjoint analysis is a special case in which the function f is linear in 

terms of the ai' The amount of computation involved in finding A
j
* depends 

on the specific structure chosen for f. 

A.10 Utility Measures 

Consider M designated stat~s of nature or real-world contingencies si ' 

i = 1,2, ••• ,M and N proposed alternatives A. , j=1,2, •• "N. Let p. be a 
J l 

set of probability measures over the 5
i 

such that 

M 

I: p .. 1 
i=l i 
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Let uij be the worth or utility of implementing a1te~ative Aj given 

that si actually occurs. where uij is some function of the attribute 

ratings r •.• the ratings themselves possibly being subject to uncertainty 
1.) 

and characterized by their own probability density functions or discrete 

distributions. i.e •• 

p .. (r) :: f( riA .• s1.. 
1.J J 

i~1.2 ••••• M j=1,2 ••••• N 

Then the alternative to be selected as best is any member (usually unique) 

of the set S given by 
M 

j* = max' t p. u
iJ

. } • 
j 1=1 1. 

A.ll Multidimensional Scaling 

Let N' simulated alternatives be constructed by allowing each of the 

M original attributes (elicited from experts) to range over a set of 

specified typical values Si = ( vi}' i=1,2, ••• ,H with mi = n(Si) 

being the number of such values selected for the ith attribute. Thus, 
H 

N' = t m. 
i=l 1 

Next, fo~ all distinct pairs without rega~ to o~er from the set of N' 

~lternatives, i.e., deter.mine the set S of N'(N'-1)/2 pairs given by 

S = C (Aj .<\) j>k } 

Let this set of pairs be ranked in similarity from 1 (the most similar 

pair A •• JL) to N'(N'-1)/2 (the least similar pair) by a single judge or 
J -It . 

a panel of P judges. Let rjk be the rank given the j-kth pair by the ith 

judge. Fo~ the average ranking of the j-kth pair, ~jk ; as 

1 P i 
r·k = P t r·k J i..",t J 

and list the pairs (Ajl"\) in order of their mean rankings r jk • Define 

the distance (i.e., Minkowski q-metric) between each such pair of alternatives 

as d jk where 

K l/q 
d :: [ Il I a. - a I q ] 

jk s=l JS ks 

in which a or a is the attribute rating of the jth alte~ative, etc., with 
js ks 
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~espect to the s th att~ibute (in the fo~e~ procedures, these were 

refe~ed to as the rsi ) and whe~e K is the dimensionality of the attribute 

space and q is any real number not less than 1 (e.g., when q~l, djk 
becomes the city-block metric; when q=2, djk becomes the commonly used 

Eucli.dean metric). 

Next, we find the value of K such that the rank orders of the djk are 

congruent,or nearly so, to the rank orders of the (A.,AL) similarities 
J -~ * 

(i.e., so that the goodness-of-fit or "stress" lies between 0 and .1). 

Now consider N real, proposed alternatives A. and a postulated ideal 
J 

alternative Ar positioned in this K-space. The coordinates of ~ will 

correspond to the K most desirable levels of the attributes on which this 

K-space is dimensioned (typically, the K axes are transfo~ed versions of 

the original M attributes out of which the Nt fictitious alternatives were 

fabricated). For the chosen value of q and corresponding distance metric, 

compute the distances djI between each of the N proposed alternatives Aj 

and the ideal ~ according to 

K 
d'I'" [ !: I LS - a. I q ] l/q j=1,2, ••• ,N 

J s=l! JS 

Then the best alternative Aj * is any member (usually unique) of the set 

S given by 

* 

j*::I min' d
jI 

}. 
j 

See Kruskal, J.B., '~ultidimensional Soaling by Optimizing Goodness of Fit 
to a Non-Metric Hypothesis," PsYChanetrik~, Vol. 29 (1964), pp. 1-27, for 
a definition of "stress," or Shepard, R.N., ''The Analysis of Proximities: 
Multidimensional Scaling with an Unknown Distance Function," Psychometrika, 
VOl._27 (1962), pp.125-l40, for a development of a correlational measure for 
the r jk and the djk• 

A-8 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 

APPENDIX B 

I Bibliography 

I 
I 
I 
I 
I 
I 
I 

• B-1 

I 



BIBLIOGRAPHY 

1. Abelson, R. P. "The Choice of Choice Theories." In S. Messick and 
A. Brayfield (eds.), Decisior. and Choice. New York, NY: McGraw­
Hill Book Co., 1964. 

2. Ackoff, R.I. The Design of Social Research. Chicago, IL: 
University of Chicago Press, 1953. 

3. ,Scientific Method: Optimizing Applied Research Decisions. 
New York, NY: John Wiley and Sons, 1962. 

4. Adams, E.W., and R.F. Fagot. "A Model of Riskless Choice," 
Behavioral Science, 4: 1-10, 1959. 

5. Archibald, R.W., and R.B. Hoffman. "Introducing Technological 
Change in a Bureaucratic Structure," P-4025. Santa Monica, CA: 
The Rand Corporation, 1969. 

6. Atteneave, F. "Dimensions of Similarity," American Journal of 
Psychology, 65: 516-556, 1950. 

7. Aumann, R.J. "Assigning Quantitative Values to Qualitative Factors 
in the Naval Electronics Problem," Naval Research Logistics 
Quarterly, 6: 1-16, 1959. 

8. , "Subjective Programming." In M.W. Shelly and G.L. Bryan 
(eds.), !!,¥IDan JudSU!ents and Optimality. New York, NY: John 
Wiley and Sons, 1964. 

9. Aumann, R.J., and J.B. Kruska1. "The Coefficients in an Allocation 
Problem," Naval Research Logistics .9uarterly, 5: 111-123, 1958. 

10. Aumann, R.J., and M. Maschler. The Bargaining Set for Cooperative 
Games. Econometric Research Program Research Memorandum No. 34. 
Princeton, NJ: Princeton University, 1961. 

il. Baumol, W. Economic Dynamics. New York, NY: Macmillan, 1959. 

12. Bayes, T. "Ail Essay Towards Solving a Problem in the Doctrine of 
Chances," The Philosophical Transactions, 53: 370-418, 1763. 
Reprinted in Biometrika, 45: 296-315, 1958. 

13. Beckler, S.W., and S. Spiegel. "Utility of Grades: Level of 
Aspiration in a Decision Theory Context," Journal of Experimental 
Psychology,S: 81-85, 1958. 

B-2 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

• • 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

• 
I 

14. Beckler~ S.W., and S. Spiegel. "Utility and Level of Aspiration," 
American Journal of Psxchology, 75: 115-120, 1962. 

15. Bennett, J.F., and W.L. Hayes. "Multidimensional Unfolding: 
Determining the Dimensionality of Ranked Preference Data," 
Psychometrika, 25: 27-43, 1960. 

16. Bernoulli, D. "Specimen Theoriac Novae de Mensura Sortis," 
Commentarii Academiae Scientarum Imperialis Petropolitanae, 5: 
175-192, 1738. Translated as "Exposition of a New Theory on the 
Measurement of Risk," Econometrica, 22: 23-36, 1954. 

17. Birkhoff, G. Lattice Theorx. New York, NY: American Mathematical 
Society, 1948. 

18. Blacbve11, D., and M.A. Girshick. Theory of Games and Statistical 
Decisions. New York, NY: John Wiley and Sons, 1954. 

19. Bloxom, B. Individual Differences in Multidimensional Scaling. 
Research Bulletin 68-45. Princeton, NJ: Educational Testing 
Service, 1968. 

20. Brewer, G.D. "An Analyst's View of the Uses and Abuses of Modeling 
for Decisionmaking." P-5395. Santa Monica, CA: The Rand 
Corporation, 1975. 

21. , "Systems Analysis in the Urban Complex: Potential and 
Limitations." P-S141. Santa Monica, CA: The Rand Corporation, 
1973. 

22. Bricker, P.O., and S. Pruzansky. A Comparison of Sorting and 
Pair-Wise Simi1aritx Judgment Techniques for ScaH.ng Auditor.y 
Stimuli. Murray Hill, N.T: Bell Telephone Laboratories, 1970. 

23. Bricker, P.O., S. Pruzansky, and B.J. McDermott. "Recovering 
Spatial Information from Subjects' Clusterings of Auditory 
Stimuli. " Paper presented at the meeting of The Psychonomic 
Society. St. Louis, MO, October-November 1968. 

24. Briskin, L.E. "A Method of Unifying Multiple Objective Functions," 
~~nagement Science; 12 (10): 406-416, 1966. 

25. Brody, R.P., and S.M. Cunningham. "Personality Variabl~s and the 
Consumer Decision Process~" Journal of Marketing<Research, 5: 
50-57, 1968. 

26. Brown, R. Social Psychology. New York, NY: The Free Press, 1965. 

B-3 



27. Bryan, S.E. "TFX -- A Case in Policy Level Decision Making," 
Academy or Management Journal, 54-70, 1964. 

28. Campbell, A., et. ale The American Voter. New York, NY: John 
Wiley and Sons, 1960. 

29. Carroll, .J.D. "Individual Differences and Multidimensional Scaling." 
In R.N. Shepar~, A.K. Romney, and S. Nerlov (eds.), Multidimen­
sional Scaling! 'theory and Applica.tions in the Behavioral 
Sciences, 1971. 

30. Carroll, J.D., and M. Wish. Multidimeusional Scaling of Individual 
Differences 'in Perception and Judgment. Murray Hill, NJ: Bell 
Telephone Laboratories, 1970. 

31. Carroll, J.D., and J.J. Chang._ "A Quasi-Nonmetric Version of 
INDSCAL: A Procedure for Individual Differences Multidimensional 
Scaling." Paper presented at the meeting of The Psychometric 
Society. Stanford, CA,:March ·1970. 

32. Charnes, A., et. ale Chance Constrained Programming and Related 
Approaches to Cost Effectiveness. Management Science Department 
Research Report No. 39. Pittsburgh, PA: Carnegie Institute of 
Technology, 1965. 

33. Chipman, J.S. "The Foundations of Utility," Econometrica, 28: 193-
224, 1960. 

34. Churchman, C.W. The Systems Approach. New York, NY: Dell Publishing 
Co., 1968. 

35. Churchman, C.W., and R.L. Ackoff. "An Approximate Measure of Value," 
Operations Research, 2: 172-187, 1954. 

36. ,Introduction to Operations Research. New York, NY: John 
Wiley and Sons~ 1957. 

37. Cliff, N. "The 'Idealized Individual' Interpretation of Individual 
Differences in Mult:i-dimensional Scaling," Psychometrika, 33: 
225-232, 1968. 

38. Coombs, C.H. "Psychological Scaling Without a Unit of Measurement," 
Psychological Review, 57: 145-158, 1950. 

39. , A Theory of Psychological Scaling. Engineering Research 
Institute Bulletin No. 34. Ann Arbor, MI: Uni.versity of 
Michigan Press, 1952. 

B-4 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I-
I 

II 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

40. Coombs, C.H. A Theory of Data. New York, NY: John Wiley and Sons, 
1964. 

41. Coombs, C.H., and D. Beardslee. "On Decision Making Under 
Uncertainty." In R.M. Thrall, et. a1. (eds.), Decision 
Processes. New York, NY: John Wiley and Sons, 1954. 

42. Coombs, C.H., and S.S. Komorita. Measuring Utility of Money Through 
Decision Making. Ann Arbor, MI: University of Michigan Press, 
1955. 

43. Comrey, A.L. "A Proposed Method for Absolute Ratio Scaling," 
Psychometrika, 15: 317-325, 1950. 

44. Cyert, R.M., and K.R. MacCrimmon. HOrganizations." In G. Lindzey 
and E. Aronson (eds.), Handbook of Social Ps¥chology. Reading, 
MA: Addison Wesley, 1967. 

1.5. Cyr, A., and P. deLeon. "Comparative Policy Analysis." P-5458. 
Santa Monica, CA: The Rand Corporation, 1975. 

46. Dalkey, N.C., and O. Helmer. An Experimental Appli.cation of the 
Delphi Method to the Use of Experts. ·RM-727. Santa Monica,CA: 
The Rand Corporation, 1951. 

47. Dalkey, N.C. 
Opinion. 

The Delphi Method: An Experimental Study of Group 
Santa Monica, CA: The Rand Corpor~tion, July 1962. 

48. Dalkey, N.C., and D.L. Rourke. Experimental Assessmen.t of Delphi 
Procedures with Group Value Judgments. R-6l2-ARPA. Santa Monica, 
CA: The Rand Corporation, 1971. 

49. Dalkey, N.C., et. ale Measurement and Analysis of the Quality of 
Life: With ExplorG'\tory Illustrations of Applications to Career 
and Transportat:on C)lC)ices. RM-6228-DOT. Santa Monica, CA: The 
Rand Corporation, 1970. 

50. Davidson, D., et. a1. ~.Ji:xperiments and Re:J.ated Theot}T in the 
Measurement of Uti1it¥ and Subjective Probability. Stanford 
Value Project Report No.4. Stanford, CA: Stanford University, 
1955. 

51. Davidson, D., et. a1. "Outlines of a Formal Theory of Value - I, II 
Philosophy of Science, 22: 140-160, 1955. 

52.. DavidsoQ.; D .. , and S. Siegel. Decision Making: An Experimental 
Approach. Stanford, CA: Staford University Press, 1957. 

B-5 



53. Debreu, G. "Representation of a Preference Ordering by a Numerical 
Function." In R.M. Thrall et. al. (eds.), Decision Processes. 
New York, NY: John Wiley and Sons, 1954. 

54. ,"Cardinal Utiltty for Even-Chance Mixtures of Pairs of Sure 
Prospects," Review of Economic Studies, 26: 174-177, 1959. 

55. ,"Topological Methods in Cardinal Utility Theory." In K.J. 
Arrow et. ale (eds.), Mathematical Methods in the Social Sciences. 
Staford, CA: Stanford University Press, 1960. 

56. Dewey, J. How We Think. New York, NY: Heath, 1933. 

57. Drake, A.W., R.L. Keeney, and P.M. Morse (eds.). Analysis of Public 
Systems. Cambridge, MA: MIT Press, 1972. 

58. Dye, T.R. "The Local-Cosmopolitan Dimension and the Study of Urban 
Poli tics, " Social Forces_~ 41: 23Y-246, 1963. 

59. Eckart, C., and G. Young. 
Another of Lower Rank," 

"The Approximation of One Matrix by 
Psychometrika, 1: 211-218, 1936. 

60. Eckenrode, R.T. "Weighting Multiple Criteria," Management Science, 
12: 180-192, 1965. 

61. Edwards, W. "The Theory of Decision Making," Psychological Bulletin, 
51: 380-417, 1954. 

62. Ekman, G. "Dimensions of Color Vision," Journal of Psychology, 38: 
46i'-474, 1954. 

63. Encarnacion, J., Jr. "A Note on Lexicographical Preference," 
Econometrica, 32 (1-2): 215-217, 1964. 

64. Engel, J.F., et. a1. Consumer Behavior. New York, NY: Holt, Rinehart 
and Winston, 1968. 

65. Epstein, R.A. The Theory of Gambling and Statistical Logic. New 
York, NY: Academic Press, 1967. 

66. Fagot, R.F. An Ordered Metric Model of Individual Choice Behavior. 
Applied Mathematics and Statistics LaboratoF; Technical Report No. 
13. Stanford, CA: Stanford University, 1957. 

67. Farrer, D.N. "Predictive Stability of the Higher Ordered Metric 
Scale," American Journal of Psychology, 77: 120-122, 1964. 

B-6 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I' 
I 
I 
I 

I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

68. Fat1anow, P.R. A Methodology for Selection of Systems of a Certain 
~. Master's Thesis. Cleveland, OH: Case Institute of 
Technology, 1963. 

69. , "An Experiment with a Methodology for System Comparison and 
Selection," OEerations Research Bulletin, 13: 53, 1965. 

70. Festinger, L. Conflict, Decision, and Dissonance. Stanford, CA: 
Stanford University Press, 1964. 

71. Fields, D.S. "Cost/Effectiveness Analysis: Its Tasks and Their 
Interaction," Operations Research, 14 (3): 515-527, 1966. 

72. Firstman, S.L, and D.S. Stoller. "Establishing Objectives, Measures, 
and Criteria for Multi-Phase Complementary Activities," Operations 
Research, 14 (1): 84-99, 1966. 

73. Fishburn, P.C. "Methods of Estimating Additive Utilities," 
Management Science, 13: 435-453, 1967. 

74. Decision and Value Theory. New York, NY: Wiley, 1964. 

75. , "Indpendence in Utility Theory with Whole 'Product Sets," 
Operations Research, 13: 28-45, 1965. 

76. , "Independence, Trade-offs, and Transformations in Bivariate 
Utility Functions," Management Science, 11: 792-801, 1965. 

77. ,"Evaluation of Multiple-Criteria Alternatives Using 
Additive Utility Measures." Technical Paper RAC-TP-200. McClean, 
VA: Research Analysis Corporation, 1968. 

78. ,"Additive Utilities with Finite Sets." Technical Paper RAC-
TP-224. McClean, VA: Research Analysis Corporation, 1966. 

79. ,"A Note on Recent Developments in Additive Utility Theories 
for Multiple Fcator Situations,n Operations Research, 14: 1143-
1148, 1966. 

80. ,"Majority Voting on Risky Investments,1f Journal of Economic 
Theory, 8: 85-99, 1974. 

81. Fishburn, P.C., and R.B." Porter. "Optimal Portfolios with One Safe 
. . and One Risky Asset: Effects of Changes in Rate of Return and 

Risk,n Management Science, 22: 1064-1073, 1976. 

B-7 
() 



82. Fisher, G.H. Cost Considerations in Systems Analysis. R-490-ASD. 
Santa Monica, CA: The Rand Corporation, 1970. 

83. , "The Nature of Uncertainty." P-5l33. Santa Monica, CA: 
The Rand Corporation, 1973. 

84. , The Analytical Bases of Systems Analysis. P-3363. Santa 
Mon~ca, CA: The Rand Corporation, 1966. 

85. Flood, M.M. "Environmental Non-Stationarity in Sequential Decision 
Making Experim~nts." In R.M. Thrall, et. a1. (eds.), Decision 
Processes. New York, NY: Wiley, 1954. 

86. Fox, P.D. "A Theory of Cost-Effectiveness for Military Systems 
AnalYSiS," Operations Research, 13 (1): 191-201, 1964. 

87. Frank, R.E., et. a1. "Purchasing Behavior and Personal Attributes," 
Journal of Advertising Research, 9: 15-24, 1969. 

88. Frank, R.E., et. a1. "Bias in Multiple Discriminant Analysis," 
Journal of Marketing Research, 2: 250-258, 1965. 

89. Franklin, B. "How to Make a Decision." 
Benjamin Franklin Reader. New York, 

In N. Goodman (ed.), 
NY: Crowell, 1945. 

A 

90. Friedman, M., and L.S. Savage. "The Utility Analysis of Choices 
Involving Risk," Journal of Political Economy, 56: 279-304, 1948. 

91. ,"The Expected-Utility Hypothesis and the Measurability of 
Utility," Journal of Political Economy, 60: 463-474, 1952. 

92. Friseh, R. Maxima and Minima. Chicago, IL: Rand McNally, 1966. 

93. Galanter, E. "The Direct Measurement of Utility and Subjective 
Probability," American Journal of Psychology, 75: 208-220, 1962. 

94. Galanter, E., and M. Gerstenhaber. "On Thought: 
Theory," Psychological Review, 63: 218-228, 

The Extrinsi-c 
1956. 

95. Gleason, T.C. "A General Model for NonMetric Multidimensional 
Scaling," MMPP67-3. Department of Psychology. Ann Arbor, MI: 
University of Michigan, 1967. 

96. Goeller, B.F. "Methodology for Determining Traffic Safety Priorities: 
A Collision Prediction Mode1." P-3962. Santa Monica, CA: The 
Rand Corporation, 1969. 

B-8 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
II 

I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I , 
--
I 

• • • 

97. Goodnow, J.J. "Determinants of Choice Distributions in Two-Choice 
Probability Situations," American Journal of Psychology, 68: 
106-116, 1955. 

98. Gordon, J.B. "Conve:rsion of Ordinal Values to Relative Values for 
R~search and Development Project Proposals," Proceedings of the 
16th Military Operations Research Symposium. Arlington, VA; 
Office of Naval Research, 1966. 

99. Grayson, C.J. "Decisions Under Uncertaillty: Drilling Decisions by 
Oil and Gas Operators." Cambridge, MA: Harvard Business 
School, 1960. 

100. Green, P.E., and V.R. Rao. Applied Multidimensional Scaling: A 
Comparison of Approaches and Algorithms. New York, NY: Holt, 
Rinehart and Winston. 1972. 

101. , "Conjoint Measurement for Quantifying Judgmental Data," 
Journal of Marketing Research, 18: 355-363, 1971. 

102. Green, P.E., and D. Tull. Research for Marketing Decisions. 
Englewood Cliffs, NJ: Prentice-Hall, 1978. 

103. Green, P.E., and F.J. Carmone. "Multidimensional Scaling: An 
Introduction and Comparison. of Nonmetric Unfolding Techniques," 
Journal of Marketing Research, 6: 330-341, 1969. 

104. , "Stimulus Context and Tasks Effects on Individuals' 
Similarities Judgments." In C.W. King and D. Tigert (eds.), 
Attitude Research Reaches New Heights. New York, NY: American 
Marketing Association, 1971. 

105. Green, P. E., and T. W·. Morris • "Individual Difference Models in 
Multidimensional Scaling: An Empirical Comparison." Philadelphia, 
PA: University of Pennsylvania, 1969. 

106. Green, P.E., and V.R. Rao. "Dissimilarities Data-Disaggregate 
Analysis." Philadelphia, PA: University of Pennsylvania, 1969. 

107. Green, P.E., et. a1. "Self-Concept and Brand Preference: An 
Empirical Application of Multidimensional Scaling," Journal of 
the Marke·t Research Society, 11: 343-360, 1969. 

108. Green, P. E., et. a1. "Preference Measurement of Item Collections," 
Journal of Marketing Research, 9: 371-377, 1972. 

B-9 



----------

109. Green, P.E., et. al. "Benefit Bundle Analysis," Journal of 
Advertising Research, 12: 31-36, 1972. 

110. Greenberg, M.G. "A Variety of Approaches to Nonmetric Multi­
dimensional Scaling," Paper presented at the 16th International 
Meeting of the Institute of Management Sciences. New York, NY, 
March 1969. 

111. Gu1liksen, H. "measurement of Subjective Values," Psychometrika, 
21: 229-244, 1964. 

112. ,"Paired Comparisons and the Logic of Measurement," 
Psychological Review, 53: 199-213, 1946. 

113. ,"The Structure of Individual Differences in Optimality 
Judgments." In M.W. Shelly and G.L. Bryan (eds.), Human 
Judgments and Optimality. New York, NY: Wiley, 1964. 

114. Harman, A.J., and S.J. Press. "Collecting and Analyzing Expert 
Group Judgment Data." P-5467. Santa Monica, CA: The Rand 
Corporation, 1975. 

115. Harvey, J. "What Makes a Best Seller." In Motivation and Market 
Behavior, R. Ferber and H.G. Wales (eds.). Homewood, IL: 
Irwin, 1958. 

116. Hausner, M. "Multidimensional Utilities." In R.W. Thrall et.al. 
(eds.), Decision Processes. New York, NY: Wiley, 1954. 

117. Hederman, W.F. "Assessing Technology Assessment." P-5391. Santa 
Monica, CA: The Rand Corporation, 1975. 

118. He.1m, C.E. A Successive Intervals AnalysiS of Color Differences. 
Educational Testing Service Technical Report. Princeton, NJ: , 
Educational Testing Service, 1960. 

119. Hempel, C.G., and P. Oppenheim. "Studies in the Logic of 
Explanation," Philosophy of SCience, 15: 135-175, 1948. 

120. Rerstein, 1. N., and. J. Milnor. 
Utility," Econometrica, 21: 

"An Axiomatic Approach to Measurable 
291-297, 1953. 

121. Reuston, M. C., and G. Ogawa. "Observations on:' the Theoretical Basis 
of Cost-Effectiveness," Operations Research, 14 (2): 242-266, 1966. 

122. Ritch, C.J. "Analysis for Air Force Decisions." In E.S. Quade (ed.), 
Analysis, ·for Military Decisions. R-387-PR. Santa Monica, CA: The 
Rand Corporation, 1964. 

B-I0 

I' 
I' 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I , , 
• • • • 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
il 
I 

II 
I 
'I 
I 
I 
I 
I 
I 

123. Hitch, C.J., and R.N. McKean. The Economics of Defense in the 
Nuclear Age. R-346. Santa Monica, CA: The Rand Corporation, 
1960. 

124. Hoffman, P.J. "Cue Consistency and Configurality in Human 
Judgment." In B. Kleinmuntz (ed.), Formal Representation of 
Human Judgment. New York, NY: Wiley, 1968. 

125. Horan, C.B. "Multidimensional Scaling: Combining Observations 
When Individuals Rave Different Perceptual Structures," 
Psychometrika, 34: 139-165, 1969. 

126. Houthakker, H.S. "Additive Preferences," Econometrica, 28' (2): 
244-257, 1960. 

127. Hurst, P.M., and S. Siegel. "Prediction of Decision from a Higher 
Ordered Metric Scale of Utility," Journal of Experimental 
Psychology, 52: 138-144, 1956. 

128. Joncheere, A.R. "A Distribution-Free k-Sample Test Against 
Ordered Alternatives," Biometrika, 41: 133-145, 1954. 

129. Jones, M.V. A Technology Assessment Methodology: Some Basic 
Propositions. MTR-6009, Vol. 1,PB-202778-0l. McClean, VA: 
The Mitre Corporation, 1971. 

130. Kakalik, J.S., and S. Wildhorn. Aids to Decisionmaking in Police 
Patrol. R-593-HUD/RC. Santa Monica, CA: The Rand Corporation, 
1971. 

131. Kemeny, J., and P. Oppenheim. "Systematic Power," Philosophy of 
Science, 22: 27-33, 1955. 

132. Kemeny, J., and G.L. Thompson. Contributions to the Theory of 
Games. Princeton, NJ: Princ~ton University, 1957. 

133. Klahr, D. "Decision Making in > ~'\'l1lplex Environment." Ph. D. 
dissertation. Pittsburgh,:,.L:, ;'jarnegie Institute of Technology, 
1968. 

134. ,"A Monte Carlo Invea:rd,gatibn of the Statistical Significance 
of Kruskal's Non-Metric Multidimensional Scaling Procedure," 
Psychometrika, September 1969. 

135. Klahr, C.N. "Multiple Objectives in Mathematical Programming," 
Operations Research, 6 (6): 849-855, 1958. 

B-11 



136. Klemkosky, R.C., and P.J. William. "Discriminant Analysis as a 
Research Tool: An Explanation and Application." Paper presented 
at the Southern Finance Association. November 10, 1972. 

137. Kraft, C.H., et. a1. "Intuitive Probability on Finite Sets," 
Annals of Mathematical Statistics, 30: 408-419, 1959. 

138. Krantz, D.H. "Conjoint Measurement: The Lllce-Tukey Axiomatization 
and Some Extensions," Journal of Mathematical Psychology, 1: 
248-277, 1964. 

139. Kruska1, J.B. How to Use MDSCAL, a Program to Do Multidimensional 
Scaling and Multidimensional Unfolding. Murray Hill, NJ: Bell 
Telephone Laboratories, 1968. 

140. , "Multidimensional Scaling by Optimizing Goodness of Fit to 
a Nonmetric Hypothesis," Fsychometrika, 29: 15-21, 1964. 

141. , "Nonmetric Multidimensional Scaling: A Numerical Method," 
~sychometrika, 29: 115-129, 1964. 

142. Kuhn, H.W. "Solvability and Consistency for Systems of Linear 
Inequalities," American Mathematical Monthly, 63: 217-232, 1956. 

143. Kupersmith, G. A Framework for Assessing Project-Level Evaluation 
Plans. MTR-6845. McClean, VA: The Mitre Corporation, 1975. 

144. Kyburg, H.E., and H.E. Smok1er.. Studies in Subjective Probability. 
New York, NY: Wiley, 196~. 

145. Levin, H.M. "Cost-Effectiveness Analysis in Evaluation Research." 
In M. Guttentag and E.L. Struening (eds.), Handbook of 
Evaluation Research. Beverly Hills, CA: Sage Publications, 1977. 

146. Levine, R.A., and A.P. Williams. Making Evaluation Effective: A 
Guide. R-788-HEW/CMU. Santa Monica, CA: The Rand Corporation, 
1971. 

147" Lewin, R., et. a1. "Level of Aspiration." In J. Mc V. Hunt (ed.), 
~sona1ity and the Behavior Disorders. New York, NY: Ronald, 
1944. 

148. Liechenstein, M.I., et. ale Improving Public Safety in Urban 
Apartment Dwellings: Security Concepts and Experimental DeSign 
for New York City Housing Authority Buildings. R-655-NYC. New 
York, NY: The New York City-Rand Institute, 1971. 

B-12 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
il 
I 
I 
I 
I 
I 
I 
I 

149. Liechenstein, M.1. "Heducing Crime in Apartment Dwellings: A 
Methodology for Comparing Security Alternatives." Paper 
presented at the 37th National Meeting of the Operations 
Research Society of America. Washington, D.C.: April 20-22, 
1970. P-4656. Santa Monica, CA: The Rand Corporation, 1970. 

150. ,"Community-Based Corrections: Perspectives and Prognosis," 
International Journal of Criminology and Penology, 6, 1978. 

151. ,"Simulating Recidivism in Criminal Justice System Models." 
Proceedings of the 8th Annual Pittsburgh Conference on Modeling 
and Simulation. Pittsburgh, PA: Instrument Society of America, 
1977 • 

152. , "Analytic and Discrete Simulation Results for a Stochastic 
Model of Law Enforcement and Speed Limit Compliance." Paper 
presented at the 12th Annual Simulation Symposium. Tampa, FL: 
March 14-16, 1979. 

153. Lifson, M.W. Evaluation Technology: The Application of Value and 
Criterion Function Theory to the Design of Engineered Systems. 
Technical Report No. Engr. 885.6. Los Angeles, CA: University 
of California at Los Angeles, 1969. 

154. Lingoes, J.C. "An IBM 7090 Program for Guttman Lingoes Smallest 
Space Analysis - I," Behavioral Science, 10: 183-184, 1965. 

155. Lingoes, J.C., and L. Guttman. "Nonmetric Factor Analysis: A 
Rank Reducing Alternative to Linear Factor Analysis," 
Mu~tivariate Behavioral Research, 2: 485-505, 1967. 

156. Luce~ R.D. "Two Extensions of Conjoint Measurement," Journal of. 
Mathematical Psychology, 3: 348-370, 1966. 

157. Luce, R.D., and H. Raiffa. Games and Decisions. New York, NY: 
Wiley, 1957. 

158. Luce, R.D., and P. Suppes. "Preference, Utility, and Subjective 
Probabili ty. " In R. D. Luce et. al. (eds. ) , Handbook of 
Mathematical Psychology. New York, NY: Wiley, 1965. 

159. Luce, R.D., and J.W. Tukey. "Simultaneous Conjoint Measurement: 
A New Type of Fundamental Measurement," Journal of Mathematical 
PsycholoSY, 1: 1-27, 1964. 

160. Lyttkens, E. "On the Fix-Point Property of Woldfs Iterative 
Estimation Method for Principal Components." In P.R. Krishnaiah 
(ed.), Multivariate Analysis. New York, NY: Academic Press, 1966. 

B-13 



-------~-------

161. MacCrimmon, K.R. "Some Normative and Descriptive Implications of 
the Decision Theory Postulates." In K. Borch (ed.), Risk and 
Uncertainty. New York, NY: MacMillan, 1967. 

162. _____ , Improving the System Design 
Use of Trade-Off Information: An 
Corridor Transportation Planning. 
CA: The Rand Corporation, 1969. 

and Evaluation Process by the 
Application to Northeast 

RM-5877-DOT. Santa Monica, 

163. MacCrimmon, K.R., and M. Toda. "The Experimental Determination of 
Western Management Science Institute Indifference Curves." 

Working Paper No. 124. 
February 1968. 

Los Angeles, CA: University of California, 

164. MacCrimmon, K.R. Decisionmaking Among Multiple-Attributive 
Alternatives: A Survey and Consolidated Approach. RM-4823-ARPA. 
Santa Monica, CA: The Rand Corporation, 1968. 

165. Marquardt, R., et. a1. "Measuring the Utility Added by Branding 
and Grading," Journal of Marketing Research, 2: 45-50, 1965. 

166. Marschak, J. "Rational Behavior, Uncertain Prospects, and Measur­
able Utility," Econometrica, 18: 111-141, 1950. 

167. Massey, R.G. "Cost, Benefit, and Risk -- Keys to Evaluation of 
Policy Alternatives." P-5197. Santa Monica, CA: The Rand 
Corporation, 1974. 

168. May, K.O. "Transitivity, Utility, and Aggregation of Preference 
Patterns," Econometl:ica, 22: 1-1.3, 1954. 

169. McGee, V.E. "Multidimensional Scaling of N Sets of Similarity 
Measures: A Nonmetric Individual Differences Approach," 
Multivariate Behavior Research, 3: 233-248, 1968. 

170. McKean, R.N. "Criteria." In E.S. Quade (ed.), 
Military Decisions. R-387. Santa Monica, CA: 
Corporation, 1964. 

Analysis for 
The Rand 

171. 1:icNamara, R.S. "New Perspectives in International Security," 
Atlantic Community Quarterly, 4 (2): 229-232, 1966. 

172. Meckling, W.R. "Strategies for Development." In E.S. Quade (ed.), 
Analysis for Military Decisions. R-387. S~mta Monica, CA: The 
Rand Corporation, 1964. 

173. Mellinger, J. "Some Attributes of Color Pe,rception." Ph.D. thesis. 
Chicago, IL: University of Chicago, 1960. 

B-14 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
:1 
I 

;1 
I 
I 
I 

174. Mellon, W. G. "An Apprc'ach to a General Theory of Priori ties. II 
Econometric Research Program Memorandum No. 42. Princeton, NJ: 
Princeton University Press, 1962. 

175. Messick, S.J. ~ and R.P. Abe1s·on. 
in Multidimensional Scaling," 

"The Additive Constant Problem 
Psychometrika, 21: 1-17, 1956. 

176. Messick, S.J. 
Intervals," 

"An Empirical Method of Multidimensional Successive 
Psychometrika, 21: 367-376, 19~~. 

177. Messick, S.J., and A. Brayfield. Decision and Choice. New York, 
NY: McGraw-Hill, 1964. 

178. Milgram, A.N. "Partially Ordered Sets, Separating Systems and 
Inductiveness." In K. Menger (ed.), Reports of a Mathematical 
Colloquium. Second Series, No.1. Notre Dame, IN: University 
of Notre Dame, 1939. 

179. Miller, G.A. "The Magical Number Seven, Plus or Minus Two: Some 
Limits on Our Capacity for Processing 1.nformation," Psychological 
Review, 63 (2); 81-97, 1956. 

180. Miller, J.R. "The Assessment of Worth: A Systematic Procedure 
and Its Experimental Validation." Ph.D. dissertation. Cambridge, 
MA: Massachusetts Institute of Technology, 1966. 

181. , Assessing Alternative Transportation Systems. RM-5865-DOT. 
Santa Monica, CA: The Rand'Corporation, 1969. 

182. Morrison, D.G. "On the Interpretation of Discriminant Analysis," 
Journal of Harketing Research, 6: 156-163, 1969. 

183. Mosteller, F., and P. Nogee. "An Experimental Measurement of 
Utility," Journal of Political Economy, 59: 371-404, 1951. 

184. Mottley, and Newton. "The Selection of Projects for Industrial 
Research," Qperations Research" 1 (6): 740-751, 1959. 

185. Nash, J.F. "The Bargaining Problem," Econometrica, 18: 155-162, 
1950. 

186. Neidell, L.A. "The Use of Nonmetric Multidimen~lional Scaling in 
Marketing AnalysiS," Journal of Ma.rketing, 33: 37-43, 1968. 

187. , "Procedures for Obtaining Similarities Data," Journal of 
--~keting Research, 9: 335-337, 1972. 

B-15 



188. Newell, A.J., J.C. Shaw, and H.A. Simon. "The Elements of a Theory 
of Human Problem Solving," Psychological Review., 65: 151-166, 
1958. 

189. Newman, O. 
York, NY: 
1976. 

Design Guidelines for Creating Defensible Space. New 
The Institute for Community Design Analysis, April 

190. Osgood, C.E. "Meaningful Similarity and Interference in Learning," 
Journal of Experimental Psychology, 36: 277-301, 1949. 

191. Papandreou, A., et. al. "A Test of a Stochastic Theory of Choice," 
University of California Publications in Economics, 16: 1-18, 
1957. 

192. Pardee, F.S. "State-of-the-Art Projection and Long-Range Planning 
of Applied Research." P-3181. Santa Monica, CA: The Rand 
Corporation, 1965. 

193. Pardee, F.S., et. a1. Measurement and Evaluation of Alternative 
Transportation System Effectiveness. RM-5869-DOT. Santa Monica, 
CA: The Rand Corporation, 1969. 

194. Pardee, F.S., et. al. Measurement and Eva1uat:l.on of Alternative 
Regional Transportation Mixes: Vol. I, Summary; Vol. II, 
Methodology; Vol. III, Example. RM~6324-DOT. Santa Monica, CA: 
The Rand Corporation, 1970. 

195. Pascal, A.H. (ed.). "Contributions to the Analysis of Urban 
Problems." P-3868. Santa Monica, CA: The Rand Corporation, 
1968. 

196. Perreault, W.D., and F.A. Russ. "Comparing Multi-Attributive 
Evaluation Process Models," Behavioral Science, 22 (6): 423-431, 
November 1977. 

197. Pfanzag1, J. 
Utility, " 

"A General Theory of Measurement: Applications to 
Naval Research Logistics Quarterly, 6: 283-294, 1959. 

198. Pinke1, B. "On the Decision Matrix and the Judgment Process: A 
Developmental Decision Example." P-3620. Santa Monica, CA: The 
Rand Corporation, 1967. 

199. Plummer, J. "Analysis of Consumer Preferences." Master's thesis. 
1964. Cleveland, OH: Case Institute of Technology, 

8-16 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

200. Pratt, J.W., H. Raiffa, and R. Sch1aifer. "The Foundations of 
Decision Under Uncertainty: An Elementary Exposition," Journal 
of the American Statistical Association, 59: 353-375, 1964. 

201. Press, S.J., et. a1. Methodology for Subjective Assessment of 
Technological Advancement. R-1375. Santa Monica, CA: The Rand 
Corporation, 1975. 

202. Press, S.J. liStable Distributions: Probability, Inference and 
Applications in Finance -- A Survey, and a Review of Recent 
Results." Proceedings of the NATO Advanced Study Institute on 
Statistical Distributions. Boston, MA: Reidel, 1978. 

203. Prest, A.R., and R. Turvey. "Cost-Benefit Analysis: A Survey," 
The Economic Journal, 75 (300): December 1965. 

204. Quade, E.S. "The Systems Approach and Public Policy." P-4053. 
Santa Monica, CA: The Rand Corporation, 1969. 

205. ,"Analysis for Public Policy Decisions." P-4863. Snnta 
Monica, CA: The Rand Corporation, 1972. 

206. ,"Introduction," "Methods and Procedures," "Pitfalls in 
Systems Analysis," and "A Missile Comparison. 1I In E.S. Quade 
(ed.), Analysis for Military Decisions. Chicago, IL: Rand 
McNally, 1964. 

207. , "Systems Analysis: A Tool for Choice." P-4860. Santa 
Monica, CA: The Rand Corporation, 1972. 

208. Quade, E.S., and W.I. Boucher (eds.). Systems Analysis and Policy 
Planning: Applications in Defense. ~439-PR. Santa Monica, CA! 
The Rand Corpora~ion, 1968. 

209. Radner, R. "Mathematical Specification of Goals for Decision 
Problems." In M.W. Shelly and G.L. Bryan (eds.), Human 
Judgments and Optimality. New York, Nt: Wiley, 1964 

210. Raiffa, H. Decision Analysis. Reading, MA: Addison-Wesley, 1968. 

211. ---' Preferences for Multi-AttI:~iJ)uted A1terna.tives. RM-5868-DOT! 
RC. Santa Monica, CA: The Rand Corporation, 1969. 

212. ,"Arbitratioll Schemes for Generalized Two Person Games." In 
H.W. Kuhn and A.W. Tucker (eds.), Contributions to the Theory of 
Games. Annals of Mathematical Studies, 2 (28). Princeton, NJ: 
Princeton University, 1953. 

B-17 



213. Ramsey, F.P. "Truth and Probability," The Foundations of 
Mathematics. London, England: Kegan Paul, 1931. 

214. Rao, V.R. "The Salience of Price in the Perception and Evaluation 
of Product Quality: A Multidimensional Measurement Model and 
Experimental Test." Ph.D. dissertation. Philadelphia, PA: 
University of Pennsylvania, 1970. 

215. Rao, V.R., and R. Katz. "Alternative Multidimensional Scaling 
Methods for Large Stimulus Sets," Journal of Marketing Research, 
8: 488-494, 1971. 

216. Richardson, M.W. "Multidimensional Psychophysics," Psychological 
Bulletin, 35: 659-660, 1938. 

217. Riv1in, A.M. Systematic Thinking for Social Action. Washington, 
D.C.: The Brookings Institution~ 1971. 

218. Roberts, H.V. "Pr(.>babi1istic Prediction," Journal of the American 
Statistical Association, 60 (309): 50-62, 1965. 

219. Rosenberg, S., and A. Sedlak. "Structural Representations of 
Perceived Personality Trait Relationships." In A.K. Romney, 
R.N. Shepard, and S.B. Ner10v (eds.), Multidimensional Scaling, 
Vol. II. New York, NY: Seminar Press, 1972. 

220. Ross, J.A. "A Rema.rk on Tucker and Messick's 'Points of V.iew' 
Analysis," Psychometrika, 31: 27-31, 1966. 

221. Rossi, P.H., and W. Williams. Evaluating Social Programs. New York, 
NY: Seminar Press, 1972. 

222. Rothenberg, J. "Cost-Benefit Analysis: A Methodological Exposition." 
In M. Guttentag and E.L. Struening (eds.), Handbook of Evaluation 
Research. Beverly Hills, CA: Sage Publications, 1977. 

223. Samuelson, P.A. "Aspects of Public Expediture Theories," The 
Review of Economics and Statistics, 40 (4): November 1958. 

224. Savage:1 L.J. The Foundations of Statistics. New York, NY: Wiley, 
1954. 

225. Schambl:rg, R. "Technological Considerations." 
Analysis for Mi1itarj Decisions. Chicago,IL: 

In E.S. Quade (ed.), 
Rand McNally, 1964. 

226. Schelling, T. C. "Assumptions About Ei..,emy Behavior." In E. S. Quade 
(ed.), Analysis for Military Decisions. Chicago,IL. McNally, 1964. 

B-18 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I' 
I 



I 
I 
I 
I 
I 
I 
I 
I 
-I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

227. Schlaifer, R. Probability and Statistics for Business Decisions. 
New York, NY: McGraw-Hill, 1959. 

228. , Analysis of Decis~ons Under Uncertainty. New York, NY: 
McGraw-Hill, 1969. 

229. Scott, D. "measurement Structures and Linear Inequalities~" 
Journal of Mathematical Psychology, 1: 233-247, 1964. 

230. Scott, D., and P. Suppes. Foundational Aspects of Theories of 
Measurement. Applied Mathematics and Statistics Laboratory 
Technical Report No.6. Stanford, CA: Stanford University, 
1957. 

231. Seiler, K. Introduction to Systems Cost-Effectivesness. New York, 
NY~ Wiley, 1969. 

232. ,"A Cost Effectiveness Comparison Involving a Trade-off of 
Performance, Cost, and Obtainability," Operations Research, 14 
(3): 528-531,1966. 

233. Shapley, L.S., and M. Shubik. 
of Market Games. R-1692-NSF. 
Cor~oration, 1975. 

Competitive Outcomes in the Cores 
Santa Monica, CA: The Rand 

234. Shepard, R.N. "The Analysis of Proximities: Multidimensional 
Scaling with an Unknown Distance Function,1I Psychometrika, 27: 
125-140, 1962. 

235. ,"The Analysis of Proximities: II," Psychometrika, 27: 219-
246, 1962. 

236. ,"Att;ention and the Metric Structure of the Stimulus Space," 
Journal of! Mathematical Psychology, 1: 54-87, 1964. 

237. , "On Subjectively Optimum Selection Among Multi-Attribute 
Alternatives." In M.W. Shelly and G.L. Bryan (eds.), Human 
Judgments and Optimality. New York, NY: Wiley, 1964. 

238. ,"Mlatric Structures in Ordinal Data," Journal of 
Mathematical Psychology, 3: 287-315, 1966. 

239. , "Introduction to Volume 1-." In A.K. Romney et.al. (eds.) 
Multidil,nensional Scaling Vol. 1. New York, NY: Seminar Pres~\,,;~ 
1972. 

240. Shepard, R.N., A.K. Romney, and S.B. Nerlov. Multidimensional 
~\inl' New York, NY: Seminar Press, 1972. 

B-19 



241. Siegel, S. "Level of Aspiration and Decision Making,tl 
Psychological Review, 64: 253-262, 1957. 

242. , "A Method for Obtaining an Ordered Metric Scale," 
Psychometrika, 21: 207-216, 1956. 

243. Siegel, S., and S.W. Becker. A Maximin Method for Higher Ordered 
Metric Scaling. University Park, PA: The Pennsylvania State 
University, 1959. 

244. Siegel, S., and L.E. Fouraker. Bargaining and Group Decision 
Making. New York, NY: McGraw-Hill, 1960. 

245. Siegel, S., and D.A. Goldstein. "Decision-making Behavior in a 
Two-Choice Uncertain Outcome Situation," Journal of Experimental 
Psycho1ogy~ 57: 37-42, 1959. 

246. Sigford, J. V., and R.H. Parvin. "Project PATTERN·:' A Methodology 
for Determining Relevance in Complex Decision-Making," IEEE 
Transactions on Engineering Management, EM-12 (1): 9-13, 1965. 

247. Simkowitz, M.A., and C.P. Jones. "Methods. of Estimation for 
jointly-Determined Variables." A Paper presented at the 
Southern Finance Association. November 10, 1972. 

248. Simkowitz, M.A., and R.J. Monroe. "A Discriminant Analysis Function 
for Conglomerate Targets," Southern Journal of Business, 6: 1-16, 
1971. 

249. Simon, H.A. "A Comparison of Game Theory and Learning Theory," 
Psychometrika, 21: 267-272, 1956. 

250. Models of Man. New York, NY: Wiley, 1957. 

251. ,"A Behavioral Model of Rational Choice," Quarterly Journal 
of Economics, 69: 99-118, 1955. 

252. Smith, J.W. "A Plan t.o Allocate and Procure Electronic Sets by the 
Use of Linear Programming Techniques and Analytical Methods of 
Assigning Values to Qualitative Factors," Naval Research 
Logistics Quarterly, 3 (3): 151-162, 1956. 

253. Sobin, B., and A. Proschan. "Search and Evaluation Methods in 
Research and Exp1o-ratory Development!" In H.D. Lerner (ed.), 
Research Program Effectiveness. New York, NY: Gordon and Breach 
Science Publishers, 1966. 

B-20 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

254. Stefflre, V.J. "Some Applications of Multidimensional Scaling to 
Social Science Problems." In A.K. Romney et. a1. (eds.), 
Multidimensional Scaling - Vol. II. New York, NY: Seminar Press, 
1972. 

255. Stevens, D.L. "Financial Characteristics of Merged Finns: A 
Multivariate Analysis," Journal of Financial and Quantitative 
Analysis, 149-158, March 1973. 

256. Stevens, S.S. ''Measurement, Psychophysics, and Utility." In C.W. 
Churchman and P. Ratoosh (eds.), Measurement: Definitions and 
Theories. New York, NY: Wiley, 1959. 

257. ,"In.Pursuit of the Sensory Law." Second Public K10psteg 
Lecture. Evanston, IL: Northwestern University Technological 
Institute, 1962. 

258. Stillson, P. itA Method for Defect Evaluation," Industrial Quality 
Control, 11: 9-12, 1954. 

259. Strauch, R.E. 
Monica, CA: 

"The Fallacy of Casau1 Analysis." P-4618. Santa 
The Rand Corporation, 1971. 

260. ," 'Squishy' Problems and Quantitative Methods." P-5303. 
Santa Monica, CA: The Rand Corporation, 1974. 

261. Strotz, R.H. "The Em'Pirica1 Implications of a Utility Tree," 
Econometricas 25 (2): 269-280, 1957. 

262. Suppes, P., and M. Winet. "An Axiomatization of Utility Based on 
the Notion of Utility Differences," Management Science, 1: 259-
270, 1955. 

263. Suppes, P., and E. Galanter (eds.). Handbook of Mathematical 
Psychology - Vol. 1. New York, NY: Wiley, 1963. 

264. Suzuki, G. "Procurement and Allocation of Naval Electronic 
Equipments," Naval Research Logistics Quarterly, 4: 1-7, 1957. 

265. Szanton, P.L. 
Monica, CA: 

"Systems Problems in the City." P-4821. 
The Rand Corporation, 1972. 

Santa 

266. , "Analysis and Urban Government." In A.W. Drake, R.L. Keeney, 
and P.M. Morse (eds.), Analysis of Public System~. Cambridge, 
MA: MIT Press, 1972. 

267. Terry, H. "Comparative Evaluation of Peno1lllance Using Multiple 
Criteria," Management Science, 9 (3)= 431-442, 1963. 

B-21 

(/ 



268. Thrall, R.M. "Applications of Multidimensional Utility Theory." 
In R.M. Thrall, C.H. Coombs, and R.L. Davis (eds.), Decision 
Processes, New York, NY: Wiley, 1954. 

269. Thurstone, L.L. 
Psychology, 2: 

"The Indifference Function," 
139-167, 1931. 

Journal of Social 

270. , The Measurement of Values. Chicago, IL: University of 
Chicago Press, 1959. 

271. Thurstone, L.L., and L.V. Jones. 
Measuring Subjective Values," 
Statistical Association, 52: 

"The Rational Origin for 
Journal of the American 

458-471, 1957. 

272. Timson, F.S. Measurement of Technical Performance in Weapon System 
Development: A Subjective Probability Approach. RM-5207-ARPA. 
Santa Monica, CA: The Rand Corporation, 1968. 

273. Torgerson, W.S. Theory and Methods of Scaling. New York, NY: Wiley, 
1958. 

274. ,"Multidimensional Scaling - I: Theory and Method," 
Psychometrika, 17: 401-419, 1952. 

275. Trull, S.G. 
Success," 

"Some Factors Involved in Detennining Total Decision 
Management Science, 12 (6): 270-280, 1966. 

276. Tucker, L. "The Extension of Factor Analysis to Three-Dimensional 
Matrices." In N. F'rederiksen and H. Gulliksen (eds.), 
Contributions to Mathematical Psychology. New York, NY: Holt, 
Rinehart, and Winston, 1964. 

277. ,"Some Mathematical Notes on Three-Mode Factor Analysis," 
Psychometrika, 31: 279-311, 1966. 

278. Tucker, L.R., and S. Messick. "An Individual Difference Model for 
Multidimensional Scaling, Psychometrika, 28: 333-367, 1963. 

279. Tufte, E.R. The Quantitative Analysis of Social Problems. Reading, 
MA: Addison-Wesley, 1970. 

280. Tversky, A. The Dimensional Representation and the Metric Structure 
of Similarity Data. Center for Cognitive Studies Report. Cambridge, 
MA: Har.vard University, 1966. 

281. , "Finite Additive Structures," Michigan Mathematical 
Psychology Program, MMPP 64-6. Ann Arbor, MI: University of 
Michigan, 1964. 

B-22 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

282. Tverskys. A. "A General Theory of Conjoint Measurement I " Journal 
of Mathematical Psycho1ogYI 4: 1967. 

283. Von Neumann, J., and O. Morgenstern. Theory of Games and Economic 
Behavior. Princeton, NJ: Princeton University Press, 1947. 

284. Wa1d, A. Statistical Decision Functions. New York, NY: Wiley, 1950. 

285. WalkerI W. "Applying Systems Analysis to the Fire Service." P-5456. 
Santa Monica, CA: The Rand Corporation, 1975. 

286. Weingartner, H.M. "Capital Budgeting of Interrelated Projects: 
Survey and Synthesis," Management Science, 12: 485-516, 1966. 

287. Whi t,,:,.head, C. T. "Uses and Limitations of Systems Analysis." P-3683. 
Santa Monica, CA: The Rand Corporation, 1967. 

288. Whitmore, G.A. "The Theory of Skewness Preference," Journt;:i.]. of 
Business Administration, 6: 13-20, 1975. 

289. Whitmore, G.A., and M.C. Findlay. Stochastic Dominance. Lexington l 

MA: D.C. Heath & CO' I 1978. 

290. Wi1liams l W.H., and M.L. Goodman. "A Statistical Grouping of 
Corporations by Their Financial Characteristics l " Journal of 
Financial and Quantitative Analysis, 1095-1104, September 1971. 

291. Winer, B.J. Statistical Principals in Experimental Design. New 
McGraw-Hill, 1971. York, NY: 

292. Winkler, R.L. "The Quantification of Judgment: Some Methodological 
Suggestions," Journal of the American Statistical Association, 
62: 1109-1120, 1967. 

293. Wish, M. "Comparisons Among Multidimensional Structures of Nations 
Based on Different Measures of Subjective Similarity." In A. 
Rapoport (ed.), General Systems - Vol. 15, New YorKI NY: Seminar 
Press l 1~70. 

294. _~_.;; "Indi vidual Differences 
Among Nations." In C. W. King 
Research Reaches New Heights. 
Association, 1971. 

in Perceptions and Preferences 
and D. Tigert (eds.), Attitude 

New York, NY: American Marketing 

295. Woh1stetter, A. "Analysis and Design of Conflict Systems." In E.S. 
Quade (ed.), Analysis for Military Decisions. Chicago, IL: Rand 
McNally, 1964. 

B-23 



296. Wold, H. "Estimation of Principal Components and Related Models 
by Iterative Least Squares." In P.R. Krishnaiah (ed.), 
Multivariate Analysis. New York, NY: Academic Press, 1966. 

297. Young, F.W., and W.S. Torgerson. "TORSCA: A FORTRAN-IV Program 
for Shepard-Kruskal Multidimensional Scaling Analysis," 
Behavioral Science, 12: 498-503, 1967. 

298. Young, G., and A.S. Householder. "Discussion of a Set of Points 
in Terms of Their Mutual Distances," Psychometrika, 3: 19-22, 
1938. 

299. Yntema, D.B., and W.S. Torgerson. '~an-Computer Cooperation in 
Decisions Requiring Common Sense," IRE Transactions on Human 
Factors in Electronics, 2 (1): 20-26, 1961. 

300. Zangwill, W.J. Nonlinear Programming: A Unified Approach. 
Englewood Cliffs, NJ: Prentice-Hall, 1969. 

301. Ziemba, W.T. "Solving Nonlinear Programming Problems with 
Stochastic Ob j ecti ve Functions," Journal of Financi al and 
Quantitative Analysis, 7: 1809-1827, 1972. 

302. Ziemba, W.T., and J.E. Butterworth. "Bounds on the Value of 
Information in Uncertain Decision Problems," Stochastics, 1: 
361-378, 1975. 

303. Zoutendijk, G. Methods of Feasible Directions. New York, NY: 
American Elsevier, 1960. 

B-24 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 








