
1'----" ;t~~;'~~"'!<'"." 

~. " 

<:l .. . 
" '. 

:1, 

I 0 '" 

,I " 
u 

:? 
.0 

'0 

{) 

{; 

0 

CJ 
" Q 

~ 

t> 
0 

(j 
" 

c, 
y 

I,~ 

.~ 

'& 'J, 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

EVALUATION ISSUES 

Prepared for 

The Office of Juvenile Justice 
and Delinquency Prevention 

NCJRS 

OCT 13 ~7SJ 

ACQUISiTiONS 

Under Formula Grant Technical 
Assistance Contract No. J-LEAA-013-77 

ARTHUR D. LITTLE, INC. 
WASHINGTON, D.C. 

CENTER FOR ACTION RESEARCH 
BOULDER, COLORADO 

JUNE, 1978 

Arthur D Little, Inc. 



,I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

-

Evaluation Issues was prepared as a joint undertaking of Arthur 
D. Little, Inc. and the Center for Action Research for the Office 
of Juvenile Justice and Delinquency Prevention. Patricia Trainer, 
of the Center for Action Research is the primary author. 

Arthur D Little, Inc 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I' 
I 
I 

TABLE OF CONTENTS 

INTRODUCTION 

TYPES OF INFORMATION-GATHERING 

TYPES OF EVALUATIv~ RESEARCH 

Process Evaluation 

Impact Evaluation 

PRELIMINARY STEPS TO EVALUATION 

STEP 1: will the findings be used? 

STEP 2: Is the project evaluable? 

STEP 3: Who can do this work? 

TECHNICAL STEPS 

Recomm.ended Resources 

Technical Tasks 

TASK 1: Formulating the Question 

TASK 2: Designing Instruments or Techniques 
for Measurement 

TASK 3: Designing the Study; Common Models 
for Evaluation Studies 

TASK 4: Data Collection 

TASK 5: Utilization of Results 

APPENDIX A 

REFERENCES 

ii 

-------------

I 

2 

3 

4 

4 

6 

6 

6 

7 

9 

9 

10 

10 

10 

11 

12 

12 

A-I 

Arthur 0 little, Inc. 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

INTRODUCTION 

A good evaluation presents many difficulties. Designing and implement
ing a good piece of evaluation requires staff cooperation: 

• Staff must be willing to a~cept that rigorous standards will 
be applied in the evaluati~n. 

• Staff must be prepared for unanticipated setbacks in the 
research tasks accompanying an evaluation effort. 

• Staff must understand that findings will demand careful and 
thoughtful interpretation. 

• Staff must honestly decide whether or not the results warrant 
the continuation of an evaluation effort. 

Evaluation should be considered an appropriate activity worth the effort, 
rather than a casual project taken up for unclear or unspecifiable 
reasons. Unless it is regarded as a choice, there are other types of 
documentation, reporting, and analyses ~hat could be ap~lied to a proj
ect and t.hat may be more appropriate. 

The purpose of this document is to encourage the reader to distinguish 
between evaluation and other information-gathering procedures, to dis
tinguish between measures of efficiency and effectiveness, and to make 
more informed decisions about when to use evaluation rather than some 
other procedure for producing information about a project. This document 
is not an attempt to detail how evaluations are designed and implemented. 
There are good resources already available for this which would help an 
agency or project staff to determine whether it has the necessary staff, 
or would suggest what sort of assistance the staff will want to seek out
side the organization. 

The material is divided into: 

e Types of information-gathering activities. 

• Types of evaluative research. 

• A list of preliminary questions to be asked before 
selecting evaluation. 

• Suggestions for further resources into the technical 
aspects of evaluative research. 

• A brief outline of the types of technical tasks that 
are involved in evaluation research. 

- 1 -
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TYPES OF INFORMATION-GATHERING 

Three general but distinct procedures are commonly used: assessment, 
monitoring, and evaluation. 

Assassment is establishing the rate or amount of some activity or 
resource. Assessment of needs is a means of estimating or determining 
the amount or importance of unmet needs and identifying the resources 
currently available to meet those needs. Needs assessment sometimes 
uses existing data or involves collection of new data. It is a method 
of finding service deliv~LY gaps and substantiating unmet needs in a 
community and is used to establish priorities for addressing problems • 

Monituring compares a project's plans with what actually happened. It 
entails collecting specific information on events associateu with the 
operation of a project. In general, a monitoring system obtains data 
on both the project and its activities, allows for the analysis neces
sary to determine whether activities are acceptable, and provides for 
feeding back this information to management. Monitoring activities are 
associated with reporting systems and cost analysis techniques. 
Specific information on this function is presented in Monitoring for 
Criminal Justice Planning Agencies (LEAA, 1974). A more general reference 
is Monitoring for Government Agencies by John Waller, et al. (The 
Urban Institute: Wash.ington, D.C. 1976). 

Evaluation refers to judging the merit of something by comparing it 
against some yardstick. Evaluation studies are done to measure the 
effects of a program or project against the objectives it set out to 
accomplish and thus aid subsequent decisions about the project's future 
or structure. In the strictest sense, evaluation studies using systematic 
methods are designed to verify whether a certain effect occurred and to 
suggest conclusions about the extent to which this effect can be directly 
attributed to the project rather than to outside forces. 

- 2 -
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TYPES OF EVALUATIVE RESEARCH 

As evaluation research has become widely used in government agencies 
and action projects, attempts have been made to distinguish degrees 
of success or failure. Programs are designed to produce a specific 
outcome. These results are related to program input and include its 
purposes, principles, methods, staffing, location, auspices, and 
nlxrnbers and characteristics of persons served. Both input and outcome 
can be evaluated. (Suchman, 1967), Evaluation Research has come to 
describe systematic measurement and analysis of the effects of various 
aspects of program review. Evaluative research is involved when activi
ties are judged against implicit criteria, even if they are not judged 
against tne actual outcome of program activities. 

The following are examples of areas to which evaluative research might 
well be applied: 

• Effort. This refers to both quantity and quality of activity. 
There is the assumption that the specific activity is a valid 
means of reaching the objectives, so it is measured regard
less of output. Monitoring activities usually cover at least 
quantity of activity. 

• Efficiency. The evaluation of alternative methods of achiev
ing objectives in terms of costs involved -- money, time, 
personnel, and public convenience -- focuses on the efficiency 
with which procedures are carried out. It is often done as 
cost benefit or cost effectiveness analysis. 

• Operation. The focus here is on detailed questions concerning 
why a program works or does not. A description of oper.ation 
would include program attributes, program recipients, program 
conditions, and details about differences or changes in these 
and their effect on the success or failure of the program. 

• Effectiveness of Performance. This is the measure of results 
of effort, rather than of effort itself. The key question con
cerns the extent to which program objectives have actually been 
attained. Methodological considerations and controlled an&lysis 
are needed if the study must also demonstrate that wh<:l.t occurred 
was a result of project activities. 

• Adequacy of Performance. This compares performance to the amount 
of need: How much of the entire problem has been solved as a 
result of the program or project? Effectiveness measures impact 
on a popUlation actually serve~; adequacy measures impact on a 
larger popUlation of need. 

- 3 -
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These five categories combine to form two basic types of evaluative 
research: measures of the inputs or processes in the project and 
measures of the outcome or impact of the project. While each provides 
a distinct type of information, used together they provide a balanced 
analysis of the program. 

Process E~~luation 

This is a detailed study of the various parts of the system and how 
they are linked. Such a study can be accomplished through careful and 
systematic documentation of staff activities, project attributes, recipi
ents, etc., and the conditions and changes in any of these. Carefully 
designed reporting systems should provide for all of these things, as 
well as for aeequate information to make estimates, using cost analysis 
techniques, of the efficiency of the activities and services. This 
involves more than monitoring project activities and careful documenta
tion of project characteristics. It also requires judging the quality, 
adequacy, or appropriateness of the procedures and making necessary 
adjustments. There must be some rationale for ~lalyzing these aspects 
of a project. For example, keeping records of how many staff hours ~.rere 

spent talking with clients one-to-one and how many hours were spent talk
ing to clients in groups has a reason if the program hopes to find out 
if one-to-one contact is more or less valuable. 

Impact E~aluation 

The concern here is with the relationship of project outcomes to stated 
goals. It is assumed that a problem has been identified, that there 
is a theory about what will alleviate it, that the project has a goal, 
and finally, that the program activities will have a specific impact 
on the target group. 

An impact evaluation depends on a statement of the theory of what will 
alleviate the problem. It determines how the project is set up and 
allows for measurement of the proposed effect. At a minimum, an impact 
evaluation will be a study of change in some target group (individuals, 
a section of a community, a jurisdiction, etc.). 

However, it is even more important that the study be designed for 
conclusions about the extent to which the project activities themselves 
created the change. For example, to say that a job program for youth 
reduced their delinquency behavior, it would be ~cessary to have a 
"control" or comparison group of similar youth who were not provided 
jobs. Both the group provided jobs and the control group would be 
measured by their delinquent behavior before and after the jobs 
program. If delinquency were lower for those given jobs than for the 
control group, it would be more persuasive evidence of the impact of 
the job program than a before and after measure on only the working 
group. 

- 4 -
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Although the sophisticated design and rigorous technique used to link 
project activity and effect on its target provides the best type of 
information in deciding abuut program design and existence, impact 
evaluation is not always appropriate or possible. It may not be feasible 
becauso of limited resources, limited expertise, or inadequate program 
design. Or it may not be desirable because no one intends to act on 
that type of knowledge. 

Process and impact evaluations are related. For planning purposes, 
knowing that a project had a certain effect may not be as usefUL as 
knowing that it had an effect ~nd why it had that effect. Using the 
job progrrun example again, it may be found that the impact on delinquency 
was uneven across the group getting jobs. With adequate information on 
how the jobs for youth were created and what those jobs entailed, it may 
be possible to determine that different types of jobs were viewed dif
ferently and thus had different impacts on reducing delinquency. For 
example, jobs that the employer created and financed may have been viewed 
more favorably by youth than those jobs created by employers simply be
cause the job program was providing the salary with no real commitment 
made by the employer. 

The LEAA guidelines call for State Planning Agencies·to make "intensive 
evaluations" when pliil:nl'ling warrants it, An "intensive Evaluation" 
implies a study including both process and impact evaluation which would 
facilitate adjustment of project activity or transfer of project desig~ 
to others. Both process and impact must be described carefully enough so 
that others wishing to design a similar Frogram for a similar impact on 
youth can provide similar staffing, service facilities and clients, or, 
if necessary, adjust aspects of project activities to produce an even 
more favorable impact. 

The information gained from monitoring an~ documenting the activities of 
a project is frequently all that is required. A descriptive report of 
what was done at the end of a specified period may be sufficient. Even 
descriptive reports, however, require thoughtful consideration and analysis 
in o~der to be useful for purposes other than that of establishing compli
ance. There .is often room for improvement in the way activities are 
carried out, especially in the way they are planned for and incorporated 
into the project from the beginning. 

However, project staff and others may decide that an evaluation of the 
project, particularly an evaluation of the project's impact, is what is 
wanted. They want to go beyond monitoring ongoing activities and deter
mine if the project activities are producing the projected outcome, and 
if this outcome is related to activities and not to other forces. The 
following section discusses preliminary steps in deciding whether or not 
such evaluation actually can and should be undertaken. There are three 
crucial questions to consider carefully before commitment to an evalua
tion effort: (1) Will the findings be used? (2) Is the project 
evaluable? (3) Who can do this work? 

- 5 -
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PRELIMINARY STEPS TO EVALUATION 

STEP 1: will the findings be used? 

When considering evaluation, first ascertain whether there is a sincere 
interest in or need for the findings, even if they are not entirely 
favorable. Who wants to use the results and for what purpose? Careful 
consideration should help to determine whether to go to the trouble and 
expense of doing an evaluation and should guide the decision as to 
whether it will be a process evaluation or an impact evaluation. Evalu
ation should not be performed on the basis of such reasons as "it is 
required" or "it ought to be done because others do it." It should be 
done because the information is needed for decision making and will be 
taken into account in future planning. 

Another factor in considering whether an evaluation study actually would 
be used is that of the distinction between summative evaluations and 
formative evaluations (Scriven, 1967). 

s Summative evaluations aid decisions on whether to keep or 
stop a project 

• F0r.mative evaluations aid decisions on whether changes are 
: ;eded in the way the program is structured or in its oper
ations and, if so, whether or not to make these changes 

Agencies or communities with an experimental approach will most often be 
interested in formative evaluations: their interest will lie in improv
ing programs, since that is the more efficient way to plan and to develop 
a program. Formative evaluation is appropriate for feeding useful 
information back into the planning process. 

"Summative" and "formative" concern more the use of the evaluation than 
how it is conducted; but, if it is clear that formative evaluation is 
needed, process evaluation with impact evaluation must be included. 
It is not possible to change a program's operation to improve outcomes 
if the original processes are not understood and have not been analyzed 
with respect to their results. 

STEP 2: Is the Project Evaluable? 

Once it is decided that an evaluation is needed, the next step is to 
determine whether the project is evaluable as currently designed and 
operating. The key conditions are: 

• Ability to identify the project's objectives. What is this 
project trying to accomplish? Too often this question cannot be 
answered clearly and precisely. Objectives must be stated ili 

- 6 -
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terms that are clear, specific, and measurable. The key 
assumptions of the program must be stated in a form which 
can be tested objectively. That is, not only must the out
come be definable, but also the process used to achieve it 
must be specifiable. 

• Ability to identify the criteria for data. The final 
criteria must be specified. How is the outcome going 
to be measured? For example, will it be delinquency rates 
or will it be self-reported dBlinquency a~ong the clientele? 

• Ability to identify the relevant groups that the evaluation 
can use to measure impacts. There must be a specifiable 
clientele group or population where the change is expected 
to occur directly. 

In determining whether the project can be evaluated, it may become evi
dent that there are multiple objectives or multiple definitions among the 
staff and that there are bott. short-term and long-term objectives. 
Evaluator and evaluatee must select among the objectives one or two 
which are more important or more interesting; they must be able to 
agree about definitions; and they must be able to decide whether to 
measure short-term or long-term effects, or both. If these things ca~ 
not be agreed upon, then the use of the findings of the study is jeop
ardized. 

&TE~ 3; Who can do this work? 

Most of the steps in an evaluation do not require highly specialized 
professional training as much as they require staff with a commitment 
to being rigorous, systematic, and objective. Often the agency over
seeing evaluations or a project carrying out its own evaluation will 
have staff capable of undertaking many parts of evaluative research. 
However, it may not mean that they also have time and this needs to be 
taken into consideration. 

Even with capable staff, it is still important to have someone with 
expertise and experience in this type of research to direct the tech
nical aspects of evaluation and to design the study and the measurement 
instruments to be used. There may be such a person on the staff. If 
not, there are professional evaluators within most state government 
systems or available for hire from private firms in the community. How
ever, even selecting someone to hire takes some knowledge and understand
ing of the process. Agencies intending to do much eval";ttion or to over
see evaluations as an ongoing activity should acquire ~taff with this 
capability. A checklist of what to look for in an ~valuation plan is 

Appendix A. 

Another alternative is to limit the types of evaluation to those which 
the available staff can handle. Attempting a sophisticated and complex 
design without proper understanding of the techniques or skills to do 
the necessary statistical analysis and data interpretation would waste 
staff time and p~oject resources. 

- 7 - Arthur 0 Little/Inc 
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Therefore, in deciding on staffing needs, consider three things: 

• What sort of evaluations will be conducted (e.g., process 
or impact, short-term or long-term, etc.) and how many 
will be conducted? 

• IVhat funds are available for the evaluation activities? 

• What parts of the evaluative research could be done by 
in-house staff and what parts by outside contractors or 
consultants? 

Somewhat more in-depth discussions of the management of resources for 
evaluation activities are in Intensive Evaluation for Criminal Justice 
Planning Agencies (Wiedman, et al., 1975), Practical Program Evaluation 
for State and Local Government Officials (Hatry, et al., 1973), and 
Federal Evaluation Policy (Wholey, et al., 1976). The first of these 
publications also gives several examples of alternative organizational 
strategies used by SPAs in the past for conductin~ intensive evaluation. 

- 8 -
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TECHNICAL STEPS 

Recommended Resources 

The rema~n~ng steps in evaluation are technical. These are clearly 
laid out in many research texts and in government manuals for agency 
personnel responsible for conducting or overseeing evaluations. For 
example, Evaluation Research: Methods of Assessing Program Effective
ness (Weiss, 1972) addresses in general the applicQcion of research 
techniques to the evaluation of social programs. It formulates the 
questions and various research designs and then addresses the political 
context in which such evaluation takes place. The presentation is 
cogent and easy to follow. It would be useful for an agency or project 
manager in evaluating staff capabilities and the time and money likely 
to be needed. Other resources are: 

• 

• 

• 

• 

• 

Practical 
Officials 
analyst. 
tions and 

Program Evaluation for State and Local Government 
(Hatry, et al., 1973) is directed at the government 
It lays out an easily followed outline of considera
steps associated with program evaluation. 

Routinizing Evaluation: Getting Feedback on Effectiveness 
of Crime and Delinquency Programs (Glaser, 1973) is a some
what longer narrative. Examples provided by Glaser are more 
specific to crime and delinquency than in the Weiss or Hatry 
volumes, but the format is less straightforward and less 
introductory in nature. It goes beyond impact evaluation 
and discusses procedures associated with process evaluation. 

Federal Evaluation Policy (Wholey, et al., 1976) is a broad 
treatment of the need for a wide-ranging evaluation strategy 
for large government programs and a discussion of administrative 
systems, organizational relationships, responsibilities, and 
methodology. 

Evaluation in Criminal Justice Programs: Guidelines and Examples 
(Albright, et al., 1973) was prepared as a guide for LEAA National 
Impact Program managers. It discusses developing and implement
ing plans to evaluate criminal justice projects and programs and 
gives examples of applying evaluation methodology and of effective
ness and efficiency measures. 

Intensive Evaluation for Criminal Justice Planning Agencies 
(Weidman, et al.) define.!!:, according to LEAA, "intensive evalu
ation" and describes ways it can be carried out. It provides 
examples of alternative organizational strategies for intensive 
evaluation used by four SPAs, along with brief examples of 
strategies used in states with small-sized grants and of data 
systems used by SPAs for evaluation purposes. 

- 9 -
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Technical Tasks 

Initial tasks require a serit3s of decisions: 

• What is to be measured':' 

• How is it to be measured? 

• Who is to be measured? 

• When is it to be collected and for what groups? 

• How it is to be collected? 

• How are the data to be used? 

The reader should not be misled into thinking that selecting a design 
and carrying out the research will be simple and predictable. Any of 
the publications listed above should make this evident. In paLticu1ar, 
the Weiss and Glaser volumes discuss not only the techniques but also 
the pitfalls associated with research efforts, especially those conducted 
in social and political contexts for use in decision making (as compared 
to basic research for the sake of knowledge). 

TASK 1: Formulating the Que~ion 

An evaluation cannot be designed until program objectives are clarified 
and stated in measurable te::..'"Il1s. For example, "To enhance the well
being of youth" is not measurable; "To reduce truant behavior for youth 
in this program" lends itself better to devising a measure of whether or 
not this has been accomplished. If the:ce are multiple objectives, one 
or two must be selected as more important in order to provide a manage
able study. The staff itself and the staff and the ~valuator must agree 
about this definition of program objectives, about the importance of one 
or two over others, about the target group to be measured, and about the 
preference of studying short-term effects, long-term effects, or both. 

Similar decisions and definitions need to be made with respect to a 
process evaluation. There must be a clearcut rationale for having col
lected certain information. This underlying reason guides compilation 
of data and helps judge the project's efficiency and activities. 

TASK 2: Designing Instruments or Techniques for Measurement 

Perhaps the best strategy here is to locate suitable existing 
For example, carefully developed and documented scales exist 
psychological variables, such as alienation or self-esteem. 

measures. 
for many 
Handbooks 

are available which describe established measures (see Lake, Miles, and 
Earle; 1973). This approach eliminaLes much trial and error which 
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accompanies the creation of new measures. It may also provide for 
responses in earlier investigations which could be used for comparison 
purposes. 

If there are no suitable measures available, then careful work must be 
done at this stage. Hastily designed instruments or techniques at the 
beginning of a study can lead to increased difficulties with making 
sense of the findings, or even jeopardize their utility. The theory 
of measurement is highly developed and much has been written on it. It 
would be irresponsible for a project to create measures for evaluative 
research without familiarity with the various types and levels of measure
ment. Some measurements are more precise than others; however, project 
design or objectives may not always allow for the most precise ones to 
be used. This needs to be examined and given careful consideration to 
avoid aiming for a false precision. 

TASK 3: Designing the Study; Common Models for Evaluation Studies 

The usef~lness of the findings greatly depends on this stage. If precise 
statements about the extent to ~·;hich project activities are responsible 
for outcomes ar3 most important, then sophisticated and complex designs 
must be used, and used correctly. Other designs are less complex than 
classic experimental designs to execute and analyze, but these are also 
less precise in linking effects to activities and they leave far more 
room for alternative explanations for the actual outcomes. 

There are many different models incorporating elements of experimental 
design that are appropriate to evaluative research and present a range 
of explanatory power and ease of implementation. For example, Federal 
Evaluation Policy presents a chart of eleven pre-experimental, true 
experimental, and quasi-experimental designs which nave been developed 
by social scientists and discusses their relative strengths and con
straints. The classic work upon which the discussion is based is 
Experimental and Quasi-Experimental Designs for Research (Campbell and 
Stanley, 1966), written for a more technical audience. Below are four 
co~on evaluation models. These are discussed in Intensive Evaluation 
for Criminal Justice Planning Agencies and are among those commonly 
described in any presentation of how to conduct program evaluation. 
Practical Program Evaluation for State and Local Government Officials 
describes these same four designs in somewhat more detail, addressing 
general steps involved in each one, problems likely to be encountered 
in each, types of application, and relative costs. These can serve as 
a guide for project staff considering setting up an impact evaluation. 
However, it is recommended that they work with someone with expertise 
and experience in setting up such studies because it is easy to view 
these designs as being simpler to implement than is actually the case. 

Designs 2, 3, and 4 on the following chart allow for controlling some 
of the other factors that might affect the target group. Design 4, 
which is the classic controlled experiment design, is the most powerful 
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in terms of being able to attribute program effects to program activities. 
It is also the most difficult to prepare, carry out, and analyze and will 
take more planning, more expertise, and more staff time than any of the 
others. Design 1 is probably the most commonly used. It is the simplest 
and cheapest type of evaluation and can identify if there has been a 
change. But, at the same time, it is the least capable of separating 
the effect of program activities from other influences. 

A fifth model of measurement (not actually a design) compares actual 
results against planned or targeted results. This is not an impact 
measurement because it does not measure the effects of service, but 
often can provide adequate information for planning purposes. It is 
generally based on such things as measures of workload and population 
served and can be accomplished wit:l information collected in reporting
systems designed for program monitoring. 

TASK 4: Data Collection 

Data collection is the most routine of the tasks, but it is likely to 
consume the greatest amount of time and effort. It takes thoughtful
ness and commitment on the part of the staff, for if done sloppily or 
inconsistently the legitimacy of the findings is reduced. Data must 
be accurate, complete, and comparable from time period to time period 
or from group to group. 

Though we commonly think of interviews or questionnaires as basic data 
collection methods, using existing records and statistics is probably 
more prevalent. This would be particularly true for process evaluation 
and is by nefinition true when the idea of evaluation has not been 
thought of until the end of the project. Evaluators with ingenuity can 
often think of other special data collection procedures such as system
atic field observations, special event analysis, critical incident tech
niques, and so forth. These may make it more difficult or even impos
sible to obtain the desired "before" measures, but should not be over
looked if other collection methods are not applicable to the project's 
objectives or operations. 

TASK 5: Utilization of Results 

If the suggested steps are followed, staff already know how the results 
are to be used and who is going to use them, as this was a premise in 
deciding whether or not the e7aluation should be undertaken in the 
first place. 

The most important thing to understand at this point is that the data 
will not speak for themselves. The staff must be prepared to think 
about what they mean and to consider alternative explanations for 
specific findings. They should be prepared to consider the findings 
as one piece of information and not the only piece. They should be 
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BURGLARY 
RATE 

DESIGN 1 

Before vs. After. 
Program Comparison 

Pre-Program 
Period 

Time 

Program 
Period 

Estimated Program Effect ::.:: 
After Program Rate (A2) -

Before Program Rate (AI) 

DE~IGN 3 

One Ti"me Comparison Between Those 
Served and Not Served by Program 

BURGLARY 
RATE 

Pre-Program 
Period 

Time 

Program 
Period 

0NS 

os 

Program Effect = Rate of Those Served (S) -
Rate of Those Not Served (NS) 

DESIGN 2 

Time Trend Projection 
of Pre·Program vs. Actual Program Data 

BURGLARY 
RATE 

Pre-Program Program 
Period I Period 

I 
I 
I ,/Op 

~• !/OA 
• • I 
o f) I 

Time 
Estimated Program Effect =~ 
Actual Rate (A) - Projected Rate (P) 

BURGLARY 
RATE 

DESIGN 4 

Time Series Comparisons Between 
Those Served and Not Served 

Pre-Program 
Period I 

I 
I 

Program 
Period 

S "NS,. I ~ NS 
I ~--t-r-I ----''WlSI' ~ 

Time 

Program Effect = Difference in Before and 
After Burglary Rates of Population Served 
by the Program (SrSI) - Similar 
Difference for Those Not Seived (NS~ -NSI) 

Evaluation Design Methodologies 
Adapted from: Intensive Evaluation for Criminal Justice Planning Agencies 

(Weidman, et al., 1975) 
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prepared to determine with honesty whether or not the evaluation was 
carried out well enough and without too many unanticipated eve~ts in 
the environment or in the data collection procedures. They must be 
prepared to ask if the product can be used as intended, if it can be 
used but only with qualifications, or if it should be scrapped. 

Despite early agreements about the utilization to be made of the find
ings, the results may prove "unpopular" and resistance to using them 
even for formative purposes may arise. Evaluations done for summative 
purposes may be discounted as inaccurate, even when design and data 
collection can be declared adequate. Too many evaluation studies 
simply disappear. This is the reason for deciding to use the findings 
and stating what they are to be used for and for making the first 
decision -- not the final one. 
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APPENDIX A 

An Administrativo Checklist 
for Reviewing Evaluation Plans 

Conceptualization of Evaluation 

Definition: 
__ Purpose: 
__ Questions: 

Audiences: 
__ Agents: 

Process: 
Standards: 

Sociopolitical Factors 

Involvement: 

Internal 
communication: 

Internal 
credibility: .. 
External -- . 
credibility: 

__ Security: 

Protocol: 

Public relations: 

How is evaluation defined in this effort? 
What purpose(s) will it serve? 
What questions will it address? 
Who will it serve? 
Who will do it? 
How will they do it? 
By what standards will their work be judged? 

Whose sanction and support is required, and how 
will it be secured? 

How will communication be maintained between the 
evaluators, the sponsors, and the system 
personnel? 

will the evaluation be fair to persons inside 
the system? 

Will the evaluation be free of bias? 

What provisions will be made to maintain security 
of the evaluative data? 

What communication channels will be used by the 
evaluators and system personnel? 

How will the public be kept informed about the 
intents and results of the evaluation? 

Contractual/Legal Arrangements 

___ Client/evaluator 
relationship: 

Evaluation 
Products: 

___ Deli very 
Schedule: 

__ Editing: 
Access to data: 

Release of 
reports: 
Responsibility 

--and authority: 
Finances: 

Who is the sponsor, who is the evaluator, and 
how are they related to the program to be 
evaluated? 

What evaluation outcomes are to be achieved? 

M1at is the schedule of evaluation services and 
products? 

Who has authority for editing evaluation reports? 
What existing data may the evaluator use, and 

what new data may he obtain? 
Who will release the reports and what audiences 

may receive them? 
Have the system personnel and evaluators agreed 

on who is to do what in the evaluation? 
What is the schedule of payments for the evaluation, 

and who will provide the funds? 
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The Technical Design 

___ Objectives and 
variables: 

___ Investigatory 
framework: 

Instrumentation: 

__ Sampling: 

___ Data-gathering: 

___ Data storage 
and retrieval: 
Data analysis: 
Reporting: 

Technical 
adequacy: 

,The 'Management Plan 

organizational 
--mechanism: 

organizational 
--location: 

Policies and 
procedures: 
Staff: 
Facilities: 

____ Data gathering 
schedule: 

___ Reporting 
schedule: 

__ Training: 

Installation of 
evaluation: 

__ Budget: 

What is the program designed to achieve, in 
what terms should it be evaluated? 

Under what conditions will the data be gathered, 
e.g., experimental design, case study, survey, 
site review,. etc? 

What data-gathering instruments and techniques 
will be used? 

What samples will be drawn, how will they be 
drawn? 

How will the data-gathering plan be implemented, 
who will gather the data? 

What format, procedures, and facilities will be 
used to store and retrieve the data? 

How will the data by analyzed? 
What reports and techniques will be used to 

disseminate the evaluation findings? 
Will the evaluative data be reliable, valid, and 

objective? 

What organizational unit will be employed, e.g., 
an in-house office of evaluation, a self
evaluation system, a contract with an 
external agency, or a consortium-supported 
evaluation center? 

Through what channels can the evaluation 
influence policy formulation and adminiotrative 
decision making? 

What established and/or ad hoc policies and 
procedures will govern this evaluation? 

How will the evaluation be staffed? 
What space, equipment, and materials will be 

available to support the evaluation? 
What instruments will be administered, to what 

groups, according to what schedule? 
vfuat reports will be provided, to what audiences, 

according to what schedule? 
What evaluation training will be provided to 

what groups and who will provide it? 
Will this evaluation be used to aid the system 

to improve and extend its internal evaluation 
capability? 

What is the internal structure of the budget, 
how will it be monitored? 
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Moral/Ethical/utility Questions 

____ Philosophical 
stance: 
Service 
orientation~ 

Evaluator's 
values: 

____ Judgments: 

____ Objectivity: 

Prospects for 
---utility: 

Cost 
---effectiveness: 

Will the evaluation be value free, value 
or value plural? 

What social good, if any, will be served 
this evaluation; whose values will be 

will the evaluator's technical standards 

based, 

by 
served? 
and 

his values conflict with the client system's 
ru~d/or sponsor's values; will the evaluator 
face any conflict of interest problems; and 
what will be done about possible conflicts? 

Will the evaluator judge the program, leave 
that up to the client; or obtain, analyze, 
and report the judgments of various reference 
groups? 

How will the evaluator avoid being co-opted and 
maintain his objectivity? 

will the evaluation meet utility criteria of 
relevance, scope, importance, credibility, 
timeliness t and pervas.i:veness? 

Compared to its potential payoff, will the 
evaluation be carried out at a reasonable 
cost? 

Used with the permission of Daniel L. Stufflebeam--from Meta Evaluation. 
Paper #3, Occasional Paper Series. Kalamazoo, Michigan: The 
Evaluation Center, Western Michigan University, 1975. 
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ALBRIGHT, 
1973 
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