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Foreword

The Issues of psychosocial drug use and abuse have generated many volumes analyzing the ''problem
and suggesting ''solutions.’ Research has been conducted in many disciplines and from many dif-
ferent points of view. The need to bring together and make accessible the results of these re-
search investigations is becoming increasingly important. The Research lssues Series is intended
to aid investigators by collecting, summarizing, and disseminating this large and disparate body
of literature. The fucus of this series is on critical problems in the field. The topic of each
volume is chosen because it represents a challenging issue of current interest to the research
commuaity. As additjonal issues are identified, relevant research will be published as part of
the series.

Many of the volumes in the series are reference summaries of major empirical research and theoret-
ical studies of the last fifteen years. These summaries are compiled to provide the reader with
the purpose,.methodology, findings, and conclusions of the studies in given topic areas. Other
volumes are original resource handbooks designed to assist drug researchers. These resource

works vary considerably in their topics and contents, but each addresses virtually unexplored
areas which have received little attention from the research world.

The Research Issues Series is a group project of staff members of the Natjonal Institute on Drug
Abuse, Division of Research, Psychosocial Branch. Special gratitude is due Dr. Louise Richards
for her continued guidance and support.

Dan J. lettieri, Ph.D.
Project Officer
National Institute on Drug Abuse
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Preface

This volume contains ten original papers discussing methodolcgies applicable to performing
psychosocial research on substance abuse, particularly abuse with drugs. The intent of the
papers is to permit increased methodological sophistication in the field of drug abuse by
making available basic information on some of the latest and most relevant research technigues.
Each of the papers has been written by a prominent methodologist; each paper has been

des“gned to assist drug researchers in the behavioral and social sciences who do not have an
advanced background in research techniques and who are in need of introductory information. It
is also hoped that this volume will provide a stimulus to drug researchers at large.

Eight data analysis strategies are discussed by the authors: actomatic interaction detection,
actuarial prediction, cluster and typological analysis, path analysis, factor analysis, general
multiple regression and correlation analysis, multivariate analysis of variance, and discrim-
inant analysis. In addition, two relevant research designs are dealt with: single-organism
designs and longitudinal designs. Although many of the methods are complex, we have tried to
keep the discussions as nontechnical as possible. Summaries of the papers are given in
chapter 2,

Each paper includes a description of the rationale, procedures, assumptions, advantages, and
disadvantages of the methodology. Practical illustrations show how the method has been ap-
plied in both nondrug and drug-related situations. References are provided to existing
computer programs for performing the analysis, as well as to relevant documents for additional
reading. These citations include more detailed discussions of mathematical derivations and
descriptions of both drug and nondrug research that have employed the methodology, References
are organized alphabetically by author; when more than one publication by a given author or set
of authors is cited, publications are listed chronclogically.

The content of this volume is the product of an unusual degree of cooperation on the part of a
group of authors. All of the authors prepared their papers with great care and considerable
effort. After initial drafts were independently generated, the National Institute on Drug
Abuse invited the authors to convene in Washington, D.C., to jointly review their work and to
discuss the interrelationships among the individual papers. In subsequent months, textual
refinements were made. Credit for textual editing and production of the volume is due

praject staff members Mary Macari, Gayle Kleiman, and Garrie Bateson.

Gregory A. Aunstin
Project Manager
Documentation Associates
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THE DRUG RESEARCHER’S DILEMMA

This book contains an introductory description of a variety of data analytic methods that witl
assist the researcher to design, implement, analyze, and write up the results of meaningful
psychosocial research in drug and alcohol abuse. Most of us have received some training in meth-
odology--particularly, introductory statistical inference. However, in the field of substance
abuse, as in many others, the growth of data analytic methods and designs has been so rapid that
it is difficult, if not impossible, for the nonspecialist to keep on top of recent developments.
tn addition, many drug and alcohol researchers have come to their interest in the psychosocial
aspects of abuse via a variety of educational pathways, many of which were not heavily laden with
methodological training. It is the experience of confronting the many-faceted problem of sub-
stance abuse that has led many individuals to recognize the need for additional training in meth~
odology as it is relevant to their interest,

Since none of us has the time or experience to tackle simultaneously the variety of problems re-
quiring multifaceted skills, each of us has chosen a particular area of specialization. The drug
and alcohol abuse researcher, of course, has become a specialist in understanding the development,
maintenance, and modification of the destructive use of chemical substances. To study these phe~
nomena in greater depth and with scientific precision requires the use of a variety of specialized
quantitative techniques. The relevance of any given technique to a research problem may not be
obvious to an individual until he has some overall conceptualization of its power to deal with a
specific problem. Witnessing the growing sophistication of substance abuse research, we have be-
come aware that certain techniques seem to be of particular value in clarifying important jssues.
In some instances, substance abuse researchers themselves have ''discovered" these techniques,

and we asked these researchers to share their understanding of the relevant techniques

with the reader. 1In other instances, the relevance of certaln methodological developments

to drug and alcohol research has become apparent; even though there has been no actual

application of the methodology to such research as yet. Consequently, we asked an expert to
provide an introduction to the specific technique at a level that would be comprehensible and in-
formative to the uninitiated. Of course, we have insured that drug-specific examples of the
methods have been incorporated into the discussion of each method, so that the researcher can gain
a more concrete picture of the use of the technique for his research goals.

It is unreasonable to expect the scientists committed to the content area of substance abuse to
become methodological experts. |If highly technical advice is needed, a specialist can and should
be consulted. On the other hand, the researcher who has been stumped by certain types of prob-
lems, and who may wish to consider a new approach to these problems, may find it useful to explore
this book with the goal of winnowing out the wheat from the chaff for his or her particular pur-
poses. Similarly, the individual who has heard about a given technique but has pot had the time
or energy to find a suitable introductory presentation of its strengths as well as its limita-
tions, the demands on quality and quantity of data that are made by it, and its ease in implemen-
tation by computer, may wish to browse through this volume to obtain enpough information to be
able to make a relatively informed decision about the methodology involved. As editors, we have
attempted to make this exploratory attitude both rewarding and relevant to the individual.

EXPLORATICN, CONFIRMATION, AND CLASSIFICATION

This volume does not discuss all of the recent developments in methodology and statistics that

may be relevant to substance abuse research. In the broader sense, it is obvious that the entire
areas of statistics, psychometrics, and sociological measurement would be relevant. How then did
the editors arrive at a basis for selecting the methodologies which are discussed in the current
volume? In part, the answer lies in relevance; in addition, we applied a theory of data that sug-
gests that there may be three major purposes for the types of data manipulation suggested by the
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writers of the subsequent chapters. These purposes include exploration, confirmation, and clas-
sification.

The first goal involves a rather preliminary exploration of data for purposes of formulating hy-
potheses and understanding the potential role of variables, types, or designs. Exploratory data
analysis, as we present it, does not particularly involve statistical manipulation with its atten-
dant hypothesis testing. Rather, it invdlves data fitting or partitioning of a less formal kind.
This is useful in earlier stages of scientific development. Of course, several of the exploratory
techniques we have included in the volume have hypothesis testing procedures available as well,

so that it is easy to move to a more formal level in formulating and evaluating plausible alterna-
tive explanations of a given phenomenon. Other techniques cannot bridge this gap and can really
only be used in an exploratory way.

After a given hypothesis has been formulated, it becomes necessary to use data observations to
test or confirm whether the hypothesis is actually plausible or whether it must be rejected.

Often such confirmatory studies are stated in the traditional method of statistical analysis: one
states a null hypothesis that suggests that there is actually no effect, and then evaluates
whether a given outcome could have occurred by chance under the null hypothesis. If not, one can
conclude that some real effect had been operative to produce the result, and understanding the
real effect is typically dependent on an adequate theory of the phenomenon in question. Confirm-
atory data analysis thus generally appears to be more formalized, and it tends to make more spe-
cific demands upon the investigator. It becomes relatively more crucial that the data meet cer-
tain assumptions; for example, that a data variable has a normal distribution, and that the scale
of measurement is continuous. In exchange for the willingness to make these assumptions, the in-
vestigator gains in the ability to draw stronger conclusions. Of course, if the assumptions
underlying the method cannot really be met, then the conclusions that are drawn are inappropriate.
While in a certain sense the investigator can really never go beyond the data, in exploratory
methods the bending of a few assumptions is not really so crucial as it is in the case of confirm-
atory methods.

The primary application of several methods in this volume is not described most clearly by the
labels exploration or confirmation. These are methods aimed at the classification of individuals
to groups, or drugs to homogeneous methods of action, or treatment successes to typologies. While
in many cases such classification is purely exploratory in nature, and in others it is definitely
of the hypothesis testing variety, nevertheless, as far as we can determine, clustering and clas-
sification seem to be a primary concern of a variety of substance abuse rescarchers. Can we pre=~
dict relapse from treatment? |Is the effect different for diffterent types of individuals? Ques-
tions such as these assume that there is something distinct about the entities under investigation
--individuals, drugs, etc.~-so that it is not meaningful to talk about two entities as essentially
the same except for a slight quantitative difference between them. Rather, there is a tendency

to believe that differences are more of a qualitative nature rather than quantitative, with a
difference in kind being more important than a difference in amount. The classificatory methods
we have included in this volume tend to rely upon this notion, although, again, there is no hard
and fast rule that is adhered to in every instance.

RESEARCH DESIGNS

Needless to say, every classification has some imperfections, and so it is with regard to our
system for describing the contents of this volume. While we indeed could describe the two types
of research designs contained in this volume--single-organism designs and longitudinal designs--
in terms of their relevance to exploration, confirmation, or classification, it is meaningful to
consider these techniques in their own right. The other eight contributions are wcre concerned
with actual data analytic methodologies; the design chapters are more concerned with the struc-
ture of inquiry that generates the data in the first place. We have felt their inclusion was
mandatory since these particular designs offer great promise to the drug researcher, though their
applications to the area so far have been minimal.

Single-Organism Designs

Most researchers are quite aware of simple group comparative designs, or analysis of variance de-
signs, that are relevant to the analysis of data in certain ways. However, the typical statistics
class provides no overview of single-organism research. This probably occurs because such re-
search is typically exploratory in nature. In a stricter sense, it is always necessary to go
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beyond the individual case to other individuals to certify the results of such research. Never-
theless, in many contexts research at the level of the single organism is of extremely high qual-
ity and very likely to yield insights and evaluations of possible processes at work in a given
case. For example, research of a time-series nature across an extended series of observations can
provide valuable information about detailed intraindividual change and stability that is typically
too expensive to obtain from many individuals. In some areas of drug research, it is almost im-
possible to propose alterpative data gathering strategies. It should be noted that there are now
sclentific methodologies for drawing inferences that make it possible to evaluate the reliability
of given results,

Longitudinal Designs

The chapter on longitudinal designs answers the need for an overview of methodological develop-
ments in research associated with changes across time in a group of individuals. Here we are not
talking so much about the familiar problems associated with the repeated measurements analysis of
variance technique, which is a particular formal statistical problem, but rather about the con~
ceptualization of alternative explanations for given developmental processes. It seems as if drug
and alcohol abuse research have recently discovered the longitudinal method, which seems to many
to yield a more clearcut view of truth in this difficult research area. However, developmental
psychologists and sociologists have made it clear that the longitudinal method is far from the
royal road to truth it is sometimes made out to be. I[n longitudinal research there should not
simply be a desire to see what happens to a given set of subjects across time, but rather to
formulate data gathering methodologies that can answer the many methodological problems that
simple longitudinal designs present to the unsuspecting researcher. Control groups, for example,
can help evaluate the potential sources of invalidity in longitudinal research. The optimistic
reader who had been hoping that ''a followup study' might answer all his questions will have to
read this chapter in detail.

THE ANALYTIC METHODS

The next chapter provides summaries of each contribution in this volume, These summaries enable
the curious reader to quickly evaluate whether a given technique holds some promise of being
relevant. In addition, the next page of this volume contains a figure that can and should be
consulted to obtain an overview of the data reguirements of a given technique. As pointed out
there, each technique has a given number of variables and requires data ot a particular level of
measurement. In most cases, the methods make a distinction between independent variables and de-
pendent variables, and the usefulness of the distinction must be established for one's own data
purposes. We have attempted as well to describe each technique in terms of its primary applica~
tions to the areas of exploration, confirmation, or classification, Moving now beyond this sum-
mary table, but not quite to the level of the summaries presented in the next chapter, let us
describe each technique in a paragraph.

Automatic Interaction Detection

When one has obtained numerous measures on nominal or categorical variables, and one wishes to
study the interrelations of the variables to each other and the consequences one may have for
another, it is not possible to fall back upon the simple correlation coefficient that one first
learned about in ap elementary statistics class. Correlation and regression analysis, to be men-
tioned in greater detail below, tends to require continuous and linearly related data, as well as
fairly good understanding of the nature of the variables in order to be applied more effectively.
Automatic interaction detection, in contrast, is an exploratory device that has been prepared

for computer application to enable one to explore the possible nonlinear consequences of given
variables on others. A given effect, for example, may be different for girls than for boys.

While correlation and regression methodclogy would allow one to test hypotheses about interactions,
automatic interaction detection is a computer program aimed to enable the jnvestigator to

search the data to find interactions. - It is possible for theory and experience of the investi-
gator to guide the search for interactions, just as it is possible to work in the absence of well-
formulated constructs.

Actuarial Prediction

When conjuring up the word '‘prediction," the typical researcher remembers his statistical training
and attempts to apply the mode] of linear regression and correlation, predicting one variable from




e VARIABLES
=
NALYTIC METHODS INDEPENDENT DEPENDENT
A é (PREDICTOR) (CRITERIA)
% NUMBER MEASUREMENT NUMBER MEASUREMENT
35 LEVEL LEVEL
AUTOMATIC NOMINALS )
INTERACTION 5 SEVERAL ORDINALS ONE INTERVALZ
DETECTION INTERVALS
ACTUARIAL NOMINALZ2 NOMINAL
PREDICTION 6 SEVERAL ORDINAL ONE ORDINAL
INTERVAL INTERVAL
CLUSTER AND NOMINAL2 There are no a priori
TYPOLOGICAL 7 SEVERAL ORDINAL dependent Variablesg
ANALYSIS INTERVAL
Generally there is nc
NOMINALZ2 distinctipn between
PATH ANALYSIS 8 SEVERAL ORDINAL2 the indeplendent and
INTERVAL dependent] variables
There ard no a priori
FACTOR ANALYSIS 9 SEVERAL INTERVAL? dependent| variables®
GENERAL MULTIPLE NOMINAL2
REGRESSION AND 10 SEVERAL ORDINALZ? ONE ORDINAL
CORRELATION INTERVAL INTERVAL
MULTIVARIATE ONE’7 OR NOMINAL2
ANALYSIS OF 11} SEvERAL | ORDINAL SEVERAL INTERVAL3
VARIANCE INTERVAL
CANONICAL NOMINALZ.,5
CORRELATION 11 SEVERAL ORDINALS SEVERAL See note
INTERVALS #5
DISCRIMINANT NOMINALZ
ANALYSIS 12 SEVERAL ORDINAL SEVERAL INTERVAL4
INTERVAL

May be used with dichotomous dependent variable.
Can be used if data is converted to the dummy variable format.

May be used with dichotomous (or polychotomous) dependent variables; however, interval
level is statistically preferred.

Nominal or dichotomous data can be used if the discriminant analysis is employed for
prediction or classification problems. Interval data should be employed if the dis-
criminant analysis is employed as a form of MANOVA.

One of the sets (either the independent or dependent variables) can be nominal (as a
dummy variable)} or ordinal or interval. The other set must be interval. It doesn't
matter which set is which.

Interval variables are treated by this program as ordinal. Nominal variables (unordered)
can be used and do not have to be treated as dummy variables.

The case of one independent variable obtains with a one way multivariate analysis of
variance.

Although there are no a priori dependent variables, the factors or clusters that are
generated can be viewed as dependent variables.

Non-interval data can be used, but it is not recommended.




GENERAL MODES OF USAGE AND PURPOSES

SAMPLE SIZES1I

- | n = number of subjects
S Re) X = number of independent
O |- N
'2 g variables
o e COMMENTS . .
o |~ Minimum Sizes:
7 L Italics = recommended minimum
X | O Roman = mandatory minimum
w jQ
X Helps find non~linearities in data n = 500, x = 10
X An alternative to multiple regression. Useful n=100, x =2
in preliminary search fur groups or types n = 500, x = 10
X1 X Useful in generating groups n > 15 (See note #12)
X Useful for testing causal hypotheses As a guideline one can use
notions for multiple regression
. . , . n=250, x=5
XX To establish basic dimensions n = 200, x = 20
X | x A valuable predictive method. One of the most n =60+ 10 x
general techniques n = 80 + 20 Vx
A generalization of analysis of variance to lef¥CUIt to specify without
X several dependent variables knowing erzor structure and
P magnitude of any fixed effects
X | X A generalization of multiple regression
X Allows study of nature of group differences. n = 3x
Useful in differentiating existing groupslo n = 10x
10. It can be used as a follow-up to MANOVA in describing the nature of group differences,
or it can be used as a classificatory or predictive tool.
11. The reader is cautioned that the sample sizes suggested are intended as gross guide-
lines and not as dicta.
12. Depends on nature of the subjects and the specific method. Could be applied to 15

cases iIf they are relevant stimuli or objects.




another. There are alternatives to linear prediction, although regression and correlation meth-
odology can be extended to handle nonlinear prediction, as discussed in the regression chapter
below. But across the years a separate methodology has been developed to deal with prediction
that is more in the tradition of insurance research and population surveys than it is in the
tradition of psychology and sociology. In these situations one develops actuarial tables in
order to predict such attributes as probability of death at a given age, given that one smokes,
for example. This actuarial methodology has been introduced into social sciences applications
particulariy through psychological testing, such as those that might be used in predicting a di-
agnostic classification from a series of test scores. The actuarial approach does not necessarily
assume that the predictors are quaptitative in nature or linearly related to each other., |t uses
a series of sequential empirical steps to develop homogeneous prediction groups, to identify
patterns of scores on the predictors that relate to the criterion, and to establish the cross-
validational validity of such approaches. Consequently, actuarial prediction is particularly
applicable with multiple predictors that are of a nominal or categorial type rather than contin-
uous, as might be the case in discriminant analysis.

Cluster and Typologjcal Analysis

In many data situations, one has numerous scores on given entities such as individuals, These
may be nominal, categorical, or continuous in nature. One suspects, however, that the represen-
tation of individuals on these scores is not smooth and continuous, as it might be if differing
individuals simply differed from one another in slightly varying fashions. Rather, it is sus-
pected that the entire set of individuals may consist of a discernible small number of groups of
individuals, such that individuals within a group tend to be quite similar one to the other, and
that across groups individuals tend to be relatively dissimilar to each other. |t is the purpose
of clustering and typological analyses to discover such natural groupings where they may occur.
There is no single best approach to the problem of clustering individuals, but rather there is a
family of approaches, each of which has advantages and drawbacks. In general, these techniques
group individuals on the basis of some measure of similarity or dissimilarity. Computer programs
try to find the partitioning of subjects that will yield the homogeneous categories referred to
above. At a later stage, it will be necessary to develop a model for understanding the typology
in terms of the original variables, Finally, it is possible to test hypotheses about the typol-
ogies, although more typically, cluster analysis is an exploratory data analytic technique.

Path Analysis

When one has scores on numerous entities and on numerous variables, and it is possible to con-
ceive of the scores as essentially continuous in nature, it is possible to generate all possible
intercorrelations or covariances among the variables. If the scores, in addition, have fairly
nice distributions, it is possible to use relatively powerful statistical methods to test a
variety of models or hypotheses about the interrelations of variables at a more advanced level
than the simple evaluation of whether a given correlation is significantly different from zero

or not. Path analysis is a technique for translating models of behavior, such as causal models,
into diagrams and equations that represent faithful articulations of a given hypothesis describing
the effect of one group of variables on another set of variables. For example, one might believe
that the variabie ''peer influence' somehow leads to or causes drug use. Having translated a given
model or miniature theory into a series of diagrams or equations, a number of consequences must be
observed in the intercorrelations among the data if the model is a true representation of what
actually occurs in the real world. Providing that one's model is correct, the data will be con-
sistent with the model. On the other hand, and far more likely in practice, one's model may be
incorrect and the correlational data will be inconsistent with the model as specified. It is in
this sense that path analysis is a hypothesis testing, confirmatory procedure, since it allows

one to test a given causal model.

Factor Analysis

The same multivariate data that can be studied by path analysis in a confirmatory context can be
subjected to factor analysis of a confirmatory kind. In confirmatory factor analysis, one postu-
lates the existence of certain factors that account for the interrelations among the variables.

If one's hypothesis is correct, then removing the factors through computer-statistical means will
make all variables become uncorrelated. 1If one's hypothesis is wrong, additional effects will
remain, Unlike path analysis; factor analysis also has an exploratory role. Indeed, it is typi-
cally used as a means of discovering the possible underlying sources of variation in one's data.
Given that one has measured many variables, there may well be far fewer latent sources of variance
or factors. A well-known application of factor analysis has been to the area of intelligence,




where some have suggested that all variables of an intellectual nature intercorrelate anly because
they all measure a single construct “intelligence'" {this is false--there are many intellectual
factors). Exploratory factor analysis aims to discover as many underlying factors or dimensions
as may Ze needed to account for all the interrelations among the variables the investigator has
measured,

General Multiple Regression and Correlation Analysis

The concept of correlation as typically taught in statistics classes is applicable to many vari-
ables at once. In the generalization of the simple correlation coefficient between two variables,
the most frequently occurring situation is one in which one has a variety of predictor variables
and desires to predict a single dependent variable. For example, one may wish to predict drug

use from a variety of personality and social variables, Multiple correlation and regression anal-
ysis is a technique concerned with the task of prediction itself, assessing the relative contri~
butions of the various predictors to explaining variation in the dependent variable, and to testing
hypotheses about whether given influences are truly greater than zero. n contrast to factor
analysis, where there is no particular distinction made between independent and dependent variables,
this categorization is of fundamental importance to multiple regression. Path analysis, discussed
above, can be considered to be a series of simultaneous multiple regressions--where one not only
wants to predict a given dependent variable from a set of independent variables=-but one may also
want to consider one of the independent variables as a criterion to be predicted by some other
combination of variabies. Thus, multiple regression analysis is of fundamental importance, not
only in its own right, but in its implications for other methods.

Multivariate Analysis of Variance

It is hard to get through two semesters in statistics without learning something about analysis

of variance. Typically associated with the analysis of continuous data on a single dependent
variable according to a particular design or structure of independent variables, the analysis of
variance is more appropriately described as a technique for the analysis of means or averages,

By isolating sources of variance attributable to different independent variables, typically of

a nominal or categorical nature, the analysis of variance attempts to evaluate the effects of
these independent variables upon the mean dependent variable score, Although typically applied

to data arising from experimental situations, the technique can also be applied where the data

are obtained in quasi-experimental or nonexperimental research. The multivariate analysis of
variance represents a conceptually very simple generalization of this simple idea. However, in-
stead of having a single dependent variable, the investigator has scores on several dependent
variables. The technique aims to determine whether any of the previously specified independent
variables have any effect whatsoever upon any of the dependent variables, considered in combina-
tion. Obviously, if the independent variables have an important consequence for a single depend-
ent variable, this can also be determined by the multivariate analysis of variance. Although one
could perform individual univariate analyses of variance on each dependent variable in turn, re-
peating the anzlysis as many times as one had dependent variables, the multivariate analysis of
variance performs this chore simultaneously as well as more appropriately from a statistical point
of view. The technique tends to be more confirmatory in nature than most of the methods discussed
previously, growing out of a hypothesis testing statistical tradition.

Discriminant Analysis

When one has multivariate quantitative data on numerous individuals, each of whom can be considered
to be a member of a particular group, the question frequently arises as to whether the variables

in question can be used to classify the individuals accurately according to their group membership.
This is the basic problem of discriminant analysis. 1t attempts to use the information in the
quantitative variables, considered as independent variables, to predict group membership. In
reference to the previous discussion of cluster analysis, if all the individuals within each of

the various groups is homogeneous in terms of their score profile, and the score profile in a given
group were different from the score profile from another group, it would be immediately obvious
that group membership would be perfectly predictable from the pattern of test scores. In the more
typical situation, however, a statistical means of weighting the variables must be determined so

as to optimally predict group membership from the variables. This procedure is useful not only in
the initial problem of determining whether or not it is possible to classify individuals correctly
into preexisting groups, but also in the future assignment of a new individual into one of the
preexisting groups. The individual would be most accurately assigned, of course, if he was placed
in the group whose scores he resembled most closely. This is the task confronted and solved by a
discriminant analysis. It is the classification technique par excellence.




THE MINIMAL ASSUMPTIONS

In considering the relevance of one of the above-mentioned techniques to a particular problem,
the investigator will immediately face the question of whether the data at hand meet all the as-
sumptions required for the appropriate use of the technique. Some of the specific assumptions
required by given methods are discussed in greater detail in the chapter of summaries that follows
and, of course, each of the individual chapters goes into this question in great depth. The user
always should be prepared to evaluate the given data relative to the requirements of the given
technique. There is no point in worrying about the potential relevance of a technique if one's
data simply are not in the appropriate form. Are the variables categorized into independent and
dependent variables? Are the independent variables quantitative or simply categorical or nominal
in nature? Is there one, or are there many dependent variables? Does one have enough subjects
to be able to perform the analysis in question? Is the assumption of linearity a reasonable one
in the investigator's situation? Are all the variables experimentally independent, or are some
scores simple functions of others? Are complete data available for all subjects, or are there
missing data? Are there enough subjects so that it is possible to divide all subjects into two
groups, one on which exploratory date analysis can be performed, and another upon which a con-
firmatory, followup hypothesis testing procedure can be performed? Questions such as these will
need to be answered by the investigator when exploring each given methodology.

THE VALUE OF COMPUTER PROGRAMS

It must be acknowledged immediately that the vast majority of techniques described in this volume
are of such complexity that the untrained individual could never apply the techniques in a reason-
able amount of time without the availability of standard computer programs for this purpose. The
computer programs are valuable because of their standardized approach and implementation of a
given methodology, and because, having been developed and distributed nationally, they also tend
to have been tested and evaluated for accuracy and reliability. Thus, if an investigator's data
meet the requirements of a particular technique, and if questions that can be answered by a given
technique are indeed the ones the investigator wishes to pursue, it is oniy necessary to consujt
standard program sources for the implementation of the technique. Wherever relevant, each chap-
ter in this volume 1lists, under '"RESOURCES,' the standardly available programs for performing the
analysis or methodology described in the chapter. Where alternative programs are available,
these are described. In all cases, an attempt is made to focus only upor standardly available
programs, rather than esoteric and unreliable ones. Programs that are recommended have been well
documented, so that the relative novice should be able to utilize them with accuracy and compre-
hension. Obviously each program will vary in the kind and nature of supporting information it
provides the investigator, so that a certain amount of flexibility will be required by the user.
0f particular importance will be the maintenance of a critical eye towards the output from an un-
familiar program, since the various programs usually provide error messages or other clues to
possible problems in the computer reading of the investigator's data, in the computations, or in
the inability to meet certain crucial assumptions. |t is far better to be corrected during the
analysis of a given set of data than to publish inaccurate results that may never be replicated
by others.

THE IMPORTANCE OF CONSULTATION

As wa have emphasized, multivariate and univariate statistical and quantitative techniques have
been growing in variaty, quantity, and sophistication at an ever increasing pace in recent vears.
A lack of acquaintance with the newer techniques would almost of necessity represent a universal
condition rather than an inadequacy in an investigator. We have prepared this volume with the
explicit goal of bringing the reader up-to-date in relevant methodological techniques, but the
reader should not believe that an introductory presentation such as we are providing will suffice
for all applications of the given techniques. We do beljeve that the reader will be able to judge
from this volume the relevance of a given technique to a given problem, and, furthermore, that
where there are computer programs, the investigator will be able to implement the technigwe. How-
ever, there may remain technical questions that are simply not answered in the presented materials.
In this case it will be necessary for the reader to turn to the bibliographic references presented
at the end of each chapter. These have been selected for their ability to instruct the reader at
a more advanced level, as well as for their currentness. |f these published works are unable to
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satisfy the curfosity of the reader, or do not provide the specialized material required by the

investigator, we urge that a consultant in methodology be engaged. The names of appropriate con-
sultants will become obvious from the bibliography.

OTHER METHODS

We were unable to include in this volume as comprehensive a set of techniques as we had hoped.
Limitations of resources, time, and space precluded the inclusion of a variety of other methods
that have become popular and relevant to modern social science research, One might mention such
techniques as discrete multivariate analysis, nonmetric multidimensional scaling, functional
measurement, optimal scaling, and recent developments in more well-known fields such as the analy-
sis of covariance. These techniques will have to be discussed in future volumes.
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SINGLE-ORGANISM DESIGN BY FRANKLIN C. SHONTZ, CHAPTER 3

Whereas the conventional approach to psychological research advocates a direct search for
general laws by studying large groups of subjects, single-organism strategy begins by studying
individuals in order to discover valid principles for explaining the behavior of each. It
regards the question of generality as one to be answered empirically, through replication of
single-organism studies. Detractors argue that single-organism research uses samples that are
too small, and, therefore, need not be taken seriously. However, large sample research fails
to recognize that sometimes entirely different furctional relations apply to group data than
apply to data from individuals.

When properly employed, single-organism research is at least as demanding as large-sample
methods, and it usually leaves less to chance. In laboratory experiments, single organisms can
be more effectively and efficiently handied, more thoroughly known, and subjected to more
completely and appropriately controlled conditions than can large groups. |In exploratory
research, individuals can be specifically selected for appropriateness to particular problems
and treated not as '"'subjects' but as co-investigators, as active participants or even as expert
consultants. For example, in representative case research, a single person may be deliberately
sought out because he or she displays more clearly the precise characteristics an investigator
wishes to study.

Single-organism strategy recognizes that tightly controlled experiments and loosely designed
exploratory investigations are both useful in their own ways. Research designs may vary from
those that adhere closely to the classical model of experiments conducted in controlled laboratory
environments (as in operant conditioning), to quasi-experimental designs (such as time-series
analysis in natural process research), and to formal case studies (as in the representative case
method) which are as noninterfering as possible. An important feature at all levels is the
prominence of investigations with a practical or therapeutic orientation.

Single~organism research assumes that a valid principle may apply to onre individual, to only a
few organisms, or to everyone. The strategy begins by studying individuals in order to generate
valid principles for explaining the behavior of each. The validity of these principles is
evaluated by how carefully and correctly each individual is studied. Because generality is a
matter for investigation by replication, publication of single-organism studies is only war-
ranted either to demonstrate {nnovative procedures or to report results after sufficient data
have been collected from a sufficient number of organisms, examined under sufficiently well-
controlled conditions, to justify the belief that reasonably general statements can be made.
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G ESIGNS BY ERICH W, 0 : ]

t~ the study of behavior it has been common to rely primarily on static cross-sectional rather
¢cnan longitudinal methods of design. However, it is abundantly clear that any social interven-
tion aimed at modifying human behavior requires by necessity a direct assessment of intraindivid-
ual change and interindividual differences in individuals over time, i.e., longitudinal designs.
Short-term cross-sectional designs have been preferred because longitudinal studies require
greater investments of time and effort on the part of both subjects and researchers. But the
internal validity of cross-sectional differences as indicators of intraindividual change is
highly questionable. Cross-sectional data do not allow the researcher to trace individual change
patterns or to relate earlier observations to later behaviors; and the obtained differences
between groups are likely to confound time-related change. Methods that try to short-cut the
more laborious and time consuming longitudinal measurement therefore sacrifice at least part or
all of that information. The usefulness of simple or cross-sectional designs is limited primar-
ily to initial explorations of behavioral change phenomena. Once a target pattern for a problem
has been established, the application of longitudinal designs becomes necessary.

in Simple Longitudinal Designs, a researcher samples individuals from some target population and
measures them repeatedly on two or more occasions. Sources of error in internal validity include
the influence of testing effects*and the possibility of unreliability in retrospective accounts.
Methodological deficiencies affecting external validity are even more numerous and more difficult
to control for. These include: (1) selective sampling, (2) selective survival, (3) selective
drop~out, and (4) generation effects.

To more accurately describe age-related changes, developmental psychologists have introduced more
sophisticated Extended Longitudinal Designs. Three types are time-sequential, cohort-sequential
and cross-sequential designs., Time~sequential Design, although it does not yield longitudinal
observations of intraindividual changes, can provide useful information about general cultural
trends as a background against which to evaluate the impact of specific intervention programs.

In Cohort-sequential Design, a set of cohorts is observed at different age levels providing a
longitudinal s.ries for each of several generations. In Cross-sequential Design, a fixed set of
cohorts is observed on several occasions using repeated or independent observations. Because of
its greater practicality, this last design has been employed more frequently in empirical studies.

Although all three sequential designs are strictly descriptive, they are preferable over the
conventional cross-sectional and longitudinal designs. However, while they are useful to esti-
mate the extent of cultural changes and generation effects, it is important to realize that other
sources of error mentioned previously still have to be dealt with. A general strategy to cope
with the potential sources of error includes: (1) the use of appropriate series of independent
control groups; (2) an explicit attempt to describe various cohort samples in terms of relevant
environmental and background variables; and (3) a posteriori comparison between drop-outs and
Hesvy Tvors. '

The o,pe of analytical procedures that may be utilized in longitudinal measurement greatly depends
on issues concerning the type of dependent variable (quantitative or qualitative) and the partic-
ular aspect of change (quantitative or structural) assessed. Such procedures include variance or
trend analysis, models that view time-series as stochastic processes, and factor analytic methods.
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AUTOMATIC INTERACTION DETECTION BY ROBERT H, SOMERS, GLEN D, MELLINGER., AND
SUSAN T, DAVIDSON, CHAPTER 5

Automatic Interaction Detection (AID) is one of the first computer programs developed specifically
for the analysis of social science data that makes use of the decision-making capacity of a
computer. AID is a multivariate method intended for analysis of a number of independent variables
in relation to a single dependent variable. It is a useful preliminary screening or exploratory
device to jdentify components of the sample where interaction occurs.

To identify and judge the import of interaction patterns is a major problem for survey analysts.
AID accomplishes the former better than the latter; it is one of the few analysis techniques
intentionally designed to identify interaction patterns. The ultimate aim of AID at each level
of operation is to account for variation in the dependent variable. The program scans the
relationship between predictors and a dependent variable and, on the basis of this scanning,
selects the one best way to divide the sample into two groups so that a maximum reduction in
variation on the dependent variable is accomplished. That is, it dichotomizes the sample so as
to minimize the unexplained variance, then repeats the searching and splitting operation within
the grours thus formed, and continues in this way until stopping criteria are reached.

Interaction presents spccial problems for analysis because it means the assumption of additivity

of the effect of predictors on the criterion often reguired in multivariate analysis is violated.
AID examines the relative importance of each of a set of independent variabies in predicting a
criteria without any assumptions of additivity or linearity. Especially by assuming additivity,
other multivariate techniques overcome the need for making qualitative distinctions within the
data. The elementary decision-making involved in AlD incorporates the idea of making a selection
at one level of data analysis, and then pursuing the implications of this and subsequent selections
on increasingly deeper levels of analysis. Because it makes no assumptions about the data in

terms of measurement properties or additivity, AID is employed usefully as an exploratory

device prior to the utilization of multiple regression or partial correlation methods.

AlD is intended for categorical predictors which may be unordered, or ranked, or measured on an
interval scale. It also is intended principally for survey data, rather than data collected by
more quantitative measurement procedures. A fairly large sample size js useful, although the
program itself imposes no restrictions on sample size. In contrast to the flexibility regarding
measurement assumptions in the predictors, AlD requires interval measurement or dichotomization
of the criterion. As AID makes few assumptions about the data, it takes literally each observed
value that is presented to it, la-gely ignoring problems of sampling and measurement error.

Even in the light of this limitation, AID is an extremely useful exploratory device.
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ACTUARIAL PREDICTION BY JACOB O, SINES. CHAPTER b

The actuarial approach is a set of methods for searching and identifying homogeneous subtypes or
classes of individuals, and for predicting or understanding their behavior with a clinically and
socially significant degree of precision. |t enables the evaluation of the extent to which
subtypes of drug users share relatively homogeneous etiologies, patterns of drug use or responses
to specific treatment programs. Actuarial prediction is useful particularly in the identification
of a set of taxonomic classes of drug users on the basis of psychological test scores.

Many assume, with cause, that some of the personality characteristics measured by one or another
psychological test are related to clinically important characteristics of drug users. Psycho-
logical test variables also are '"psychometrically tractible' and are able to be examined as
useful predictors. For example, the four major actuarial systems developed for use with psychi-
atric patients have used the MMPI. Of course, there are times when the nature of the criterion
to be predicted renders personality tests less appropriate than other types of predictors.
Therefore, it is appropriate to collect as many types of predictor data as possible. It is also
necessary to have far more than the usual number and kind of nontest information or criterion
data about one's subjects. The largest practical array of clinically important information on
each patient should be collected in the hope that some of the data may indeed be predictable from
one or more of the patterns of test scores that may be identified. The relationship between
test-defined groups and the criterion of interest can be empirically determined through grouping
or clustering procedures such as r_, profile correlation, D, and several nonstatistical methods.
The D2 technique is preferred. P

The approach assumes that there are several distinguishable patterns of psychological test data

that will define relatively homogeneous groups or taxonomic classes. However, the mere identi-

fication of psychometrically homogeneous subgroups is of relatively little clinical value unless
members of such classes are found also to be homogeneous with respect to other clinically impor-
tant nontest characteristics such as etiology, patterns of use, or response to treatment. Also,
psychometrically highly homogeneous classes may only contain a few individuals; if one generates
classes accommodating relatively large numbers of patients, they may be too heterogeneous. The

appropriate narrowness of a test-defined group must be determined for each question.

It is erroneous to assume that personality variables assessed by a test must describe all drug
users and must identify and distinguish between all the clinically meaningful subgroups of drug
abusers. A few clinically quite important test-defined types of classes of drug users may be
identified using one such measuring instrument, and yet scores or patterns of scores on that test
may be unrela*ed to clinically meaningful characteristics of the remaining large proportion of
drug users. |If such is the case, another assessment instrument might identify clinically mean-
ingful subgroups among the remainder of the drug users who had not already been classified.

While it is certainly hoped that some psychometrically homogeneous groups show greater-than-base-
rate homogeneity in some clinically important respect, our present level of knowledge does not
guarantee such c positive finding., But if one or more of the groups identified using on. rtic-
ular set of predictor variables shows a clinically important degree of homogeneity in terms of
our criteria of interest, those are valuable data. In such a case, one should routinely collect
those predictor data and make clinical decisions on the basis of membership in those groups while
attempting to identify additional psychometrically homogeneous groups among the remaining patients
using other domains of predictors.
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Cluster analysis of multivarjate data groups together persons, objects, concepts or events into
coherent classes on the hasis of their measured similarities. The main goals of analysis are
to recover or identify ''matural clusters' of entities, generate a conceptual scheme reflecting
their interrelationships, discover structure inherent in a body of data, and test hypotheses
about groupings believed to be present in the data. The clustering process itself can be
broken down into a number of steps as follows:

(1) Select a representative set of entities to be studied.

(2) Define the domain of similarity to be studied and select a representative set of
attributes.

(3) Convert scores into a comparable metric if needed. Decide whether or not to include
categorical as well as continuous variables.

(4) Decide whether to use factor analysis to reduce the number of descriptor variables.

(5) Select a suitable index of similarity or dissimilarity between pairs of entities.

(6) Choose a structural model for the clusters or types anticipated. The main models are
the compact or homogeneous, the chained or continuously connected, and the hierarchical.

(7) Select an appropriate method of clustering, an efficient algorithm, and apply the
procedure to the matrix of indices of similarity--dissimilarity.

(8) Determine the mean profiles of the various clusters found or convert into a tree-
structure or dendogram.

(9) Interpret the results and choose some decision function (i.e., discriminant functions,
multiple cutting scores, Bayesian analysis) to allocate new cases to the subgroup to
which they belong. ’

There are several problems involved in the process of searching for groups or categories. Of
considerable import are the variables and scales of measurement selected. In the social and
behavioral sciences it is unportant to allocate variables to one of four kinds of measurement
scales. The most rudimentary is the nominal or classificatory scale, whereby numbers or
symbols are used to classify entities. A given collection of objects are partitioned into a
set of mutually exclusive subsets, Ordinal scales reflect consistent rank orders. Objects in
one category of the scale differ from objects in other categories of the scale by being greater
than or less than. An interval scale is characterized by a constant or equal unit of measure-
ment. The scale has all the characteristics of an ordinal scale but, in addition, provides a
distance between any two objects. All of the parametric statistics such as means, standard
deviations and correlations are applications to interval scale data. Finally, a ratio scale is
an intarval scale with a true zero point as its origin. The ratio of any two scale points is
independent of the unit of measurement. This scale is extremely rare in the social or behavioral
sciences, ‘

Remember that similarity is not a general quality. It is necessary to specify the domain of
similarity--difference in discussing the similarity of persons, objects or events. 1f a group
of people are found to be similar on one set of scores, it is not justifiable to assume their
similarity in general.

The three major structural models in typing and cluster analysis are: (1) compact or homogeneous,
(2) chained or continuously connected, and (3) hierarchical. Members of the compact type are
said to be similar or dissimilar, alike or different, close or far, etc. Within the chained

type, ordinal (domipance) relations exist among objects within a type. The hierarchical scheme

is usually represented by a hierarchical treé or dendogram. A hierarchy may be seen as a

nested set of clusters in which each level is assigned a rank.

Cluster analyses procedures include:. (1) density or mode seeking, (2) partitioning (3) clumping,
and (4) hierarchical clustering. Oensity seeking searches for modes or regions of high density
for entities in attribute space. Partitioning subdivides a collection or set of entities into
mutually exclusive classes. Clumping groups objects into overlapping subsets. Finally, hierar-
chical clustering groups entities into clusters and merges the clusters at successive tevels to
form a tree. Merging of clusters can be done using, among others, single linkage, complete
linkage, and average linkage analyses.

Ordination, or obtaining a low dimensional mapping of a set of data points, can be accomplished

with principal components -analysis, multidimensional scaling technique (MDS), and discriminant
function analysis.
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PATH ANALYSIS BY MURRAY P, NADITCH, _CHAPTER 8

Path analysis is a mathematical modeling technique, based on multiple regression, that can be
used to specify relations among a set of variables. When underlying assumptions are met, it
represents a rather ele-.nt way to express verbal theory in a diagram of causal paths, making
implicit assumptions explicit and facilitating theory development. A set of structural equations,
isomorphic to the causal path network, are used to estimate the magnitude of various parameters
of the model. The first step is to hypothesize the important explanatory variables and then
establish a temporal, theoretically appropriate ordering of the variables as they causally relate
to the outcome being studied. The relationships among the variables are then exhibited in a path
diagram, the presence or absence of causal arrows being based on theory and previous empirical
research. (The diagram can thus be considered a statement of the author's hypothesis.) Numeri-
cal path coefficients are finally estimated from the statistical data using multiple regression
techniques.

By estimating the path coefficients of this series of equations, the researcher can estimate the
magnitude of parameters in the model. Often this enables researchers to reject aspects of the
hypothesis which can then be reformulated in the light of empirical findings. Used in conjunction
with longitudinal data, such a model facilitates analysis of the effects of possible intervention
strategies or programs. The validity of any path model as a description of reality depends,
however, both on the quality of the theoretical hypotheses constituting the model and also the
representativeness and quality of the data from which the parameters are estimated. The most
important prerequisite is a theoretically defensible specification of a model. Path coefficients
will be biased to the degree and extent to which the equations estimated differ from hypothetical
equations that ''truly' describe the process being explained,

Path analysis assumes that a set of variables can be temporally ordered, and are asymmetrically

related.” Satisfying these assumptions may be especially difficult in drug research using cross-
sectional data. This problem can sometimes be overcome with time~series data.
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FACTOR ANALYSIS BY PETER M, BENTLER., CHAPTER §

Factor analysis is the most widely used of all methods of multivariate analysis. lts major

goal is the analysis and description of all sources of variance in the data when all the variables
are mutually dependent. It is a means toward identification of important underlying variables

in a given set of data. The factors of factor anaiysis try to account for the covariance or
correlations among mutually dependent variables. When summarizing vast amounts of data, one

may wish to find out only what it is that various variables share in common; specific aspects

of a given variable that are not shared by other variables may be relegated to an irrelevant
role. Typically, the part of a given variable that is shared by many other variables is called
the common part; the part that is unique to a given variable, the specific and error part, is
called the unique part. Each of the sources of variation in the common parts is called a

common factor, or simply, a factor. There are also unique factors, but in factor apalysis it

is the common factors that are of special importance, since these represent independent variables
that share variance among many dependent, given variables.

Factor analysis enables one to determine whether a single underlying variable (i.e., factor)
can summarize all the information in a set of dependent variables (i.e., all the consistent
differences among entities), such that the given variables are functions of the factor. This
sets It apart from both analysis of variance, which seeks to determine the effects of indepen-
dent variables on dependent variables, and principal components analysis, which seeks to obtain
new observed variables as functions of the given variables such that the new variables account
for as much variance on each and every variable as possible. Computer programs are available
to perform the complicated mathematics.

in Data Reduction, factor analysis enables one to reduce masses of multivariate data to anly a
few factors. Exploratory Factor Analysis, the most frequent application, aids in acquiring a
theoretical understanding of the nature of the factors. in purely exploratory work, without a
well-developed theory nor enough previous data, one may not be able to predict with great
accuracy what the various factors might be that account for the covariation observed among
variables in a given domain. Here, factor analysis can be a viable alternative to stepwise
regression in explaining the pature of underlying variables. Confirmatory Factor Analysis
serves to cross-validate findings from a previous study or from a series of previous studies.
lt enables one to test the hypothesis that the given number of dimensions underlying the covari-
ation among variables is some specific number, and the hypothesis that a given factor loading
or beta weight has some specified value.

Factor analysis is a linear model. Dependability of results hinges strictly upon having an
adequately large and random sample of entities {at least five times as many entities as variables),
and having at least five variables for every factor. The samples of variables and entities

must be adequate representations of the universe of variables and of the population of subjects,
Missing data cannot be handled -4d it is assumed that data variables are experimentally independent.
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GENERAL MULTIPLE REGRESSION AND CORRELATION BY JACOB COHEN AND PATRICIA COHEN.,
CHAPTER 10

Multiple regression and correlation (MRC) is a well-established data analytic procedure, long the
method of choice when the relationship between one dependent {criterion) variable and a group of
two or more independent variables (predictors) are studied. During the last decade, the scope
and generality of MRC has greatly expanded. It is now known that virtually any information may
be represented as independent variables and their bearing on a single dependent variable can be
evaluated. The linear multiple regression equation can be used to estimate any individual's
value on a criterion by entering the information regarding his predictor values. Applied to all
subjects, the estimate is the best possible by the ''least squares'' criterion.

The numerical constants in the regression equation are not only error-minimizing values but have
important interpretive properties. It is possible to determine the effect on the criterion
caused by a change in a predictor when all other variables are held constant or partialled. This
partialling is a centrally important feature of MRC, since it makes it possible to determine if
any one variable has a sizeable and significant effect on the dependent variable when there is
otherwise comparable standing on all other variables. In considering the association of each
predictor on the criterion, MRC provides three different correlation coefficients whose squares
are interpretabie as proportions of variance. The ordinary squared product moment correlation
gives the proportion of variance linearly accounted for by one predictor alone, ignoring any
relationship this predictor ‘may have with others, or the others' relationship to the criterion.
Second, the squared semipartial correlation gives the proportion of variance accounted for by the
part of a predictor which is unique to the predictor, i.e., the part which it does not share with
others. Third, the squared partial correlation gives the expected value for the squared product
moment correlation for subsets of cases, all of which share the same value on the other variables,
i.e., are ‘'held constant statistically'. Thus, the relationship of one variable to the criterion
can be estimated, uninfluenced by their relationship to the other variables.,

All independent variables may be simultaneousiy regressed and correlated with the dependent
variable. One result of so proceeding is that for each independent variable, all the others are
partialled in the determination of partial regression and correlation coefficients. An alterna-
tive, hierarchical strategy enters each predictor successively in a predefined order, and deter-
mines for that hierarchical order how much each adds to the prior squared muitiple correlation
(R?). The hierarchical strategy is the MRC method of choice in the analysis of the data of
surveys and quasi experiments, and in the analysis of covariance and its generalization. A
computer~defined hierarchical procedure (''stepwise regression analysis') can be used to select a
small subset of predictors that predict that criterion well.

A research factor may be represented as a set of independent variables, and the set is the func-
tional unit of analysis in general MRC. By using sets of predictors, one may bring into the MRC
system group membership (nominal scale) information, nonlinear relationships, variables with
missing data, and interactive information. Also, by using sets which function as control vari-
ables, one can greatly increase the scope and relevance of MRC to data analysis.

General MRC analysis offers a uniquely powerful device for the exploitation of data. By partial-
ling a set A from set B and by using a single very general F test, significance testing is also
possible. The null hypothesis tested throughout is that the population parameter value of the
observed sample statistic equals zero; for example, that in the population, set B accounts for no
criterion variance beyond what is accounted for by set A. The statistical power of the signifi-
cance test, which is the probability that it will reject the null hypothesis, can also be evalu-
ated.

The mere possibility of inclusion of almost any kind of information does not mzke all such pos-
sibilities equally desirable. One can have lesser confidence in the procedure as the number of
hypotheses tested gets large. The larger the number of predictors, the more difficulty may be
anticipated in interpreting the results. Finally, decrease in power occurs as the number of
independent variables studied increases. These problems may be resolved in several ways. First,
distinguish between variables whose function it is to test the validity of assumptions, and those
representing real substantive hypotheses. Second, minimize the inclusion of redundant variables.
Third, employ the hierarchical model to test variables.
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MULTIVARIATE ANALYSIS OF VARIANCE BY R, DARRELL BOCK, CHAPTER 1l

Univariate and multivariate analysis are methods for detecting and estimating, in sample data,
differences between the means of populations. The populations may be naturally occurring and
defined by attributes, or they may be created artificially by random assignment to experimental
treatments. .

It is both a strength and weakness of analysis of variance that it makes simplifying assumptions
about the statistical structure of the data to be analyzed. It assumes that the variables under
investigation are measured on a continuum with a uniform unit of scale; that the distributions

of these measures in the populations differ only in the location of their central tendency and
not in other aspects of shape such as dispersion, skewness, kurtosis, etc. For certain inferen-
tial purposes, it is in fact assumed that the distributions are normally distributed with un-
known and possibly different means and unknown but constant variance. The strength of these
assumptions is that they focus on the aspect of the distribution that is likely to be most
sensitive to conditions of treatment or environment to which biological material might be exposed.

In most biological and behavioral studies, it is not possible to make observations under widely
differing conditions without endangering the integrity of the organisms. As a result, most
investigations deal with relatively small and essentially linear effects of different treatments
or environments. These differences are expressed almost entirely in changes in the means of

the distributions. By concentrating the inference on differences between means, the analysis

of variance most effectively uses the information in the data to detect treatment or enviraonment
effects.

Like univariate analysis of variance (ANOVA), multivariate analysis of variance (MANOVA)

focuses on means of continuously distributed variables, but, unlike ANOVA, does so jointly for
more thap one such variable. MANOVA is therefore especially suited to human behavioral studies,
which typically involve a number of qualitatively distinct attributes or outcomes and for which
no single index of value may be calculated. in the multivariate approach, the several variables
are analyzed simultaneously, and the investigator or reader may decide for himself the overall
meaning or importance of various differences that may be found.

Statistical methods allied to multivariate analysis of variance, and often included in the com-

puter programs for the procedure, are the multivariate techniques of discriminant analysis,
analysis of covariance, regression analysis and canonical correlation.
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Broadly conceived, discriminant apalysis is a system of multivariate statistical techniques that
provides an integrated approach to the solution of three distinct but interrelated problems: (1)
to determine whether or not significant differences exist among two or more groups of individuals
in terms of several descriptor variables (Significance Testing); (2) if such differences exist,
to try to ''explain' them in terms of smaller numbers of "underlying factors'' than the original
descriptor (Explanation of Group Differences); and (3) to utilize the multivariate information
from the samples studied in assigning a future individual to one of several groups studied
(Classification).

As the first problem is precisely that addressed by multivariate analysis of variance (MANOVA) in
its simplest form, discriminant analysis is often characterized as a follow~up or adjunct to
MANOVA focusing on problem two--the explanation of group differences. This aspect in turn bears
a certain resemblance to factor analysis, but factor analysis seeks to explain individual differ-
ence on a large number of attributes in terms of a small number of factors, while discriminant
analysis seeks to do this for group differences. Whenever multiple criterion variables are used,
MANOVA is the appropriate method for significance testing; explaining group differences parsimon-
jously is all but unique to discriminant analysis.

Historically, discriminant analysis has been associated with the problem of classification. It
is probably the most important aspect in practical applications such as early detection of poten-
tial drug abusers with a view to offering them counseling and preventive treatment. [t is neces-
sary only to compute the discriminant function score for the individual to be classified (that
is, the person of uncertain group membership, but who is known to be a member of one or the other
of two groups), and then determine to which of the two group means on the discriminant function
the individual's score is closer on the standardized scale.

The first phase requires one to look for the linear combination (i.e., a weighted sum) of the original
variables such that the F-ratio for testing the significance of the differences among the several
groups' mean on this linear combination is larger than that for any other linear combination of
the original variables. To determine the weight for predictors that give rise to the largest
possible value on the F-ratio is the task of discriminant analysis. The ideal situation is when
the descriptor variables follow a multivariate normal distribution in each group. Furthermore,
the mathematical model for the significance testing phase requires that the population covariance
matrices of all groups be identical. The second phase does not require any distributional or
equality-of-covariance-matrices assumptions. In classification, the multivariate normality
assumption again becomes Important if the numerical values of the likelihoods or probabilities of
membership in the various groups are to be taken seriously. The equality-of-covariance-matrices
assumption is not quite as crucial. Missing data always pose a problem when many variables are
involved, and, of course, any method for supplying missing data is applicable only in the first
two aspects of discriminant analysis. In the third phase, no individual with any missing data
should be considered for classification.

As most empirical studies concerning drug abuse involve a comparison between users and nonusers,
or among users of different types of drugs, in terms of demographic and/or personality variables,
discriminant analysis could be used as one of their analytic tools. In reality, very few drug
abuse studies seem to have employed this technique.
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INTRODUCTION AND RATIONALE:
SINGI.E-ORGANISM VERSUS CONVENTIONAL RESEARCH

In recent years, research on single organisms or individuals has been advocated, directly or in-
directly, by many authorities.! Dukes (1965) noted that the history of psychology contains a
long and diversified 1ist of influential studies of this type. He found 246 reports of research
on single organisms, published between 1940 and 1965.2 [ndeed, the problems investigated and the
research designs employed in single~-organism studies are so varied that the situation may seem
too chaotic to permit systematic integration. A common, but not very productive way out is to
assert that research on single organisms cannot be used to test general laws of behavior and
therefore need not be taken serjously.

The conventional approach to research in psychology is to study large groups of organisms, either
under laboratory conditions that are deliberately simplified to approximate the ideal of uni-
variate design, or under more complex conditions that permit elaborate statistical analyses of
multivariate data. Examples of the latter are provided in most of the other chapters In this
volume. The goal of such research is understood to be the discovery of laws that govern average
behavior. Application of these laws to solve practical problems is not regarded as the primary
purpose of the classical scientific enterprise. However, practitioners are permitted to apply
the Taws that scientists discover in order to understand, predict, and control the behavior of
individual organisms.

A possible weakness in this approach is its assumption of isomorphism between the group and the
individual. Not only practical experience, but also experimental data and mathematical logic
show that this assumption is often unjustified (Bakan, 1954, 1955; Sidman, 1952). Statis-
ticians might argue that the basis for failure of individual data to conform to group-derived
functions is that the former contain larger components of error, and often that may be the
case. Sometimes, however, the failure can be traced to the fact that entirely different func-
tional relations apply to group data than apply to data from individuals. As a simple example,
suppose that many organisms perform the same task, and that the average remains stable because
the performances of half the group improve from practice while the performances of the other
half deteriorate from fatigue. The statement, that performance on this task remains stable and
is therefore unaffected by either practice or fatigue, is clearly untrue, whether that statement
is applied to the group or to the individuals who compose it.

As a strategy for collecting data that will jead to the discovery of principles of behavior,
the single-organism approach has much to recommend it. Properly employed, it is at least as
demanding as large sample methods, and it usually leaves less to chance, Also, it requires
that a distinction be recognized which both complicates and clarifies the research enterprise.
The distinction is between the validity and the generality of a psychological principle.

VALIDITY AND GENERALITY

Single-organism research does not assume that a valid principle must apply to all organisms,
but that it may apply to one individual, to only a few organisms, or to everyone. This assump-
tion threatens to provoke knotty philosophical or methodological arguments about meaning in
science; however, these are of no great concern, for the knots are easily cut.. The liberating
stroke is the realization that the limits of generalizability of a law or the description of
conditions under which a principle applies are matters that are better resolved by systematic
empirical investigation than by logical dispute.
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The following diagram (Fig. 1) systematizes some characteristics of the single-organism approach.
Both conventional methods and single-organism strategies are capable of increasing the store of
valid principles (solid vertical arrow in center)., However, the conventional approach {(dashed
vertical arrow on right) advocates attacking the universal by seeking general laws from the
outset. It tends to reject the study of individuals as a romantic, or at best suggestive,
exercise that may produce hypotheses but that cannot test laws (Holt, 1962). Conventional
psychology maintains that valid universal {(i.e., general) principles apply to individual cases,
but the conventional scientist does not undertake the task of application himself. That is
regarded as a job for technology or engineering, and it is left to practitioners. Consequently,
in the diagram, no horizontal connection is indicated between the conventional approach and
statements about individuals.

PRINCIPLES OF
KNOWN VALIDITY

STATEMENTS ? ----- - — — —+ — —> GENERAL
ABOUT | | (UNIVERSAL)
IND{VIDUALS | | STATEMENTS
!
’ I
Single-Organism Large Group
Strategy (Conventional)
Strategy

PRINCIPLES OF
UNKNOWN
VALIDITY

Figure 1. Comparison of single~organism and conventional research strategies.

Single-organism strategy (dashed vertical arrow on left) begins by studying individuals in
order to generate principles for explaining the behavior of each. The validity of these
principles is evaluated by judging how carefully and correctly each individual is studied, not
how appropriate the laws of one organism's behavior are for others. .
Generality 1s a separate question. It is a matter for investigation by replication, so that
the limits of or conditions for validity may eventually be completely specified. Therefore, in
the diagram, a horizontal (dashed) arrow, pointing right, is included to show that study of the
particular is not the last step in the process but should lead to expansion of knowledge of the
universal, through systematically developed generalizations.

CAUT1ONS
WHAT SINGLE-ORGANISM RESEARCH IS NOT

Single-organism strategy does not advocate publication of research results every time a principle
is discovered for a particular individual; such findings are often of only limited interest.
Consequently, adoption of single-organism strategy need not flood the already overburdened
scientific literature with a tidal wave of case studies. Publication is warranted only to describe
procedural innovations of general interest or to present findings based on data collected from

a sufficient number of organisms that have been examined, under sufficiently well controlled
conditions, to justify the belief that reasonably generalizable statements can be made. This

is not a simple matter but one requiring sound editorial judgment.

Neither does the single-organism approach advocate slipshod methodology, though it recognizes
that tightly 9ontrolled experiments and loosely designed exploratory investigations are both
useful in their own ways. Pioneering investigations often cannot be rigidly controlled, no
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matter how many organisms are studied. Research of this sort is no more expected to produce valid
statements of cause-effect relations in the single-organism approach than it is in investigations
of large groups.

Single-organism strategy is also not anti-statistical, though some investigators advocate

certain forms which are (Bakan, 1966, 1968; Sidman, 1960). Subsequent sections of this chapter
show that highly sophisticated quantitative techniques, invoivipg time-series analysis, mixed
analysis of variance designs, and certain factor analytic procedures can often prove fruitful.
The fact that such techniques are not often employed in single-organism research means only

that, despite its potential, this strategy has not yet become popular with investigators who know
how to use the techniques.

METHODS AND PROCEDURES:
THREE TYPES OF DESIGNS

Methods of single-organism research are best illustrated by dividing them into three groups;
these may be arranged along a continuum, according to the degree of control over experimental
conditions exerted by the investigator. At one extreme are studies that adhere closely to the
classical model of experimentation, which requires systematic manipulation of only a few in-
dependent variaples in a closely controiled and constant laboratory environment. To illustrate
these, examples from the literature on operant conditioning have been selected. In the mid-range
are natural process research studies, some of which may use quasi-experimental designs (Campbell,
1969; Campbell and Stanley, 1963) and require time-series analysis or its equivalent for the
evaluation of findings. At the other extreme are formal case studies, which are noninterfering
but ere nonetheless designed to be as objective and as explicit about procedures as possible, The
representative case method, which stresses careful selection of each participant and the use of

quantitative data, has been chosen to illustrate these. Informal case studies and anecdotal
methods {with which single-organism research has been too often identified in the past) are not
considered in detail in this chapter because they contribute little of a systematic nature to
scientific knowledge.

An important feature of single-organism research at all levels of control is the prominence of
investigations with a practical oi therapeatic orientation. Typically, single-organism strategy
does not stress the distinction between basic and applied science, which seems so important in
conventional psychology. A principle that produces favorable change in an individual is just as
valid and may be just as universal as a principle that applies to behavior that is apparently
unrelated to problems of personal adjustment.

EXPERIMENTS WITH SINGLE ORGANISMS

Sidman (1960) made the strongest and most elaborate case for controlled experimentation on
individuals. The approach he recommended requires tight control of all conditions that might
affect outcomes, relatively simple operationally defined variables that can be manipulated or
measured automatically, rapid output of results, and a succession of chaipned and logically
interconnected investigations, each derived from the ones that have been already completed.
The goal of a research program that follows these recommendations is to reduce variability of
outcomes by the functional manipulation of the conditions under which they are produced.
Single organisms are preferred because their use eliminates a major source of variability
(individual differences) at the outset. Statistical evaluations are rejected because it is
argued that they conceal variabilities which should not be ignored or regarded as error but
brought under experimental control. Replication of investigations with individuals is reconi-
mended in preference to replication with groups, for a truly universal (general) law must apply
not just to group averages but to every appropriate experimental subject.

The Principle of Reversibility

The essence of single-organism experimentation is reversibility of behavior effects. The
experimenter tries to demonstrate that a certain behavior (b5 appears only under a certain set

of environmental conditions (B) To show this, the investigation may employ a simple ABA

design. During the first administration of condition A, the experimenter records the base line
or base rate of occurrence of b. Then, during the administration of condition B, the experimenter
records changes, if any, in the rate of appearance of b. Following this, condition A is restored
to show that b obediently returns to its base line level.
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Single-Organism Designs

To overcome objections that behaviors other than b may also be affected by the experimental
conditions, the investigator may establish multiple base lines. That is, behaviors c, d, and

e may be measured throughout the experiment to show that they do not respond to changes

in the environmental conditions. To overcome objections that the results may have been due to
coincidence, the AB sequence may be repeated: ABABA. Or, the introduction of B may be randomized
in a series of many trials, so that the organism cannot learn a regular sequence of events and
must respond only to the independent variable.

Not all experimentally induced effects are readily reversible, but apparent irreversibility

does not necessarily invalidate the method. For irreversibility implies a change of some kind

in deturmining conditions (e.g., a change in habit patterns or in organization of neural pathways),
and if these could be systematically manipulated (by introducing another appropriate condition),
the behavior could be shown to return to its base line level again.

I1lustrative Applications

Animal Research. A relatively simple illustration of how animal research may use single organisms

is the procedure described by Sidman (1960), which was summarized later by Bachrach (1962) who
presented it as an example of good experimental design. A ~ingle rat is placed in a compartment where
it is given a brief electric shosk unless it presses a lever. Pressing the lever delays the next
sheck for 20 seconds (avoidance conditioning; fixed interval schedule). Eventually, the rat

learns to press the lever at a Tairly constant rate and thereby avoids most shocks. The animal

now retains a steady rate of lever pressing for about six hours.

If the experimenter is interested in learning per se, the rat's pre-shock level of bar pressing
can be used as a base rate for evaluating post-shock levels of performance. However, the

steady, learned performance may later become a base rate for evaluating the effects of other
conditions, such as drugs. If amphetamine sulphate is administered after learning has stabilized,
the rat's behavior shows a smooth acceleration In lever presses. The animal eventually reaches

a level of performance at perhaps three to four times the base rate, where it stays for two to
three hours. Then, its performance begins to slow down until it reaches a level below its
original base line, where it stays for several hours.

A host of variations is possible within this paradigm. Most obvious are the possibilities of
varying the type of behavior Tearned, the type of reinforcement schedule imposed, the types and
dosages of drugs, and the types of organisms tested. |[f a more complex task were used, or if more
measures were taken (heart rate, temperature, eyeblinks, etc.) multiple base lines could be estab-
lished and differential effects of drugs on specific aspects of behavior could be evaluated.

Still other possibilities would be to introduce several administrations of the same drug at
randomly selected points in time and to include administrations of a neutral substance, or
placebo, as well. Naturally, the experimenter should not know what substance is being adminis-
tered on any trial. Such procedural refinements can eliminate objections that drug administra-
tion itself occurs on a fixed interval schedule or that the organism's behavior is under the
control of cues systematically provided by the experimenter.

Therapeutic Research. The literature of behaviorism bulges with reports of therapeutic experi=-
ments on single organisms. Many of these experiments seem to be reported primarily to demonstrate
the efficacy of operant techniques. |In part, they serve the same functions as do testimonials at
revival meetings. They provide reinforcement to those who are already true believers, they dis-
courage backsliding, and perhaps they even inspire a few converts. However, they serve other
more important purposes as well, for they provide explicit working models of how to manage

every step of the therapeutic process, from assessment through outcome evaluation. In addition,
they provide a means by which practitlioners may exchange ideas and make suggestions to each other
for improving procedures. (See, as examples, the report of a symposium on behavior modification
in clinical psychology, edited by Neuringer and Michael, 1970, and Bandura's description of the
uses of a variety of behavior modification techniques, including operant methods, in applied
settings, 1969.)

On the level of applied research, Bandura (1969) pointed out that many treatment programs that
use aversive drugs, like Antabuse, fail because the effects of the drugs are delayed too long
after the behavior to be eliminated (e.g., alcohol ingestion) occurs. Because reinforcement
must be immediate to be effective, the behavior one is trying to eliminate remains attractive

to the patient, despite its adverse effects. Bandura also noted that recent evidence challenges
both the assumption that alcohol addiction results from the reinforcement provided by stress
reduction (Lester, 1961) and the assumption that total abstinence is the only feasible goal of
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therapy (see also Lloyd and Salzberg, 1975). These conclusions are mentioned here because at some
future time they may be found to apply to other drugs as well,

Several investigators have developed individualized treatment: programs for alcoholics (examples
are provided in Miller, 1972, and in Sobell and Sobell, 1973). A good i1lustration of therapeutic
research on a single person is the study by Cohen, Liebson, and Faillace (1971) of reinforcement
contingencies in chronic alcoholism. This study took a total of nine months and consisted of

six experiments conducted on the alcohol research ward of a hospital. The patient's participation
was voluntary, but he was paid in money only if he completed each experiment. The basic research
plan was to make certain privileges (such as working for pay, using the telephone, eating the
regular diet, having reading material, using the recreation room) contingent upon the patient's
drinking less than a specified amount per day of 95 proof ethanol.

The first experiment lasted four weeks. During the first and third weeks, privileges were not
granted at all and were thus independent of alcohol intake. During the second and fourth
weeks, contingency conditions were imposed. That is, the patient obtained privileges only if
he drank at a moderate rate (no more than 5 oz. per day). In this experiment, the patient went
on drinking the maximum amount possible {10 oz. per day) regardless of conditions.

in the second experiment, the penalty for overdrinking was made more severe. In particular,

this involved exchanging the regular diet for a pureed diet, removing reading material, removing
the bedside chair, and extending the contingent deprivation period (the period of time deprivation
was impesed if the patient overdrank during the contingency phases) from a variable period to a
full 24 hours. The effectiveness of this regimen was amply demonstrated by the fact that, in

two weeks of noncontingency, the patient consumed 10 oz. of 95 proof ethanol per day, while in
three alternating weeks of contingency, he never once drank more than 5 ounces per day.

In the third experiment, the patient was allowed as much as 24 ounces of elhano] per day, but
results remained therapeutically favorable. In the fourth experiment, the periods of noncontin-
gency were enriched, to reduce the contrast between contingency and noncontingency conditions.
Under the noncontingency condition, the patient was, in effect, allowed to go on binges without
serious consequences for five days. The results continued to be stable, but a question arose

as to whether the patient was merely '‘being good' during contingency periods for the reward of
being able to go on binges the rest of the time.

In the “ifth experiment, binges were eliminated from the noncontingent weeks by allowing the
patient to drink only every other day. During this experiment, his responsiveness to the ex-
perimental contingencies broke down seriously. He overdrank on 5 out of 13 days.

Finally, in the sixth experiment, contingency conditions were imposed for five weeks in a row.
During this time, the patient overdrank only twice. Thus it was established that moderate
drinking <an be maintained, if the environment is suitably controlled to provide and consistently
apply appropriate contingent reinforcements. Perhaps the amount of time it takes to make such
contingencies effective, and the expense involved in maintaining them, are so great as to make
the whole idea economically unfeasible; but that is another issue,

Effectiveness of drugs. Bellak and Chassan (1964) reported a study that evaluated the effective-
ness of a psychiatric drug, chlordiazepoxide, on eight variables in the behavior of a single
patient., The study adhered to the usual precautions of double blind research: it incorporated

a placebo at treatment points, which were not identified to either the investigator or the
patient. Six administrations of the drug and four administrations of the placebo were included
in the experimental design. By inspection, the data showed clear tendencies for the patient's
behavior to improve when she was taking chlordiazepoxide and to become worse during periods

when she was taking an identical appearing placebo. Bellak and Chassen recognized that a
particular kind of statistic, interrupted time-series analysis, is required to provide appropriate
quantitative analyses of their results. However, they did not evaluate their results by this
procedure. Time-series analysis is outlined in the following section.

NATURAL PROCESS RESEARCH

All studies described up to this point utilize designs in which the experimenter contrals the
time of application and the intensity of the independent variable., However, single-organism

research is often conducted in settings where events occur that may be thought of as altering
the level of an independent variable, but that cannot be controlled by the experimenter. Examples
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are the passage of new laws or the institution of social reforms (Campbell, 1969), administrative
or therapeutic decisions in clinical settings, or fortuitous circumstances such as tornadoes or
the winning of a lottery. Shontz (1965) identified studies of such phenomena as natural process
research. When a degree of control can be exerted over measurements or over decision-making,
such)studles achieve the status of quasi experiments (Campbell, 1963, 1969; Campbell and Stanley,
1963).

An example of natural process research, conducted on a single person, is afforded by E.J.
Murray's (1954) ratings of a patient's expressions of hostility and defensiveness over the
course of 17 hours in psychotherapy. In this research, no systematic attempts were made to
influence the therapist's activities. A reciprocal relationship was observed between ratings
of the two types of behaviors; when one was high, the other was low. Furthermore, type of
defense (intellectual defenses or physical complaints) was found to be related to the timing
and type of interpretations offered by the therapist. For exawple, defenses tended to decrease
following a punitive interpretation, but hostility and a subsequent return of defensiveness
quickly followed.

Time-Series Apalysis

Neither the research by Bellak and Chassan nor the study by Murray actually employed interrupted
time-series analyses to quantify their results. Indeed, the requirements of this analytical
technique are such as to make its application difficult in these particular investigations. As
is true of all research, time-series studies are most effective when planned well in advance.

Time-series analysis is relatively new to psychology (Box and Jenkins, 1970; Glass, Willson, and
Gottman, 1975; Gottman, McFall and Barnett, 1969; Harris, 1963; Holtzman, 1963, Jones, Crowell, and
Kapuniai, 1969; Wold, 1965), and it offers many possibilities, especially for research on drugs

and for natural process research on single persons. (For discussions of some uther more .r

less closely related statistical approaches to data from single organisms see Chassan, 1960,

1961, 1965, 1967; Edgington, 1967; Luborsky, 1953; Shapiro, 1961a; Shontz, 1972; Stephenson,

1953; Wold, 1965.)

Score Dependencies. Conventional tests of statistical significance typically require that measures
be independent. However, time-szries analys’ recognizes that when data are collected from the
same organism over time, troublesome dependeucies are introduced. For example, in a succession

of scores that gradually increase in value, it is immediately apparent that later values are not
independent of earlier scores, Anyone who knows the rate at which values are increasing in this
series is in a position to anticipate later scores at a better-than-chance level. The higher the
autocorrelation within a series, the greater is the dependence of later measures upon earlier
measures in the series, and the less justified is the assertion that a later value or mean of valuc~
within the series is a random deviation from those that occur before it. (Changes in reliabilities
of measures may also affect statistical judgments, but these are not considered in detail here.)

If a series were steadily increasing, an unknowing investigator might test a group of persons
once at time t and once at time t' and find a mean difference large enough to permit reJectlon
of the null hypothesis, on the basis of the assumptlon of independence of scores. However, in
such a case, rejection of the null hypothesis is clearly inappropriate.

The same possibility exists in research on single organisms. A person may be on a dietary regimen
that causes gradual loss of weight. |If an investigator measured this person's weight one week
before and one week after the experimental drug is administered, the investigator might conclude
that the drug induced the weight loss. Fortunately, single-organism research is less likely to

be subject to this type of error. Partly, that is because an investigator is likely to know more
about the single person he studies than he would about individual members of a large group. Con-
sequently, information about possible contaminating factors is more likely to be available in
single-organism research. Also, and more importantly, the requirement of reversibility, especially
if combined with multiple base line measures and with multiple, random presentations of the drug,
may go a long way to obviate most confounding serial effects in single-organism studies. When a
high degree of control is not possible, statistical adjustment of the data may be in order, and
time-series analysis is clearly the technique of choice in such instances.

Types Of Changes Evaluated. In general, two types of changes are evaluated in interrupted
time-series designs. One type is change in level; the other is change in direction. A
meaningful change in level is, of course, one that could not have been anticipated on the basis
of knowledge of the values of preceding observations. Changes in direction can be more complex.
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For example, if a patient's anxiety was increasing until treatment began and then shifted
direction to a steady plateau or even to a slightly less rapidly increasing trend, a change in
direction but not in level might appear. Computer programs, described in a subsequent section,
have been developed to test for both types of change.

Models. The first task in the analysis of time-series data is to establish which of several
models best fits the data. Only the sketchiest notion of how models are identified can be
provided here. Glass, Willson, and Gottman (1975) provide necessary details.

Two basic types of models are available: moving averages and autoregressive. An essential
tool for deciding which type of model is appropriate is the correlogram: a series of autocor-
relation coefficients, The lag 1 autocorrelation coefficient measures the correlation within a
series when values at all data points are paired with the values at the data points immediately
preceding them. The lag 2 autocorrelation coefficient increases the distance between paired
data points by one interval; the lag 3 autocorrelation coefficient increases the distance by
one more interval, and so on. A correlogram contains the array of autocorrelation values from
lag 1 to lag k and the pattern of these values is usually diagnostic of the type of model that
is appropriatc.

According to Gottman (1973), the most practical model in psychological research is the integrated
moving averages model of the first order. When this type of model is appropriate, the auto-
correlation value |5 nonzero at lag 1 but drops immediately to zero thereafter, I|f autocorrela-
tions are nonzero at lags 1 and 2 but zero thereafter, the model is of order 2, and so on.

Sometimes it is necessary to obtain autocorrelations of differences between values at predesig-
nated pairs of data points. First order differencing subtracts the value at each data point
from the one immediately following it. Second order differencing increases the interval by

one data point, and so on. Differences are then lagged and autocorrelation coefficients deter-
mined. Differencing is necessary when a series is nonstationary, that is, when it does not
stay at a steady mean level. Correlograms of nonstationary series contain unwanted correlations
that make model identification difficult until after differencing has been performed. Sometimes
more complex seasonal adjustments are also required to remove natural, but irrelevant, cycles
from the series.

Autoregressive models are more difficult to identify than moving averages models. In general,
the correlogram for an autoregressive model shows a gradual rather than a sudden decrease in
autocorrelation values (after necessary differencing has been performed). However, when an
autoregressive model is appropriate, a sudden decrease is shown in another set of values, the
partial autocorrelation function. The order of the autoregressive component is specified by
the size of the lag before which this drop occurs.

Further complications are added by the fact that a model may be of both the moving averages and
autoregressive types and of different orders for each. In this case, both autocorrelations and
partial autocorrelations are found to die out slowly. Still another possibility is that the
process studied may itself change, thus requiring identification of different models at different
stages in the series. Naturally, more complex models are more difficult to identify accurately.

Statistical Analysis. The final stage in the analysis of Interrupted time-series is to perform
desired statistical evaluations. This requires estimating optimal numerical values for parameters
associated with the type of model identified. Typically, this is performed by a search technique.
That is, successive parameter values are tried, and by inspection the one is chosen which

produces minimum error variance., Statistical tests, based on these parameters, are interpreted

in the usual way to decide whether significant changes in lzvel or direction (or both) have
occurred.

Significance Testing. Time-series analysis does not always require large mean differences for
statistical significance. |f measures are steadily increasing, even a small reduction in the
mean of a group of measures, taken after experimental intervention, may be significant. Or, in
the extreme, perhaps no mean change may deviate significantly from expectations, A great deal
depends upon the characteristics of the autocorrelation function. When autocorrelations are
zero, a before-after test of mean differences is identical to the standard t-test.

Computers/Software. What has been said about the quantitative aspects of time-series analysis
in the preceding paragraphs may not.be entirely clear. However, two points should be evident
nonetheless., The first is that no investigator can expect to perform time~series analyses on a
hand calculator. Access to large computers and to appropriate software is essential. The
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second is that, even under the most favorable present circumstances, time-series analyses of
the more sophisticated varieties are not ''cook book'' operations. Especially when data quantity
and quality are not high, model identification is something of an art rather than a simple,
automatic process. Unless and until that situation changes, most psychological investigators
should employ an expert consultant if they intend to use time-series designs.

Number of Observations. One very practical problem remains. The accuracy of determination of
a model depends upon the number of observations available, and no specific rules have been
developed on this point. It is known that an.interrupted time-series design uses its statistics
most efficiently if the experimental intervention occurs half way through the observational
series. If the data normally contain complex cyclical trends (seasonal variations), a large
number of observations may be required to establish the conditions necessary for removing them
and performing an adequate statistical test of induced changes. Simpler processes require
fewer observations. Box and Jenkins (1970) recommended at least fifty observations to provide
a useful estimate of the autocorrelation function. Glass, Wilison, and Gottman (1975) agreed
but pointed out that, while well-behaved data may be identified in 35 or 40 observations, data
requiring seasonal adjustment will require many more than 50, at least enough to cover four or
five cyles.

A study by Jones, Crowell and Kapuniai (1969) used only four prestimulus values as a base line

for testing the effects of visual and auditory stimulation on the heart rates of infants. By
contrast, a study by Holtzman (1963; summarized by Glass, Willson, and Gottman, 1975) measured

a single patient's perceptual speed under base line conditions once a day for sixty days. Ap-
propriate changes were shown to occur when the patient was placed under treatment with a psychiat-
ric drug on the 61st day; electrpshock treatment was added on the 121st day; and base line
conditions were restored on the 181st day for the final 60 days of the investigation.

Complex Design Possibilities: Time-Series Designs

Holtzman's study, outlined above, is called a single-organism, multiple | intervention design.

It has many advantages, especially for evaluating treatment effectiveness in Clinical obser-
vations, but it is not without problems of inference. Notice, for instance, that this experiment
does not reveal whether a change that might occur following the introduction of electroshock is
due to the electroshock alone or to a synergetic combination of electroshock and drug.

Obviously, the particular design Holzman used is not the only one possible. In fact, once one
opens up the possibility for more than one interruption of a time-series and for tying several
single-organism, time-series studies into an overall program of investigation, the number of
research designs that could be developed staggers the imagination. Using a single intervention,
or a simple reversal design, several organisms can be subjected to the same intervention at
different times, with the data for each organism being analyzed separately, but the results
accumulated for all participants; Gottman (1973) calls this '"N-of-one-at-a-time'' research
(crediting Alexander Buchwald and Steven Shmurak for the term). To test the effects of two
types of intervention and their interaction, the interventions may be introduced separately and
in combination into the time-series; this requires a minimum of three interventions, with
returns to base line intervals in between. Only a little ingenuity is required to expand the
design possibilities for interrupted time-series experiments almost without limit.

Three final features of time-series designs deserve mention because they extend the potential of
the method even further. The first is that concomitant variation may be evaluated among time-
series. That is, one series may be used to predict another (to serve as a lead indicator).
Also, in quasi experiments, covariates may be drliberately introduced to help adjust for certain
forms of bias that may appear in complex natural process research. Finally, an intervention
effect may be evaluated on the hypothesis that it is a one~time occurrence, or on the hypothesis
that its effects are constant over many measurement periods, or on the hypothesis that its
effects continue according to some specified mathematical function, e.g., a decay curve.
Provisions for specifying hypotheses of this type are allowed in some computer programs now
available,

Computer Programs and Resources

Two computer programs that proved very useful in a study of mood charnges accompanying mens-
truation (0'Connell, -1975) are CORREL, which produces the correlograms {autocorrelations and
partial autocorrelations for data in both differenced and undifferenced forms) needed for model
identification, and TSX, which provides t-tests of level and direction for interrupted time-
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series with specified model characteristics. Both programs are available in Bower, Padia,
and.G!ass {1975) and should be satisfactory for most experimental purposes in psychology. In
addition to information that appears in published articles, cited in the reference list of this

article, Gottman (1973) cited two sources of computer programs that might be valuable to some
users.

REPRESENTATIVE CASE METHOD

As originally described, the representative case method included virtually all types of single-
organism research (Shontz, 1965). However, developments over the past ten years indicate that
a somewhat more precise application of the term is possible. Within the overall approach that
studies single organisms, methodological subcategories have been emerging that merit separate
consideration. Examples are operant methods, natural process designs (described in preceding
sections), and informal case studies (dealt with only in passing in subsequent discussions).

As in conventional research, representative case studies may employ experimental manipulations

of independent variables under controlled observational conditions, particularly if the studies
test propositions about cause-effect relations. However, in conventional experiments, organisms
are treated only as objects that are expected to contribute to the research by reacting passively
to conditions, defined by a problem the investigator chooses. 1In representative case experiments,
the person is an active, cooperative participant in the research process, The person's individ-
uality is not forsaken (measures of dependent variables may be tailor-made to suit his or her
individual modes of expression); the person is not deceived about the purposes of the study;

and every opportunity that time and procedures can allow is provided for the person to comment

on the validity of the data and (where possible) of the investigator's conclusions.

Representative case research may be purely descriptive. However, when it is so, it must be
distinguished from informal case studies, which are not embedded in a systematic research

program, which do not use explicit data collection methods, and which describe cases either

because they are merely "interesting" or "rare," or because they provide material for demonstrating
techniques of diagnosis or treatment (Neale and Liebert, 1973). As valuable as informal case
studies may be for some purposes, they do not contribute as much as is possible under more
carefully regulated conditions of data collection and replication. Furthermore, their lack of
control has generally given single-organism research the poor reputation it now endures.

Cautions

Identification of Problems. Representative case research has three essential requirements.

First, an appropriate problem must be clearly identified. On this matter, representative case
research does not differ from any other form of scientific investigation. However, the represen-
tative case method is better suijted to som> types of problems than to others., For example,
public opinion regarding a proposed change in tax laws would not be most efficiently assayed by
studying single individuals intensively; conventional techniques, for polling samples drawn

from large populations of persons, are clearly preferable. However, an attempt to discover the
sources or implications for particular individuals of strongly held policical beliefs would
definitely proceed best through the intensive study of selected persons, known to hold relevant
commitments. Indeed, research purposes of this type are often best served not by studying
typical persons but by studying extreme cases,

This argument was suggested by William James as long ago as 1902 in his book, Varieties of
Religious Experience (James, 1902/1958). He recognized that, in the mid-range of some compiex
dimensions, like religiosity, considerable disagreement may exist about the meaning of a term;
but at the extremes disagreement vanishes. James argued that, if one studies a recognized
saint, one is clearly studying a religious persoh, and what is learned from that study applies,
to some degree, to the religiosity in us all. The saint is not chosen to typify. the average of
a population of people who vary in religious strength, but to represent religiosity in its most
obvious, most researchable form. The saint provides the scientist with a view that enlarges
for closer inspection a component of all people that is normally too obscure or too undeveloped
to be clearly examined.

[t follows that problems which are especially well suited to representative case research are
those that can be identified with variables which display themselves in readily recognized
behavioral, affective, cognitive, or physical states.
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Selection of the Case. Second, as noted above, someone (the representative case) must be
deliberately selected who has the properties that make that person a particularly suitable
candidate for investigation. For example, an investigator who wishes to study anxiety might
wish to select for study the most obviously anxious individual who can be found.

Nothing is more crucial than the careful selecticn of appropriate persons for study. For in
representative case research the person must represent in clear, if necessary in exaggerated,
form the exact condition that is under investigation. |If this requirement is not fulfilled,
subsequent findings will not be relevant.

Procedures. Third, the person selected for study must be examined by techniques appropriate to
the problem at hand. Here again, the representative case method does not differ in principle
fromsny—ather in science. But a few words of qualification are in order. Not every research
that studies a singlc person is necessarily a representative case research.

Many case studies fall short because the investigator failed to ask clear questions before
descriptive material was collected. Thus, the relation between the case described and the
relevant theoretical or practical problem to which the research addresses itself is established
after the fact, rather than before. Such case studies may raise questions, but they cannot
answer them.

Other case studies fail because they lack objectivity and explicitnuss of procedure and data.

In part, this failure may also be a consequence of failure to ask a clear question. If a prob-
lem is not clearly identified, the investigator cannot proceed in a systematic way to solve it.
Often, the scientist remembers the case rather than selects it. Then, instead of finding
another such case and examining it in a technically proficient way, he reports the one he
recalls. Recollection is valuable, but it is not objective, and much of the current conventional
bias against single subject research (e.g., Holt, 1962) probably stems, not from the small

number of subjects it examines but from the unsystematic way it typically examines them.

These considerations should not be taken to suggest that procedural requirements are inflexible.
Indeed, representative case research is ideally suited to the use of morphogenic measures
(Allport, 1962). Such measures assess each individual in ways best suited to his or her own
characteristics. Stephenson's Q-technique (1953) and Kelly's Rep Test (1955) are good examples
of measurement formats that are well suited to morphogenic or semi-morphogenic measurement. It
is even possible that the same variabie {e.g., anxiety) would be indexed differently (heart
rate, skin resistance, verbal report, etc.) in different studies, the appropriate index being
selected on the basis of knowledge of how each representative person displays his or her inner
state.

The |ssue of Sample Size

The usual argument against research that studies individuals stems from conventional statistical
doctrine. It asserts that a sample size of one is too small to support generalization. This
argument is valid for research that regards persons as being sampled randomly from a large
population. However, representative case research does not so regard its participants.

A close analogy to a psychological investigator using the method of the representative case is
the chemist studying the properties of a specific substance. Although a geologist may concern
himself with problems such as getting the best estimate of the average purity of samples, or
determining the range of distribution of the substance in nature and the types of contaminants
with which it is usually associated, the analytical chemist (i.e., the one who performs represen-
tative case research) prefers the purest supply of the substance he can get. He would rather

have a gram of the compound, that is free of impurities, than a ton of ore straight from the
mine.

Obviously, to achieve comparable purity in human research materials is nearly impossible. That
is why many who use single-organism strategtes prefer to study specially bred animals that can

be developed to serve particular research needs. But, as every geologist knows, nature sometimes
supplies small quantities of an unadulterated substance ready made, if only one knows where to
look for it. That a close approximation to purity can sometimes be approached even in psycho-
logical research has already been indicated by the citation of James' early work on religiosity.
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Statistical Analysis

A preceding discussion of time-series methods has shown that, for the most part, conventional
t-tests and analysis of variance may be inappropriate in representative case research in which
behavior from the same organism is measured many times. Of course, time-series techniques can

be applied in any representative case research that supplies sufficient data. But such techniques
are currently best suited to experiments, quasi experiments, or natural process studies, the
outcomes of which can be indexed by a single value.

Because time-series analysis consists essentially of correlational procedures, multivariate
longitudinal problems alsc can be handied by suitably elaborated time-series techniques. However,
until time-series analyses reach the cook-book stage of development, the investigator might be well
advised not to attempt more complex designs, unless he or she is prepared to develop the com-
puter software necessary to solve associated problems of quantitative analysis.

Where multiple measures are used in the context of descriptive research (or even in some special
instances that involve hypothesis testing), certain infrequently used factor analytic designs
can be useful (Cattell, 1946; 1963). Suppose that a single individual {s administered a battery
of tests (all scored on the same scale) on several occasions. In P-design, factor analysis can
be applied to correlations of scores from test to test {across occasions) in a way which is
exactly analogous to conventional (§;type) factor analysis. This approach is often described

as a way to validate factors, derived from large sample research, by replicating them in individuals
(Cattell and Cross, 1952). Another use of P-design is illustrated by Lettieri's (1970} intensive
study of four persons who differed from each other most essentially in degree of suicidal poten-
tial (High; Medium; Low; and Zero--i.e., this person was undergoing a personal crisis but was not
suicidal)., Four separate P-type factor analyses (one for each person) were performed on data

from multiple measures taken over a period of 21 consecutive days following the onset of a crisis
or a suicidal state, The extracted factors therefore represented psychological states that
developed in persons at each level of risk, Lettierj found depression to be less prominent in

the factor analysis of the person at high risk than in the analyses of data from persons at Tower
levels of risk. He attributed this to the likelihood that depression disappears once the decision
to die is accepted as the solution to one's problems, High risk was also associated with
dichotomous thinking (the tendency to think in terms of polarities such as bad or good, life or
death) than was lower risk. Lettieri attributed this to suicidal persons' relative inability

to accept partial solutions to life's problems.

In O-design, correlation of scores from occasion to occasion (across tests) can be used to
factor analyze occasions, i.e., to determine on which sets of testings the person produced
similar patterns of test scores. At first glance, this may not seem a very exciting possibility.
Suppose, however, that the ''tests' were a series of items (perhaps as many as 60 or 80) des-
cribing psychological states {angry, sad, excited, etc.), and that the person's ''scores' on
these tests were ratings of each state, describing his or her feelings while taking a certain
drug. On separate occasions, descriptions of feelings under several different drugs could be
obtained, intercorrelated, and factor analyzed. This would produce quantitative descriptions of
similarities among drugs (occasions), as measured by verbal reports of mental reactions.
Hypotheses could be tested by specifying in advance how the investigator expects the substances
to be grouped by this procedure. Examples of P and O designs in research on drug usage are
provided in a subsequent section of this chapter.

I1lustrative Application

Treatment Outcome Evaluation. Outcome research is often hampered by the fact that uniform
application of a single evaluative standard to all subjects is unrealistic and unfair; behavior
that defines success in one case may define failure in another. Shontz (1972) advocated an
individualized method of outcome evaluation which uses analysis of variance on data from single
persons. In this method, individualized goals are established for each client. Statistical
tests of before and after scores (or of change scores, or of after scores only, or of after
scores adjusted for before scores, or of any other appropriate evaluative measure) provide the
basis for evaluating outcomes in individual cases In addition, the pooling of analyses with
homogeneous estimates of error variances provides a basis for evaluating the treatment program
as a whole. To illustrate the method, Shontz described studies of three children in the same
rehabilitation agency. Each child was evaluated on items describing rehabilitation goals
specified by the childs own parents, therapists, and teachers. Item contents described behaviors
each judge thought should improve if rehabilitation were successful; 6 to 12 items were provided
by each judge. The same persons who described goals for a child served as judges for that
child. Each judge evaluated all items (goals) provided by all judges {including himself) and
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described the child as he was when he entered the agency, as he is now, and as he probably will be
when he leaves. Evaluations of the children were obtained as ratings on a 14-point scale

from 0 (the behavior is impossible} to 13 (the behavior is easy). This scale provided a common
metric and yielded data which could be treated statistically in the same way as would data from
any standard rating instrument.

Because therapists and parents were not assigned randomly to clients, and because in this study
goals were specified for each client according to his unique needs, judges and item sources as
well as type of rating were fixed factors in this analysis of variance. Because the clients
represented a larger population of children at the agency, this factor was treated as random.
In this design the J x | x T within C interaction was the common estimate of error and all
other terms were tested against it. The overall analysis of variance was calculated with all
terms nested within clients. This procedure was virtually equivalent to calculating individual
analyses for each child and pooling the separate analyses. Pooled analyses showed that raters
were in overall agreement that rehabilitation was followed by significant overall improvement.
However, individual analyses showed that only two of the three children were judged to have
benefitted significantly. This approach to outcome evaluation has the merit of preserving
client individuality and of promoting client participation (by having the client specify the
goals he or she desires to achieve), and at the same time, preserving the capacity to assess
treatment effectiveness on a client-by-client basis as well as in terms of aggregate results.

Drug Research. A particularly thorough plan to use representative case methods to study a
clearly defined, though complex, problem is being applied in a project conducted under the
auspices of the National Institute on Drug Abuse. This project began as a study of the life
styles of nine persons who live in a large midwestern city and who use cocaine heavily. Data

on this phase of the project have been collected and are currently being prepared for publication
(Spotts and Shontz, in press). The second phase involves collecting comparable data from nine
men who are similar to the cocaine users, except that these men are heavy users of amphetamines.
Data collection for this phase of the program is currently under way. Plans call for additional

research on users of opiates, barbiturates and alcohol, as well as on persons who use no drugs
to excess.

What identifies this program as representative case research is the fact that each of its

phases actually consists of nine separate studies. Participants in each phase were purposely
not chosen as random samples of any population. Each was chosen for the value of the particular
contribution he could make to the study as a whole. For example, participants were deliberately
selected to represent modes of psychological adjustment that were as different as possible.

One participant was a successful salesman, one was a professional thief, one was a millionaire's
son, another was a pimp, and so on. The participants were not treated as ''subjects," but as
expert consultants who knew more about cocaine and its effects than the investigators (or

almost anyone else). The intention behind this selection was to insure as broad a base as
possible for knowledge about cocaine use and effects, employing a minimum number of persons in
the process. All participants were well paid for their assistance.

Extensive data were collected from each participant. To provide general information, each was
intensively interviewed about family history and psychosocial background. Each described the
geneology and patterns of his drug use and provided data to describe in a standardized manner
the physiological and psychological effects he had experienced from cocaine. All were adminis-
tered standard psychological tests of intelligence and personality. Each participant then used
the same sixty item Q-sort instrument to describe five personifications requested by the investigators.
A sixty item Q-sort with individualized items was used to obtain nine more descriptions of
specially requested personifications. Examples of descriptions (personifications) requested
were: your usual self; yourself as you are when high on cocaine; your ideal self; the typical
cocaine user; your bad self. Each participant also completed a special version of the Kelly
Rep Test (grid form, Bannister and Mair, 1968; Kelly, 1955}, as well as other special tests
prepared for this investigation. All the Q-sorts and the Rep Tests were administered three
times, at testing sessions at least one month apart.

Data from Q-sorts were collected in such a way as to fulfill the requirements of O-type factor
analytic design. Each sorting provided by the participant within each testing session was iden-
tified as an occasion, and the resulting matrix of correlations for each participant reflected
similarities among patterns of item values across all occasions.

Certain sorting instructions were repeated, both within and between testing sessions. This
procedure served three purposes. First, it facilitated the examination and comparison of the
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intrasession and intersession stabilities of especially important sortings {e.g., yourself as you
usually are). Second, it facilitated specification of the effects of changes that sometimes took
place between testing sessions. For example, important instabilities usually appeared if a par-
ticipant decided during the course of the research to quit taking drugs. Third, it served a
function similar to that of providing marker variables (see chapter 9). For instance, an inves-
tigator has little trouble identifying a factor as the self-concept when all of a participant's
descriptions, of himself as he usually is, are heavily loaded on that factor.

As used in this investigation, Kelly's Rep Test required each participant to evaluate twenty
persons he knew (representing specific interpersonal roles, such as mother, employer liked, person
who dislikes you, some weirdo, etc.) on 21 dimensions {or constructs). Fifteen of these dimen-
sions were created by the participant himself, to represent constructs that were important to

him. Six additional, standard constructs were provided by the investigators and were used by all
participants.

Data from the Rep Test were analyzed by both O-type and P-type factor analyses. In the D-type
analyses, each participant’s assessments of the twenty persons were intercorrelated to produce a
matrix representing percejved similarities among people. Factor analysis of this matrix revealed
the structure of the participant's interpersonal space, |t showed which persons in his life he
tended to group together as being similar and how many such groupings he recognized.

For P-type analyses, correlations were calculated among the constructs (dimensions) each parti-
cipant used for describing the twenty persons. Factor analysis of this matrix showed the nature
and complexity of the conceptual scheme by which each participant evaluated important people in
his life. As noted above, the Rep Test included six standard constructs in addition to the fif-
teen provided by the participant himself. The standard constructs served as marker variables for
the identification of factors. They were: kind, selfish, mean, strong, wise, and sexy.

Finally, both the Q-sort data and the Rep Test data were used to examine similarities among persons.
This involved standard Q-type factor analysis, in which similarities among score patterns provide

a basis for identifying groups of persons who respond to the test materials in homogeneous fashion.
For example, participants who described their usual selves (or who used the six standard constructs
on the Rep Test) in similar ways would tend to fall into the same factors.

In Vight of the high degree of individuality of the participants in this project, it was not
surprising to find that summary statistics and attempts to group participants into types by
quantitative means did not provide consistent results. Q-type factor analyses will become more
useful when data are available from participants who use drugs other than cocaine. Factor analysis
can then be used to determine whether persons who habitually take different drugs do indeed fall
into separate factors, as identified by these measures.

in terms of the overall life style, the data seemed to indicate that persons who took relatively
low levels of cocaine took it primarily to increase pleasure (i.e., to produce enjoyable experi~
ences) and were relatively less intensely engaged in struggles to maintain their self-concepts
or to succeed in a competitive world. Persons who more or less continuously took large amounts
of the drug used it not for pleasure but to escape from intolerable internal states; they
required it to support their own self-concepts and were actively engaged in desperate (but often
self-destructive) struggles to assert themselves in a world they viewed as hostile and unsym-
pathetic. When comparable data become available from persons who take other drugs, the end-
product will be a veritable encyclopedia of information about life styles and drug usage.

CONCLUSTIONS

Though not yet highly regarded by conventional psychology, single-organism research has proven
its value in the past, and if properly used to study appropriate problems, it holds considerabie
promise for the future. The overview presented in this chapter has shown that studies of

single organisms possess a variety of desirable characteristics for scientific investigations

at all levels of controi.

In laboratory experimentation, single organisms can be more effectively and efficiently handled,
more thoroughly known, and subjected to more completely and more appropriately controlled con-
ditions than can large groups. At the other extreme, in exploratory research, single organisms
can be specifically selected for appropriateness to particular problems and treated not as
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""subjects' but as expert consultants. For example, in exploratory representative case studies,
a single person may be sought out because he or she displays precisely the characteristic an
investigator wishes to study most closely.

As measurement procedures become more sophisticated, and as appropriate techniques of statistical
analyses (in particular, time-series analysis) become more accessible, single-organism research
will become progressively more effective as a tool of scientific investigation. It will contri-

bute knowledge of principles of behavior that are valid not only for groups but for all individuals.

NOTES
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1973; Holtzman, 1963; Kelly, 1955, 1963, 1968; Mair, 1970a, 1970b; H.A. Murray, 1938; Ross,
1963; Schultz, 1969; Shapiro, 1961a, 1961b, 1966; Shontz, 1965; Sidman, 1960; Stephenson,
1953; White, 195Z, 1963.

2The diversity of the problems that have been investigated by single-organism methods is shown

by the fact that Dukes' list includes Ebbinghous' experiments on memory in 1885; Bryan and
Harter's 1899 study of plateaus in learning; Stratton's 1897 studies of the effects of inverting
lenses on perception; the Kelloggs' 1933 project (which was followed later by projects using a
similar approach: e.g., Hayes and Hayes, 1952) in which a single chimpanzee was raised in a
human environment; Cannon and Washburn's 1912 study of the relation between stomach contractions
and hunger; Watson and Rayner's 1920 demonstration of conditioned emotional responses in a

young boy; Jones' 1924 supplement to Watson and Rayner's research; Prince's 1905 description

of a case of multiple personality: Breuer's famous case study of Anna 0. (Breuer and Freud,
1895/1955); Yerkes' (1927) studies of a gorilla; Culler and Mettler's demonstration in 1934 of
conditioning in a decorticate dog; and in 1932, Burtt's classic study of long term memory in

his son (also Burtt, 1941).

3A manual for analyzing interrupted time-series experiments with the simplest integrated moving
average model is reported to be available from John M, Gottman, Department of Psychology,
Indiana University, Bloomington, Indiana 47401. As a source for programs for model fitting

and forecasting, Gottman cited James R. Taylor, Project Administrator, University of Wisconsin,

National Program Library and Inventory Service for the Social Sciences, Room 4430, Social
Science Building, Madison, Wisconsin 53706.
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INTRODUCTION

According to Baltes (1973), and Baltes and Goulet (1970}, the goal of behavioral sciences concerns
the description, explanation, and modification of human behavior. However, while such a statement
implies that the study of behavior emphasizes stability as well as change, actual empirical in-
vestigations of change, especially at relatively macroscopic levels and over longer time inter-
vals, have been few and far between (Wohlwill, 1973a). That is, even in the area of developmental
psychology, it has been common to rely primarily on static cross-sectional. rather than longitudinal
methads and designs. Only in longitudinal studies is the same sample of subjects followed

over time and observed repeatedly at preselected age levels. In contrast, in cross-sectional
studies independent samples of subjects from different age groups are observed only once at the
same occasion.

It is abundantly clear that any social intervention aimed at modifying human behavior requires
by necessity a direct assessment of intraindividual change, and interindividual differences in
intraindividual change, through repeated observations of the same individuals over time. Only
longitudinal data can provide information concerning: (a) the description of direction and
shape of intraindividual changes; (b) the identification of individuals exhibiting exceptional
changes; (c) the determination of relationships between earlier behaviors and later responses;
(d) the determination of relationships between earlier life conditions and later behaviors;
and (e) the assessment of differential changes for groups to whom different treatments have
been administered. Methods that try to short-cut the more laboripus and time consuming longitu-
dinal measurement of individual as well as group patterns of charge will, therefore, sacrifice
at least part or all of that information.

Given the theoretical and practical importance of observing the course of behavioral events
over time, the following discussion will first consider in greater detail the rationale for
using longitudinal methods, particularly in comparison to cross-sectional methods. The next
part, Rationale, will discuss the use of longitudinal methods in accurately describing change
patterns and focus on problems of interpal and external validity of simple, as well as extended,
longitudinal designs. The experimental application of longitudinal methods and problems of
causal inference will then be discussed in the sections on Methods and Procedures. - The final
section will present a practical and more concrete illustration of a research design and
general considerations with regard to the choice of analytical procedures. No attempt will be
made to outline specific statistical procedures, since they are described in other chapters of
this volume.

RATIONALE:
LONGITUDINAL VS. CROSS-SECTIONAL METHODS

The notion of behavioral change is operationally linked to the repeated observation of the same
individuals on two or more occasions ordered along a dimension of chronological time. In
developmental studies, time is usually conceptualized as chronological age (time passed since
birth). In studies of drug use it may also be defined, depending on one's hypotheses, as time
passed since first contact with a particular drug, as time passed since the onset of a specific
treatment program, as time passed since the termination of a given treatment, etc.

it has been argued that time is not a psychological variable and should, therefore, be replaced
by indices that are more closely related to psychological theories, such as mental age or
social age (based on one's acquisition of certain social norms), for instance. However, there
are at least two reasons favoring the use of chronological time in longitudinal designs.

First, any other kind of index, since it has to indicate the temporal order of events, will by
necessity be related to time, at least in a monotonic fashion. Second, in contrast to these
derived measures, time itself represents a variable that is easily and reliably measured on an
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interval scale and, therefore, easily replicable. The latter point is particularly important
for comparative analyses of change patterns obtained for different groups or populations. In
other words, if the time index against which behavior is plotted represents a scale with ques-
tionable properties, the specification of temporal patterns loses in precision and makes
comparisons less meaningful. In the following, it will be assumed throughout that change is
measured and plotted along a continuum of chronological time.

Since longitudinal studies require greater investments of time and effort on the part of both
subjects and researchers, it has been common to employ cross-sectional designs that can be

carried out over short periods of time. More specifically, temporally ordered, longitudinal

series of observations are replaced by independent measurements that have no intrinsic sequentiality.
For instance, in developmental studies different age groups are sampled and measured at the

same point in time instead of having to wait until a given group of individuals has lived

through a certain period of time. In drug research, one could assess the long-term effects of a
given intervention program cross-sectionally by sampling from groups of individuals that have

been involved in the program for different amounts of time.

However, it has become abundantly clear that the internal validity of cross-sectional differences
as indicators of intraindividual changes is highly questionable (Baltes, 1968; Buss, 1973;
Campbell and Stanley, 1963; Schaie, 1965, 1970, 1973). In other words, it is questionable whether
differences between independent groups can be assumed to be valid estimates of changes over time
in the same group of individuals. This consideration is particularly important when studying
behaviors (e.g., drug use) that can be expected to be highly dependent upon cultural fads and
trends. In general, cross-sectional differences between groups are likely to confound intrain-
dividual changes with effects due to mechanisms such as selective sampling, selective survival,
selective drop-out, generatijon differences, or any combination of them. At the same time, these
error sources may also limit the external validity or the extent to which the obtained findings
can be generalized beyond the limits of the spea~ific study. For instance, if the participants

in a given drug program drop out at different <imas and if that attrition is not random but
systematically related to the dependent variable, the resulting cross-sectional 'trend' or
pattern will be biased and misleading.

While the various deficiencies just mentioned jeopardize both the internal and external validity
of cross-sectional differences, it should be realized that they are also a threat to the represen-
tativeness and generalizability of longitudinil change patterns. Therefore, they will be
discussed more fuliy in the next section. Suffice it to say here that the usefulness of simple
cross-sectional designs is limited primarily to initial explorations of behavioral change
phenomena. Once a target pattern for a particular problem has been established, the application
of longitudinal designs becomes necessary.

METHODS AND PROCEDURES:
DESCRIPTION OF CHANGE

SIMPLE LONGITUDINAL DESIGNS

In the simplest case of a longitudinal series of observations, a researcher samples individuals
from some target population and measures them repeatedly on two or more occasions. As might be
expected, the internal and exterpal validity of the obtained change patterns depend on the
degree to which several design~related sources of error are controlled for (Baltes, 1968;
Campbell, 1967; Campbell and Stanley, 1963). In addition, thé role of these error factors will
to some extent be related to the fact whether the data represent actual changes measured con-
currently or whether retrospective and/or prospective methods are employed. The sources of
error that will be discussed are: testing effects, selective survival, selective sampling,
selective drop-out, and generation effects.

Internal Validity of Longitudinal Changes

A major factor jeopardizing the internal validity of longitudinal changes is related to the
presence or absence of testing effects (Baltes, 1968; Campbell, 1967; Campbell and Stanley,
1963; Labouvie, Bartsch, Nesselroade and Baltes, 1974; Wohlwill, 1973a). In other words, being
included in a study and being tested repeatedly may sensitize subjects and lead to practice
effects that are performance-specific for the particular test, but not indicative of changes in
the underlying characteristics the test is supposed to measure. For instance, when assessing
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Jongitudinal patterns of drug use, repeated testing may lead, on the part of the subjects, to an
increased awareness of socially accepted norms of drug-related behavior, thus leading to changes
of test responses in a socially desirable direction without concomittant changes in actual drug use.

Although the influence of testing effects can be partially controlled for by a careful choice of
unobtrusive and nonreactive measurement instruments (Wohlwill, 1973a), it should be realized

that this problem is not necessarily eliminated by using behavior ratings. Even when subjects
are quite unaware of being observed repeatedly, raters' perceptions of the same person may change
over time because of increased familiarity with the observed individuals rather than because of
actual changes in the observed behaviors. Regardless of whether behavior ratings or self-reports
are used, measurement situations become less obtrusive if they become a more or less natural part
of the subjects' environment.

To estimate the presence and magnitude of potential testing effects, a ziuple longitudinal series
may be extended by adding a series of independent control groups, each measured cnly once (see
Table 1). However, the quality of such a control series will be affected by the operation of
several other factors to be mentioned later.

TABLE 1

Control for Testing Effects in Simple Longitudinal Designs

Group Occasion

0] 02 03 e eeseer e raanans .0n
Longitudinal X X e X
Control 1 X
Control 2 X
Control 3 X
Control n X

When an investigator chooses to use retrospective and/or prospective methods to assess actual
change, the problem of internal validity is further complicated by questions of unreliability,

It has been sufficiently documented that retrospective accounts of developmental changes are often
systematically biased and distorted (Baltes and Goulet, 1971; Wohlwill, 1973a). Similarly, pros-
pective accounts of expected changes may not reflect very often the actual changes that occur
later. Of course, this issue of reliability does not apply if measures of retro- and prospective
changes are used in their own right either as dependent variables or as possible determinants of
actual changes (Baltes and Goulet, 1971; Thomae, 1970).

External Validity of Longitudinal Changes

While the internal validity of Jongitudinal changes is jeopardized mainly by testing effects and
possible lack of reliability, methodological deficiencies affecting the external validity are more
numerous and more difficult to control for. Among them and to be discussed in the following are:
selective sampling, selective survival, selective drop-out, and generation effects.

Selective Sampling. Due to the requirement of repeated participation with its increased demands
on subjects in terms of time and effort, longitudinal samples are usually biased from the very
beginning {Baltes, 1968; Rose, 1965; Streib, 1966). That is, if volunteering for longitudinal
studies is correlated with the dependent measures, the generalizability of the obtained individua}l
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and group patterns of change is limited to selected subgroups. Furthermore, if selective volun-
teering or sampling is related to the anticipated number of participations, the use of independent
control groups for the assessment of testing effects, as proposed above, becomes questionable.

Selective Survival. Due to death and disease of different individuals at different times/ages, a
given population at birth (cohort) changes gradually over time in its composition. As has been
shown empirically (Damon, 1965; Riegel, Riegel and Meyer, 1967; Riegel and Riegel, 1972), these
changes are not random but selective, |[f correlated with the dependent variable, they will not
only jeopardize the internal validity of cross-sectional differences, but also the external valid-
ity of longitudinal changes. Since the obtained pattern of change is based only on those subjects
that survived all occasions, it is necessarily not representative for those individuals that died
during the course of the study.

Selective Drop-out. Besides biological survival, attrition of subjects is also influenced by
social and psychological factors. Because of loss of interest, change of residence, and similar
reasons, some individuals will discontinue their participation during the course of a longitudinal
study. As demonstrated empirically (Baltes, Schaie and Nardi, 1971; Labouvie, Bartsch, Nesselroade
and Baltes, 1974; Riegel, Riegel and Meyer, 1968), this drop-out is likely to be selective and re-
lated to the dependent measure leading to an increasingly biased sample of retestees. If repeated
participation itself is an important determinant of this selective experimental mortality (Camp-
bell and Stanley, 1963), it will also limit the usefulness of independent control groups for the
assessment of possible testing effects.

Generation Effects. One of the major factors that has been recognized as a source of internal
invalidity of cross-sectional studies concerns the fact that different generations or cohorts of
individuals grow up under different socio-cultural conditions (e.g., different educational systems);
or they experience the same situations (e.g., economic depressions) at different ages {(Baltes, 1968;
Schaie, 1965). Because cultures are continuously changing and present changing environ-

ments for individuals to interact with, longitudinal changes obtained for one particular cohort

may be rather specific and not generalizable to other generations. Therefore, it becomes necessary
to replicate time-series of observations for different cohorts. The resulting extended designs

will be discussed next.

EXTENDED LONGITUDINAL DESIGNS

After realizing that discrepancies between cross-sectional and longitudinal age curves of intel-
lectual development were, at least in part, due to differences between generations (Baltes, 1968;
Baltes and Labouvie, 1973), developmental psychologists introduced more sophisticated designs for
“he accurate descript,on of age-related changes (Baltes, 1968; Buss, 1973; Cattell, 1970; Schaie,
1965, 1970, 1973). Initially, Schaie (1965) proposed a trlfactorlal model with the parameters

of age, cohort (tlme of birth), and time of measurement to represent functionally different sources
of behavioral variance. Partly because of the algebraic interdependence, and partly because of the
assigned status of the three time variables, Baltes (1968) and Buss (1973) subsequently argued that
a bifactorial Age X Cohort design was most useful and sufficient for strictly descriptive purposes.
However, since the latter point of view is not quite satisfying either (Buss, 1975; Labouvie, 1975
a, b), the following discussion will consider all three bifactorial designs that can be derived
from Schaie's general model.

Time-sequential Design

Although this design does not yield longitudinal observations of intraindividual changes, it can
provide useful information about general cultural trends as the background against which to eval-
uate the impact of specific intervention programs. As |]lustrated in Table 2, a set of age levels
is observed on several occasions (times of measurement).l Empirical applications of this design
can be found in studies by Baltes, Baltes and Reinert (1970), Goulet, Hay and Barclay (1974) and
Schaie and Strother (1968a).

The general purpose of time-sequential anaiyses is the detection and description of cultural
changes and trends in the behaviors studied. For instance, it may be of considerable importance
to be able to predict historical trends in drug-related behaviors before implementing specific
intervention programs. |If drug use among certain age groups varies from year to year, the effec-
tiveness of a given program may depend upon appropriate adjustments of the planned intervention
to such cuitural trends.
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TABLE 2

Time~sequential Design: Four Ages are Measured at Four Times

Ages Time of Measurement
1972 1975 1978 1981
8 1964 1967 1970 1973
i1 1961 1964 1967 1970
14 1958 1961 1964 1967
17 1955 1958 1961 1964

Cohort/Time of Birth

As seen in Table 2, the effects associated with age and time of measurement are confounded by
cohort effects, that is, systematic differences between groups of individuals born at diffurent
times. Thus, without the assumption of nonexisting cohort differences (Schaie, 1965), it be-

comes difficult to draw conclusions that imply more than the presence or absence of certain cul-
tural trends. Whether these trends reflect concurrent environmental changes (time of measurement),
or cumulative effects of different past histories (cohorts), cannot be decided on the basis of such
data. However, if a comparison of age and time effects in a '‘cohort~balanced" design reveals
highly similar patterns (see Table 2), it would be reasonable to conciude that the relevant ante-
cedents of the observed effects are most likely covarying with the cohort variable.

Cohort-sequential Design

In this design a set of cohorts is observed at different age levels, provndung a longitudinal
series for edch of several generations (Table 3). Although this design is considered most appro-
priate by both Baltes (1968) and Buss (1973), it has been employed so far only in & study by
Baltes and Reinert (1969). The major practical disadvantage of this design is the amount of time
required for its completion. Depending upon the range of cohorts chosen, the life span of such a
study may be considerably tonger than the age range studied.

TABLE 3

Cohort-sequential Design: Four Cohorts are Measured at Four Ages

Cohort Ages

8 1 14 17
1965 1973 1976 1979 1982
1962 1970 1973 1976 1979
1959 1967 1970 1973 1976
1956 1964 1967 1970 1973

Time of Measurement
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Again, the effects of the independent variables {age, cohort) are confounded, in this case by
time effects (see Table 3). However, a comparison of the various cohort-specific longitudinal
patterns will at least provide information about the relative stability/instability of the ob-
served trends.

Cross-sequential Design

Because of its greater practicality, this design has been employed most frequently in empirical
studies (Baltes and Nesselroade, 1972; Nesselroade, Schaie and Baltes, 1972; Schaie, Labouvie and
Buech, 1973; Schaje and Labouvie-Vief, 1974; Schaie and Strother, 1968a, b). Using repeated or
independent observations, a fixed set of cohorts is observed on several occasions or times of
measurement (see Table 4).

The effects of cohort and time are confounded by age effects. In an “age-balanced" cross-sequen~
tial design, the confounded age levels are symmetrically distributed along the diagonal from the
lower left to the upper right corner in Table 4. In other words, the marginal age distributions
covarying with cohort and time of measurement are identical. Therefore, a comparison of the cross-
sectional and longitudinal age curves in an "age-balanced" design (Table 4) will reveal to what
extent developmental trends are susceptible to changing environmental inputs. For instance, if

TABLE 4

Cross-sequential Design: Four Cohorts are Measured at Four Times

Cohort Time of Measurement
1972 1975 1978 1981
1957 15 18 21 24
1960 12 15 18 21
1963 9 12 15 18
1966 6 9 12 15
Ages

a cross-sequential investigation of attitudes towards drugs suggests cohort-specific longitudinal
patterns that differ from the corresponding time-specific cross-sectional age gradients, it is
reasonable to conclude that the observed changes are not so much a developmental phenomenon but
more the result of ever present changes in the sociocultural environment of individuals.

Cautions

Although 211 three sequential designs are strictly descriptive, they are nevertheless to be pre-
ferred over the conventional cross-sectional and longitudinal designs. Given the developmentalists'
inclination to search for fixed and invariant age patterns, the application of sequential designs
will at least guard against the premature acceptance of such change models. While the extended
designs are useful to estimate the extent of cultural changes and generation effects as they af-
fect behaviors, it is important to realize that the other sources of error mentioned previously
still have to be dealt with. In fact; the picture is likely to become more complicated because

of the possibility that the mechanisms underlying selective sampling, selective survival, selective
drop-out, and testing effects may be subject to cultural changes too {Campbell and Stanley, 1963;
Baltes, Schaie and Nardi, 1971). Therefore, a general strategy to cope with these problems will
include: {a) the use of appropriate series of independent control groups (testing effects); (b)

an explicit attempt to describe the various cohort samples in terms of relevant environmental and
background variables (selective sampling); and (c) a posteriori comparisons between drop-outs and
‘survivors' (selective drop-out and survival).
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METHODS AND PROCEDURES:
EXPERIMENTAL MANIPULATION OF CHANGE

The preceding section dealt with the issue of accurately describing longitudinal change patterns.
The following discussion is concerned with the evaluation of the effects of experimental manipula-
tions and programmed interventions in which an attempt is made to control the conditions and events
to which individuals are exposed over longer time periods. In general, such efforts are intended
to find out whether different programs have differential effects on members of the same target
population, or whether a particular program affects different individuals in different ways. For
instance, it may be important for educators to evaluate not only the efforts of different drug
education programs, but also whether high school students with different levels of intelligence

or different personality characteristics react differently to the same program. The utility and
validity of two designs will be discussed--simple pretest-posttest and multiple time-series.

SIMPLE PRETEST-POSTTEST DESIGNS

in terms of time and effort involved, the simplest designs range from a one-group pretest-posttest
design to the four-group design proposed by Solomon and Lessac (1968). As illustrated in Table 5,
the latter one provides several controls to assess the internal validity of the experimentally
induced changes. WNevertheless, like its simpler relatives, it is severely limited in its useful-
ness.

TABLE 5

Four-Group Design by Solomon and Lessac

Group Time
Pretest Treatment Posttest
| O1 X O2
I X 02
1l O] 02
iV O2
Groups | and 11! are measured before and after the experimental treatment 'X'.
Groups |1 and IV are included to control for potential testing effects.

It is somewhat of an irony to realize that pretest-posttest designs are essentially not change-
oriented, As suggested in Figure 1, their use is really only justified if it can be assumed that:
(a) the behaviors studied do not exhibit any systematic changes prior to the treatment; (b) the
behaviors have reached a stable level after termination of the intervention; and (c) the rate of
change is approximately the same during the duration of the treatment. |f these assumptions are
not valid, the rather arbitrary choice of times of measurement may lead to premature conclusions
about the effects of different treatments (see Figure 1). Therefore, it seems that these designs
are most appropriately employed in investigations of short-term changes.
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Behavior Behavior

+

Treatment Treatment
Pre Post Pre Post
Test Test Test Test

Figure 1: Assessment of behavioral trends by simple pretest-posttest designs:

(a) the static assumptions implicit in these designs, {b) possible alternative
trends compatible with the same observations

Since two-occasion longitudinal designs are used quite frequently, it is necessary to point out
another deficiency jeopardizing the internal validity of these designs. Sometimes researchers
are interested in determining the differential effects of a given treatment on persons differing
on some psychological characteristic. However, when selecting subgroups of individuals with low
or high scores on some measure, a second observation of these same individuals will usually indi-
cate converging trends. This regression towards the mean (Campbell and Stanley, 1963) is a mean-
ingful psychological phenomenon not restricted to measures with fallible scores (Furby, 1973).

In order to distinguish between substantive changes and regression effects, it is, therefore,
necessary to supplement the analysis of such designs by a time-reversed analysis in which subjects
are classified into subgroups on the basis of their scores on the second occasion (Campbell and
Stanley, 1963; Baltes, Nesselroade, Schale and Labouvie, 1972). |If the two analyses reveal op-
posing patterns of convergence, it is reasonable to assume the presence of regression effects.

MULTIPLE TIME-SERIES DESIGNS

In comparison to simple pretest-posttest assessments, these designs involve the repeated obser-
vation of individuals from two or more populations on numerous occasions before, during and

after specified periods of intervention. Therefore, time-series provide much greater descriptive
accuracy when studying trends over extended time intervals. Furthermore, in order to explicate
the effects of the experimentai manipulations, longitudinal series are obtained (usually simul-
taneously) for several experimental and control groups (Campbell, 1967).

The internal validity of multiple time-series designs in terms of differential trends for differ-
ent groups depends on the presence of error sources similar to those mentioned earlier. Ideally,
an experimenter assigns subjects randomly to the various treatment conditions to achieve internal
validity. However, if volunteers for longitudinal studies are likely to represent biased samples,
it is furtheriore possible that they volunteer selectively for different types of interventions
leading to a self-selection rather than randomization of subjects. For instance, volunteers for

a particular drug education program may not be willing to be assigned to a control or no-treatment
condition. 1In such a case, the problem of self-selection may be dealt with by using a time-lagged

cogt;ol group for which the intervention is merely temporarily delayed (Gottman, McFall and Barnett,
1969) .

54




S s e

Longitudinal Designs

A second threat to the internal validity is differential selective drop-out. That is, even if
initial randomization of subjects is achieved, different treatment conditions may cause different
types of individuals to drop out of the study. Such a treatment by drop-out interaction makes the
comparison of the various longitudinal patterns highly questionable. This is a problem particu-
larly relevant to drug abuse treatment program evaluation. Finally, given the problem of testing
effects, it is also possible that these effects may interact with the type of treatment to which
subjects are exposed.

Considering the external validity of multiple time-series, it should be obvious that all behavioral
research is embedded in a general background of ever changing socio-cultural conditions (Riegel,
1972, 1973). Therefore, a replication of the same design at different points in time may reveal
different longitudinal patterns for the treatment as well as no~treatment conditions. Thus, it
would seem useful to extend experimental multiple time-series designs to include features of the
sequential designs discussed earlier.

While the aforementioned problems may be considered as error sources regardless of one's particu-
lar theoretical framework, there is also a more intrinsic issue of uncertainty involved in the
explication of antecedent-consequent relationships in studies of long-term changes (Labouvie,
1975c; Yohlwill, 1973a, b). Depending on one's theoretical stance, the psychologically relevant
aspects of a given intervention program may be defined either in terms of a series of specific
stimulus events under the control of the experimenter, or in terms of the activities subjects en-
gage in as a result of the intervention, or in terms of interactions between the former two. The
first case can be realized only if the researcher is willing to sacrifice external validity to
achieve internal validity by severely limifing the subjects' response repertoires. In the other
two cases, a gain of external validity implies greater uncertainty in the explication of valid
antecedent-consequent relationships. Since experimental control of specific behaviors becomes
less effective the longer the time intervals studied, the uncertainty with regard to functional
interpretations increases, and it seems most appropriate to describe programmed interventions not
only in terms of manipulated stimulus conditions and certain target behaviors, but also in terms
of each subject's responses and behaviors elicited by these events (Wohiwill, 1973a).

METHODS OF ANALYSIS

Since a number of analytical procedures is fully described in other chapters of this volume, it
seems sufficient to limit the present discussion to some general considerations. Among these are
issues concerning the type of dependent variable used~-quantitative or qualitative--and the par-
ticular aspect of change--quantitative or structural--that a researcher may be interested in.

The most common and perhaps most preferred situation involves the measurement of quantitative
changes in level on a variable measured by the same instrument on all occasions with the same
reliability and validity., The analytical procedures employed in this case are anslysis of variance

or trend analysis (Kirk, 1968; Winer, 1962). The latter method becomes meaningful if more than
two occasions are included and if one attempts to forecast behavioral trends beyond the last time
of measurement. However, both methods are static in the sense that they require the variance-
covariance matrix across occasions to be homogeneous (Kirk, 1968). In contrast, it is probably
more likely that the empirical correlations between occasions decrease with increasing time inter-
vals between them (Kagan and Moss, 1962), resulting in a positive bias in the corresponding F tests
(Kirk, 1968). (See also chapters 10, 11, and 12.)

The time-related dependency of longitudinal observations can be used more directly in the case of
multiple observations by estimating the parameters of models that view time-series as stochastic
processes (Box and Jenkins, 1970; Glass, 1972; Gottman, McFall and Barnett, 1969). In these models
interventions are represented by binary variables (0,1). Changes in slope and/or level of the
series as a result of an experimental manipulation are assessed by estimating so-called generating
functions (Gottman, McFall and Barnett, 1969). (See also chapter 6.)

if the emphasis is less on quantitative changes and more on changes in structural relationships,
one may apply factor analytic methods (Baltes and Nesselroade, 1973; Bentler, 1973; Nesselroade,
1970) or path analytic procedures (Buss, 1974; Labouvie, 1974) or a combination of both to analyze
relationships among multiple sets of response variables within and between occasions. These pro-
cedures can be meaningfully used even when different sets of dependent measures are employed at
different occasions. (See also chapters 8 and 9.)
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In the case of qualitative response variables, the dependent measure represents a minimal scale
with two or more response classes or categories. In some cases, such variables may be quantified
by measuring the age/time at which a particular response class (stage) is achieved. |If such a
procedure is not meaningful, the analysis of time-series with qualitative variables may inves-
tigate individual sequences of responses and compare their relative frequency of occurrence in
the various experimental and control groups (Wohlwill, 1973a). For instance, a researcher may,
on the basis of several characteristics, find it useful to distinguish between different 'stages
of drug use and abuse. Longitudinal observations will then yield an ordered string of stage
designations for each subject in a form such as tiiis: A-A-B-C-B (5 occasions, 3 stages A, B, and
C). A comparison of different groups may then reveal differential frequencies of the various
longitudinal patterns under differing conditions. (See also chapter 5.)

ILLUSTRATIVE APPLICATION:
MULTIPLE TIME-SERIES IN DRUG RESEARCH

The recent increase in the popularity of drugs among large numbers of young pecple has become a
matter of public concern and scientific interest (Josephson, 1974). Educators may want to know
whether particular educational programs may lead to a more ''enlightened' adolescent use of
drugs in terms of frequency and amount of underlying motivations.

Previous observations suggest that age~related patterns of marihuana use during adolescence are
highly susceptible to cultural trends (Josephson, 1974). Therefore, it is reasonable to assume
that the affect of a given program may not only depend on the age at which it ic administered,

but also on the general historical context in which adolescents have grown up and/or are currently
experiencing. To explicate the differential impact of such a planned intervention for different
age levels and generations, a sequential multiple time-series design may be chosen, as illustrated
in Table 6. Assuming that the measures used are sufficiently nonreactive, subjects within

each of three age/cohort levels are rand>mly assigned to an experimental and a control condition
and observed repeatedly over a period of five years (see Table 6). Using comparable sampling
strategies, the first sequence is replicated after a delay of two years. |t may also be mentioned
here that a study by Jessor, Jessor and Finney (1973) on marihuana use represents an approximation
to the extended designs discussed above. Their data on high school students correspond to a
cross-sequential design. However, the design is incomplete in the sense that cohorts are dropped
once students graduate from high school.

If subject attrition across occasions is found to be unrelated to the dependent variables and

to be the same for all series, an analysis of the data may focus on the following comparisons.
(a) Each cohort yields a longitudinal series of repeated observations of a control group covering
a certain age range; at the same time, each time of measurement (within sequence A or B) provides
cross-sectional age differences between the three contiol groups. This combinaticn of longitudi-
nal and cross-sectional age curves yields information concerning the presence of cultural trends.
(b) For each cohort, the correspr .ding longitudinal series for the control and experimental

group can be compared. (c) Since sequence B represents a replication of sequence A at a later
time, longitudinal observations of experimental groups covering corresponding age ranges can

be ccmpared to indicate the presence of Treatment X Time interactions. Obviously, some of

these comparisons will become questionable if the dropout of subjects is found to be selective
and different for different series.
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TABLE ©
Sequential! Design for the Study of Adolescent Drug Use: Effects of a

Programmed Intervention at Different Age Levels and Times of Measurement

Cohort Group Time of Measurementa

1975 1976 1977 1978 1979 198c 1981

Sequence A
1967 exp. 8 939X 10X N 12
cont. 8 9 10 1 12
1965 exp. 10 1mMXx 12X 13 14
cont. 10 1 12 13 14
1963 exp. 12 13X 1% 15 16
cont. 12 13 14 15 16

Sequence B

1969 exp. 8 gx 10 X 11 12
cont. 8 9 10 11 12
1967 exp. 10 11X 12 X 13 14
cont. 10 11 12 13 14
1965 exp. 12 13X th X 15 16
cont. 12 13 14 15 16
fbody entries represent age in years. 'X' marks periods of planned

intervention. Within each cohort, subjects are randomly assigned to an
axperimental and a control group. Each row represents a series of
repeated observations of the same group of subjects.
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NOTES

lin Tables 2 to 4 it is assumed that age is given in years, while cohort and time of measurement
are defined in terms of calendar years. Of course, a researcher may choose to use smaller or
larger time units,
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INTRODUCTION: )
USE AND ASSUMPTIONS

Automai ic Interaction Detection (AID) is one of the first analysis techniques designed for social
science data that employs the decision-making capacity of a high-speed computer. AID is a com-
puter pragram designed to scan, in a certain way to be described below, the relationship between
a number of predictors and one criterion, or dependent variable. As is common ir. social science
data, the predictors may be categorical in nature, but may alsc be, with grouping, ordinal or
interval (see chapter 5 for a discussion of levels of measurement). The illustration included
below demonstrates that AID may be used with longitudinal data (studies based on repeated meas-
ures) as well as with data collected at one point in time (see chapter 7). The purpose of AID

is to identify a set of categories, defined in terms of combinations of predictors, that best
explains variation in the criterion.

The remarkable capacity of the high-speed computer to act as an enormous storage and retrieval
machine is well recognized, as is its ability to make lightning-fast calculations. Less well
recognized by the user is its decision-making capability. As those who design computer programs
to guide the operations of the machine know, without such capability the computer could not per-
form those more familiar functions.

The possibility of using this decision-making capacity in connection with matters other than the
operations of the computer program, such as the analysis of a large body of data, has often been
a subject of speculation, but to the present remains almost entirely unexplored. The innovative
computer program known as Automatic Interaction Detection (AiD) is one of the first of such pro-
grams, and apparently the only such program developed specifically for the analysis of social
science data.

AlD examines the relative importance of each of a set of independent variables in predicting a
criterion, and conducts this examinati.n without any assumptions of additivity or linearity. Es-
pecially when assuming additivity, other techniques that are commonly used in the social sciences
to summarize a large body of multivariate data, such as factor analysis and multiple regression,
overcome the need for making qualitative distinctions within the data. AID is an exploratory de-
vice to assess the homogeneity of the sample in the sense that relations between predictors and
criterion are additive and not interactive. In subsequent iegression analyses, the investigator
can test the significance of interactions detected by AID (see chapter 10J. The elementary de-
cision-making involved in AID incorporates the idea of making a selection at one level of data
analysis, and then pursuing the implications of this and subsequent selections on increasingly
deeper leveis of analysis.? Like many simulation models (which AID is not), and unlike factoring
and regression techniques, the development of AID probably would not have occurred in the absence
of stored-program, self-modifying computing machines.

Not surprisingly, in view of this approach, the decision-making capabilities refiected in AID are

rudimentary. |n comparison with the analogous capacities of the human analyst poring over a
large body of data, they are extremely unsophisticated. This is especially true of the simpler
version of AID discussed here.® Brief reference will be made to a more complex version, AID III,

which incorporates the capacity for more sophisticated decision-making,® For purposes of this
introduction, reliance on the simpler version is a better way to describe the basic logic and
intent of both programs.

As a multivariate method, AID is intended for analyses of a number of independent variables
{predictors) in relation to a single dependent variable or criterion. In most practical appli-
cations, an investigator will find it useful to have a fairly large sample size, such as more than
500 observations, although the program itself imposes no restrictions on sample size.

Note: The idea of the AID program described here originated with Prof, James N. Morgan and Prof.
John Sonquist, then both at the institute for Social Research, The University of Michigan, Ann
Arbor, Michigan. References to their seminal work appear at the end,
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Because AID makes no assumptions about the data in terms of measurement properties or additivity
of the effects of predictors on the criterion, we find it useful to employ AlD as an exploratory
device prior to the utilization of multiple regression or partial correlation methods. With the
latter, departures from additivity (interactions) must be anticipated in advance, while AID is
expressly designed to identify important interactions. AID is sometimes thought to sresemble step-
wise regression analysis, since subsequent steps in both analyses are determined by the outcome of
prior steps, but apart from this resemblance the methods are quite different. In the following,
an example will be presented showing the utility of conducting arn exploration with AlD to suggest
subgroups of the sample within which multiple regression, possibly of a stepwise nature, can be
usefully employed.

AID analysis is intended principally for survey data, rather than data collected by more quanti-
tative measurement procedures. Although there have been adaptations to categorical data with
such procedures as ''dummy variable'' scoring in multiple regression, most multivariate procedures
were developed with quantitative measurements in mind, and this is one of several ways in which
AlD is a most unusual multivariate method. While it is true that numerical information such as
age in years and income in dollars is often obtained in surveys, investigators generally obtain
such a predominance of categorical information that they find it convenient to cast even those
quantitetive variables in the form of a series of ordered categories.

In contrast to the flexibility regarding measurement assumptions in the predictors, AID requires
interval measurement of the criterion. This includes the possibility of a dichotomous ctiterion,
which may be analyzed as an interval variable utilizing (0,1) scoring. In many of our analyses,

as in the one selected for illustration below, we employ a criterion that has been simplified in
that way. |If the criterion is ordinal, this means we need make no measurement assumptions. |f

the precise way in which that criterion should be dichotomized is unclear, we find it convenient
to run two or more AID analyses, each using a different dichotomization, and compare the results.

In the following, we review in Section Il, Rationale, the special problems of analyzing survey

data which AID is designed to address. Then in Section [l1, Methods and Procedures, somewhat in
the fashion of peeling layers from an onion, we consider the activities of the program and the
basis for its decision-making operations in greater and greater detail. That section concludes
with an _example of the elegant tree-diagram, the final output of the version of the program that
we use.5 We then assess the elemental AID decision criterion from a number of different perspec-
tives, and thereby gain a still more refined understanding of the method. In the fifth section

we summarize some general limitations that should be kept in mind using this methodology. Finally,
we illustrate the use of this program in a study of the correlates of marihuana use from one of

the first general population surveys of that topic.

RATIONALE:
PROBLEMS IN EXPLANATORY SURVEYS

The following discussion refers primarily to surveys that are intended to explain some aspect of
social behavior or to assess its implications. Such surveys may be contrasted with those that
are intended principally to describe the extent or character of some aspect of social reality.
In explanatory surveys the major concern is to ascertain whether there is a relationship between
one variable and another. While the aims of an explanatory survey are similar to those of a
classical scientific experiment, the survey investigator does not have an opportunity to manip-
ulate experimental conditions through random assignment. Consequently, this manipulation must
necessarily be done through statistical procedures. Selection and use of these procedures pre-
sents special problems,

The first illustration presented below is drawn from a longitudinal survey that was explanatory
in design.® As will be seen, the analysis capitalized on the longitudinal nature of the data.
Even without the added complications of longitudinal data, explanatory surveys present many
oroblems to the analyst.” Frequently it is necessary to observe a great variety of human
behavior, presenting many variables for apalysis. Often these variables are not quantitative
meagsurements, but classifications which do not lend themselves easily to multivariate analysis,
especially if they are rank-orderings.

Of special relevance for AID, survey analysts are often reluctant to assume that the behavior
being studied is homogeneous in the following sense. Analyses of the sample 25 a unit, without
~allowing for the possibility that some subgroups within the sample behave differently with
respect to particular variables, has often béen found misleading. In studying the precursors
of illicit drug use, for example, it is commonly found that the sources of jllicit drugs are
different for men than for women, and that variables describing the pattern of social influence
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affecting illicit drug usage are correspondingly different according to the user’s sex, This is
one type of statistical interaction, and is one of the ways in which the sample may be hetero-
genous. Interaction presents special problems for analysis because it means the assumption of
additivity often required in multivariate analysis is violated.

Interaction may be described in various ways and manifests itself with different degrees of
complexity. In a careful discussion, different orders of interaction are distinguished. One
way to describe interaction is to say that variables are not simply additive in their effect on
a third variable, but that, instead, the effect is dependent upon the particular combination of
values of the other variables. In some discussions of survey analysis, one of the variables in~
volved in interaction is referred to as a specifying variable." This designation is especially
apt when second-order interaction is being discussed. In that case, one of the interacting
variables specifies the conditions under which the other variable is related more or Yess strong-
ly to the dependent variable. The version of AID being iliustrated here is intended to locate
only first-order interaction, which refers to variation in the mean value of the criterion among
subgroups of the sample. MNevertheless, the example to be analyzed below will show that it is
successful in locating this more complex kind of interaction as well.

To identify and judge the import of interaction patterns is a major problem for survey analysts.
AID accomplishes the former better than the latter. Only rarely does a priori knowledge indicate
which variables will be involved in interactions. Experience sugggests that sex and ethnic
differences are specifying variables in many areas of social behavior, but other variables may
play this role in a particular investigation. In a survey of college student populations, for
example, academic major is likely to interact with other factors. AID is one of the few analysis
techniques intentionally designed to identify interaction patterns such as this.®B

METHODS AND PROCEDURES

THE BASIC SEARCH PROCEDURE

On the basis of AlID's scanning of the relationship between a number of predictors and one criter~
ion, the program selects the one best way to divide the sample into two groups. ''‘Best! means
selecting a dichotomous partitioning which maximally explains variation in the criterion. Next,
A1D repeats this search and partitioning within each of the two subgroups, and continues operating
in this fashion, generating and examining an increasing number of subgroups, until it reaches a
preset indication to stop., In the following, the different repetitions of these twin operations
of seaych and partition are referred to as levels of operation of the AID program. The outcome
of one such apalysis is presented in Table 1, and will be discussed in various ways in the next
few pages.

The ultimate aim of AID at each level of operation is to account for variation in the dependent
variable. Scanning all the predictors, AID identifies that predictor which permits the sample

to be split into two subgroups in such a way that a maximum reduction in variation on the
criterion is accomplished. Put differently, it splits the sample so as to minimize the unex-
plained variance. For example, in the analysis summarized in Table 1, we investigated factors
that were predictive of male students becoming university dropouts. OQur aim was to examine
information obtained from them at the time they entered the university in 1970 to see what was
predictive of thei: being in apparently permanent dropout (PDO) status two and one-half years
later, in 197%. An AID analysis was conducted of this criterion in the hopes that it would
identify subgroups in which the likelihood of becoming a permanent dropout was very high, in con~
trast to subgroups where the likelihood was very low. [n the extreme, the analysis would have
identified a subgroup--defined in terms of combinations of scores and categories of several pre-
dictors--that contained all of the dropouts. Had that happened, partitioning of the sample would
have completely eliminated the residual variance. In the real world, of course, such perfect
prediction is not to be expected. But AID did produce subgroups where the dropout rate

ranged from 4k percent (group 9 in Table 1) to less than 1 percent (group 14).

At each level of operation, AlD may be viewed as a variant of correlation analysis without the
measurement assumptions that method requires. A common method of screening predictors is to
examine their correlations with the criterion. At each level, AID does just that without
requiring the predictors to be measured on an interval scale. As will be explained below, AlD
can be set to make no assumptions whatsoever about the measurement characteristics of those
variables, or to maintain the categories in a particular rank order.
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Table 1. Major Time-1 Predictors and Subgroups Emerging from AID Analysis of Permanent Dropout
Status (PDO) 2% Years after Entering University® (Nine other predictors screened in
this analysis are shown in Table 6)

Vocational Expects

Perceived Plans to Time-1 Orientation Grades to
Importance of Stay in Grade-Point Father's (Prep. for be a

Grades School Average Education Oceup.) Problem
T % + ¥ v +

16.
Coll. Grad. or
more (30)
Less than H,S,

4. ~

1
2.3 or ahove
g N=444
W__PDO=0,7%

15.
Lless than 2.3

17.
2. N=71
) . H.5. Grad, (15) 1
£4 dcrméz;iﬂy R PDO=8.5% Some Coll. (15) Yod. og‘Very
D03, 27 : 7. N=30 Serlous (69)
T Not Sure, No PIO=16.7% __| Not at ali
N=132 Serious (12)
PDO=9.1% PDg-l?l .
=4, 92 .
11.
Not too Serious
3 17, N=51
Yos F/V Imp. | L__ PDO=15,72
Ne97 =57
D=
PHO=11, 3% Pb0=3.52
13.
Less Imp.
3 3 N=40
X Not too, Not Y PDO=22.57
;:1:;1 Coll. Grad. or ’
5. . wmore (57)
PDO=19.3% .| Hot Sure, No / RN
§290 N=58
PO-27.8% PhO=19, 0%

9.
Some College (16)
HIS. Crad. (10)
Less than H.8. (6)
N=32

PO0=43.8%

*Width of bars represents approximate proportion of total sample. Figures in parentheses in some
boxes represent number of cases in indicated categories.

AID'S DECISION-MAKING STEPS

Using our dropout study as an example, we will now take a closer look at exactly how AlD proceeds
at one key element in those operations: where it is examining one predictor within one group.

At the inception of the analysis, this would be the whole sample; at a later point, a previously
isolated subgroup. Five steps are involved in operation:

. Ordering the Categories

Selecting the Best Dichotomization
AiD-Facilitated Review of an AID Decision
Moving to the Next Level

. Termination of the Search

.

U 0 N e

Ordering the Categories

The first step in the operation of the program for each predictor is to calculate, for each
category of the predictor, the mean value of the criterion. |In Table 2 are shown the categories
of response to a question asking students, in the study cited above, how important it was to them
to maintain a particular grade-point average. With the criterion employed here, whether or not

a student became a permanent dropout two and one-half years after entering the university, the
mean value for each category is simply the proportion of dropouts in that category. These pro-
portions are shown in the form of percents in Table 2, where the categories are shown in the
ordering arranged by the program and presented in the computer printout.
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Table 2. Categories of a Predictor Ordered by AID in Terms of the Mean Level of the Criterion

Predictor: A .question asked of entering male Criterion: Percent Permanent Dropout {PDOD)
freshmen in 1970: ‘'How important is it to you 2% years After Entry into the University
to maintain a particular grade-point average?"

Category Response
Number Category % Pno Number of Cases
b Very lmportant 2.7% 222
3 Fairly lmportant 3.5% 423
2 Not Too Important 16,7% 138
1 Not At All Important 26,1% Le
5 No Answer 33.3% 3
Total Sampie 6.8% B3

Clearly there is a strong relationship between being sufficiently motivated to say that main-
taining a particular grade-point average {s very important an) being enrclled in school (or only
& temporary dropout) two and one~half years later. Fewer than 3 percent of those in the first
category dropped out, whereas over one-fourth of those saying a particular grade-point average
was not at all important had dropped out. As Table 1 shows, this variable provided the first
split in the sample, suggesting AlD made the choice on the strength of the relationship shown in
Table 2. That is not the case, however. Intent on dichotomizing, the program explored this
variable further.

Before turning to that next step, note that AID contains a convenient option whereby it may be
instructed to maintain categories in rank order. Had that option been employed in this case,
category 5 would not have been placed by the program at the bottom, but rather at the top,
preceding category 4. in the present instance, we may infer from the high proportion of dropouts
in category 5 that those who failed to answer the question were very unmotivated students, and it
is clear that the category belongs at the bottom. Thus, AID may also be used to ascertain a
plausible location for "no answer' categories.

Selecting the Best Dichotomization

An important aspect of AlD's decision-making is that it does not select a variable for splitting
a subgroup according to the strength of the overall relationship shown in Table 2, but rather the
strength of the relationship after choosing the '"best! dichotomization. Acvording to AlD, the
best way of splitting the sample in two groups is that which maximally reduces residual variation.
That residue is quantified by calculating the unexplained or aggregate within-group variance,
which is the sum, over all observations, of the square of the distance separating each observation
from the subgroup mean. Residual variance is zero if and only if all observations on the
criterion are the same in each subgroup, in which case they coincide with the mean for that sub-
group. In the present example, this would mean that all of the observations in each subgroup
were either permanent dropouts (assigned a score of i for analysis purposes), or were not (in
which case they were scored 0).

As is made clear in the analysis of variance, calculating the sum of squared deviations around a
subgroup mean is quite different from calculating the sum of squared deviations around the mean
value for the whole group. The latter quantity is called the total sum of squares (TSS). Taking
a weighted average of the former (weighted by the size of the subgroups) yields the residual,
unexplained or within-group sum of squares (WSS). The WSS is never larger than the TSS, and
generally smaller. The difference between these two quantities is called the between-groups

sum of squares (BSS). Hence, minimizing residual variation is the same as maximizing B5S, Dis-
cussions of AlD are generally phrased in terms of the latter. When only two subgroups are being
considered, this between-groups sum of squares can be simply expressed as a multiple of the square
of the difference between the subgroup means. Designating subgroup sizes as Ny and Ny, subgroup
means as X{ and X, with the whole group of Ny + Ny = N observations, ‘

N.N
12 T o2
Bss,-—-N-—-(x1 Xz)'

67




Automatic Interaction Detection

This calculation is illustrated in Table 3. It is apparent that BSS is in part a quantification
of the extent to which the two subgroups differ in terms ov the average value on the criterion
(X1 - X2)2, and in part a comment on the distribution of the predictor (NyN3/N). In the extreme,
BSS would be maximized, and equal to the TSS, if all the dropouts were in one subgroup, and none
in the other.

First ordering the categories by their mean values, AlD investigates all pertinent dichotomiza-
tions of the predictor.”? For each, it calculates BSS to ascertain the extent to which that way

of subdividing the group accounts for variation in the criterion. Since there are five cate-
gories, there are four possible splits: group 4 from the remainder, groups 3 and 4 taken together
and split from the remainder, and so on. Table 3 illustrates this calculation for the first two
of the four possible splits for the predictor in Table 2.

The calculation assessing the merit of the first possible split is shown in the upper half of
Table 3. |Isolating group 4, containing 224 men, produces a BSS of .529, as illustrated. Calcu-
lations assessing the next possible split are shown in the lower portion of Table 3. Here groups
3 and 4 together are compared with the remaining groups, and the between sum of squares, with a
value of 3.716, is much larger than before. AID continues this investigation over all possible
splits. The results are shown in Table 4.

Table 3. Assessment by AID of the First and Second Possible Dichotomization of One Predictor
(Figures are number of cases.)

Criterion: First Possible Split:
Group & Groups 1-3,5 Total
Permanent Dropout (PDO) 6 51 57
Not Permanent Dropout 218 559 777
Total number of cases 224 610 834
Proportion PDO .0268 .0836
NNy
BSS = o7 (X1 - %3)?

= {220 1610) (0268 - .0836)2 = 0.529

Criterion: Second Possible Split:
Groups 3,4 Groups 1-2,5 Total
Permanent Dropout (PDO) 21 36 57
Not Permanent Dropout 626 151 777
Total number of cases 647 187 834
Proportion PDO .0325 .1925

_ (647) (187) - 2 -
BSS——W (.0325 - .1925) 3.716

Table 4. Between-Group Sum of Squares for Each Pertinent Dichotomization, for One Predictor

Between-Group
Dichotomized Between: Sum of Squares

Code 4 and Codes 1-3,5 0.529
Codes 3,4 and Codes 1-2,5 3.716 (maximum)
Codes 2-4 and Codes 1,5 2.020
Codes 1-4 and Code 5 0.211
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Proceeding from this illustration as though this was the first predictor being examined, the
remaining operations of the program can be briefly outlined. Since the segond dichotomization
in Table & {codes 3 and 4 versus codes 1-2,5) is that which maximally explains the criterion
(BSS = 3,716), this information is stored by the program, which then investigates the next
predictor in precisely the same way (in this case, plans to stay in school). For that predictor,
the maximum between sum of squares, together with the particular split that maximized it, are
again stored as summary information. Each predictor is examined in this way. Whk:n all pre-
dictors have been examined, the program selects the one with the largest maximum BSS, the group
is split on this dichotomy, and the whole set of operations is repeated within each subgroup.
This leads to four subgroups, and the whole set of operations is again repeated until certain
stopping criteria are reached, as described below.

A remark is in order about the AlID selection criterion, which thus far has been discussed as BSS,
the between sum of squares. For some purposes it is useful to view the selection criterion as
not simply BSS, but BSS/TSS, the between sum of squares taken relative to the total sum of
squares on the criterion within the particular subgroup being examined., (in a more formal pre-
sentation, a subscript would be used to identify that subgroup.) Since the TSS for a subgroup

is the same regardless of which predictor is being examined, AID would make the same selection
regardless of whether BSS or BSS/TSS is taken as the selection mechanism.

Moreover, the ultimate goal of AID is to explain the total sum of squares for the whole sample,
symbolized in our version of AID as TOTSS to distinguish it from the TSS for a subgroup. In

the present example, with a dichotomous criterion, TOTSS may be easily calculated as NNu/N =
(57) (777) /834 = 53.104, where N, and Ny are the number of permanent dropouts and others, respec-
tively. One might therefore consider BSS taken relative to this TOTSS as the AID selection
criterion. Again, since TOTSS is a constant, it would not affect the selection process.

AiD-Facilitated Review of an AID Decision

Most versions of AID print the information presented in Tables 2 and 4 for each predictor. While
this is generally too much for the analyst to digest, it is helpful to have it available to review
the decisions made by the program and to identify those that were made on the basis of a very
small margin. For example, in Table 4 the maximum between sum of squares (3.716) is nearly

twice as large as the néxt contender (2.020) which arose from combining groups 2, 3, and 4. Had
the two values been nearly the same, the analyst might decide to override the decision of AID

and instead choose the latter split., Such a decision to override might be based on the meaning

of the categories. In the present instance the program made the decision to combine ''very and
fairly important', the same decision that an analyst is likely to make. In other instances such

a happy coincidence might not occur.

Another procedure that we have found useful is to identify the set of predictors that were in
contention for the one selected as the best split. We often annotate the AlD tree-diagram with
this auxiliary information. This is illustrated in Table 5. There are shown the five predictors
presenting the largest maximum BSS when the group being analyzed is the whole sample. Thus a
student's {ntention to stay continuously enrolled in college, plapns expressed early in his fresh-
man year, were second in importance in determining whether or not he dropped out.

Table 5. The Most Important Predictors ldentified by AID in its Analysis of the Whole Sample.

Predictor

Variables= Max BSS Max BSS/TOTSS
Importance of maintaining a particular

grade-point average 3.7164 .06998
Plans to stay continuously in school 2.9246 .05507

Is at the University principally to

prepare for an occupation 1.8045 .03398
Index of recent (past six months)

illicit drug use 1.4659 .02760
o0fficial freshman grade-point average 1.3210 .02488

*0bserved soon after entry into the University.
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An evaluation of the meaning of these results requires knowledge of the other variables entered
as predictors. These are shown in Table 6. Quite clearly the analysis demonstrates that the
student's expressed motivations were more important than either background factors or objective
or subjective achievements and satisfactions. The two motivational variables--the importance of
good grades and plans to stay In school--were the two most important predictors in the assess-
ment of the whole rample by AID. Third in importance was his vocational orientation, fourth was
his score on an inlex of recent (past six months) use of illicit drugs, and fifth, his freshman
grade-point average as obtained from his university transcript.l0

fable 6. Variables Entered as Predictors in the [llustration

Variables, by type Number of categories

A. Family Background Factors

1. Father's education 8
2. Ethnicity 7
3. Size of home community 8
B. Schoiastic Ability
4, Scholastic Aptitude
Test score (verbal) 6
C. Experiences with I1licit Drugs
5. Age when first used marihuana 6
6. Index of drug use in the year
before college 5
7. Index of drug use In the
freshman year 6
D. Academic Value Orientations
8. Academic major 3
9. Importance of occupational preparation 4
E. Academic Achievement
10. High school grade-point average 7
11. College grade-point average fall and
winter quarter of freshman year 6
F. Academic Expectations and Satisfactions
12, Expected to have problems with grades 5
13. Satisfied with quality of teaching 6
G. Academic Motivation
14. Importance of grades 5
15. Planned to stay in school 4

fMuving to the Next Level

As explained earlier, after achieving the best dichotomization of the whole sample, AID repeats
exactly the same search and partition operat .ns in each of the two resulting subgroups. It
continues these operaticas in each such gere - :ed subgroup until reaching preset criteria for
stopping. The contination of this process of examination and generation of subgroups can
becone complex. Our version of AID helps to reduce this complexity by presenting, at the con-
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clusion, the pictorial diagram shown in Table 1. The similarity between Table 1 and a common
pictorial representation of a biological classification system is not surprising, since AID is
pursuing a form of analysis that is logically identical to that type of differentiated classifi-
cation.

Of particular importance to the analyst of social behavior, AID identifies interaction patterns
by suggesting which variables play an important role within each of the subgroups that it
previously identified, as well as in the whole sample. As always with AlD, this assessment is
made in terms of the role these variables play in predicting the criterion.

This may be illustrated by returning to Table 1, As will be explained below, the data presented
in Table 1 are unusual in that AID selected the same variable on which to split groups 2 and 3.
They were selectea for fllustration precisely because of this unusual outcome.

Suppose the outcome of the second level {assessment and splitting of groups 2 and 3 in Table 1)
had shown father's education to be important among less motivated students but not in the remain-
der of the sample. Then an analyst who examined only within the sample as a whole the relation
between father's education and permanently dropping out would have found @ much smaller relation-
ship between those two variables. This is especially true since relatively few students had low
motivations. Without the proper specifying variable, in other words, the relationship would have
been greatly attenuated, probably to such a degree that father's education would not have distin-
guished itself {rom a number of other candidates that were being considered as predicters.

Termination of the Search

lmportant %o AID's decisions are its stopping criteria, which apply at several levels of operation
of the program. Thus, an entire run may terminate for one of several reasons, or within a run

AID may refrain from examining a subgroup that fails to meet certain criteria. Within a subgroup,
it may fail to select a predictor that falls below certain standards. An en*ire run will be
terminated either when a maximum number of groups, specified by the user, has been reached, or
when none of the following criteria are satisyied.

Short of terminating an entire run, AID will refrain from examining a subgroup that contains too
few cases or too small a preportion of the variance of the dependent variable. In employing
this last criterion, AID utilizes a further partitioning of the sum of squares. We saw earlier
that the total sum of squires may be partitioned into the within (WS3) and the between sum of
squares (BSS). In addition, the WSS may be further partitioned into the sum of squares around
each of the two subgroup means. The portion of the WSS associated with a particular subgroup
becomes the T5S for that subgroup, and is tested for size relative to TOTSS.

Finally, if a subgroup satisfies these criteria, AID m&éy refrain from dichotomizing if the
maximum BSS for that subgroup, over all predictors and possible dichotomizations, fails to
produce a significant difference by the conventional t-test (see below), or is oo small a pro-
portion of the total sum of squares for the whole sample. In addition, a split will not be
made if either of the resulting subgrups is too small.

Experienced users of AlD have their own conventions regarding these several criteria. We often
set the maximum number of groups at 30, the significant level of the t-test at .05, and the
minimum size of a subgroup to be examined at 30; but adjustments may be made in particular runs.

OPTIONAL MODIFICATION OF DECISION PROCEDURES

Especially vith the newer version of AlD referred to earlier, there are several options which may
be employed to vary the procedures followed by the program.

Specification of Measurement Pr(perties

Even with the simpler version of the program, measurement assumptions may be imposed on a variable
in the fashion referred to above. Variables may be constrained to retain a particular ordering of
the categories so that AID will never present combinations in which that ordering is violated,
regardless of criterion means. Otherwise variables are considered ‘aconstrained in their ordering,
and the categories of each variable will be analyzed in the order that corresponds to the ordering
of mean values of the criteri.r, as shown in Table 2. If variables are urconstrained, it may be
well to avoid categories with a very sma]] number of cases, since they do not provide reliable
estimates of criterion means.

:
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More Sophisticated Decision-Making Features

The newer version (AID 111) incorporates features that help it make more sophisticated decisions.
They <an be only briefly mentioned here. For one, this version of the program permits the analyst
to specify particular ways of subdividing the sample in the first few levels of its operations.

In this way he can take advantage of prior knowledge about subgroup differences. It also permits
the analyst to specify that splits be made from one set of predictors before they are made from

a second set. Using the earlier version, It is necessary to pre-sort the observations and run
separate AlD analyses.

One especially impressive way in which the newer version of AID is more sophisticated is that it
permits the investigator to indicate a preference for symmetric splits. In a symmetric spiit,

two ~ubgroups on one level are split on the same variable, suggesting the absence of this type

of interaction. The example in Table 1 was selected in part because it is an unusual illustration
of such symmetry, since groups 2 and 3 were both spiit on whether or not the student planned to
remain continuously enrolled.

As noted earlier, interaction is commonly observed in survey data. However, some of this inter-
action, especially as subgroups get small, may be only chance fluctuation in criterion means,
being a consequence of the particular sample that happens to have been drawn. By permitting the
analyst to express a preference for symmetry, the more sophisticated version of AID allows one
to override some of these idiosyncracies. The newer version of AID also allows an investigator
to introduce an intervally-scaled (or dichotomous) '‘covariate," a predictor that is known to be
strongly related to the criterion, in order to assess differences in the slope and intercept of
subgroup regressions.

Finally, the newer version of AID incorporates a ''lookahead feature, which means that it auto-
matically explores, according to certain specifications, alternative subdivisions of the sample
and their implications. Since the later results of an AlID analysis are heavily dependent on the
.choices it made at an earlier stage, this is obviously a useful feature. Both of these last two
features of the newer version require a more extensive discussion than is possible here, and the
reader is referred to the materia? on AID Il cited earlier.

FURTHER DISCUSSION: THE BENEFITS OF AlD

Earlier we remarked that AID is a useful preliminary screening device to identify components of
the sample where interactions occur. The preceding illustration is a good example of this, since
AID identified the fact that the second motivational variable (plans to stay in school) was im-
portant both in group 2 and in group 3. Thus the Vplans' variable did not interact sharply with
the first motivational variable. Had it done so, AID would probably not have split on the second
variuble in both of those groups. Among other things, this assured us that the use of an index
of these two variables across the whole sample was not misleading.

On the other hand, AID identified the fact that the third variable (Time-1 grade-point average)
did interact with the motivational variables. Low grade-point average (in contrast to an
acceptabie grade-point average) was - "pecially predictive of dropping out for the most motivated
student. This is the more typica® .sult from AID, suggesting that regression analysis involving
Tim2-1 grade-point is most suitably employed within the subgroup of more motivated students. We
will examine this conclusion more explicitly in a moment.

Among other things, the economy of AID is impressive. Making a rough guess, it would have taken
a clerk about a quarter of an hour to calculate the means for one predictor, order the groups,
calculate the between sum of squares for each of the four possible partitionings, and check his
wo k. For a set of calculations such as this, repeated for the whole sample, for the two resut~
tant subgroups, then for two subgroups in each of those, and finally for two subgroups in each
of those, one may estimate that it would take the clerk over fifty hours to analyze 15 subgroups.
In contrast, the computer required only 32 seconds and (at our noncommercial processing rates)
$3.38 to perform this analysis of 17 groups.

A DETAILED ASSESSMENT OF ONE AID DECISION

In the example presented above, AlD concluded that freshman grade-point average was of major
importance in determining whether or not a young man dropped out of the university, provided the
young man was a relatively motivated student. For léss motivated studentis, other factors came to
the fore. While it is unlikely tha? we would have looked in advance for ﬁhis particular inter-
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action,’once such a suggestion is obtained from AID, we can make a direct examination of the data
to see what they show. Following this example a few steps further provides a useful opportunity
tc examine some of the fine details of the operations of AlD,

Table 7 contains data constructed especially to check the above AID conclusion. The left panel

of Table 7 shows the difference in dropout rate for motivated students according to whether or not
their freshman grades were below 2.3, (A grade of 4.0 is A in this scheme, and a grade of 2.0

is C.) It is apparent that among motivated students there are essentially no permanent dropouts
for the 444 whose grades were 2.3 or better as freshmen. Among those 71 whose grades were lower,
8.5 percent dropped out. Tkis latter figure is not unusally hich in comparison with less moti-
vated students, shown in the cepnter panel of Table 7, but it is remarkably high for motivated
students.

Tahle 7. Relation of Freshman Grades to Permanent Dropout Status 2% Years Later, Controlling
Academic Motivation

Motivated Students® Less Motivated Students Total Sample
GPA (Time-1) GPA (Time-1) GPA (Time-1)
Less than 2.3 or lLess than 2.3 or Less than 2.3 or
2.3 greater 2.3 greater 2.3 greater
% Permanent Dropout 8.5% 0.7% 21.5% 12.9% 15.3% 5.0%
{Number of cases) (71) (445) (79) (240) (150) (684)

*Saying that they planned to stay continuously enrolled in school and that maintaining a parti-
cular grade-point average was fairly or very important.

The center panel for Table 7 shows that, contrary to what one might conclude from the AID results,
even among less motivated students, there was a substantia) difference in the dropout rate ac-
cording to the leve! of freshman grades. Nearly twice as many of these men with grade-point aver-
ages less than 2.3 were permancnt dropouts, as compared with those receiving better grades (21.5
percent vs. 12.9 percent).!! Finally, in the right panel of Table 7 is shown the relation between
Time-~1 grades {(as dichotomized here) and being a permanent dropout for the whole sample. Even in
this last case, there is a fairly substantial relation. This suggests the fruitfulness of exam-
ining the operations of AID somewhat further to see why Time-1 grades were ascribed such important
status as a predjctor only among motivated students.

The Subgroups Examined by AID

Reference again to the tree diagram in Table 1 shows that AlD never examined the large group of
men presented in the center panel of Table 7 as less motivated (319 cases). Rather, AID examined
these men in three separate subgroups, identified as groups 4, 5.and 7 in Table 1. Consequently
our investigation of the operations of the program must consider these groups separately. Group
7 is shown first in Table 8., There data are presented for young men with the following motiva-
tional structure: they felt it fairly or very important to get good grades, but they v .-e not
certain of staying in the university continuously during the next few years. AID found the

three predictors shown in Table 8 to be more important for this group than their Time-1 grade~
point average. Those three predictors (all Time=1 observations) are: whether or not they ex-

. pected that keeping their grades up would be a serious problem, the education level of their

father, and whether or not they were satisfied with the quality of teaching at the university.
The maximum relative between sum of squares (BSS/TSS) fcr each of those predictors can be seen
from Table 8 to be larger than for Time-1 grades. (TSS here is for this subgroup, not the whole
sample.)
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Table 8. Predictors Found by AID to be Superior to Time-1 Grade-Point Average Among Three Groups
of Less Hotivated Students

Motivational
Group Structure Predictors (Max 8SS/TSS)
Number Grades Plans Time-1 GPA More Important Predictors
7 Important Time Off .021 Expects Grade Problems (.033)
Father's Education (.027)
Satisfactory Quality
Teaching (.024)
4 Not Plans to .039 Preparing for Occupation
Important Stay (.087)
Size Home Community (.083)
Age First Used Marihuana
(.057)
5 Not Time Off .046 Father's Education (.070)
Important Drug Index, Year Before

College (.058)

The situation is the same for groups 4 and 5. [n cther words, although AID did not ignore the
relation that existed in these other groups between Time-1 grades and dropping out, it found
other variables to have a stronger relationship with dropping out. Hence, the subsequent splits
were made on the most impoitant of these other variables--expectations regarding grades for
group 7, vocational orientation in group 4, and father's education in group 5.

The Measure of Relaticnship Employed by AID

There is a related issue. The between~group sum of squares used as an assessment procedure by
AtD consists of two components, as we saw earlier. In part it is a function of the difference
between criterion means in the two subgroups, the mean-difference. The other portion of BSS is
basically a reflection of the structure of the sample, and requires special consideration. We
first consider the mean-difference.

The Mean-Difference. The mean-difference is illustrated in Table § for group 7 of the example
being analyzed. In Table 9 are shown the four most important variables for group 7, together
with the particular split for each variable that produced a maximum reduction in variation in

the criterion.!? That is, the expectation by students that the problem of keeping up their grades
will be '"not too serious'' identified a group with a dropout rate of 15.7 percent. The remainder

of group 7 had a dropout rate of 4.9 percent, producing a difference of 10.7 percentage points,
shown in the third column of Table 9.

Values of the mean-difference for the three predictors selected as next most impcrtant by AID
are also shown in Table 9. The predictors are ordered in terms of the BSS, which corresponds to
the ordering of the proportion of explained variance, BSS/TSS, since TSS is the same for each
assessment in this group, as described above. (It has a value of 10.91 here.)

It is of special interast for the present discussion that the values of the mean-difference shown
in Table 9 are ordered in the same way as the BSS/TSS shown in Table 8. This need not be the case,
since BSS contains another factor. Before considering that factor, note that the mean-difference
is the basic ingredient in two common forms of statistical analysis.

The Mean-Difference and Regression Analysis. From a regression viewpoint, if there are, as here,
only two values of the independent variable but an array of observations on the dependent variable
for each of those two values, then the difference in the array means on the deperdent variable is
the ~lope of the regression line. Hence, we may Interpret the mean-difference, which in this
example is a difference between proportions, as a regression slope. Had there been more than two
values of the independent variable, as is usually the case in regression, then the line that
minimizes residual or within variation would generally not, as here, coincide exactly with the
array means, since they rarely lie on a straight line. A ''standardized" regression coefficient is

sometimes employed in multipie regression analysis. Its concept of standardization has relevance
for this discussion, as will be seen in a moment.
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The Mean-Difference in the t-test. A t-test is a statistical test used to determine whether the
means of two independent samples from populations with the same variance are significantly dif~
ferent from zero. In the test, the mean~difference, X; ~ X = D is the observation to be tested.
It has a sampling variance, oDZ, which is the sum of the variances of the two independent means,
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where o2, the population variance, is ordinarily estimated by a quantity, o2, that can be ex-
pop s g ;

pressed in analysis of variance terminology in keeping with the rest of this discussion:

The statistic for this test, which may be referred to a table of the t-distribution, is the ratio
of the observation to its standard error,

WSS N
"(ﬂfiacﬁIﬁzo

One of the stopping criteria employed by AID is the nonsignificance of a t-test in relation to
a particular split.

Table 9. Ingredients of the Between-Group Sum of Squares (BSS) for the Most Important Predictors

in Group 7
Ingredients of BSS
Value of
Proportion Mean- N1 Np
PDO ) Difference* N
A. Expects Grades to be a Problem
Not too serious .157 (51)
Not at all, moderately, very serious L0439 (81) .107 31.3
B. Father‘é Education
H.5. grad., some college, college grad. .135 (76)
Less than H.S. grad, post-graduate study,
other, DK, NA .036 (56) .096 32.2
C. Satisfied with Quality of Teaching
Fairly satisfied, somewhat dissatisfied L121 (91)
Very dissatisfied, very satisfied, undecided .024 (41) .096 28.3
D. Grade-Point Average, Time-1
Below 2.70 .138 (58)
2.70 or above .054 (74) .084 32.5

“The mean-difference, here a difference in proportions since the criterion is dichotomous, is
squared before entering into BSS. The mean-difference here differs slightly from the difference
in prorortion PDO because of rounding errvor. :
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The Helation of BSS/TSS to the Mean-Difference. As we have seen, AlID may be interpreted as
employing BSS/TSS as a screening device in its selection of the best dichotomized predictor.
Since it measures the proportion of variance on the criterion in that subgroup that is explained
by that dichotomous predictor, BSS/TSS does not seem to require further interpretation. Yet
because the mean-difference (or its square) alone appears to be a natural measure of relationship,
the question arises as to what role is played by the ratio NjN,/N in BSS/TSS.

The overall aim of AID is to account for variance in the dependent variable. Hence, it employs
a selection criterion that reflects not only the extent of relationship as measured by the
regression slope, but also the distribution on the independent variable. A basic fact of least
squares analysis is that, other things being equal, as the variance of the independent variable
decliines from maximum dispersion, represented in this case by a 50-50 split of the sample into
the two categories of the independent variable, then a given regression slope accounts for less
of the variation in the criterion. Put differently, to account for a given proportion of the
variance, the mean-difference must be larger as a dichotomized independent variable increasingly
departs from a 50-50 split.

That the ratio NjNp/N is the correction factor reflecting this may be seen as follows. Defining
variance over the criterion variable as TSS/N = o 2, then the proportion of explained variance
may be expressed as Y

(X1-%2)2

BSS/TSS = 0 2 | ——ur
X . 2

c

Y
where 0x2 =" (N1/N) (Nz/N), the correction factor divided by N, may be seen as the variance of the
predictor. (The extra factor of N in the denominator complements dividing TSS by N.) This
variance is a maximum of % for a 50-50 split on the independent variable, and declines to 0 if
all observations fall in one category of that variable

The way this variance acts as a correction factor may be illustrated in connection with the
variable "'expects grades to be a problem'" in Table 9. There the mean-difference is 0.107. With
12 permanent dropouts among these 132 men, the variance to be explained in the criterion is

(12) (120)/(132)2 = .0826. The ratio of the square of the mean-difference to this variance is
0.1385. Applying to this a correction factor of .2371 obtained from the observed values (see
Table 9) of Ny = 51 and N, = 81, the observed BSS/TSS = .033 is obtained.

Had there been less variance on the independent variable, such as N; = 26 and Ny, = 106 (only
about half as manv » ‘ving ''not too serious'), then the correction factor would be .1582,
and the proportic . ained variance would be reduced to 0,022.

The Correlation Coefficient and the Correlation Ratio. We noted above that the mean-difference
in this instance of a dichotomized predictor may be viewed as a regression slope. Designating
that siope byx for independent variable X and dependent variable Y, a relationship ordinarily
appearing onYy in muitiple regression may be identified.

“In multiple regression situations one examines the relation of X to Y with one or more variables,

Z, controlled, and quantifies that relationship with a partial regression coefficient byy.,. Some
. . s . i . 2 ZYXZ

analysts then standardize this coefficient for differences in the variance, oy* and o,%, of the
independent and dependent variables respectively, by calculating a standardized partial reyression
coefficient, also called a beta~weight, R = b o /o .

yX-2 yX.z X'y
In the case, as above, where the relationship between X and Y is being measured without control-
ling other variables in a regression sense, the standardized regression coefficient reduces to
the ordinary correlation coefficient. This may be seen by defining oyy, the covariance of X and
Y, which is the numerator of both the correlation coefficient and the regression slope:

g, ©
=YX X
Byx = byxcxloy Exz o
x Y
o
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By the usual interpretation, r, 2 = BSS/TSS, hence the *'correcting' of the mean-difference by
the variance of the independept’variable may be seen as analogous to the standardization of a
partial regression coefficient.

Finally, for this situation where the independent variable is dichotomized, BSS/TSS may also be
identified as the square of the correlation ratio, commonly designated £2. When the independent
variable has only two categories, there is no reason to differentiate r?, which measures linear
correlation, and €2, which measures closeness of fit to a Tine of any form.

Thus AID may be examined from a number of different approaches to the statistical summarization
of relationships. Except for the distinction between byx and Byx, that is, between a measure of
relationship (byx) which ignores variation in the independent variable, and one (Byx) which heeds
that variation, all of these approaches coincide in this simplest of situations where a relation-
ship may be assessed--that in which the independent variable takes on only two distinct values.

The Relation to Analysis of Variance. By now it is apparent that there is no reason for a dis-
cussion of AID to employ analysis of variance terminology at any one point in the dichotomized
predictor selection process. The phraseology of t-testing would be more appropriate, since a
one~way analysis of variance ordinarily involves more than two categories in the independent
variable. |If such analysis is carried out for only .two groups, the resulting F-ratio of between
to within mean squares is simply the square of the t-statistic described above.

But the overall aim of AID is to select categories of combinations of predictors that maximally
account for variance in the criterion. AID may be viewed as a technique that chooses the
pest!' set of categories for a one-way apalysis of variance. 1In view of the overall intent of
the program, analysis of variance terminology is desirable.

In the example of Table 1, nine “"ultimate' categories were selected for this purpose. The AID
program calculated that the final, cumulative BSS/TOTSS = .165, hence these nine ultimate groups
account for 16.5% of the variance in the criterion variable. The accumulation of this explained
variance is shown in Table 10. Considering all possible ways of dichotomizing this set of
predictor variables, including subsequent re-dichotomizations of subsets of categories remaining
in predictors dichotomized at an earlier stage, and all possible ways of combining these dichoto~
mized categories, this BSS/TOTSS is close to a maximum possible value,13

Table 10. The Accumulation of Explained Variance (BSS/TOTSS) with Successive Partitionings®

Individual Group Cumulative
Parent
Step Group BSS BSS/TSS BSS/TOTSS BSS BSS/TOTSS
1 1 3.716 .0700 .0700 3.716 .0700
2 3 1.261 .043h .0238 4,978 .0937
3 2 0.567 .0280 .0107 5.54}4 L1044
8 15 0.351 0638 .0066 8.741 L1646

*The BSS shown here is the maximum between sum of squares for the indicated group and the
basis for the splitting of that group. TSS is the criterion sum of sguares for a particular
subgroup, while TOTSS = 53.1043 is the same quantity for the whole sample. This run terminated
at step 8 after reaching a maximum preset number of groups (16).
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A Comment on AlD's Ordering of Categories

One last remark is in order about the results presented in Table 9. The analyst in this case
made the choice to enter these predictors without constraining the order of the categories, as
is evident from the categories presented for the first three of these variables. That decision
is sometimes made, as here, even when there is an obvious rank-ordering among categories, in
order to learn whether there are monotonic relations between predictors and criterion.

Consider the behavior of father's level of education. There the highest dropout rate is found
among students whose fathers had an intermediate level of education for this population, who
graduated from high school, had some college, or were college graduates. It is lower among

those young men whose Tathers were less than high school graduates, as well as those whose fathers
had post~graduate education. Wihile the number of cases is too small to draw any definite
conclusions, it is possible that there are systematic reasons for this lower level of dropping

out at both extremes. Had the analyst instructed AlD to keep father's level of education in

rank order, the opportunity to examine this possibility would have been missed.

Moreoever, it is clear from an examination of groups 8, 9, 16 and 17 in Table 1 that AID provides
many opportunities to search for independent replications of such suggestions. However, it is
also clear that even with the relatively large sample used in this analysis, AID rather quickly
yields subgroups that are small enough so that one suspects either measurement or sampling

error is responsible for many of the differences observed within them.

CAUTIONS

The preceding discussion has somewhat idealized the analysis process. One should not be deceived
by the neatness of the diagram presented in Table 1. In a rudimentary sense it is true that

AlD is 'essentially a formalization of what a good researcher does, slowly and effectively, but
insightfully on an IBM counter-sorter."!* But the decision-making processes involved in AlD

are necessarily quite unsophisticated. Even with the additions incorporated in the newer
version, it would be a mistake to assume that data analysis has now become mechanical. AID is

an extremely useful and ingenious tool, but it is no substitute for intensive investigation and
thoughtful exploration of the data. As has been shown, some of these further explorations are
assisted by the AID printout.

We have already remarked that AlID, as a decision-making entity, makes few assumptions about the
data. While this is a refreshing contrast to most other multivariate methods, it has disadvan-
tages. One of these is that it takes very literally every observed value that is presented to
it. Thus if one predictor is found to be only a shade better as a basis for subdividing the
sample than another predictor, it takes the first and disregards the second. In other words,
at this point it ignores problems of sample and measurement error. |If one were to repeat an
AID analysis of two random samples from the same population, one could very easily get quite
different results. This is especially true since the decision to subdivide one group has a
crucial bearing on later decisions.!® Thus, in the dropout study, the difference between the
maximum BSS for the first two predictors, 3.7 and 2.9, may represent only random sampling
fluctuations, In the present instance we were not particularly concerned with this question
because the two variables were both indicators of academic motivations; and these results, to-
gether with those obtained from a factor analysis (see chapter 9), clearly suggested the useful-
ness of an index of academic motivations based on these and other items.

With a sufficiently large sample size, an investigator may wish to randomly divide his sample in
two and conduct the same AlID analysis in each random half. |In this way he can obtain a crude
estimate of the extent to which his results are subject to random fluctuation.

Earlier it was noted that an interaction detected by AID can be tested for significance in a
subsequent regression analysis. Little or no information is available regarding the likelihood
that an interaction deemed important by AID will be found significant by regression analysis,
although it seems likely that this will be the case. Similarly, it is not clear that an inter-
action found significant in a regression analysis would be identified as an important Ysplit" in
AlD, although again this seems likely to be the case.

In gengral, we do not feel overly constrained by the actual magnitude of the results of an AID
analysis and do not consider the lack of sampling-error statements to be a major problem. We
advocate exploratory analyses of alternative possibilities. Where the sample size permits,
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parallel analyses in randomly selected halves of the sample may be informative. Some observers
are more uneasy. Like stepwise regression, AlID has been criticized on the grounds that it cap-
italizes on chance results presented by a particular sample,® We view AID as an extremely use-
ful exploratory device which must be interpreted in the light of this limitation.

ILLUSTRATIVE APPLICATION IN DRUG RESEARCH

The AID program was found to be a useful analytic device in a report of two sample surveys that,
in the context of questions about psychoiherapeutic drugs, also asked members of the general
public 18 years and over about their use of marihuana. These surveys, conducted in San Francisco
and portions of nearby Contra Costa County, took place in the late 1960s and may have been the
first to pose questions to the general public about their use of marihuana. At the time, it was
not clear that people would be willing to respond, since the use of marihuana was illegal. A few
vears later, the question became much less sensitive.

In contrast to the heterogeneous urban population sampled in San Francisco, the sampled portions
of £ontra Costa County contained mostly middle class suburbs. To the surprise of the investi=
gators, the rates of reported marihuana usage were about the same in both locales. |In the general
population, those rates were 14% in San Francisco and 12% in Contra Costa. 1in the age group

18 to 34, 29% of both samples had used marihuana., The similarity in marihuana use rates in the
two locales was especially surprising in viéw of the fact that social characteristics of users
appeared to be quite similar in the two samples, while social characteristics of the general
population in the two communities were quite different. For example, unmarried people were

more likely to have used marihuana both in Contra Costa and San Francisco, yet a much smaller
proportion of Contra Costa residents were unmarried. As a consequence, analysis of the data

had two principal objectives, for both of which AID was used: (1) to datermine what combination
of variables discriminated best in terms of marihuana use; and (2} to searz™ for an explanation
of the apparent paradox of similar use rates in the two locales.

The first AID analysis was a search for that combination of demographic characteristics that
would best differentiate among groups with various probabilities of marihuana use., San Francisco
and Contra Costa were combined for this.znalysis, and locale was used as one of the potential
predictor variables. A second AID analysis attempted to estimate the extent to which attitudes
and values, characteristics less stable than those of a demographic nature, could add to the
explanatory power of the latter charecteristics. Thus, for example, respondents were asked about
their attitudes concerning prescription drugs, whether they smoked cigarettes, how frequentiy
they visited a doctor, questions about their use of alcohol, and questions which would permit
them to be classified on a ''stoicism' scale of personal values. In the following, only the first
AlD analysis will be reported. The reader interested in results of the second analysis may
consult the original source.l?

The results of the first analysis are shown in Table 11. The first split divided the sample into
two primary groups: persons without children--in many cases because they were unmarried--and
married persons with children. The former group had higher marihuana usage rates than the latter.
The latter group then subdivided into males and females, with males having a higher rate of

usage. The group of males subsequently split on age, with men under 30 having higher rates than
older males. The other primary group, persons without children, first split on religious af~
filiation, with Protestants and Catholics having lower use rates than others. Among Protestants
and Catholics, locale made a difference, with residents of Contra Costa County having higher use
rates than those of Sapn Francisco. Other details can be found in Table 11,

It is clear from these results that locale was one of the differentiating variables, but only
within certain subgroups. The surprising equality of overall use rates was explained by
examining particular subgroups. The key group of users comprised those adults who were childless
and for the most part unmarried. Within this group, a major portion of the puzzle is untangled
by noting that among San Franciscans the relationship of marihuana use to church membership was
much more pronounced than among Contra Costans. Sixty percent of the unmarried or childless San
Franciscans had used marihuana if they were not church affiliated (Protestant or Catholic),
while only 22% »f them had used marihuana if they were so affiliated. The comparable figures

in Contra Costa were 50% and 39%. This is shown in Table 12. Table 12 also shows that among
those persons with children, religious membership was related differently to marihuana use.
Among these persons, religious membership showed a greater relationship to marihuana use in the
suburbs rather than the city. This is still another example of interaction detected by AlD-~in
this case interaction between localz and religious membership. But this particular interaction
contributed only slightly to an understanding of the apparent contradiction, since relatively
few persons with children were unaffiliated with either the Protestant or Catholic church.
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Table 11. Patterns of Demographic Characteristics Associated with Marihuana Use (San Francisco
and Contra Costa suburb)¥*

c Not Protestant
N\ or Catholic
n=128 57%
Residents of
Contra Costa
n=163 39%
Unmarried, or Age: 18-29
married with n=67 35%
no children
maia |0 ) prosestant erk e -
A4 ':5;;{“'“ 30% F Residents of fdi Male
n= g San Francisco U n=69 30%
TOTAL SAMPLE S
Agezo IB—g‘ir | Male J \ Female
n=77 9% — n=131 243 n=102 173
Married with /
children
n=308 13 Age: 30-34
n=64 12%
Female
n=177 7%

*The n's shown are the unweighted number of cases in each group. The percentages shown are based
on the weighted n's; weights were based on (1) differential sampling rates of individuals within
households and (2) standardization of the size of 18-to-3k-year-old age groups.

Table 12. Interaction Between Religious Membership and Locale in Marihuana Use (from Table 11)

San Francisco Contra Costa
% Who Used % Of + % Who Used % Of
Marihuana Cases Marihuana Cases
Married with children:
Protestant or Catholic 12% 22% 1% 36%
Other or none 16% 5% 26% 11%
Unmarried or childless married:
Protestant or Catholic 22% 48% 39% ba%
Other or none 60% 25% 50% 11%
Total percent 100% 100%
(Number of cases) (346) (42k)

+Distribution of cases after weighting for differential sampling rates of individuals within
households.
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"In summary,’ the authors of this paper note, "utilization of the AID procedure clarified the
information gained from looking solely at zero-order correlates of marihuana use. The patterns
of relatively stable demographic characteristics that were associated with significantly varying
levels of marihuana use reflected differences between city and suburb, as well as interactions
among the major correlates.!' This is a good summary statement of the utility of AID, and a

good jliustration of its use in a practical research problem.

NOTES

IThe authors are indebted to Professor lra Cisin of the Social Research Group, The George Wash-
ington University, and the Human Population Laboratory, Department of Public Health, State of
California for many helpful suggestions.

2The subroutine BREAKDOWN contained in the package of computer programs for social scientists
known as SPSS (Norman H. Nie, et al., 1975, p. 249) is one example of what AID would look like
if it dia not incorpurate decision-making capacities. BREAKDOWN provides essentially the same
information that is presented by AlID, but requires the analyst to determine ih advance the
variables and the partitionings of those variables that he wishes to see.

3see John Sonquist and James Morgan, The Dectéction of Interaction Effects, Ann Arbor: Institute
for Survey Research, Monograph No. 35, 1964.

%The newer version of AID is described in John Sonquist, et al., Searching for Structure, Ann
Arbor: Survey Research Center, 1973.

SNot included in the original version of AID, credit for adding this option to the program belongs
to Mr. Robin Room, the Social Research Group, School of Public Health, University of California,
Berkeley, California. Various other modifications have been incorporated in other versions of
the program.

8This study was supported by the National Institute on Drug Abuse (PHS Rasearch Grant DA 00137).
The research was conducted at the Institute for Research in Social Behavior, an independent,
nonprofit organization located in Berkeley, Califorpia. For further details, see Manheimer
(1972), Davidson (1976), and Mellinger (1976).

7These and other problems in the analysis of survey data are fully discussed in James N. Morgan
and John A. Sonquist, Problems in the analysis of survey data, and a proposal, Journal of the
American Statistical Association, 58:415-435, June 1963, This is the paper in which the
reasoning underlying Automatic Interaction Detection was first described.

8Similar approaches are described in Belson (1958, 1959) and Hindelang (1974).

91t can be demonstrated that once the groups are ordered in terms of their mean values, none of
the other possible combinations, such as taking groups 1 and 4 together and splitting them off
from groups 3, 2, and 5, needs to be examined; cf. Sonquist, Baker, and Morgan (1973), pp. 209-
215.

10ye obtained permission from the men we interviewed to examine their records in the Registrar's
O0ffice., The grade-point average reported here is for the fall and winter quarter of the fresh-
man year.

11The comparison of rates in this fashion by the construction of ratios can be misleading. Among
the more motivated students, the ratio of 8.5 percent to 0.7 percent indicates a dropout rate of
better than twelve times as great for the students with low grades. However, it is best to

look upon this high ratio as inflated by the very small denominator (0.7 percent), on which small
sampiing fluctuations can have a large impact.

12ye return to a brief discussion of these particular splits below.

13uThe tree produced by the algorithm is not necessarily better (in terms of cumulative BSS/TOTSS)
than all other possible trees,! (Sonquist and Morgan, 1971, p. 133). Professor lra Cisin (per-
sonal communication) refers to this as a "suboptimal’' procedure, pointing out that it is sometimes
possible to obtain a larger BSS/TOTSS by deleting a powerful predictor that is also powerfully
related to several other predictors.
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l¥Morgan and Songuist, op. cit., p. 426.

15see John A. Sonquist, Multivariate Model Building: The Validation of a Search Strategy, Ann
Arbor: Institute for Social Research, 1870, for further discussion.

16see, for example, Hille] Einhorn, Alchemy in the socia! sciences, Public Opinion Quarterly,
36:367-378, Fall, 1972 and James Horgan and Frank Andrews, A reply to Einhorn, loc. cit., 37:
127-128, Spring 1273.

171ra R. Cisin and Dean |. Manheimer, Marihuana use among aduits in large city and suburb,
Annals of the New York Academy of Sciences, 191:222-234, December 31, 197t1.
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INTRODUCTION

This chapter describes one particular actuarial approach to the prediction of person-character-
istics that are related to the use and abuse of drugs. This approach involves a set of procedures
to identify a number of test-defined classes of drug users. More importantly, it involves several
steps in evaluating the extent to which individuals who are members of each of these classes share
relatively homogeneous etiologies, patterns of drug use, or responses to specific treatment pro-
grams. It is flexible enough to meet both the researcher's need for group data and the clinicfian's
need to respect the considerable uniqueness of the individuals who use and abuse drugs. The
methods described are neither mathematically elegant nor taxing, but they make statistical as well
as clinical sense. Other actuarial procedures may be found in Robins (1972) and in Wiggins (1973).
Wiggins particularly pcints up actuarial uses of patterns of either quantitative or qualitative
indicators in the insurance industry. In any form, actuarial techniques are based cn the use of
empirically determined relations befween a set of indicators {predictors) and another set of at-
tributes that cannot be determined as economically or as quickly as we can obtain information

about the predictors. Since psychological test data can be and often are collected from drug

users economically, and early in our contact with them, the actuarial approach discussed here

deals primarily with patterns of easily obtainable psychological test data.

The paper is intended to clarify the procedural steps involved in this approach and to encourage
professionals working with drug abusers to consider using it to identify subgroups that may be
relatively homogeneous in terms of several socially and clinically important attributes. Readers
who are interested in more comprehensive discussions of the issues and procedures that are central
to the development and use of actuarial methods should first consult Meehl (1954; 1956; 1960; 1973).
In addition, there are four major actuarial programs using the MMPI with psychiatric patients that
should be examined carefully (Gilberstadt and Duker, 1965; Gynther, Altman, Warbin, and Stetten,
1972; Gynther, Altman, and Sletten, 1973; Marks, Seeman, 1963; Marks, Seeman, and Haller, 1974),

and several reviews of actuarial methods that are useful (Gough, 1972; Sawyer, 1966; Sines, 1966).

RATIONALE AND CAUTIONS

The approach is based on the assumption that there are several distinguishable patterns of psych-
ological test data among drug users and that some of these patterns of test data will define groups
{taxonomic classes) whose members are relatively homogeneous in terms of etiology, pattern of drug
use, or response to treatment. These are not particularly revolutionary assumptions, as witnessed
by the tendency of many experienced clinicians to develop some general working typology within which
they classify individuals among their clientele. The procedures described below are suggested as
ways to formalize the dz2finitions of some of those types to evaluate critically the etiological

or pregnostic significance of their membership. The ideal typology or classification system, of

_course, would be one that accommodated all individuals and one |n‘whxch all individuals assigned

to a given class shared the same etiology, the same pattern of drug use, and the same response to
treatment. In spite of the fact that we will probably not soon develop such an ideal typology,

it seems prudent to try to subdivide the larger group of drug users into smaller groups. The mem-
bers of such groups may be significantly more homogeneous than the total population of drug users

in terms of either etiology or nattern of use or response to treatment.

This discussion is presented largely in terms of psychological test scores. One should keep in
mind, however, the possibility and desirability of developing additional, quite possibly unrelated
taxonomic classes on the basis of the patient's interpersonal behavior, demographic characteristics
or information cencerning the environments in which the drug user lives. The critical importance
of environmental influences in the development of drug abuse is indicated in several reviews of the
literature (Braucht, Brabarsh, Follingstad, and Berry, 1973; Ferguson et al., 1974). The history
of psychology's recognition of the importance of environmental influences and some of the issues
that must be dealt with in attempts to assess environments are considered in several recent reports
{Bowers, 1973; Ekehammar, 1974; Endler, 1975; insel and Moos, 1974).

87




Actuarial Prediction

It is finally necessary to keep in mind that while the identification of psychometrically homogene-
ous groups of persons is one step in the development and use of an actuarial system, the mere
identification of such groups of drug users is of relatively little clinical value. The clinical
value of any psychometrically defined group or class depends on the extent to which members of that
class are found also to be homogeneous with respect to other clinically important nontest char-
acteristics such as etiology or pattern of use, or response to treatment. |If the personality
characteristics or dimensions measured by our test are related to drug use, it seems reasonable

to expect the clinical homogeneity of a test-defined subgroup to increase as we increase the
psychometric homogeneity of that subgroup. As we increase the psychometric homogeneity within

a group, we simultaneously reduce the number of persons who can be assigned to that group. This
raises a number of problems that will be considered later in relation to the several steps in-
volved in the development and use of actuarial prediction methods.

METHODS AND PROCEDURES

There are five steps involved in the development, evaluation and use of the actuarial procedures
offered here for your consideration.

1. Selection of the criterion characteristics to be predicted (etiology, pattern of drug
use, response to a particular treatment program).

2. Selection of the test variables thought to be related to the chosen criterion.
3. identification of patterns of scores on the predictor variables.

4., Empirical determination of the relationship between each pattern of predictor scores and
each criterion of interest.

5. Recognizing when the last drop of predictive blood has been squeezed out of one particular
turnip and wisely turning one's attention to additional domains of predictors.

STEP 1: SELECTION OF CRITERIA TO BE PREDICTED

Type and Variety of Data

In considering the type and variety of criterion data to collect, it is helpful to note Gleser's
(1963) important distinction between '"fixed criteria' and '"free criteria'. An example of a '"fixed
criterion’ is response to treatment when we can define a negative response, no response, or a
positive response to a particular treatment program. Continuation in a treatment program, for
instance, or '"clean' urine, or abstinence from drugs at some specified later date may all be de-
termined in a reasonably objective fashion and may constitute a fixed criterion. In this case,
the focus is on the extent to which our test data will allow us to predict a specific predefined
criterion characteristic.

We essentially cast a wider net when we talk about '"free criteria.” In this case the question is
whether or not there are clinically or socially important characteristics that can be predicted
using our test data. Or, in the context of this discussion of actuarial methods, the question is
whether or not members of a test-defined group are relatively homogeneous in terms of any clini-
cally or socially important nontest characteristics. -

If the question involving '"free criteria' is put in this form, the importance of collecting a wide
variety of information about each of many individuals should be quite obvious. When we take this
approach we are essentially asking whether patterns of the variables measured by some particular
test are related to clinically or socially important characteristics of our patients. Since many
of our tests may be significantly related to some but not all clinically important patient char-
acteristics, it is important that we collect the largest practicable array of clinically important
information on each of our patients in the hope that some of those data may indeed be predictable
from one or more of the patterns of test scores that we may identify.

The choice of criterion data also bears on the generalizability of any actuarially derived descrip-
tions and predictions that may result from a general research program. As will be noted below,

the collection of criterion data and the actuarial development of descriptions in one particular
clinical setting may seriously limit the extent to which even narrowly defined patterns of iast
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data provide accurate or clinically important descriptions or predictions about patients seen in
other settings. The most energetic attempt to insure the generalizability of their actuariaily-
derived criterion descriptions was made by Marks, Seeman, and Haller (1974) when they collected

a standard set of psychiatrically relevant criterion data about adolescents being seen at 74 dif-
ferent clinics and hospitals. But while the range and the relevance of the criterion data are
important considerations, the quality or the accuracy of those data are aven more critical. The
issues raised here have generated an extensive literature concerning “the criterion problem" and
no easy solutions can be offered. The interested reader should examine the discussion in Sines
(1966) for a broad view of the issues jnvolved.

The Limitation of Present Drug Research

Most reports in the psychological literature concerning drug use and abuse deal with a remarkably
small number and variety of nontest characteristics of the persons studied. In order to justify
an actuarial approach of the sort described here, one needs far more than the usual pumber and
kinds of nontest information about one's subjects. The literature sampled and reviewed in pre-
vious NIDA Research Issues Series point up the varied cypes of antecedent events and experiences,
patterns of use and natural history data that bear on drug use. None of the reports in the psy-
chological literature includes even a reasonable sample of those several important domains of
information. In view of this state of affairs, one of the first orders of business in further
research in this area should be the development of a standard information-gathering form that
would be available for use by clinical researchers. Such a form should be a reasonable compromise
between the comprehensiveness of the armchair and the pragmatics of the clinic. (n the absence
of such a standard history, status, and follow-up form, each investigator would have to decide
what items of history, present status and follow-up information are important in the study of
drug abuse. The result would be a literature heavy on the psychometric characteristics and light
on the socially and clinically important characteristics of drug abusers.

At this point it also should be noted that the serious study of the causes, correlates and con-
sequences of drug abuse is a relatively recent undertaking and, as a result, we do not have the
body of information or the broad perspectives that we have relative to psychiatric disorders.

And this lack of information makes it very difficult for us to make wise choices of drug-relevant
information to collect and to use as criterion data. In addition to the relative recency of our
systematic investigation of drug abuse, the fact that the abuse of drugs has spread rapidly in
the last few years from lower and marginal SES groups to all social groups and to younger indi~
viduals complicates our efforts to agree on the "important'' or Yrelevant' criterion data to be
collected.

It seems obvious, too, that the different theoretical orientations of clinicians working in dif~
ferent drug treatment centers will also generate wide differences in judgments about the important
criterion data to be selected. To anticipate a point discussed later, we should develop a core
list of characteristics of drug users that clinicians in several centers would agree are important
or relevant to their understanding and work with such patients. Such a compilation would probably
not be a comprehensively adequate set of data for workers in any one center but it would be a
start on the tedious job of sorting fact from unfounded iwmpressions.

Types of Criterion Data in Previous Research

Previous research using actuarial methods has made use of three types of criterion data. In their
actuarial programs using the MMP! with adults (Marks and Seeman, 1963), and later with adolescents
{Marks, Seeman, and Haller, 1974), Marks et al. made use of therapist Q-sorts of personality-
descriptive statements, ratings of a large number of case history items and other psychometric
test data. The criterion data used by Gilberstadt and Duker (1965) were derived from the ratings
of case histories using a checklist of descriptive terms and statements. Sines (1964; 1966) and
Davis and Sines (1971) used a system for recording the entire contents of the institutional
records of patients, whose test data were also available. Gynther, Altman, Warbin, and Sletten
(1972) used demographic data from the face sheet, and intake diagnosticians' ratings on a mental
status form. In each of these instances, a wide variety of criterion information was available
on each subject. When subgroups of those subjects were identified on the basis of various pat-
terns of test data, several constellations of history, current status and outcome data were found
to characterize some of the test-defined groups. It is important to note that the criterion data
were collected independently of the test data. The nontest criterion characteristics were thus
available for empirical study and were not later inferred from patterns of test data.
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STEP 2: SELECTION OF PREDICTOR VARIABLES

Psychological Tests

There is, of course, no reason for us to consider only psychological test scores as our predictors.
The available reports indicating that demographic characteristics, premorbid behavior and clini-
cally rated observable behavior are related to clinically important characteristics of drug abusers
or psychiatric patients should stimulate more intensive study of those domains of predictor vari-
ables., But the fact is that many of us assume, with cause, that some of the personality character-
istics measured by one or another psychological test are related to clinically important character-
istics of drug users. And since many psychological test variables are ''psychometrically tractible"
{Lindzey, 1965), we may efficiently and profitably examine test scores and patterns of test scores
as potentially useful predictors of the criteria of interest.

Other Predictive Variables

Although we may be justified in asking whether a particular test will allow us to aistinguish be-
twean various predefined criterion groups of drug users, the nature of the criterion %o be pre-
dicted may sometimes render personality tests less appropriate than other types of predictors.

For instance, if our criterion of interest is response to a treatment program that is closely
controlled and that allows the patients rather little unplanned experience, we may not need to
consider the possible impact of current living environment, frustrations at work, stresses of un-
employment, poor diet or availability of drugs. Under such conditions we may reasonably expect
personality characteristics to be significant determiners or predictors of response to treatment.
If, on the other hand, our treatment program is used with persons who are living at home and are
exposed to a number of the conditions mentioned above, we may reasonably expect personality char- %
acteristics, as measured by our tests, to account for much less of the variance in the criterion

of interest. Under the second set of circumstances it may well be that members of psychometrically
homogenezous classes may be distressingly heterogeneous on the criterion of interést. |t therefore
would have been more appropriate to examine the predictive value of the demographic or environ-
mental characteristics of our patients.

We may face a similar set of circumstances when we attempt to identify addiction-prone persons,

or persons who are vulnerable to the use of drugs. Certain personality characteristics or certain
constellations of personality attributes may be predictive of future use of drugs. But when an
investigator ignores home environments, school environments and neighborhood characteristics and
attempts to assess risk of drug abuse using personality characteristics alone, he is essentially
guessing that the predictor variables chosen for study are more important and more powerful than
the influence of those other classes of potential predictors.

During the last 10 years a number of reports have appeared indicating differences between drug
users and nonusers on several standardized multivariate personality tests such as the CP!

(Hogan, Mankin, Conway, and Fox, 1970), the MMPI (Smart and Jones, 1970; Brill, Compton, and
Grayson, 1971), the 16PF (Koslowsky and Deren, 1975), and the PRF (Holroyd and Kahn, 1974). Demo-
graphic, family and SES characteristics have also been found to discriminate users and nonusers
of certain types of drugs (Ferguson et al., 1974). At this time it would seem appropriate,
therefore, to collect as many of these types of predictor data as possible in order to evaluate
clinical value and significance. It must be pointed out that our present state of knowledge does
not justify the sole use of any one or another of these sources or types of potential predictors
so our choices will often be dictated by the relative convenience, costs and feasibility of col-
lecting the several types of predictor information. There are, to be sure, severe limits on the
amount and variety of information that may be collected at any one center, but if even two or
three types of information were to be collected in several reasonably comparable centers, the
development of an effective prediction program would be greatly facilitated.

STEP 3: IDENTIFICATION OF PATTERNS OF SCORES ON THE PREDICTOR VARIABLES

Clustering Techniques

As Meehl pointed out in his Foreword to Marks and Seeman's Actuarial Description of Abnormal
Personality (Marks and Seeman, 1963), *...there is no rigorous, straightforward actuarial
'searching' technique available for grouping similar but nonidentical (test) profiles into
coarser classes or 'types' so as to combine the desiderata of stable sample size, high psycho-
logical homogenity, easy identifiability for routine clinical entrance, and quasi-complete cover-
age of the range of patterns empirically found.'
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As many of the papers in this volume indicate, we may use any of a large number of statistical
methods to identify patterns of scores on our predictor variables. None of the four major actu-
arial systems that have been developed for use with psychiatric patients have used the statistical
techniques described in this volume for generating psychometric types or classes. At least two
procedures, however, have been used. Marks and Seeman (1963) and Gilberstadt and Duker (1965)
developed MMP| profile patterns on the basis of their extensive clinical and research knowledge

of that test. By refining their definitions of the profile patterns, those investigators developed
a set of contingency rules that allowed relatively similar MMP! profiles to be assigned to one or
another of 16-19 groups. Somewhat later, Gynther et al. (1972) and Marks, Seeman, and Haller
(1974) developed patterns of test scores using only the highest two or three MMP| scale scores.

Regardless of the grouping or clustering procedures one uses, the rationale is the same, i.e.,
there are psychometrically relatively homogeneous classes of persons who are also relatively
homogeneous in terms of some of our criteria of interest. Consider, for example, the procedures
we might use to determine whether one or more test-defined groups exist of nondrug users who

will subsequently become users, i.e., whether there are patterns of test scores that are predic-
tive of later drug use or abuse. Here we might appropriately use one of the available statistical
clustering techniques such as r_ (Cattell, 1949), profile correlation {Lorr, Bishop, and McNair,
1965) or the simple Euclidean distance function D2 (Cronbach and Gleser, 1954) or the nonstatis-
tical methods used by Marks and Seeman (1963) or by Gynther et al. (1972) to identify patterns

of test scores (see chapter 7 for a discussion of several indices of similarity that may be used
for these purposes). The subsequent use or nonuse of drugs by members of each of these test-
defined groups could then be determined at appropriate later points in time. It seems highly
likely that there are several patterns of predrug test scores on personality tests, each of which
is predictive of higher or lower than base-rate use of drugs.

Even when we are concerned with predicting a fixed criterion, such as response to treatment de~
fined in one of the ways noted earlier, we may profitably use cne of the available clustering
techniques in an attempt to identify several test patterns, each of which may be predictive of
our criterion of interest. It seems clinically reasonable, for instance, to expect to find
several rather different test-defined personality types among a group of drug users, all of whom
will respond to treatment by terminating their use of drugs and by remaining abstinent for a
year. To the extent that we have chosen to study a set of relsvant predictor variables, we may
efficiently distinguish those several '"good prognosis' groups by applying one of the several
clustering techniques to the pretreatment test data. N

)
Ry

The D2 Index of Profile Similarity (The Euclidean Distance Function)

The method recommended here involves grouping individuals on the basis of the patterns of their
test scores. In this way we may identify several groups or classes whose members may be studied
further to determine if they show greater than base-rate homogeneity in predrug behavior or re-
sponse to treatment. Of the several clustering methods that have been described and recommended,
| prefer to use the Euclidean distance function D2, As discussed by Lorr (chapter 7 in this
volume), this index is to be distinguished from the more rigorous generalized distance function
developed by Mahalanobis and also designated by the symbol DZ. While the Mahalanobis generalized
distance function provides a more accurate index of the similarity of two test profiles in terms
of the basic factor structure underlying the several test scores, there are no data to suggest
that persons grouped together by the Mahalanobis D? index are behaviorally more similar than
persons grouped together on the basis of the much simpler Euclidean distance function D?. At
this point it appears that the Euclidean distance function (D?) will serve adequately to identify
groups of persons who are psychometrically highly similar. Hereafter the symbol D2 will be used
to designate the Euclidean distance function.

The steps invnlved in developing ciusters of relatively homogeneous test data with the D2 index

of profile similarity can be illustrated using the L, F, and K, plus the 10 clinical scales of the
MMP1. Each MMP! profile is compared to each other profile by calculating the D? value for each
pair of profiles, where D2 =% d2 + d2 + d2 + dﬁ +d%2 + ....D%2,, The component d2 values are

the squared differences in T scorfe points éetween corresponding'scales. The profile that generates
D2 values of 625 or less with the largest number of other profiles is chosen as the first "target"
profile. A matrix is constructed of the target profile and all others that relate to it with D2
values of 625 or less. The profiles that relate to the smallest number of other profiles in the
matrix are successively eliminated until all remaining profiles relate to at least 60% of the re-
maining profiles with a D? of 625 or less.
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In this process, the psychometric homogeneity of the cluster may be increased by setting the
critical D? value at less than 625 or by requiring members of the final matrix to relate to more
than 60% of the others with the critical D2, Conversely, the number of profiles included in the
final cluster may be increased bZ increasing the acceptable heterogeneity of the group by accept-
ing a higher critical value of D% or by including profiles even if they relate to less than 60%
of the others in the group with the critical D? value.

Once the final cluster of profiles is identified, the T scores on each of the scales are averaged
and the mean profile for that group is set as Prototype #1. The prototypic profile is then com-
pared to all of the profiles in the original sample, and any profile that relates to the prototype
with a D? value of 484 or less is considered to be an instance of Prototype #1. The psychometric
homogeneitz of this final group may be increased or decreased by the appropriate shift of the
critical D? value or by setting a smaller or larger limit on the largest acceptable d2.

The critical D2 values used in developing a number of MMP| defined classes were selected after
several other values had been tried. The values chosen allowed us to construct several relatively
homogeneous groups, each of which included at least five profiles. Furthermore, and perhaps more
important, knowledgeable clinicians judge the MMP{ profiles assigned to a particular group by this
use of D? to be highly similar to one another.

Cautions

Homogeneity. The clinical homogeneity of any psychometrically defined subgroup of patients will
not be assured by statistical evidence of the psychometric homogeneity of the group or cluster.

In view of this fact, the availability of tests of the statistical significance of various indices
of profile similarity does little to recommend the use of those clustering procedures (Lykken,
1968). |If we choose to develop classes that are psychometrically highly homogeneous, we may end
up with a large number of classes, each of which includes only a few individuals. If on the other
hand, we generate classes or patterns that accommodate relatively large numbers of our patients,
we will be dealing with psychometrically rather heterogeneous groups. And to the extent that
different scores on any of our predictor variables are related to differences in any of the char-
acteristics of clinical interest, a psychometrically heterogenecus group will also be clinically
heterogeneous.

There is no ready answer to this problem. The researcher must decide which approach to take on
the basis of the size of the available sample, the questions being studied, and prior knowledge
about the variety of personality patterns that relate to the criterion. The appropriate narrow-
ness of a test-defined group cannot be determined statistically; it is ultimately a clinical or,
more accurately, an empirical question.

Class Composition. There is another problem that must be recognized by researchers who may con-
sider using the actuarial approach recommended here. Regardless of the breadth or the narrowness
of the method we use to define patterns of any specific multivariate predictor data, we will find
that those classes will identify a disappointingly small proportion of our patients (Berzins,
Ross, English, and Haley, 1974; Zuckerman, Sola, Masterson, and Angelone, 1975; Goldstein and
Linden, 1969; Huff, 1965; Pauker, 1966; Gynther, et al., 1972; Marks and Seeman, 1963; Owen, 1970;
Lorr, Bishop, and McNair, 1965; Payne and Wiggins, 1968; Sines, 1966). This failure to capture all
or even most patients in one or another of the psychometrically-defined classes may lead some
clinicians to either reject this actuarial approach entirely or to broaden the definition of the
several classes so that each class will accommodate a larger proportion of the patients under
study, even though by broadening the psychometric definition of the classes, one runs the serious
risk of making those classes unacceptably heterogeneous clinically. ! will discuss these issues
zn grea?er detail below in relation to knowing when to quit using a particular set of predictors
Step 5).

STEP 4: DETERMINING THE RELATIONSHIP BETWEEN TEST PATTERNS AND CRITERIA OF INTEREST

Cautions ‘ -

The predictors we are now dealing with are patterns of test scores. It is important to note that
none of the component scores in the patterns are to be dealt with as individual predictors, even
though some discussions of mean profile patterns treat the various scale scores separately. In
their discussion of the 2-7, 2-7-4 and 2-7-8 MMPI profile patterns, Gilberstadt and Duker (1963)
have documented the considerable extent to which the clinical significance of a scale score de~
pends on the configuration of the entire profile. We must determine, among drug users, the cri-
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terion characteristics associated with each pattern rather than assuming that the background or
prognostic characteristics observed in psychometrically similar but non-drug abusing psychiatric
patients apply to this population as well,

This requirement emphatically points up the importance of a comprehensive system for collecting

the criterion variables of interest. |f we have chosen to search for patterns of test scores

that relate to a fixed criterion, we will, of course, have that criterion information available.

In those more likely instances where we may be interested in identifying groups that are relatively
homogeneous in terms of background history, for instance, the success of the venture depends on

the prior collection of the appropriate data--doubly difficult in that we do not yet know the
several factors that may combine to put an individual at risk for drug abuse.

Analytic Techniques

Let us assume that we have administered the MMPI, or another multivariate test of our preference,
to a sample of 500 patients about whom we have collected a preselected set of criterion infor-
mation. Some of those criterion data are dichotomous or discrete items such as sex, race, urban-
rural home background, SES level of parental family, marital status, etc,, while other criterion
data may be continuous such as age, highest school grade completed, 1Q, or number of years of drug
use. Let us also assume that we have identified a group of 25 persons whose MMP] profiles match
our Prototype #1 profile with a D% value of 484 or Jess. We can determine the frequency of each
of our discrete items in the test-defined group and in the remaining 475 subjects. These two
frequencies for each discrete item may be compared using Chi-square with Yates' correction, and if
the difference reaches a predetermined level of significance, we may conclude that our test-defined
group is characterized by the appropriate criterion descriptor. When dealing with continuous cri-
terion data such as number of yvears of education, a t-test may be used to compare the means of the
members of the Prototypic group and the remainder of the sample.

In situations such as this, where one makes multiple comparisons, some unknown number of differ-
ences at, say, the .05 level should be found by chance alone. Since the usual expectation of 5%
at the .05 level and 1% at the .01 level by chance appears to be overly conservative {Block, 1960},
the importance of replicating one's findings is increased. Such replication should be done using
totally independent samples of subjects but, as will be noted below, some investigators have di-
vided the test-defined group and treated the two halves of that group as indeyendent samples.

It is here also that the sources of data come to bear significantly on the generalizability of
findings. The generalizability of the findings of this actuarial system will be greatly enhanced
if the initial data were obtained from several c'inical settings so that the patients and the
theoretical orientations of the professionals may be as broadly representative as possible,

The critical point here is that the relationship between test-defined groups and the criteria of
interest must be determined empirically. This has not often been done in the studies that have
been reported in the available literature.

STEP 5: KNOWING WHEN TO MOVE ON TGO OTHER PREDICTORS

We have gathered the potentially important data concerning knowable background events and exper-
iences, patterns of drug use, responses to various treatment programs, etc. We have also selected
a reasonable set of predictors and have identified psychometrically quite homogeneous classes that
include at least a moderate number of subjects. We now will probably find that less than half of
the criginal population is classifiable into one or another group (Berzins, Ross, and English,
1974; Goldstein and Linden, 1969; Holroyd and Kahn, 197k4; Owen, 1970; Lorr, Bishop, and McNair,
1965). Even more distressing is the possibility that some of these psychometrically homogeneous
groups of persons are no more homogeneous than the entire population in background characteristics,
observable behavior, or response to treatment (Gynther, Altman, and Sletten, 1973) .

While it is certainly to be hoped that some of those psychometrically homogeneous classes show
greater than base-rate homogeneity in some clinically important respect, our present level of
knowledge does not guarantee such a positive finding. But if one or more of the groups Identi-
fied using one particular set of predictor variables shows a clinically important degree of  homo-
geneity in terms of any of our criteria of interest, those are valuable data. In such a case, we
should routinely collect those predictor data and make clinical decisions on the basis of member-
ship in those groups while attempting to identify additional psychometrically homogeneous groups
among the remaining patients using other domains of predictors.
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As noted earlier, the fact that patterns of scores on any particular personality test, however
typed or clustered, fail to capture or accommodate all or even most patients, has led some clini-
cians to consider either the test instrument or this actuarial approach to be of little clinical
use (Huff, 1965; Gynther et al., 1972). This is an unfortunate reaction. {f examined carefully,
it appears to imply the unnecessary and erroneous assumptions that, in order to be significant,
the personality variables that are assessed by a test, and patterns of those variables, must de-
scribe all drug users and must identify and distinguish between all of the clinically meaningful
subgroups of drug abusers.

In view of the marked conceptual and methodological differences between the several multivariate
instruments that are available for use, it seems quite reasonable to accept the fact that the var-
iables assessed, for instance, by the 16 PF and the MMP! are not only substantively different, but
that they may allow us to identify rather different groups of clinically homogeneous patients. If
this is the case, we may reasonably expect to identify a few clinically quite important test-
defined types or classes of drug users using one such measuring instrument, and yet find scores or
patterns of scores on that test to be unrelated to clinically meaningful characteristics of the
remaining large proportion of drug-abusers. |t seems quite possible that the variables measured
by any one of our testing instruments may be relevant only to a minority of drug users. If such
is the case, we would be well advised, then, to use another assessment instrument or another type of
instrument in an attempt to identify clinically meaningful subgroups among the remainder of the
drug users who had not already been classified using the first test. If we proceed in this se-
quential fashion, it is probable that a very large proportion of those persons who use drugs can
be typed or classified into one or another test-defined group.

ILLUSTRATIVE APPLICATIONS
NONDRUG RESEARCH

There are four reports of the use of actuarial methods with the MMPI in psychiatric populations
(Gilberstadt and Duker, 1965; Gynther, 1972; Marks and Seeman, 1963; Marks, Seeman, and Haller,
1974). These reports illustrate the variety of ways in which each of the steps discussed above
have been dealt with. The.actuarial systems that have been developed raise a number of issues
that emphasize the important decisions that must be madz by an jnvestigator who wishes to use
actuarial methods.

Selection of Criteria to be Predicted

Each of these systems defined at the outset the domain of criterion information to be collected.
Demographic characteristics, SES-related data, current behavior, mental status, treatment given,
and response to treatment were recorded using specially prepared checklists or rating forms. These
data were recorded by intake diagnosticians, by therapists, or by trained raters who carefully re-
viewed each patient's hospital record. Since these data constitute those clinically important
attributes of the patients which we wish to predict, the initial choices are critical. The ac-
curacy or the validity of these data are equally important, and most of the reports cited above
describe the efforts that were made to ensure the accuracy of those basic data.

Marks and Seeman (1963) have reported the two main sources of personality and background informa-
tion in sufficient detail for them to serve as illustrations of desirable procedures. A set of
108 personality-descriptive statements was selected on the basis of extensive prior research.
These criterion descriptions were ''selected for their representative coverage of the personality
domain,...their applicability to both sexes, (their) clinical pertinence, interpatient variability"
as well as their ratability. Each patient was described by his therapist using these 108 state-
ments. The items were sorted into a nine-category rectangular Q-distribution so that the 12
statements placed in category 1 were judged by the therapist to be least characteristic of the
patient, and those 12 statements placed in category 9 were judged to be most characteristic of
the patient. It should be noted also that therapists made these Q-sorts only for patients they
had seen for at least 15 hours of therapy. This last requirement was intended to enhance the
accuracy or the validity of the ratings.

A serious disadvantage entailed by this method of collecting the criterion information is the
great amount of skilled clinical personnel and time required to make such ratings. But since
we are dealing with the pivotal information in any approach to understanding and predicting
important characteristics of our patients, we must consider the alternatives. Low quality cri-
terion information is worthless. The criterion information Gynther (1972) and his associates
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used consisted primarily of 111-item mental status forms completed by psychiatric residents shortly
after the patients' admission to a large state hospital system. The selection and method of col-
lecting the criterion information involves a number of decisions that will affect the whole enter-
prise.

A second source of criterion information used by Marks and Seeman consisted of ratings of the
patients' hospital records for the presence or absence, or degree of presence, of each of 225
case history variables chosen from lists used in previous research. Two out of three raters had
to agree before any variable could be included as characteristic of a patient.

To summarize, the criterion information to be collected was selected on the basis of its clinical
relevance, and procedures were developed to enhance the validity of the ratings of those variables.

Selection of the Test Variables

A1l of the actuarial systems | know of have made use of the MMPI. As noted above under Step #5,
actuarial methods are applicable to other tests and to other types of predictor data. Further~
more, the use of only one personality test does not provide a comprehensive test of the underlying
logic of actuarial methods. It is probable that the typologies that will ultimately allow us to
predict patient behavior in a clinically useful fashion will require the use of several different
tests as well as several different domains of information.

fdentification of Patterns of Scores on the Predictor Variables

None of the four actuarial systems referenced above have used statistical procedures ta identify
patterns of test data. Marks and Seeman (1963) and Gilberstadt and Duker (1965) developed a set
of MMPI profile types on the basis of extensive clinical experience with that test. By progres-
sively refining the definitions of those test patterns, they developed a set of rules that are used
to determine whether any given MMPi profile can be classified as an instance of any one of the
test patterns.

Marks and Seeman reported that their 16 MMPI patterns accommodated the profiles of 78% of the
patients who were seen by the Department of Psychiatry at the University of Kapsas. Subsequent
reports indicate that in other clinical settings the rules published by Marks and Seeman will al-
Tow only 20% to 30% of the MMPI profiles to be classified. A similarly low "hit rate" was found
when Gilberstadt and Duker's rules were applied to MMPI profiles obtained in a variety of settings.
This disappointingly 1imited coverage led Huff {1965} to conclude that the Marks and Seemen's
classification procedure was unsatisfactory for use in other settings.

The small proportion of their patients that were classifiable using the published rules led Gynther
et al. (1972) and Marks, Seeman, and Haller to define MMP! profile patterns in terms of the two
highest scores on the 10 clinical scales. Using the two highest scale scores to classify profiles,
Marks, Seeman, and Haller were able to classify virtually all of the 834 adolescents on whom they
had data. Gynther (1972) was able to account for 60% and 64% of the MMPI profiles in a derivation
sample and a replication sample respectively.

As | have pointed out eisewhere (Sines, 1966), neither-}arks and Seeman nor Gilberstadt and Duker
have reported the psychometric variability within each of the groups defined by their sets of
rules. The variability within several of the Marks and Seeman and Gilberstadt and Duker classes
was considerable (Sines, 1966). The variability that characterizes each of the test patterns de-
fined by only the two highest scores must be even greater. To the extent that the test scores
relate to clinically important nontest attributes of one's patients, groups that are psycho-
metrically heterogeneous will be clinically heterogeneous. At this point one must decide: (1)
either to identify a number of psychometrically homogeneous groups that are relatively small and
account far relatively few of the patients of interest, (2) or to Identify broad, psychometrically
rather heterogeneous classes that will accommecdate & large proportion of the patient sample.

Determination of the Relationship Between Test Patterns and Criteria ¢f Interest

Tite procedures used by Marks, Seeman, and Haller iliustrate the straightforward assessment of

the extent to which adolescents whose MMPI profiles are classified in the same group are clini-
cally distinct (in terms of the criterion data described above) from adolescents whose fest pro-
files are not classified in that particular group. In order to determine whether a particular
test-defined group differed from the remaining adolescents in terms of dichotomous criterion data,
Chi-square with Yates' correction was used, Student's t-test was used to assess group differences
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in means for continuous data. Differences that reached the .06 level were considered to be sig-
nificant. Whenever the group defined by a particular test pattern included 20 or more subjects,
that grue.p was divided and each half was compared to the subjects not classified in that group
(18 ~f the 29 profile-designed groups were large enough to allow this replication procedure).

Although the broad generalizability of their findings has not been established, there are two
features of Marks, Seeman, and Haller's procedures that provide some basis for confidence in the
general significance of their results. First, of course, is the replication when the test-defined
groups were large enough. Second, those investigators collected data from 74 different agencies
in 30 states and the criterion data were provided by 172 different psychotherapists. This broad
base of subjects and data certainly should have increased the representativeness of the sample

and should have reduced the likelihood that a single narrow theoretical orientation dominated.
Unfortunately, Marks, Seeman, and Haller did not present their findings in a tabular form that
would have allowed the reader to evaluate them closely. Instead, the investigatorec integrated
their data into rather general narrative descriptions of each group.

None of the existing actuarially derived descriptions have been cross-validated with samples of
patients other than the derivation sampies or settings. Thus, even though Marks, Seeman, and
Haller replicated their analyses in 18 of their 29 test-defined groups, no replications have been
reported by other investigators.

DRUG RESEARCH

The available research on drug abuse emphatically points out the fact that the determinants, the
patterns of use, and the long term consequences of drug use vary widely among various SES groups,
personality types, urban and rural geographic areas, and among users of different drugs. The
similarity of the findings concerning opiate addicts reported by Berzins, Ross, English, and Haley
(1974), and Goldstein and Linden's (1969) results from their study of alcoholics, led Berzins et
al. to suggest that there may be te<* patterns that are related to the abuse of a variety of
substarces rather than to either iilicit drugs or alcohol alone. Braucht, et al. (1973), have
made the same point in their review of research on drug use among adolescents. It seems eminently
reasonable to hypothesize the existence of several distinguishable and relatively homogeneous types
or groups among the obviously heterogeneous entire population of drug users. The actuarial approach
described above appears to offer one set of methcds that will allow us to search for and identify
those more homogeneous subtypes of drug users. The following section outlines rather tersely a

set of specific procedures that should be useful in the development and validation of an actu-
arial system for use in drug research.

Selection of Criterion Data

Unfortunately there is little uniformity in the criterion data that have been reported by drug
researchers so far. Most investigators have collected a limited set of criterion data and have
not sampled the several domains that appear to be important. | would like to suggest seven types
of data to be collected with the understanding that several of those types of data will be examined
later as potential predictors of the clinically and socially important attributes of our patients.
The seven types of data and suggested ways in which they might be collected are the following:

1. Ratings of observable behavior and personality characteristics. The Mental Status Examination
Record (Spitzer and Endicott, 1970), the set of 108 personality descriptive statements used by
Marks and Seeman (1963), or the Interpersonal Behavior Inventory {Lorr, Bishop, and McNair, 1965)
all provide systematic procedures for collecting data concerning the patient's current status. It
should be noted that nonprofessionals can be trained to produce valid interview-based ratings of
many of these items (Robbins and Braroe, 1964).

2. Demographic characteristics. A relatively simple form can be derived to ensure the routine
collection of this information.

3. Environmental characteristics (predrug and current). Although there is a great deal of dis~
cussion of the influence of environmental conditions on the use of drugs, there are very few
methods available to systematically quantify theoretically reasonable dimensions of environments.
The use of the several environment scales developed by Moos (Moos, insel, and Humphrey, 1974)
should be seriously considered. These can be administered to the subjects themselves and to their
families. These scales are designed to assess several dimensions of the home or work environment
rather than focusing on individual events or attributes of those environments.
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4. Predrug behavior pattern. Braucht et al. (1973) have noted that one of the major defects

of much of the drug research is that this sort of data is most often retrospective information.
While that may continue to be a serious problem in some settings, it can be overcome to some ex-
tent by reference to school and court records in some instances. [t should also be noted that
short-term prospective studies have profitably incorporated data of this sort {Jessor, Jessor, and
finney, 1973). This general class of data should certainly be included in any study of persons

at risk for drug abuse.

5. Patterns of drug use. A number of investigators have referred to a standard form with which
to record history and patterns of use, and a systematic method for collecting these data should
be used (Holroyd and Kahn, 1974; Jessor and Finney, 1973).

6. Response to (specified) treatment. The psychological literature on the assessment of response
to treatment provides no consensus on how this complex task is to be accomplished. Rather than
join that ongoing debate, it seems advisable to define improvement in objective terms, such as
continuation in a treatment program, or ‘'clean" urine as Zuckerman, et al., {1975) have done, or in
terms of the reduction in the frequency or intensity of druz use (analogous to Green, Gleser,
Stone, §nd Seifert's (1975) definition of "improvement" as some detectable reduction in the target
symptom) .

7. Psychometric data. Although reports involving a wide variety of psychological tests are avail-
able in the literature, | would recommend the use of a brief intellectual evaluation such as the
Shipley~Hartford Scale and the use of several objective personality tests such as the MMPI (Hath-
away and McKinley, 1967), the CPI (Gough, 1957), the 16PF (Cattell, 1970) or the PRF {Jackson,
1967). The reasons for administering more than one objective personality test were discussed
earlier and reflect the expectation that any single personality test will allow us to identify

test patterns that will account for only a limited number of our patients.

While this may appear to be a rather large amount of data to be collected; | would estimate the
total time required of each patient would be no more than 5 or 6 hours. No more than 3 or 4 hours
of skilled professional time would be necessary and the remairder of the information could be col-
lected by paraprofessionals or carefully trained volunteers.

In order to ensure a reasonably representative sample of patients, it would be highly desirable for
these data to be collected on several hundred patients being seen or treated in a number of dif-
ferent agencies. If, for instance, 25 different centers were to collect these data on two new
patients per month for as long as one vear, we would have an invaluable pool of data. That pool of
data would allow us to critically evaluate the assumptions underlying the actuarial approach de-
scribed in this paper.

Selection of Predictors

The current literature clearly indicates that no single variable and no single class of variables
can account for all or even most instances of drug abuse. Any attempt, therefore, to explain or
predict drug abuse must recognize the fact that even a highly valid variable or set of variables
will at best account for only a portion of the persons under study.

It seems highly likely that at least three rather different types of factors may describe and
predict drug users. Those classes of variables are:

1. Environment (Predrug and current)
2. Ratable observable behavior and personality characteristics
3. Personality-relevant test scales

If one accepts this reasoning, it seems appropriate to examine each of those classes of information
as the set of predictor varjables. It will be necessary to collect each of those classes of data
from each of the patients to be studied.

identification of Patterns of Scores on the Predictor Variables

Since there is no clearly superior method for grouping or typing the predictor data, a number of
methods should be used in several concurrent analyses of the data. We should be prepared to
capture or account for only some of the patient population in the several groups efined by
patterns of the predictor data. We must also recognize at the outset that the clinical value of
test patterns may be limited if we deal with groups as large as those identified by Berzins, et

97




Actuarial Prediction

at. (1974), and Lorr et al. (1965), where as many as 20% to 30% of the patients are assigned to

a single test-defined group. A number of different parameters will have to be examined empiri-
cally in order to determine how much psychometric heterogeneity is allowable with each predictor
pattern while achieving a clinically acceptable degree of criterion homogeneity within the several
types.

Determining the Relationships Between Predictor Patterns/Criterion Characteristics

Let us assume that we have identified a test-defined (Prototype #1) group of 25 drug users on the
basis of the D? procedure djiscussed earlier in this paper. And let us assume that all of the other
data are on punch cards or magnetic tape. We may then determinke the frequency of each of the dis~
crete variables in the Prototype #1 group and in the remaining sample. These frequencies can be
compared using Chi-square, and those criterion variables that are significantiy more frequent among
members of Prototype #1 are considered to be characteristic of persons who generate that pattern

of predictor data. In a comparable fashion, the means can be calculate’ for each of the continuous
variables in the Prototype #1 group and in the remainder of the sample. Those continuous variables
(such as age, years of education) on which there are significant differences can then be used to
characterize the members of the Prototypic group,

While examining the relationships between our criterion data and patterns of the several predictor
variables, it seems reasonable to expect rather different sets of criterion characteristics to be
associated with narrowly defined MMP| patterns and narrowly defined patterns of scores on Moos'
Family Environment Scale. At this point it should not be disconcerting to find such predictor-
defined groups to overlap completely or to overlap not at all.

Moving on to Other Predictors

As reszarch has accumulated it has become increasingly obvious that an exceedingly complex set of
factors are related to drug use. 1In view of this fact, the appropriate question for us to ask is,
"Can any specific pattern of scores on a relatively inexpensive instrument, such as our psycho-
logical tests, identify a subgroup of persons whose drug-related behavior can be predicted or
understood with a clinically and socially significant degree of precision?" |If some pattern of
scares on one of our inexpensive predictaors can identify even 5% of drug abusers for us, we have
a good test, a valid test, and a useful test. It is not necessary that such a predictor account
for all drug abuse. |If we find that one of our sets of predictor data can only identify 5% of
our patients, but does so in a manner that allows us to make clinically effective decisions about
those patients, let us continue to use that predictor in order to identify that important group
of patients. Our clinical and scientific task is then to identify additional subtypes among the
remaining 95% of our patients using other predictors.
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INTRODUCTION

HISTORICAL BACKGROUND

Typing and taxonomic grouping have long been subjects of interest to scientists in many fields.
Galen (circa 150 A.D.) defined nine temperamental types said to relate to a person's susceptibility
to various diseases. Linneaus constructed a scheme for the classification of botanical specimens
in the 18th century which had widespread impact on other fields. Most of the early work on
ctassification was in botany and zoology. It led eventually to what is known as numerical
taxonomy through the use of quantitative and statistical approaches to grouping objects. Among
psychologists, some of the earliest techniques were proposed by Stephenson (1936), Zubin (1938),
and Tryon (1939). The current surge of interest and publication began about 25 years ago,
accelerated, no doubt, by the computer revolution. In 1953 Thorndike considered the problem of
forming groups in terms of ''who belongs in the family.'" In the same year, Cronbach and Gleser
(1953) published their classic review of the problems of assessing similarity between objects.
During the same period biologists like Sokal, Sneath, and Michener were developing parallel
concepts and techniques for grouping biological specimens. Among psychologists, McQuitty was
most active and productive, having published several dozen papers since 1956.

Since 1960 there have been literally hundreds of studies published by anthropologists, biologists,
archeologists, geologists, information retrieval specialists, sociologiste, and statisticians.
initially, these reports were published in technical journals by scientists concerned with
different subject matter. Quite often these specialists were unaware of comparable development

of terms, techniques, methods, and theories in border fields. The appearance of general methodo-
logical texts, however, has served to integrate the field and to provide a common language.

There are general guides provided by Anderberg (1973), Everitt (1974), Jardine and Sibson

{1971), Hartigan (1975), and Sneath and Sokal (1973). Sneath and Sokal as well as Jardine and
Sibson focus primarily on the problems of biological taxonomists. Anderberg and Everitt are
relatively general in approach and are best suited to social and behavioral scientists. Hartigan's
text represents a statistician's compilation of algorithms (fixed procedures) for generating
clusters and hierarchial structures. Cole (1969) includes a collection of papers presented at

a conference on classification. Tryon and Bailey (1970) describe their BC TRY Program for
factoring variables and grouping objects, but the focus is mainly on the 