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Fotctwotd 
The issues of psychosocial drug use and abuse have generated many volumes analyzing the "problem" 
and suggesting "solutions." Research has been conducted in many disciplines and from many dif­
ferent points of view. The need to bring t~gether and make accessible the results of these re­
search investigations is becoming increasingly important. The Research Issues Series is intended 
to aid investigators by collecting, summarizing, and disseminating this large and disparate body 
of literature. The focus of this series is on critical problems in the field. The topic of each 
volume is chosen because it represents a challenging issue of current interest to the research 
commu"ity. As additional issues are identified, relevant research wi 11 be publ ished as part of 
the series. 

Many of the volumes in the series are reference summaries of major empirical research and theoret­
ical studies of the last fifteen years. These summaries are compiled to provide the reader with 
the purpose,.methodology, findings, and conclusions of the studies in given topic areas. Other 
volumes are original resource handbooks designed to assist drug researchers. These resource 
works vary considerably in their topics and contents, but each addresses virtually unexplored 
areas which have received little attention from the research world. 

The Research Issues Series is a group project of staff members of the National Institute on Drug 
Abuse, Division of Research, Psychosocial Branch. Special gratitude is due Dr. Louise Richards 
for her continued guidance and support. 
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Prriace 
This volume contains ten original papers discussing methodolcgies applicable to performing 
psychosocial research on substance abuse, particularly abuse with drugs. The intent of the 
papers is to permit increased methodological sophistication in the field of drug abuse by 
making available basic information on some of the late~t and most relevant research techniques. 
Each of the papers has been written by a prominent methodologist; each paper has been 
des'~ned to assist drug researchers in the behavioral and social sciences I-Iho do not have an 
advanced background in research techniques and who are in need of introductory information. It 
is also hoped that this volume will provide a stimulus to drug researcher$ at large. 

Eight data analysis strategies are discussed by the authors: a~tomatic interaction detection, 
actuarial prediction, cluster and typological analysis, path analysis, factor analysis, general 
multiple regression and correlation analysis, multivariate analysis of variance, and dis~rim­
inant analysis. In addition, two relevant research designs are dealt with: single-organism 
designs and longitudinal designs. Although manr of the methods are complex, we have tried to 
keep the discussions as nontechnical as possible. Summaries of the papers are given in 
chapter 2. 

Each paper includes a description of the rationale, procedures, assumptions, advantages, and 
disadvantages of the methodology. Practical illustrations show how the method has been ap­
plied in both nondrug and drug-related situations. References are provided to existing 
computer programs for performing the analysiS, as well as to relevant documents for additional 
reading. These citations inclUde more detailed discussions of mathematical derivations and 
descriptions of both drug and nondrug research that have employed the methodology, References 
are organized alphabetically by author; when more than one publication by a given author or set 
of authors is cited, publications are listed chronologically. 

The content of this volume is the product of an unusual degree of cooperation on the part of a 
group of authors. All of the authors prepared their papers with great care and considerable 
effort. After initial drafts were independencly generated, the National Institute on Drug 
Abuse invited the authors to convene in Washington, D.C., to jointly review their work and to 
discuss the interrelationships among the individual papers. In subsequent months, textual 
~efinements were made. Credit for textual editing and production of the volume is due 
project staff members Mary Macari, Gayle Kleiman, and Garrie Bateson. 
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THE DRUG RESEARCHER'S DILEMMA 

This book contains an introductory description of a variety of data analytic methods that will 
assist the researcher to design, implement, analyze, and write up the result~ of meaningful 
psychosocial research in drug and alcohol abuse. Most of us have received some training in mcth­
odology--particularly, introductory statistical inference. However, in the field of substance 
abuse, as in many others, the growth of data analytic methods and designs has been so rapid that 
it is difficult, if not impossible, for the nonspecialist to keep on top of recent developments. 
In addition, many drug and alcohol researchers have come to their interest in the psychosocial 
aspects of abuse via a variety of educational pathways, many of which were not heavily laden with 
methodological training. It is the experience of confronting the many-faceted problem of sub­
stance abuse that has led many individuals to recognize the need for additional training in meth­
odology as it is relevant to their interest. 

Since none of us has the time or experience to tackle simultaneously the variety of problems re­
quiring multifaceted skills, each of us has chosen a particular orea of specialization. The drug 
and alcohol abuse researcher, of course, has become a specialist in understanding the deVelopment, 
maintenance, and modification of the destructive use of chemical substances. To study these phe­
nomena in greater depth and with scientific precision requtres the use of a variety of specialized 
quantitative techniques. The relevance of any given technique to a research problem may not be 
obvious to an individual until he has some overall conceptualization of its power to deal with a 
specific problem. Witnessing the growing sophistication of substance abuse research, we have be­
come aware that certain techniques seem to be of particular value in clarifying important issues. 
In some instances, substance abuse researchers themselves have "discovereil" these techniques, 
and we asked these researchers to share their understanding of the relevant techniqUes 
with the reader. In other instanceS, the relevance of certaIn methodological developments 
to drug and alcohol research has become apparent, even though there has been no actual 
application of the methodology to such research as yet. Consequently, we asked an expert to 
provide an introduction to the specific technique at a level that would be comprehensible and in­
formative to the uninitiated. Of course, we have insured that drug-specific examples of the 
methods have been incorporated into the discussion of each method, so that the researcher can gain 
a more concrete picture of the use of the technique for his research goals. 

It is unreasonable to expect the scientists committed to the content area of substance abuse to 
become methodological experts. If highly technical advice is needed, a specialist can and should 
be conSUlted. On the other hand, the researcher who has been stumped by certain types of prob­
lems, and who may wish to consider a new approach to these problems, may find it useful to explore 
this book with the goal of winnowing out the wheat from the chaff for his or her particular pur­
poses. Similarly, the individual who has heard about a given technIque but has not had the time 
or energy to find a suitable introductory presentation of its strengths as well as its limita­
tions, the demands on quality and quantity of data that are made by it, and its ease in implemen­
tation by computer, may wish to browse through this volume to obtain enough information to be 
able to make a relatively informed decision about the methodology involved. As editors, WP. have 
attempted to make this exploratory attitude both rewarding and relevant to the individual. 

EXPLORATION) CONFIRMATION) AND CLASSIFICATION 

This volume does not discuss all of the recent developments in methodology and statistics that 
may be relevant to substance abuse research. In the broader sense, it is obvious that the entire 
areas of statistics, psychometrics, and sociological measurement would be relevant. How then did 
the editors arrive at a basis for selecting the methodologies which are discussed in the current 
volume? In part, the answer lies in relevance; in addition, we applied a theory of data that s~g­
gests that there may be three major purposes for the types of data manipulation suggested by the 
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writers of the subsequent chapters. These purposes include exploration, confirmation, and clas­
sHication. 

The first goal involves a rather preliminary exploration of data for purposes of formulating hy­
potheses and understanding the potential role of variables, types, or designs. Exploratory data 
analysis,. as we present it, does not particularly involve statistical manipulation with its atten­
dant hypothesis testing. Rather, it involves data fittir.g or partitioning of a less formal kind. 
This is useful in earlier stages of scientific development. Of course, several of the exploratory 
techniques we have included in the volume have hypothesis testing procedures available as well, 
so that it is easy to move to a more formal level in formuiating and evaluating plausible alterna­
tive explanations of a given phenomenon. Other techniques cannot bridge this gap and can really 
only be used in an exploratory way. 

After a given hypothesis has been formulated, it becomes necessary to use data observations to 
test or confirm whether the hypothesis is actually plausible or \'Ihether it must be rejected. 
Often such confirmatory studies are stated in the traditional method of statistical analysis: one 
states a null hypothesis that suggests that there is actually no effect, and then evaluates 
whether a given outcome could have occurred by chance under the null hypothesis. If not, one can 
conclude that some real effect had been operative to produce the result, and understanding the 
real effect is typically dependent on an adequate theory of the phenomenon in question. Confirm­
atory data analysis thus generally appears to be more formalized, and it tends to make more spe­
cific demands upon the investigator. It becomes relativelY more crucial that the data meet cer­
tain assumptions; for example, that a data variable has a normal distribution, and that the scale 
of measurement is continuous. In eXchange for the willingness to make these assumptions, the in­
vestigator gains in the ability to draw stronger conclusions. Of course, if the assumptions 
underlying the method cannot really be met, then the conclusions that are drawn are inappropriate. 
While in a certain sense the investigator can really never go beyond the data, in exploratory 
methods the bending of a few assumptions is not really so crucial as it is in the case of confirm­
atory methods. 

The primary application of several methods in this volume is not described most clearly by the 
labels exploration or confirmation. These are methods aimed at the classification of individuals 
to groups, or drugs to homogeneous methods of action, or treatment successes to typologies. While 
in many cases such classification is purely exploratory in nature, and in others it is definitely 
of the hypothesis testing variety, nevertheless, as far as we can determine, clustering and clas­
sification seem to be a primary concern of a variety of substance ~bu5o re50~rcherg. Can we pre­
dict relapse from treatment? Is the effece different for difterent types of individuals? Ques­
tions such as these assume that there is something distinct about the entities under investigation 
--individuals, drugs, etc.--so that it is not meaningful to talk about two entities as essentially 
the same except for a slight quantitative difference between them. Rather, there is a tendency 
to believe that differences are more of a qualitative nature rather than quantitative, with a 
difference in kind being more important than a difference in amount. The classificatory methods 
we have included in this volume tend to rely upon this notion, although, again, there is no hard 
and fast rule that is adhered to in every instance. 

RESEARCH DESIGNS 

Needless to say, every classification has some imperfections, and so it is with regard to our 
system for describing the contents of this volume. While we indeed could describe the two types 
of research designs contained in this volume--single-organism designs and longitudinal designs-­
in terms of their relevance to exploration, confirmation, or classification, it is meaningful to 
consider these techniques in their own right. The other eight contributions are ,"~re concerned 
with actual data analytic methodologies; the design chapters are more concerned with the struc­
ture of inquiry that generates the data in the first place. We have felt their inclusion was 
mandatory since these particular designs offer great promise to the drug researcher, though their 
applications to the area so far have been minimal. 

Single-Organism Designs 

Host researchers are quite aware of simple group co;~parative designs, or analysis of variance de­
signs, that are relevant to the analysis of data in certain ways. However, the typical statistics 
class provides no overview of single-organism research. This probably occurs because such re­
search is typically exploratory in nature. In a stricter sense, it is always necessary to go 
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beyond the individual case to other individuals to certify the results of such research. Never­
theless, in many contexts research at the level of the single organism is of extremely high qual­
lty and very likely to yield insights and evaluations of possible processes at work in a given 
case. For example, research of a time-series nature across an extended series of observations can 
provide valuable information about detailed intraindividual change and stability that is typically 
too expensive to obtai~ from many individuals. In some areas of drug research, it is almost im­
possible to propose alternative data gathering strategies. It should be noted that there are now 
scientific methodologies for drawing inferences that make it possible to evaluate the reliability 
of given results. 

Longitudinal Designs 

The chapter on longitudinal designs answers the need for an overview of methodological develop­
ments in research associated with changes across time in a group of individuals. Here we are not 
talking so much about the familiar problems associated with the repeated measurements analysis of 
variance technique, which is a particular formal statistical problem, but rather about the con­
ceptualization of alternative explanations for given developmental processes. It seems as if drug 
and alcohol abuse research have recently discovered the longitudinal method, which seems to many 
to yield a more clearcut view of truth in this difficult research area. However, developmental 
psychologists and sociologists have made it clear that the longitudinal method is far from the 
royal road to truth it is sometimes made out to be. [n longitudinal research there should not 
simply be a desire to see what happens to a given set of subjects across time, but rather to 
formulate data gathering methodologies that can answer the many methodological problems that 
simple longitudinal designs present to the unsuspecting researcher. Control groups, for example, 
can help evaluate the potential sources of invalidity in longitudinal research. The optimistic 
reader who had been hoping that "a followup study" might answer all his questions will have to 
read this chapter in detail. 

THE ANALYTIC METHODS 

The next chapter provides summaries of each contribution in this volume, These summaries enable 
the curious reader to quickly evaluate whether a given technique holds some promise of being 
relevant. In addition, the next page of this volume contains a figure that can and should be 
consulted to obtain an 9Y§(Yi§w Qf th~ gata r~qujr~m~nts Qf e qiyen technique. As pointed out 
there, each technique has a given number of variables and requires data ot a particular level of 
measurement. In most cases, the methods make a distinction between independent variables and de­
pendent variables, and the usefulness of the distinction must be established for one's own data 
purposes. We have attempted as well to describe each technique in terms of its, primary appl ica­
tions to the areas of exploration, confirmation, or classification. Moving now beyond this sum­
mary table, but not quite to the level of the summaries presented in the next chapter, let us 
describe each technique in a paragraph. 

Automatic Interaction Detection 

When one has obtained numerous measures on nominal or categorical variables, and one wishes to 
study the. interrelations of the variables to each other and the consequences one may have for 
another, it is not possible to fall back upon the simple correlation coefficient that one first 
learned about in an elementary statistics class. Correlation and regression analysis, to be men­
tioned in greater detail below, tends to require continuous and linearly related data, as well as 
fairly good understanding of the nature of the variables in order to be applied more effectively. 
Automatic interaction detection, in contrast, is an exploratory device that has been prepared 
for computer application to enable one to explore the possible nonlinear consequences of given 
variables on others. A given effect, for example. may be different for girls than for boys. 
While correlation and regression methodQlogy would allow one to test hypotheses about interactions, 
automatic interaction detection is a computer program aimed to enable the investigator to 
search the data to find interactions. It is possible for theory and experience of the investi­
gator to guide the search for interactions, just as it is possible to work in the absence of well­
formulated constructs. 

Actuarial Prediction 

When conjuring up the word "prediction," the typical researcher remembers his statistical training 
and attempts to apply the model of linear regression and correlation, predicting one variable from 
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- VARIABLES 0 
z 

ANALYTIC METHODS 0:: 
INDEPENDENT DEPENDENT 

w (PREDICTOR) (CRITERIA) 
l-
e. NUMBER MEASUREMENT NUMBER MEASUREMENT « 
:c LEVEL LEVEL u 

AUTOMATIC NOMINAL6 
INTERACTION 5 SEVERAL ORDINAL6 ONE INHRVAL1 
DETECTION INTERVAL6 

ACTUARIAL NOMINAL2 NOMINAL 
PREDICTION 6 SEVERAL ORDINAL ONE ORDINAL 

INTERVAL INTERVAL 

CLUSTER AND NOMINAL2 There arE no a priori 
TYPOLOGICAL 7 SEVERAL ORDINAL dependent variab1esB 
ANALYSIS INTERVAL 

NOMINAL2 Genera11~ there is nc: 
distincti pn between 

PATH ANALYSIS 8 SEVERAL ORDINAL2 the inder, ~ndent and 
INTERVAL dependent variables 

FACTOR ANALYSIS 9 SEVERAL INTERVAL9 TherE arlO no a priori 
dependent variab1esB 

GENERAL MULTIPLE NOMINAL2 
REGRESSION AND 10 SEVERAL ORDINAL2 ONE ORDINAL 
CORRELATION INTERVAL INTERVAL 

MUL TIVAR lATE 
11 

ONE7 OR NOMINAL2 
ANALYSIS OF SEVERAL ORDINAL SEVERAL INTERVAL3 
VARIANCE INTERVAL 

CANONICAL 
11 

NOMINAL2,S 
CORRELATION SEVERAL ORDINALS SEVERAL See note 

INTERVALS #5 

DISCRIMINANT 
12 

NOMINAL2 
ANALYSIS SEVERAL ORDINAL SEVERAL INTERVAL4 

INTERVAL 
1. May be used l<tith dichotomous dependent variable. 

2. Can be used if data is converted to the dummy variable format. 

3. May be used with dichotomous (or po1ychotomous) dependent variables; however, interval 
level is statistically preferred. 

4. Nominal or dichotomous data can be used if the discriminant analysis is employed for 
prediction or classification problems. Interval data should be employed if the dis-
criminant analysis is employed as a form of MANOVA. 

5. One of the sets (either the independent or dependent variables) can be nominal (as a 
dummy variable) or ordinal or interval. The other set must be interval. It doesn't 
matter which set is which. 

6. Interval variables are treated by this program as ordinal. Nominal variables (unordered) 
can be used and do not have to be treated as dummy variables. 

7. The case of one independent variable obtains with a one way multivariate analysis of 
variance. 

B. Although there are no a priori dependent variables, the factors or clusters that are 
generated can be viewed as dependent variables. 

9. Non-interval data can be used, but it is not recommended. 
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GENERAL MODES OF USAGE AND PURPOSES SAMPLE SIZES11 
>->- 0:: n =' number of subjects 

0:: 0 x = number of independent 
0 l-
I- <t: variables 
<C ::E: COMMENTS IX: 0:: 
0 - Minimum Sizes: 
-I u.. Italics = recommended m~n~mum a. z 
X 0 Roman = mandatory minimum 
UJ u 

X Helps find non-1inearities in data n = 500, x = 10 

X 
An alternative to n:u1tiple regression. Useful n = 100, x = 2 
in preliminary search fvr groups or types n = 500, x = 10 

X X Useful in generating groups n > 15 (See note #12) 

X useful for testing causal hypotheses 
As a guideline one can use 
notions for multiple regression 

X X To establish basic dimensions n "" 50, x = 5 
n '" 200, x = 20 

X X A valuable predictive method. One of the most n '" 60 + 10Vx 
general techniques n "" 80 + 20 .[i( 

A general.ization of analysis of variance to 
Difficult to specify without 

X knowing error structure and 
several dependent variables magnitude of any fixed effects 

X X A generalization of multiple regression 

X Allows study of nature of group differences. n '" 3x 
Useful in differentiating existing groupslO n "" lax 

10. It can be used as a follow-up to MANOVA in describing the nature of group differences, 
or it can be used as a classificatory or predictive tool. 

11. The reader is cautioned that the sample sizes suggested are intended as gross guide-
lines and not as dicta. 

12. Depends on nature of the subjects and the specific method. Could be applied to 15 
cases if they are relevant stimuli or objects. 
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another. There are alternatives to linear prediction, although regression and correlation meth­
odology can be extended to handle nonlinear prediction, as discussed in the regression chapter 
below. But across the years a separate methodology has been developed to deal with prediction 
that is more in the tradition of insurance research and population surveys than it is in the 
tradition of psychology and sociology. In these situations one develops actuarial tables in 
order to predict such attributes as probability of death at a given age, given that one smokes, 
for exa~ple. This actuarial methodology has been introduced into social sciences applications 
particularly through psychological testing, such as those that might be used in predicting a di­
agnostic classification from a series of test scores. The actuarial approach does not necessarily 
assume that the predictors are quantitative in nature or linearly related to each other. It uses 
a series of sequential empirical steps to develop homogeneous predictior, groups, to identify 
patterns of scores on the predictors that relate to the criterion, and to establish the cross­
validational validity of such approaches. Consequently, actuarial prediction is particularly 
applicable with multiple predictors that are of a nominal or categorial type rather than contin­
uous, as might be the case in discriminant analysis. 

Cluster and Typological Analysis 

In many data situations, one has numerous scores on given entities such as individuals. These 
may be nominal, categorical, or continuous in nature. One suspects, however, that the represen­
tation of individuals on these scores is not smooth and continuous, as it might be if differing 
individuals simply differed from one another in slightly varying fashions. Rather, it is sus­
pected that the entire set of Individuals may consist of a discernible small number of groups of 
individuals, such that individuals within a group tend to be quite similar one to the other, and 
that across groups individuals tend to be relatively dissimilar to each other. It is the purpose 
of clustering and typological analyses to discover such natural groupings where they may occur. 
There is no single best approach to the problem of clustering individuals, but rather there is a 
family of approaches, each of which has advantages and drawbacks. In general, these techniques 
group individuals on the basis of some measure of similarity or dissimilarity. Computer programs 
try to find the partitioning of subjects that will yield the homogeneous categories referred to 
above. At a later stage, it will be necessary to develop a model for understanding the typology 
in terms of the original variables. Finally, it is possible to test hypotheses about the typol­
ogies, although more typically, cluster analysis is an exploratory data analytic technique. 

Path Analysis 

When one has scores on numerous entities and on numerous variables, and it is possible to con­
ceive of the scores as essentially continuous in nature, it is possible to generate all possible 
intercorrelations or covariances among the variables. If the scores, in addition, have fairly 
nice distributions, it is possible to use relatively powerful statistical methods to test a 
variety of models or hypotheses about the interrelations of variables at a more advanced level 
than the simple evaluation of whether a given correlation is significantly different from zero 
or not. Path analysis is a technique for translating models of behavior, such as causal models, 
into diagrams and equations that represent faithful articulations of a given hypothesis describing 
the effect of one group of variables dn another set of variables. For example, one might believe 
that the variable "peer influence" somehow leads to or causes drug use. Having translated a given 
model or miniature theory into a series of diagrams or equations, a number of consequences must be 
observed in the intercorrelations among the data if the model is a true representation of what 
actually occurs in the real world. Providing that one's model is correct, the data will be con­
sistent with the model. On the other hand, and far more likely in practice, one's model may be 
incorrect and the corr~lational data will be inconsistent with the model as specified. It is in 
this sense that path analysis is a hypothesis testing, confirmatory procedure, since it allows 
one to test a given causal model. 

Factor Analysis 

The same multivariate data that can be studied by path analysis in a confirmatory context can be 
subjected to factor analysis of a confirmatory kind. In confirmatory factor analysis, one postu­
lates the existence of certain factors that account for the interrelations among the variables. 
If one's hypothesis is correct, then removing the factors through computer-statistical means will 
make all variables become uncorrelated. If one's hypothesis is wrong, additional effects will 
remain. Unlike path analysis, factor analysis also has an exploratory role. Indeed, it is typi­
cally used as a means of discovering the possibl, underlying sources of variation in one's data. 
Given that one has measured many variables, there may well be far fewer latent sources of variance 
or factors. A well-known application of factor analysis has been to the area of intelligence, 
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where some have suggested that all variables of an intellectual nature intercorrelate only because 
they all measure a single construct "intell igenc~' (this is false--there are many intellectual 
factors). Exploratory factor analysis aims to discover as mary underlying factors or dimensions 
as may be needed to account for all the interrelations among the variables the investigator has 
measured. 

General Multiple Regression and Correlation Analysis 

The concept of correlation as typically taught in statistics classes is applicable to many vari­
ables at once. In the generalization of the simple correlation coefficient between two variables, 
the most frequently occurring situation is one in whic~ one has a variety of predictor variables 
and desires to predict a single dependent variable. For example, one may wish to predict drug 
use from a variety of personality and social variables. Multiple correlation and regression anal­
ysis is a technique concerned with the task of prediction itself, assessing the relative contri­
butions of the various predictors to explaining variation in the dependent variable, and to testing 
hypotheses about whether given influences are truly greater than zero. In contrast to factor 
analysis, where there is no particular distinction made between independent and dependent variables, 
this categorization is of fundamental importance to multiple regression. Path analysis, discussed 
above, can be considered to be a series of simultaneous multiple regressions--where one not only 
wants to predict a given dependent variable from a set of independent variables--but one may also 
want to consider one of the independent variables as a criterion to be predicted by some other 
combination of variables. Thus, mUltiple regression analysis is of fundamental importance, not 
only in its own right, but in its implications for other methods. 

Multivariate Analysis of Variance 

It is hard to get through two semesters in statistics without learning something about analysis 
of variance. Typically associated with the analysis of continuous data on a single dependent 
variable according to a particular design or structure of independent variables, the analysis of 
variance is more appropriately described as a technique for the analysis of means or averages. 
By isolating sources of variance attributable to different independent variables, typically of 
a nominal or categorical nature, the analysis of variance attempts to evaluate the effects of 
these independent variables upon the mean dependent variable score. Although typically applied 
to data arising from experimental situations, the technique can also be applied where the data 
are obtained in quasi-experimental or nonexperimental research. The multivariate analysis of 
variance represents a conceptually very simple genp.ralization of this simple idea. However, in­
stead of having a single dependent variable, the investigator has scores on several dependent 
variables. The technique aims to determine whether any of the previously specified independent 
variables have any effect whatsoever upon any of the dependent variables, considered in combina­
tion. ObViously, if the independent variables have an important consequence for a single depend­
ent variable, this can also be determined by the multivariate analysis of variance. Although one 
could perform individual univariate analyses of variance on each dependent variable in turn, re­
peating the analysis as many times as one had dependent variables, the multivariate analysis of 
variance performs this chore simultaneously as well as more appropriately from a statistical point 
of view. The technique tends to be more confirmatory in nature than most of the methods discussed 
previously, 9rowing out of a hypothesis testing statistical tradition. 

Discriminant Analysis 

When one has multivariate quantitative data on numerous individuals, each of whom can be considered 
to be a member of a particular group, the question frequently arises as to whether the variables 
in question can be used to classify the individuals accurately according to their group membership. 
This is the basic problem of discriminant analysis. It attempts to use the information in the 
quantitative variables, considered as independent variables, to predict group membership. In 
reference to the previous discussion of cluster analysis) if all the individuals Within each of 
the various groups is homogeneous in terms of their score profile, and the score profile in a given 
group were different from the score profile from another group, it would be immediately obvious 
that group membership would be perfectly predictable from the pattern of test scores. In the more 
typical situation, however, a statistical means of weighting the variables must be determined so 
as to optimally predict group membership from the variables. This procedure is useful not only in 
the initial problem of determining whether or not it is possible to classify individuals correctly 
into preexisting groups, but also in the future assignment of a new individual into one of the 
preexisting groups. The individual would be most accurately assigned, of course, if he was ?Iaced 
in the group whose scores he resembled most closely. This is the task confronted and solved by a 
discriminant analysis. It is the classification technique par excellence. 
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THE MINIMAL ASSUMPTIONS 

In considering the relevance of one of the above-mentioned techniques to a particular problem, 
the investigator will immediately face the question of whether the data at hand meet all the as­
sumptions required for the appropriate use of the technique. Some of the specific assumptions 
required by given methods are discussed in greater detail in the chapter of summaries that follows 
and, of course, each of the individual chapters goes into this question in great depth. The user 
always should be prepared to evaluate the given data relative to the requirements of the given 
technique. There is no point in worrying about the potential relevance of a technique if one's 
data simply are not in the appropriate form. Are the variables categorized into independent and 
dependent variables? Are the independent variables quantitative or simply categorical or nominal 
in nature? Is there one, or are there many dependent variables? Does one have enough subjects 
to be able to perform the analysis in question? Is the assumption of linearity a reasonable one 
in the investigator's situation? Are all the variables experimentally independent, or are some 
scores simple functions of others? Are complete data available for all subjects, or are there 
missing data? Are there enough subjects so that it is possible to divide all subjects into two 
groups, one on which exploratory data analysis can be performed, and another upon which a con­
firmatory, followup hypothesis testing procedure can be performed? Questions such as these will 
need to be answered by the investigator when exploring each given methodology. 

THE VALUE OF COMPUTER PROGRAMS 

It must be acknowledged immediately that the vast majority of techniques described in this volume 
are of such complexity that the untrained individual could never apply the techniques in a reason­
able amount of time without the availability of standard computer programs for this purpose. The 
computer programs are valuable because of their standardized approach and implementation of a 
given methodology, and because, having been developed and distributed nationally, they also tend 
to have been tested and evaluated for accuracy and reliability. Thus, if an investigator's data 
meet the requirements of a particular technique, and if questions that can be answered by a given 
technique are indeed the ones the investigator wishes to pursue, it is only necessary to consult 
standard program sources for the implementation of the technique. Wherever relevant, each chap­
ter in this volume 1 ists, under "RESOURCES," the standardly avai lable programs for performing the 
analysis or methodology described in the chapter. Where alternative programs are available, 
these are described. In all cases, an attempt is made to focus only upor: standardly available 
programs, rather than esoteric and unreliable ones. Programs that are recommended have been well 
documented, so that the (elative novice should be able to utilize them with accuracy and compre­
hension. Obviously each program will vary in the kind and nature of supporting information it 
provides the investigator, so that a certain amount of flexibility will be required by the user. 
Of particular importance will be the maintenance of a critical eye towards the output from an un­
familiar program, since the various programs usually provide error messages or other clues to 
possible problems in the computer reading of the investigator's data, in the computations, or in 
the inability to meet certain crucial assumptions. It is far better to be corrected during the 
analysis of a given set of data than to publish inaccurate results that may never be replicated 
by others. 

THE IMPORTANCE OF CONSULTATION 

As we have emphasized, multivariate and univariate statistical and quantitative techniques have 
been growing in varizty, quantity, and sophistication at an ever increasing pace in recent years. 
A lack of acquaintance with the newer techniques would almost of necessity represent a universal 
condition rather than an inadequacy in an investigator. We have prepared this volume with the 
explicit goal of bringing the reader up-to-date in relevant methodological techniques, but the 
reader showld not believe that an introductory presentation such as we are providing will suffice 
for all applications of the given techniques. We do believe that the rea~er will be able to judge 
from this volume the relevance of a given technique to a given problem, and, furthermore, that 
where there are computer programs, the investigator will be able to implement the te£AAi~~e. How­
ever, there may remain technical questions that are simply not answered in the presented materials. 
In this case it will be necessary for the reader to turn to the bibliographic references presented 
at the end of each chapter. These have been selected for their ability to instruct tl<le reader at 
a more advanced level, as well as for their currentness. If these published works are unable to 
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satisfy the curiosity of the reader, or do not provide the specialized material required by the 
investigator, we urge that a consultant in methodology be engaged. The names of appropriate con­
sultants will become obvious from the bibliography. 

OTHER METHODS 

We were unable to include in this volume as comprehensive a set of techniques as we had hoped. 
Limitations of resources, time, and space precluded the inclusion of a variety of other methods 
that have become popular and relevant to modern social science research. One might mention such 
techniques as discrete multivariate analysis, nonmetric multidimensional scaling, functional 
measurement, optimal scaling, and recent developments in more well-known fields such as the analy­
sis of covariance. These techniques will have to be discussed in future volumes. 
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SINGLE-ORGANISM DESIGN BY FRANKLIN C, SHONTZ, CHAPTER 3 

Whereas the conventional approach to psychological research advocates a direct search for 
general laws by studying large groups of subjects, single-organism strategy begins by studying 
individuals in order to discover valid principles for explaining the behavior of each. It 
regards the question of generality as one to be answered empirically, through replication of 
single-organism studies. Detractors argue that single-organism research uses samples that are 
too small, and, therefore, need not be taken seriously. However, large sample research fails 
to recognize that sometimes entirely different functional relations apply to group data than 
apply to data from individuals. 

When properly employed, single-organism research is at least as demanding as large-sample 
methods, and it usually leaves less to chance. In laboratory experiments, single organisms can 
be more effectively and efficiently handled, more thoroughly known, and subjected to more 
completely and appropriately controlled conditions than can large groups. In exploratory 
research, individuals can be specifically selected for appropriateness to particular problems 
and treated not as "subjects" but as co-investigators, as active participants or even as expert 
consultants. For example, in representative case research, a single person may be deliberately 
sought out because he or she displays more clearly the precise characteristics an investigator 
wishes to study. 

Single-organism strategy recognizes that tightly controlled experiments and loosely designed 
exploratory investigations are both useful in their own ways. Research designs may vary from 
those that adhere closely to the classical model of experiments conducted in controlled laboratory 
environments (as in operant conditioning), to quasi-experimental designs (such as time-series 
analysis in natural process research), and to formal case studies (as in the representative case 
method) which are as noninterfering as possible. An important feature at all levels is the 
prominence of investigations with a practical or therapeutic orientation. 

Single-organism research assumes that a valid principle may apply to one individual, to only a 
few organisms, or to everyone. The strategy begins by studying individuals in order to generate 
valid principles for explaining the behavior of each. The validity of these principles is 
evaluated by how carefully and correctly each individual is studied. Because generality is a 
matter for investigation by replication, publication of single-organism studies is only war­
ranted either to demonstrate innovative procedures or to report results after sufficient data 
have been collected from a sufficient nllmber of organisms, examined under sufficiently well­
control~ed conditions, to justify the belief that reasonably general statements can be made. 
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LONGITUDINAL DESIGNS BY ERICH W, LABOUVIE, OjAPTER 4 

I~' the study of behavior it has been common to rely primarily on static cross-sectional rather 
':l1an long i tud i na I methods of des i gn. However, it is abundantI y cl ear that any soci a I i nterven­
tion aimed at modifying human behavior requires by necessity a direct assessment of intraindivid­
ual change and interindividual differences in individuals over t.ime, i.e., longitudinal designs. 
Short-term cross-sectional designs have been preferred because longitudinal studies require 
greater investments of time and effort on the part of both subjects and researchers. But the 
internal validity of cross-sectional differences as indicators of intraindividual change is 
high;y questionable. Cross-sectional data do not allow the researcher to trace individual change 
patterns or to relate earlier observations to later behaviors; and the obtained differences 
between groups are likely to confound time-related change. Methods that try to short-cut the 
more laborious and time consuming longitudinal measurement therefore sacrifice at least part or 
all of that information. The usefulness of simple or cross-sectional designs is limited primar­
ily to initial explorations of behavioral change phenomena. Once a target pattern for a problem 
has been established, the application of longitudinal designs becomes necessary. 

In Simple longitudinal Designs, a researcher samples individuals from some target population and 
measures them repeatedly on two or more occasions. Sources of error in internal validity include 
the influence of testing effects'and the possibility of unreliability in retrospective accounts. 
Methodological deficiencies affecting external validity are even more numerous and more difficult 
to control for. These include: (1) selective sampling, (2) selective survival, (3) selective 
drop-out, and (4) generation effects. 

To more accurately describe age-related changes, developmental psychologists have introduced more 
sophisticated Extended longitudinal Designs. Three types are time-sequential, cohort-sequential 
and cross-sequential Gesigns. Time-sequential Design, although it does not yield longitudinal 
observations of intraindividual changes, can provide useful information about general cultural 
trends as a background against which to evaluate the impact of specifi~ intervention programs. 
In Cohort-sequential Design, a set of cohorts is observed at different age levels providing a 
longitudinal s.ries for each of several generations. In Cross-sequential Design, a fixed set of 
cohorts is observed on several occasions using repeated or independent observations. Because of 
its greater practicality, this last design has been employed more frequently in empirical studies. 

Although all three sequential designs are strictly descriptive, they are preferable over the 
conventional cross-sectional and longitudinal designs. However, while they are useful to esti­
mate the extent of cultural changes and generation effects, it is important to realize that other 
sources of error mentioned previously still have to be dealt with. A general strategy to cope 
with the potential sources of error includes: (1) the use of appropriate series of independent 
control groups; (2) an explicit attempt to describe various cohort samples in terms of relevant 
environmental and background variables; and (3) a posteriori comparison between drop-outs and 
1I~';i" ·vors." 

The Li~e of analytical procedures that may be utilized in longitudinal measurement greatly depends 
on issues concerning the type of dependent variable (quantitative or qualitative) and the partic­
'lIar aspect of change (quantitative or structural) assessed. Such procedures include variance or 
trend analysis, models that view time-~eries as stochastic processes, and factor analytic methods. 
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AUTOMATIC INTERACTION DETECTION BY ROBERT H, SOMERS, GLEN P, MELLINGER, AND 
SUSAN I, DAVIDSON, CHAPTER 5 

Automatic Interaction Detection (AID) is one of the first computer programs developed specifically 
for the analysis of social science data that makes use of the decision-making capacity of a 
computer. AID is a multivariate method intended for analysis of a number of independent variables 
in relation to a single dependent variable. It is a useful preliminary screening or exploratory 
device to identify components of the sample where interaction occurs. 

To identify and judge the import of interaction patterns is a major problem for survey analysts. 
AID accomplishes the former better than the latter; it is one of the few analysis techniques 
intentionally designed to identify interaction patterns. The ultimate aim of AID at each level 
of operation is to account for variation in the dependent variable. The program scans the 
relationship between predictors and a dependent variable and, on the basis of this scanning, 
selects the one best way to divide the sample into two groups so that a maximum reduction in 
variation on the dependent variable is accomplished. That is, it dichotomizes the sample so as 
to minimize the unexplained variance, then repeats the searching and splitting operation within 
the grours thus formed, and continues in this way until stopping criteria are reached. 

Interaction presents s~~cial problems for analysis because it me3ns the assumption of additivity 
of the effect of predictors on the criterion often required in multivariate analysis is violated. 
AID examines the relative importance of each of a set of independent variables in predicting a 
criteria without any assumptions of additivity or linearity. Especially by assuming additivity, 
other multivariate techniques overcome the need for making qualitative distinctions within the 
data. The elementary decision-making involved in AID incorporates the idea of making a selection 
at one level of data analysis, and then pursuing the implications of this and subsequent selections 
on increasingly deeper levels of analysis. Because it makes no assumptions about the data 1n 
terms of measurement properties or additivity, AID is employed usefully as an exploratory 
device prior to the utilization of multiple regression or partial correlation methods. 

AID is intended for categorical predictors which may be unordered, or ranked, or measured on an 
interval scale. It also is intended principally for survey data, rather than data collected by 
more quantitative measurement procedures. A fairly large sample size is useful, although the 
program itself imposes no restrictions on sample size. In contrast to the flexibility regarding 
measurement assumptions in the predictors, AID requires interval measurement or dichotomization 
of the criterion. As AID makes few assumptions about the data, it takes literally each observed 
value that is presented to it, la'gely ignoring problems of sampling and measurement error. 
Even in the light of this limitation, AID is an extremely useful exploratory device. 
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ACTUARIAL PREDICTION BY JACOB O. SINES. CHAPTER 6 

The actuarial approach is a set of methods for searching and identifying homogeneous subtypes or 
classes of individuals, and for predicting or understanding their behavior with a clini~aJTy and 
socially significant degree of precision. It enables the evaluation of the extent to which 
subtypes of ~rug users share relatively homogeneous etiologies, patterns of drug use or responses 
to specific treatment programs. Actuarial prediction is useful particularly in the identification 
of a set of taxonomic classes of drug users on the basis of psychological test scores. 

Many assume, with cause, that some of the personality characteristics measured by one or another 
psychological test are related to clinically important characteristics of drug users. Psycho­
logical test variables also are "psychometrically tractible" and are able to be examined as 
useful predictors. For example, the four major actuarial systems developed for use with psychi­
atric patients have used the MMPI. Of course, there are times when the nature of the criterion 
to be predicted renders personality tests less appropriate than other types of predictors. 
Therefore, it is appropriate to collect as many types of predictor data as possible. It is also 
necessary to have far more than the usual number and kind of nontest information or criterion 
data about one's subjects. The largest practical array of clinically important information on 
each patient should be collected in the hope that some of the data may indeed be predictable from 
one or more of the patterns of test scores that may be identified. The relationship between 
test-defined groups and the criterion of interest can be empirically determined through grouping 
or clustering procedures such as r , profile correlation, D2, and several nonstatistical methods. 
The D2 technique is preferred. p 

The approach assumes that there are several distinguishable patterns of psychological test data 
that will define relatively homogeneous groups or taxonomic classes. However, the mere identi­
fication of psychometrically homogeneous subgroups is of relatively little clinical value unless 
members of such classes are found also to be homogeneous with respect to other clinically impor­
tant nontest characteristics such as etiology, patterns of use, or response to treatment. Also, 
psychometrically highly homogeneous classes may only contain a few individuals; if one generates 
classes accommodating rp.latively large numbers of patients, they may be too heterogeneous. The 
appropriate narrowness of a test-defined group must be determined for each question. 

It is erroneous to assume that personality variables assessed by a test must describe all drug 
users and must identify and distinguish between all the clinically meaningful subgroups of drug 
abusers. A few clinically quite important test-defined types of classes of drug users may be 
identified using one such measuring instrument, and yet scores or patterns of scores on that test 
may be unrel~~ed to clinically meaningful characteristics of the remaining large proportion of 
drug users. If such is the case, another assessment instrument might identify clinically mean­
ingful subgroups among the remainder of the drug users who had not already been classified. 

While it is certainly hoped that some psychometrically homogeneous groups show greater-tilan-base­
rate homogeneity in some :linically important respect, our present level of knowledge doe~ not 
guarantee such D positive finding. But if one or more of the groups identified using on~ rtic­
ular set of predictor variables shows a clinically important degree of homogeneity in ter~~ of 
our criteria of interest, those are valuable data. In such a case, one should routinel, collect 
those predictor data and make clinical decisions on the basis of membership in those groups while 
attempting to identify additional psychometrically homogeneous groups among the remaining patients 
using other domains of predictors. 
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ClUSTER AND TYPOLOGICAL ANAl YSIS BY MAURICE LORR. CHAPTER 7 

Cluster analysis of multivariate data groups together persons, objects, concepts or events into 
coherent classes on the basis of their measured similarities. The main goals of analysis are 
to recover or identify "natural clusters" of entities, generate a conceptual scheme reflecting 
their interrelationships, discover structure inherent in a body of data. and test hypotheses 
about groupings believed to be present in the data. The clustering process itself can be 
broken down into a number of steps as follows, 

(1) 
(2) 

(3) 

(4) 
(5) 
(6) 

(7) 

(8) 

(9) 

Select a representative set of entities to be studied. 
Define the domain of similarity to be studied and select a r~presentative set of 
attributes. 
Convert scores into a comparable metric if needed. Decide whether or not to include 
categorical as well as continuous variables. 
Decide whether to use factor analysis to reduce the number of descriptor variables. 
Select a suitable index of similarity or dissimilarity between pairs of entities. 
Choose a structural model for the clusters or types anticipated. The main models are 
the compact or homogeneous, the chained or continuously connected, and the hierarchical. 
Select an appropriate method of clustering, an efficient algorithm, and apply the 
procedure to the matrix of indices of similarity--dissfmilarity. 
Determine the mean profiles of the various clusters found or convert into a tree­
structure or dendogram. 
Interpret the results and choose some decision function (i.e., discriminant functions, 
multiple cutting scores, Bayesian analysis) to allocate new cases to the subgroup to 
which they belong. 

There are several problems involved in the process of searching for groups or categories. Of 
considerable import are the variables and scales of measurement selected. In the social and 
behavioral sciences it is Important to allocate variables to one of four kinds of measurement 
scales. The most rudimentary is the nominal or classificatory scale, whereby numbers or 
symbols are used to classify entities. A given collection of objects are partitioned into a 
set of mutually exclusive subsets. Ordinal scales reflect consistent rank orders. Objects in 
one category of the scale differ from objects in other categories of the scale by being greater 
than or less than. An interval scale is characterized by a constant or equal unit of measure­
ment. The scale has all the characteristics of an ordinal scale but, in addition, provides a 
distance between any two objects. All of the parametric statistics such as means, standard 
deviations and correlations are applications to interval scale data. Finally, a ratio scale is 
an interval scale with a true zero point as its origin. The ratio of any two scale points is 
independent of the unit of measurement. This scale is extremely rare in the social or behavioral 
sciences. 

Remember that similarity is not a general quality. It is necessary to specify the domain of 
similarity--difference in discussing the similarity of persons, objects or events. If a group 
of people are found to be similar on one set of scores, it is not justifiable to assume their 
similarity in gener~l. 

The three major structural models in typing and cluster analysis are: (1) compact or homogeneous, 
(2) chained or continuously connected, and (3) hierarchical. Members of the compact type are 
said to be similar or dissimilar, alike or different, close or far, etc. Within the chained 
type, ordinal (dominance) relations exist among objects within a type. The hierarchical scheme 
is usually represented by a hierarchical tree or dendogram. A hierarchy may be seen as a 
nested set of clusters in which each level is assigned a rank. 

Cluster analyses procedures include: (1) denSity or mode seeking, (2) partitioning (3) clUmping, 
and (4) hierarchical clustering. Density seeking searches for modes or regions of high density 
for entities in attribute space. Partitioning subdivides a collection or set of entities into 
mutually exclusive classes. Clumping groups objects into overlapping subsets. Finally. hierar­
chical clustering groups entities into clusters and merges the clusters at successive levels to 
form a tree. Merging of clusters can be done using, among others, single linkage, complete 
linkage, and average linkage analyses. 

Ordination, or obtaining a low dimensional mapping of a set of data points, can be accomplished 
with principal components ·analysis, multidimensional scaling technique (MDS), and discriminant 
function analysis. 
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PATH ANALYSIS BY MURRAY P, NADITCH, CHAPTER 8 

Path analysis is a mathematical modeling technique, based on multiple regression, that can be 
used to specify relations a~~ng a set of variables. When underlying assumptions are met, it 
represents a rather eler~nt way to express verbal theory in a diagram of causal paths, making 
implicit assumptions explicit and facilitating theory development. A set of structural equations, 
isomorphic to the causal path network, are used to estimate the magnitude of various parameters 
of the model. The first step is to hypothesize the important explanatory variables and then 
establish a temporal, theoretically appropriate ordering of the variables as they causally relate 
to the outcome being studied. The relationships among the variables are then exhibited in a path 
diagram, the presence or absence of causal arrows being based on theory and previous empirical 
research. (The diagram can thus be considered a statement of the author's hypothesis.) Numeri­
cal path coefficients are finally estimated from the statistical data using mUltiple regression 
techniques. 

By estimating the path coefficients of this series of equations, the researcher can estimate the 
magnitude of parameters in the model. Often this enables researchers to reject aspects of the 
hypothesis which can then be reformulated in the light of empirical findings. Used in conjunction 
with longitudinal data, such a model facilitates analysis of the effects of possible intervention 
strategies or programs. The validity of any path model as a description of reality depends, 
however, both on the quality of the theoretical hypotheses constituting the model and also the 
representativeness and quality of the data from which the parameters are estimated. The most 
important prerequisite is a theoretically defensible specification of a model. Path coefficients 
will be biased to the degree and extent to which the equations estimated differ from hypothetical 
equations that "truly" describe the process being explained. 

Path analysis assumes that a set of variables can be temporally ordered, and are asymmetrically 
related.' Satisfying these assumptions may be especially difficult in drug research using cross­
~ectional data. This problem can sometimes be overcome with time-series data. 
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FACTOR ANALYSIS BY PETER M. BENTLER. CHAPTER9 

Factor analYSis is the most widely used of all methods of multivariate analysis. Its major 
goal is the analysis and description of all sources of variance in the data when all the variables 
are mutually dependent. It is a ~eans toward identification of important underlying variables 
in a given set of data. The factors of factor analysis try to account for the covariance or 
aorrelations among mutually dependent variables. When summarizing vast amounts of data, one 
m~y wish to find out only what it is that various variables share in common; specific aspects 
of a given variable that are not shared by other variables may be relegated to an irrelevant 
role. Typically, the part of a given variable that is shared by many other variables is called 
the common part; the part that is unique to a given variable, the specific and error part, is 
called the unique part. Each of the sources of variation in tre common parts is called a 
common factor, or simply, a factor. There are also unique factors, but in factor analysiS it 
is the common factors that are of special importance, since these represent independent variables 
that share variance among many dependent, given variables. 

Factor analySis enables one to determine whether a single underlyin3 variable (i.e., factor) 
can summarize all the information in a set of dependent variables (i .e., all the consistent 
differences among entities), such that the given variables are functions of the factor. This 
sets it apart from both analysis of variance, which seeks to determine the effect5 of indepen­
dent variables on dependent variables, and principal components analysis, which seeks to obtain 
new observed variables as functions of the given variables such that the new variables account 
for as much variance on each and every variable as possible. Computer programs are available 
to perform the complicated mathematics. 

In Data Reduction, factor analysis enables one to reduce masses of multivariate data to only a 
few factors. Exploratory Factor Analysis, the most frequent application, aids in acquIrIng a 
theoretical understanding of the nature of the factors. In purely exploratory worl<, without a 
well-developed theory nor enough previous data, one may not be able to predict with great 
accuracy what the various factors might be that account for the covariation observed among 
variables in a given domain. Here, factor analysis can be a viable alternative to stepwise 
regression in explaining the nature of underlying variables. Confirmatory Factor Analysis 
serves to cross-validate findings from a previous study or from a series of previous studies. 
It enables one to test the hypothesis that the given number of dimensions underlying the covari­
ation among variables is some specific number, and the hypothesis that a given factor loading 
or beta weight has some specified value. 

Factor analysis is a linear model. Dependability of results hinges strictly upon having an 
adequately large and random sample of entities (at least five times as many entities as variables), 
and having at least five variables for every factor. The samples of variables and entities 
must be adequate representations Qf the universe of variables and of the popUlation of subjects. 
Missing data cannot be handled -.ld it is assumed that data variables are experimentally independent. 
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GENERAl MIJITIPLE REGRESSION AND CORRELATION BY JACOB COHEN AND PATRICIA COHEN. 
CHAPTER 10 

Multiple regression and correlation (MRC) is a well-established data analytic procedure, long the 
method of choice when the relationship between one dependent (criterion) variable and a group of 
two or more independent variables (predictors) are studied. During the last decade, the scope 
and generality of MRC has greatly expanded. It is now known that virtually any information may 
be represented as independent variables and their bearing on a single dependent variable can be 
evaluated. The linear multiple regression equation can be used to estimate any individual's 
value on a criterion by entering the information regarding his predictor values. Applied to all 
subjects, the estimate is the best possible by the "least squares" criterion. 

The numerical constants in the regression equation are not only error-minimizing values but have 
important interpretive properties. It is possible to determine the effect on the criterion 
caused by a change in a predictor when all other variable~ are held constant or partial led. This 
partialling is a centrally important feature of MRC, since it makes it possible to determine if 
anyone variable has a sizeable and significant effect on the dependent variable when there is 
otherwi se comparab 1 e stand i ng on a Jl other vari ab 1 es. I n cons i der i ng the associ at i on of each 
predictor on the criterion, MRC provides three different correlation coefficients whose squares 
are interpretable as proportions of variance. The ordinary squared product moment correlation 
gives the proportion of variance linearly accounted for by one predictor alone, ignoring any 
relationship this predictor'may have with others, or the others' relationship to the criterion. 
Second, the squared semipartial correlation gives the proportion of variance accounted for by the 
part of a predictor which is unique to the predictor, i.e., the part which it does not share with 
others. Third, the squared partial correl~tion gives the expected value for the squared product 
moment correlation for subsets of cases, all of which share the same value on the other variables, 
i.e., are "held constant statistically". Thus, the relationship of one variable to the criterion 
can be estimated, uninfluenced by their relationship to the other variables. 

All independent variables may be simultaneously regressed and correlated with the dependent 
variable. One result of so proceeding is that for each independent variable, all the others are 
partialled in the determination of partial regression and correlation coefficients. An alterna­
tive, hierarchical strategy enters each predictor successively in a predefined order, and deter­
mines for that hierarchical order how much each adds to the prior squared multiple correlation 
(R2). The hierarchical strategy is the MRC method of choice in the analysis of the data of 
surveys and quasi experiments, and in the analysis of covariance and its generalization. A 
computer-defined hierarchical procedure ("stepwise regression analysis") can be used to select a 
small subset of predictors that predict that criterion well. 

A research factor may be represented as a set of independent variables, and the set is the func­
tional unit of analysis in general MRC. By using sets of predictors, one may bring into the MRC 
system group membership (nominal scale) information, nonlinear relationships, variables with 
missing data, and interactive information. Also, by using sets which function as control Vari­
ables, one can greatly increase the scope and relevance of MRC to data analysis. 

General MRC analysis offers a uniquely powerful device for the exploitation of data. By partial­
ling a set A from set B and by using a single very general F test, significance testing is also 
possible. The null hypothesis tested throughout is that the population parameter value of the 
observed sample statistic equals zero; for example, that in the population, set B accounts for no 
criterion variance beyond what is accounted for by set A. The statistical power of the signifi­
cance test, which is the probability that it will reject the null hypothesis, can also be evalu­
ated. 

The mere possibility of inclusion of almost any kind of information does not make all such pos­
sibilities equally desirable. One can have lesser confidenc( in the procedure as the number of 
hypotheses tested gets large. The larger the number of predictors, the more difficulty may be 
anticipated in interpreting the results. Finally, decrease in power occurs as the number of 
independent variables studied increases. These problems may be resolved in several ways. First, 
distinguish between variables whose function it is to test the validity of assumptions, and those 
representing real substantive hypotheses. Second, minimize the inclusion of redundant variables. 
Third, employ the hierarchical model to test variables. 
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MULTIVARIATE ANALYSIS OF VARIANCE BY R, DARRELL BOCK, CHAPTER 11 

Univariate and multivariate analysis are methods for detecting and estimating, in sample data, 
differences between the means of populations. The populations may be naturally occurring and 
defined by attributes, or they may be created artificially by random assignment to experimental 
treatments. 

It is both a strength and weakness of analysis of variance that it makes simplifying assumptions 
about the statistical structure of the data to be analyzed. It assumes that the variables under 
investigation are measured on a continuum with a uniform unit of scale; that the distributions 
of these measures in the populations differ only in the location of their central tendency and 
not in other aspects of shape such as dispersion, skewness, kurtosis, etc. For certain inferen­
tial purposes, it is in fact assumed that the distributions are normally distributed with un­
known and possibly different means and unknown but constant variance. The strength of these 
assumptions is that they focus on the aspect of the distribution that is likely to be most 
sensitive to conditions of treatment or environment to which biological material might be exposed. 

In most biological and behavioral studies, it is not possible to make observations under widely 
differing conditions without endangering the integrity of the organisms. As a re~ult, most 
investigations deal with relatively small and essentially linear effects of different treatments 
or environments. These differences are expressed almost entirely in changes in the means of 
the distributions. By concentrating the inference on differences between means, the analysis 
of variance most effectively uses the information in the data to detect treatment or environment 
effects. 

Like univariate analysis of variance (ANOVA), multivariate analysis of variance (MANOVA) 
focuses on means of continuously distributed variables, but, unlike ANOVA, does so jointly for 
more than one such variable. MAN OVA is therefore especially suited to human behavioral studies, 
which typically involve a number of qualitatively distinct attributes or outcomes and for which 
no single index of value may be calculated. In the multivariate approach, the several variables 
are analyzed simultaneously, and the investigator or reader may decide for himself the overall 
meaning or importance of various differences that may be found. 

Statistical methods allied to multivariate analysis of variance, and often included in the com­
puter programs for the procedure, are the multivariate techniques of discriminant analysis, 
analysis of covariance, regression analysis and canonical correlation. 
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DISCRIMINANT ANALYSIS BY MAURICE M. TATSUOKA. CHAPTER 12 

Broadly conceived, discriminant analysis is a system of multivariate statistical techniques that 
provides an integrated approach to the solution of three distinct but interrelated problems: (1) 
to determine whether or not significant differences exist among two or more groups of individuals 
in terms of several descriptor variables (Significance Testing); (2) if such differences exist, 
to try to "explain" them in terms of smaller numbers of "underlying factors" than the original 
descriptor (Explanation of Group Differences); and (3) to utilize the multivariate information 
from the samples studied in assigning a future individual to one of several groups studied 
(Classification). 

As the first problem is precisely that addressed by multivariate analysis of variance (MANOVA) in 
its simplest form, discriminant analysis is often characterized as a follow-up or adjunct to 
MANOVA focusing on problem two--the explanation of group differences. This aspect in turn bears 
a certain resemblance to factor analysis, but factor analysis seeks to explain individual differ­
ence on a large number of attributes in terms of a small number of factors, while discriminant 
analysis seeks to do this for group differences. Whenever mUltiple criterion variables are used, 
MANOVA is the appropriate method for significance testing; explaining group differences parsimon­
iously is all but unique to discriminant analysis. 

Historically, discriminant analysis has been associated with the problem of classification. It 
is probably the most important aspect in practical applications such as early detection of poten­
tial drug abusers with a view to offering them counseling and preventive treatment. It is neces­
sary only to compute the discriminant function score for the individual to be classified (that 
is, the person of uncertain group membership, but who is known to be a member of one or the other 
of two groups), and then determine to which of the two group means on the discriminant funr.tion 
the individual's score is closer on the standardized scale. 

The first phase requires one to look for the linear combination (i.e., a weighted sum) of the original 
variables such that the F-ratio for testing the significance of the differences among the several 
groups' mean on this linear combination is larger than that for any other linear combination of 
the original variables. To determine the weight for predictors that give rise to the largest 
possible value on the F-ratio is the task of discriminant analysis. The ideal situation is when 
the descriptor variables foilovi a multivariate normal distribution in each group. Furthermore, 
the mathematical model for the significance testing phase requires that the popUlation covariance 
matrices of all groups be identical. The second phase does not require any distributional or 
equality-of-covariance-matrices assumptions. In classification, the multivariate normality 
assumption again becomes important if the numerical values of the likelihoods or probabilities of 
membership in the various groups are to be taken seriously. The equality-of-covariance-matrices 
assumption is not quite as crucial. Missing data always pose a problem when many variables are 
involved, and, of course, any method for supplying missing data is applicable only in the first 
two aspects of discriminant analysis. In the third phase, no individual with any missing data 
should be considered for classification. 

As most empirical studies concerning drug abuse involve a comparison between users and nonusers, 
or among users of different types of drugs, in terms of demographic and/or personality variables, 
discriminant analysis could be used as one of their analytic tools. In reality, very few drug 
abuse studies seem to have employed this technique. 
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INTRODUCTION AND RATIONALE: 
SINGLE-ORGANISM VERSUS CONVENTIONAL RESEARCH 

In recent years, research on single organisms or individuals has been advocated, directly or in­
directly, by many authorities. l Dukes (1965) noted that the history of psychology contains a 
long and diversified list of influential studies of this type. He found 246 reports of research 
on single organisms, published between 1940 and 1965. 2 Indeed, the problems investigated and the 
research designs employed in single-organism studies are so varied that the situation may seem 
too chaotic to permit systematic integration. A common, but not very productive way out is to 
assert that research on single organisms cannot be' used to test general laws of behavior and 
therefore need not be taken seriously. 

The conventional approach to research in psychology is to study large groups of organisms, either 
under laboratory conditions that are deliberately simplified to approximate the ideal of uni­
variate design, or under more complex conditions that permit elaborate statistical analyses of 
multivariate data. Examples of the latter are provided in most of the other chapters in this 
volume. The goal of such research is understood to be the discovery of laws that govern average 
behavior. Application of these laws to solve practical problems is not regarded as the primary 
purpose of the classical scientific enterprise. However, practitioners are permitted to apply 
the laws that scientists discover in order to understand, predict, and control the behavior of 
individual organisms. 

A possible weakness in this approach is its assumption of isomorphism between the group and the 
individual. Not only practical experience, but also experimental data and mathematical logic 
show that this assumption is often unjustified (Sakan, 1954, 1955; Sidman, 1952), Statis­
ticians might argue that the basis for failure of individual data to conform to group-derived 
functions is that the former contain larger components of error, and often that may be the 
case. Sometimes, however, the failure can be traced to the fact that entirely different func­
tional relations apply to group data than apply to data from individuals. As a simple example, 
suppose that many organisms perform the same task, and that the average remains stable because 
the performances of half the group improve from practice while the performances of the other 
half deteriorate from fatigue. The statement, that performance on this task remains stable and 
is therefore unaffected by e'ither practice or fatigUe, is clearly untrue, whether that statement 
is applied to the group or to the individuals who compose it. 

As a strategy for collecting data that wi 1 I lead to the discovery of principles of behavior, 
the single-organism approach has much to recommend it. Properly employed, it is at least as 
demanding as large sample methods, and it usually leaves less to chance. Also, it requires 
that a distinction be recognized which both complicates and clarifies the research enterprise. 
The distinction is between the validity and the generality of a psychological principle. 

VALIDITY AND GENERALITY 

Single-organism research does not assume that a valid principle must apply to all organisms, 
but that it may apply to one individual, to only a few organisms, or to everyone. This assump­
tion threatens to provoke knotty philosophical or methodological arguments about meaning in 
science; however, these are of no great concern, for the knots are easily cut. The liberating 
stroke is the realization that the limits of generalizability of a law or the description of 
conditions under which a principle applies are matters that are better resolved by systematic 
empirical investigation than by logical dispute. 
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Single-Organism Designs 

The following diagram (Fig. 1) systematizes some characteristics of the single-organism approach. 
Both conventional methods and single-organism strategies are capable of increasing the store of 
valid principles (solid vertical arrow in center). However, the conventional approach (dashed 
vertical arrow on right) advocates attacking the universal by seeking general laws from the 
outset. It tends to reject the study of individuals as a romantic, or at best suggestive, 
exercise that may produce hypotheses but that cannot test laws (Holt, 1962). Conventional 
psychology maintains that valid universal (i.e., general) principles apply to individual cases, 
but the conventional scientist does not undertake the task of application himself. That is 
regarded as a job for technology or engineering, and it is left to practitioners. Consequently, 
in the diagram, no horizontal connection is indicated between the conventional approach and 
statements about individuals. 

STATEMENTS 
ABOUT 

INDIVIDUALS 

PRINCIPLES OF 
KNOWN VAll D I TY 

---------t- -c> GENERAL 
(UN I VERSAL) 
STATEMENTS 

I 
I 
I 
I 

Large Group Single-Organi~m 

Strategy (Convent i ona I) 
Strategy 

PRINCIPLES OF 
UNKNOWN 

VALIDITY 

Figure 1. Comparison of single-organism and conventional research strategies. 

Single-organism strategy (dashed vertical arrow on left) begins by studying individuals in 
order to generate principles for explaining the behavior of each. The validity of these 
principles is evaluated by judging how carefully and correctly each individual is studied, not 
how appropriate the laws of one organism's behavior are for others. 

Generality Is a separate question. It is a matter for investigation by replication, so that 
the limits of or conditions for validity may eventually be completely specified. Therefore, in 
the diagram, a horizontal (dashed) arrow, pointing right, is included to show that study of the 
particular is not the last step in the process but should lead to expansion of knowledge of the 
universal, through systematically developed generalizations. 

CAUTIONS: 
WHAT SINGLE-ORGANISM RESEARCH IS NOT 

Single-organism strategy does not advocate publication of research results every time a principle 
is discovered for a particular individual; such findings are often of only limited interest. 
Consequently, adoption of single-organism strategy need not flood the already overburdened 
scientific literature with a tidal Wave of case s:udies. Publication is warranted only to describe 
procedural innovations of general interest or to present findings based on data collected from 
a sufficient number of organisms that have been examined, under sufficiently well controlled 
conditions, to justify the belief that reasonably generalizable statements can be made. This 
is not a simple matter but one requiring sound editorial judgment. 

Neither does the single-organism approach advocate slipshod methodology, though it recognizes 
that tightly controlled experiments and loosely designed exploratory investigations are both 
useful in their own ways. Pioneering investigations often cannot be rigidly controlled, no 
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Single-Organism Designs 

matter how many organisms are studied. Research of this sort is no more expected to produce valid 
statements of cause-effect relations in the single-organism approach than it is in investigations 
of large groups. 

Single-organism strategy is also not anti-statistical, though some investigators advocate 
certain forms which ar.e (Bakan, 1966, 1968; Sidman, 1960). Subsequent sections of this chapter 
show that highly sophisticated quantitative techniques, involving time-series analysis, mixed 
analysis of variance designs, and certain factor analytic procedures can often prove fruitful. 
The fact that such techniques are not often employerl in single-organism research means only 
that, despite its potential, this strategy has not yet become popular with investigators who know 
how to use the techniques. 

METHODS AND PROCEDURES: 
THREE TYPES OF DESIGNS 

Methods of single-organism research are best illustrated by dividing them into three groups; 
these may be arranged along a continuum, according to the degree of control over experimental 
conditions exer~ed by the investigator. At one extreme are studies that adhere closely to the 
classical model of experimentation, which requires systematic manipulation of only a few in­
dependent variaoles in a closely controlled and constant laboratory environment. To illustrate 
these, examples from the literature on operant conditioning have been selected. In the mid-range 
are natural process research studies, some of which may use quasi-experimental designs (Campbell, , 
1969; Campbell and Stanley, 1963) and require time-series analysis or its equivalent for the 
evaluation of findings. At the other extreme are formal case studies, which are noninterfering 
but ere nonetheless designed to be as objective and as explicit about procedures as possible. The 
representative case method, which stresses careful selection of each participant and the use of 
quantitative data, has been chosen to illustrate these. Informal case studies and anecdotal 
methods (with which single-organism research has been too often identifled in the past) are not 
considered in detail in this chapter because they contribute little of a systematic nature to 
scientific knowledge. 

An important feature of single-organism research at all levels of control is the prominence of 
investigations with a practical 0; therapeotic orientation. Typically, single-organism strategy 
does not stress the distinction between basic and applied science, which seems so important in 
conventional psychology. A principle that produces favorable change in an individual is just as 
valid and may be just as universal as a principle that applies to behavior that is apparently 
unrelated to problems of personal adjustment. 

EXPERIMENTS WITH SINGLE ORGANISMS 

Sidman (1960) made the strongest and most elaborate case for controlled experimentation on 
individuals. The approach he recommended requires tight control of all conditions that might 
affect outcomes, relatively simple operationally defined variables that can be manipulated or 
measured automatically, rapid output of results, and a succession of chained and logically 
interconnected investigations, each derived from the ones that have been already completed. 
The goal of a research program that follows these recommendations is to reduce variability of 
outcomes by the functional manipulation of the conditions under which they are produced. 
Single organisms are preferred because their use eliminates a major source of variability 
(individual differences) at the outset. Statistical evaluations are rejected because it is 
argued that they conceal variabilities which should not be ignored or regarded as error but 
brought under experimental control. Replication of investigations with individuals is recom­
mended in preference to replication with groups, for a truly universal (general) law must apply 
not just to group averages but to every appropriate experimental subject. 

The Principle of Reversibility 

The essence of single-organism experimentation is rev~rsibility of behavior effects. The 
experimenter tries to demonstrate that a certain behaVior (£) appears only under a certain set 
of environmental conditions (B). To show this, the investigatiun may employ a simple ABA 
design. During the first admTnistration of condition A, the experimenter records the baSe line 
or base rate of occurrence of b. Then, during the administration of condition B, the experimenter 
records changes, if any, in the rate of appearance of~. Following this, condition A is restored 
to show that ~ obediently returns to its base line level. 
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Single-Organism Designs 

To overcome objections that behaviors other than b may also be affected by the experimental 
conditions, the investigator may establish mUltiple base lines. That is, behaviors~, ~, and 
e may be measured throughout the experiment to $how that they do not respond to changes 
Tn the environmental conditions. To overcome objections that the results may have been due to 
coincidence, the AB sequence may be repeated: ABABA. Or, the introduction of B may be randomized 
in a series of many trials, so that the organism-cannot learn a regular sequence of events and 
must respond only to the independent variable. 

Not all experimentally induced effects are readily reversible, but apparent irreversibility 
does not necessarily invalidate the method. For irreversibility implies a change of some kind 
in det~rmining conditions (e.g., a change in habit patterns or in organization of neural pathways), 
and if these could be systematically manipulated (by introducing another appropriate condition), 
the behav i or cou 1 d be shol'In to return to its base 1 i ne 1 eve 1 aga in. 

Illustrative Applications 

Animal Research. A relatively simple illustration of how animal research may use single organisms 
is the procedure described by Sidman (1960), which was summarized later by Bachrach (1962) who 
presented it as an example of good experimental design. A ~:ngle rat is placed in a compartment where 
it is given a brief electric sho:k unless it presses a lever. Pressing the lever delays the next 
sheck for 20 seconds (avoidance conditioning; fixed interval schedule). Eventually, the rat 
learns to press the lever at a fairly constant rate and thereby avoids most ~h0cks. The animal 
now retains a steady rate of lever pressing for about six hours. 

If the experimenter is interested in learning per se, the rat1s pre-shock level of bar pressing 
can be used as a base rate for evaluating post-shock levels of performance. However, the 
steady, learned performance may later become a base rate for evaluating the effects of other 
conditions, such as drugs. If amphetamine sulphate is administered after learning has stabil ized, 
the rat1s behavior shows a smooth acceleration In lever presses. The anImal eventually reaches 
a level of performance at perhaps three to four times the base rate, where it stays for two to 
three hours. Then, its performance begins to slow down until it reaches a level below its 
original base line, where it stays for several hours. 

A host of variations is possible within this paradigm. Most obvious are the possibilities of 
varying the type of behavior learned, the type of reinforcement schedule imposed, the types and 
dosages of drugs, and the types of organisms tested. If a more complex task were used, or if more 
measures were taken (heart rate, temperature, eyeblinks, etc.) multiple base I ines could be estab­
I ished and differential effects of drugs on specific aspects of behavior could be evall:ated. 
Still other ?ossibilities would be to introduce several administrations of the same drug at 
randomly selected points in time and to include administrations of a neutral substance, or 
placebo, as well. Naturally, the experimenter should not know what substance is being adminis­
tered on any trial. Such procedural refinements can eliminate objections that drug administra­
tion itself occurs on a fixed interval schedule or that the organism1s behavior is under the 
control of cues systematically provided by the experimenter. 

Therapeutic Research. The literature of behaviorism bulges with reports of therapeutic experi­
ments on single organisms. Many of these experiments seem to be reported primarily to demonstrate 
the efficacy of operant techniques. In part, they serve the same functions as do testimonials at 
revival meetings. They provide reinforcement to those who are already true believers, they dis­
courage backsliding, and perhaps they even inspire a few converts. However, they serve ot'ler 
more important purposes as well, for they provide explicit working models of how to manage 
every step of the therapeutic process, from assessment through outcome evaluation. In addition, 
they provide a means by which practitioners may exchange ideas and make suggestions to each other 
for improving procedur~s. (See, as examples, the report of a symposium on behavior muJification 
in clinical psychology, edited by Neuringer and Michael, 1970, and Bandura1s description of the 
uses of a variety of behavior modification techniques, including operant methods, in applied 
settings, 1969.) 

On the level of appl ied research, Bandura (1969) pointed out that many treatment programs that 
use aversive drugs, like Antabuse, fail because the effects of the drugs are delayed too long 
after the behaVior to be eliminated (e.g., alcohol ingestion) occurs. Because reinforcement 
must be immediate to be effective, the behavior one is trying to eliminate remains attractive 
to the patient, despite its adverse effects. Bandura also noted that recent evidence challenges 
both the assumption that alcohol addiction results from the reinforcement provided by stress 
reduction (Lester, 1961) and the assumption that total abstinence is the only feasible goal of 
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therapy (see also Lloyd and Salzberg, 1975). These conclusions are mentioned here because at some 
future time they may be found to apply to other drugs as well, 

Several investigators have developed individualized treatment programs for alcoholics (examples 
are provided in Hiller, 1972, and in Sobel I and Sobell, 1973). A good 11!~btration of therapeutic 
research on a single person is the study by Cohen, Liebson, and Faillace (1971) of reinforcement 
contingencies in chronic alcoholism. This study took a total of nine months and consisted of 
six experiments conducted on the alcohol research ward of a hospital. The patient's participation 
was voluntary, but he was paid in money only if he completed each experiment. The basic research 
plan was to make certain privileges (such as working for pay, using the telephone, eating the 
regular diet, having reading material, using the recreation room) contingent upon the patient's 
drinking less than a specified amount per day of 95 proof ethanol. 

The first experiment lasted four weeks. During the first and third weeks, privileges were not 
granted at all and were thus independent of alcohol intake. During the second and fourth 
weeks, contingency conditions were imposed. That is, the patient obtained privileges only if 
he drank at a moderate rate (no more than 5 oz. per day). In this experiment, the patient went 
on drinking the maximum amount possible (10 oz. per day) regardless of conditions. 

In the second ~xperiment, the penalty for overdrinklng was made more severe. In particular, 
this involved exchanging the regular diet for a pureed diet, removing reading material, removing 
the bedside chair, and extending the contingent deprivation period (the period of time deprivation 
was imposed if the patient overdrank during the contingency phases) from a variable period to a 
full 24 hours. The effectiveness of this regimen was amply demonstrated by the fact that, in 
t~IO weeks of noncontingency, the patient consumed 10 oz. of 95 proof ethanol per day, while in 
three alternating weeks of contingp.ncy, he never once drank more than 5 ounces per day. 

In the third experiment, the patient was allowed as milch as 24 ounces of ~thdnol per day, but 
results remained therapeutically favorable. In the fourth experiment, the periods of noncontin­
gency were enriched, to reduce the contrast between contingency and noncontingency conditions. 
Under the noncontingency condition, the patient was, in effect, allowed to go on binges without 
serious consequences for five days. The results continued to be stable, but a question arose 
as to whether the patient was merely "beIng good" during contingency periods for the reward of 
being able to go on binges the rest of the time. 

In the &ifth experiment, binges were eliminated from the noncontingent weeks by allowing the 
patient to drink only every other day. During this experiment, his responsiveness to the ex­
perimental contingencies broke down seriously. He overdrank on 5 out of 13 days. 

Finally, in the sixth experiment, contingency conditions were imposed for five weeks in a row. 
During this time, the patient overdrank only twice. Thus it was established that moderate 
drinking ~an be maintained, if the environment is suitably controlled to provide and consistently 
apply appropriate contingent reinforcements. Perhaps the amount of time it takes to make such 
contingencies effectiVe, and the expense involved in maintaining them, are so great as to make 
the whole idea economically unfeasible; but that is another issue. 

Effectiveness of drugs. Bellak and Chassan (1964) reported a study that evaluated the effective­
ness of a psychiatric drug, chlordiazepoxide, on eight variables in the behavior of a single 
patient. The study adhered to the usual precautions of double blind research: it incorporated 
a placebo at treatment points, which were not identified to either the i.nvestigator or the 
patient. Six administrations of the drug and four administrations of the placebo were included 
in the experimental design. By inspection, the data showed clear tendencies for the patient's 
behavior to improve when she was taking chlordiazepoxide and to become worse during periods 
when she was taking an identical appearing placebo. Bellak and Chassen recognized that a 
particular kind of statistic, interrupted time-series analysis, is required to provide appropriate 
quantitative analyses of their results. However, they did not evaluate their results by this 
procedure. Time-series analysis is outlined in the following section. 

All studies described up to 
time of application and the 
research is often conducted 
the level of an independent 
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this point utilize designs in which the 
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in settings where events occur that may 
variable, but that cannot be controlled 
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are the passage of new laws or the institution of social reforms (Campbell, 1969), administrative 
or therapeutic decisions in clinical settings, or fortuitous circumstances such as tornadoes or 
the winning of a lottery. Shontz (1965) identified studies of such phenomena as natural process 
research. When a degree of control can be exerted over measurements or over decision-making, 
such studies achieve the status of quasi experiments (Campbell, 1963, 1969; Campbell and Stanley, 
1963) . 

An example of natural process research, conducted on a single person, is afforded by E.J. 
Murray's (1954) ratings of a patient's expressions of hostility and defensiveness over the 
course of 17 hours in psychotherapy. In this research, no systematic attempts were made to 
influence the therapist's activities. A reciprocal relationship was observed between ratings 
of the two types of behaviors; when one was high, the other was low. Furthermore, type of 
defense (intellectual defenses or physical complaints) was found to be related to the timing 
and type of interpretations offered by the therapist. For exawple, de.fenses tended to decrease 
following a punitive interpretation, but hostility and a subsequent return of defensiveness 
quickly followed. 

Time-Series Analysis 

Neither the research by Bellak and Chassan nor the study by Murray actually employed interrupted 
time-series analyses to quantify their results. Indeed, the requirements of this analytical 
technique are such as to make its application difficult in these particular investigations. As 
is true of all research, time-series studies are most effective when planned well in advance. 

Time-series analysis is relatively new to psychology (Box and Jenkins, 1970; Glass, Willson, and 
Gottman, 1975; Gottman, McFall and Barnett, 1969; Harris, 1963; Holtzman, 1963; Jones, Crowell, and 
Kapuniai, 1969; Wold, 1965), and it offers many possibilities, especially for research on drugs 
and for natural process research on single persons. (For discussions of some ulh~r mure .r 
less closely related statistical approaches to data from single organisms see Chassan, 1960, 
1961, 1965, 1967; Edgington, 1967; Luborsky, 1953; Shapiro, 1961a; Shontz, 1972; Stephenson, 
1953; Wold, 1965.) 

Score Dependencies. Conventional tests of statistical significance typically require that measures 
be independent. However, time-~~ries analys' recognizes that when data are collected from the 
same organism over time, troublesome dependell .... les are introduced. For example, in a succession 
of scores that gradually increase in value, it is immediately apparent that later values are not 
independent of earlier scores. Anyone who Knows the rate at which values are increasing in this 
series is in a position to anticipate later scores at a better-than-chance level. The higher the 
autocorrelation within a series, the greater is the dependence of later measures upon earlier 
measures in the series, and the less justified is the assertion that a later value or mean of value': 
within the series is a random deviation from those that occur before it. (Changes in reliabilities 
of measures may also affect statistical judgments, but these are not considered in detail here.) 

If a series were steadily increasing, an unknOWing investigator might test a group of persons 
once at time t and once at time t' and find a mean difference large enough to permit rejection 
of the null hypothesis, on the basis of the assumption of independence of scores. However, in 
such a case, rejection of the null hypothesis is clearly inappropriate. 

The same possibility exists in research on single organisms. A person may be on a dietary regimen 
that causes gradual loss of weight. If an investigator measured this person's \'Jeight one week 
before and one week after the experimental drug is administered, the inVestigator might conclude 
that the drug induced the weight loss. Fortunately, single-organism research is less likely to 
be subject to this type of error. Partly, that is because an investigator is likely to know more 
about the single person he studies than he would about individual members of a large group. Con­
sequently, information about possible contaminating factors is more likely to be available in 
single-organism research. Also, and more importantly, the requirement of reversibility, especially 
if combined with multiple base line measures and with multiple, random presentations of the drug, 
may go a long way to obviate most confounding serial effects in single-organism studies. When a 
high degree of control is not possible, statistical adjustment of the data may be in order, and 
time-series analysis is clearly the technique of choice in such instances. 

Tllpes Of Changes Evaluated. In general, two types of changes are evaluated in interrupted 
time-series designs. One type is change in level; the other is change in direction. A 
meaningful change in level is, of course, one that could not have been anticipated on the basis 
of knowledge of the values of preceding observations. Changes in direction can be more complex. 
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For ~xample, if a patient's anxiety W.1S increas.ing unti 1 treatment began and then shift.ari 
direction to a steady plateau or even to a slightly less rapidly increasing trend, a change in 
direction but not in level might appear. Computer programs, described in a subsequent section, 
have been developed to test for both types of change. 

Models_ The first task in the analysis of time~series data is to establish which of several 
models best fits the data. Only the sketchiest notion of how models are identified can be 
provided here. Glass, Willson, and Gottman (1975) provide necessary details. 

Two basic types of models are available: moving averages and autoregressive. An essential 
tool for deciding which type of model is appropriatp is the correlogram: a series of autocor­
relation coefficients. The lag 1 autocorrelation coefficient measures the correlation within a 
series when values at all data points are paired with the values at the data points immediately 
preceding them. The ~autocorrelation coefficient increases the distance between paired 
data points by one interval; the lag 3 autocorrelation coefficient increases the distance by 
one more interval, and so on. A correlogram contains the array of autocorrelation values from 
lag 1 to lag ~ and the pattern of these values is usually diagnostic of the type of model that 
is appropri at~. 

According to Gottman (1973), the most practical model in psychological research is the integrated 
moving averages model of the first order. When thi~ type of model is appropriate, the auto­
correlation value is nonzero at lag 1 but drops immediately to zero thereafter. If autocorrela­
tions are nonzero at lags 1 and 2 but zero thereafter, the model is of order 2, and so on. 

Sometimes it is necessary to obtain autocorrelations of differences between values at predesig­
nated pairs of data points. First order differencing subtracts the value at each data point 
from the one immediately following it. Second order differencing increases the interval by 
one data point, and so on. Differences are then lagged and autocorrelation coefficients deter­
mined. Differencing is necessary when a series is nonstationary, that is, when it does not 
stay at a steady mean level. Correlograms of nonstationary series contain unwanted correlations 
that make model identification difficult until after differencing has been performed. Sometimes 
more complex seasonal adjustments are also required to remove natural, but irrelevant, cycles 
from the series. 

Autoregressive models are more difficult to identify than moving averages models. In general, 
the correlogram for an autoregressive model shows a gradual rather than a sudden decrease in 
autocorrelation values (after necessary differencing has been performed). However, when an 
autoregressive model is appropriate, a sudden decrease is shown in another set of values, the 
partial autocorrelation function. The order of the autoregressive component is specified by 
the size of the lag before which this drop occurs. 

Further complications are added b~' the fact that a model may be of both the moving averages and 
autoregressive types and of diffe.-ent orders for each. In this case, both autocorrelations and 
partial autocorrelations are found to die out slowly. Still another possibility is that the 
process studied may itself change, thus requiring identification of different models at different 
stages in the series. Naturally, more complex models are more difficult to identify accurately. 

Statistical Analysis. The final stage in the analysis uf :nterrupted time-series is to perform 
desired statistical evaluations. This requires estimating optimal numerical values for parameters 
associ ated wi th the type of mode I i dent j f i ed. Typ i ca I I y, tl' i sis performed by a search techn i que. 
That is, successive parameter values are tried, and by inspection the one is chosen which 
produces minimum error variance. Statistical tests, based 01 these parameters, are interpreted 
in the usual way to decide whether significant changes in lavel or direction (or both) have 
occurred. 

Significance Testing. Time-series analysis does not always require large mean differences for 
statistical significance. If measures are steadilY increasing, even a small reduction in the 
mean of a group of measures, taken after experimental intervention, may be significant. Or. in 
the extreme, perhaps no mean change may deviate significantly from expectations. A great deal 
depends upon the characteristics of the autocorrelation function. When autocorrelations are 
zero, a before-after test of mean differences is identical to the standard t-test. 

Computers/Software. What has been said about the quantitative aspects of time-series analysis 
in the preceding paragraphs may not.be entirely clear. However, two points should be eVident 
nonetheless. The first is that no investigator can expect to perform time-series analyses Oh a 
hand calculator. Access to large computers and to appropriate software is essential. The 
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second is that, even under the most favorable present circumstances, time-series analyses of 
the more sophisticated varieties are not "cook book" operations. Especially when data quantity 
and qual ity are not high, model identification is something of an art rather than a simple, 
automatic process. Unless and until that situation changes, most psychological investigators 
should employ an expert consultant if they intend to use time-series designs. 

Number of Observations. One very practical problem remains. The accuracy of determination of 
a model depends upon the number of observations available, and no specific rules have been 
developed on this point. It is known that an. interrupted time-series design uses its statistics 
most efficiently if the experimental intervention occurs half way through the observational 
series. If the data normally contain complex cyclical trends (seasonal variations), a large 
number of observations may be required to establish the conditions necessary for removing them 
and performing an adequate statistical test of induced changes. Simpler processes require 
fewer observations. Box and Jenkins (1970) recommended at least fifty observations to provide 
a useful estimate of the autocorrelation function. Glass, Willson, and Gottman (1975) agreed 
but pointed out that, while well-behaved data may be identified in 35 or 40 observations, data 
requiring seasonal adjustment will require many more than 50, at least enough to cover four or 
five cyles. 

A study by Jones, Crowell and Kapuniai (1969) used only four prestimulus values as a base line 
for testing the effects of visual and auditory stimulation on the heart rates of infants. By 
contrast, a study by Holtzman (1963; summarized by Glass, Willson, and Gottman, 1975) measured 
a single patient's perceptual speed under base line conditions once a day for sixty days. Ap­
propriate changes were shown to occur when the patient was placed under treatment with a psychiat­
ric drug on the 61st day; electrpshock treatment was added on the 121st day; and base line 
conditions were restored on the 181st day for the final 60 days of the investigation. 

~omplex Design Possibilities: Time-Series Designs 

Ho I tzman' s study, out I i ned above, is call ed a sing I e-orlLanJ sll1 ... __ m.u)-.ti.E.l.~J!1_t.e:rxe.n_t~(J!L~.!:.s}~n. 
It has many advantages, especially for evaluating treatment effectiveness in clinical obser­
vations, but it is not without problems of inference. Notice, for instance, that this experiment 
does not reveal whether a change that might occur following the introduction of electroshock is 
due to the electroshock alone or to a synergetic combination of electroshock and drug. 

Obviously, the particular design Holzman used is not the only one possible. In fact, once one 
opens up the possibility for more than one interruption of a time-series and for tying several 
single-organism, time-series studies into an overall program of investigation, the number of 
research designs that could be developed staggers the imagination. Using a single intervention, 
or a simple reversal design, several organisms can be subjected to the same intervention at 
different times, with the data for each organism being analyzed separately, but the results 
accumulated for all participants; Gottman (1973) calls this "N-of-one-at-a-time" research 
(crediting Alexander Buchwald and Steven Shmurak for the term). To test the effects of two 
types of int~rvention and their interaction, the interventions may be introduced separately and 
in combination into the time-series; this requires a minimum of three interventions, with 
returns to base line intervals in between. Only a little ingenuity is required to expand the 
design possibilities for interrupted time-series experiments almost without limit. 

Three final features of time-series de~igns deserve mention because they extend the potential of 
the method even further. The first is that concomitant variation may be evaluated among time­
series. That is, one series may be used to predict another (to serve as a lead indicator). 
Also, in quasi eXperiments, covariates may be dfliberately introduced to help adjust for certain 
forms of bias that may appear in complex natural process research. Finally, an intervention 
effect may be p.valuated on the hypothesis that it is a one-time occurrence, or on the hypothesis 
that its effects are constant over many measurement periods, or on the hypothesis that its 
effects continue according to some specified mathematical function, e.g., a decay curve. 
Provisions for specifying hypotheses of this type are allowed in some computer programs now 
available. 

Computer Programs and Resources 

Two computer programs that proved very useful in a study of mood changes accompanying mens­
truation (O'Connell, 1975) are CORREl, which produces the correlograms (autocorrelations and 
partial autocorrelations for data in both differenced and undifferenced forms) needed for model 
identification, and TSX, which provides t-tests of level and direction for interrupted time-
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series with specified model characteristics. Both programs are available in Bower, Padia, 
and Glass (1974) and should be satisfactory for most experimental purposes in psychology. In 
addition to information that appears in publ ished articles, cited in the reference list of this 
article, Gottman (1973) cited two sources of computer programs that might be valuable to some 
users. 3 

REPRESENTATIVE CASE METHOD 

As originally described, the representative case method included virtually all types of single­
organism research (Shontz, 1965). However, developments over the past ten years indicate that 
a somewhat more precise application of the term is possible. Within the overall approach that 
studies single organisms, methodological subcategories have been emerging that merit separate 
consideration. Examples are operant methods, natural process designs (described in preceding 
sections), and informal case studies (dealt with only in passing in subsequent discussions). 

As in conventional research, representative case studies may employ experimental manipulations 
of independent variables under controlled observational conditions, particularly if the studies 
test propositions about cause-effect relations. However, in conventional experiments, organisms 
are treated only as objects that are expected to contribute to the research by reacting passively 
to conditions, defined by a problem the investigator chooses. In representative case experiments, 
the person is an active, cooperative participant in the research process. The person's individ­
uality is not forsaken (measures of dependent variables may be tailor-made to suit his or her 
individual modes of expression); the person is not deceived about the purposes of the study; 
and every opportunity that time and procedures can allow is provided for the person to comment 
on the validity of the data and (where possible) of the investigator's conclusions. 

Representative case research may be purely descriptive. However, when it is so, it must be 
distinguished from informal case studies, which are not embedded in a systematic research 
program, which do not use explicit data collection methods, and which describe cases either 
because they are merely "interesting" or "rare," or because they provide material for demonstrating 
techniques of diagnosis or treatment (Neale and Liebert, 1973). As valuable as informal case 
studies may be for some purposes, they do not contribute as much as is possible under more 
carefully regulated conditions of data collection and replication. Furthermore, their lack of 
control has generally given single-organism research the poor reputation it now endures. 

Cautions 

Identification of Problems. Representative case research has three essential requirements. 
First, an appropriate problem must be clearly identified. On this matter, representative case 
research does not differ from any other form of scientific investigation. However, the represen­
tativlC, case method is better suited to som' types of problems than to others. For example, 
public opinion regarding a proposed change in tax laws would not be most efficiently assayed by 
studying single individuals intensively; conventional techniques, for polling samples drawn 
from large populations of persons, are clearly preferable. However, an attempt to discover the 
sources or implications for particular individuals of strongly held poli(ical beliefs would 
definitely proceed best through the intensive study of selected persons, known to hold relevant 
commitments. Indeed, research purposes of this type are often best served not by studying 
typical persons but by studying extreme cases. 

This argument was suggested by William James as long ago as 1902 in his book, Varieties of 
Religious Experience (James, 1902/1958). He recogni~ed that, in the mid-range of some complex 
dimensions, like religiosity, considerable disagreement may exist about the meaning of a term; 
but at the extremes disagreement vanishes. James argued that, if one studies a recogni~ed 
saint, one is clearly studying ~ religious persoh, and what is learned from that study applies, 
to some degree, to the religiosity in us all. The saint is not chosen to typify the average of 
a population of people who vary in religious strength, but to represent religiosity in its most 
obvious, most researchable form. The saint provides the scientist with a view that enlarges 
for closer inspection a component of all people that is normally too obscure or too undeveloped 
to be clearly examined. 

It follows that problems which are especially well suited to representative case research are 
those that can be identified with variables which display themselves in readily recognized 
behavioral, affective, cognitive, or physical states. 
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Selection of the Case. Second, as noted aoove, someone (the representative case) must be 
deliberately selected who has the properties that make that person a particularly suitable 
candidate for investigation. For example, an investigator who wishes to study anxiety might 
wish to select for study the most obviously anxious individual who can be found. 

Nothing is more crucial than the careful selection of appropriate persons for study. For in 
representative case research the person must represent in clear, if necessary in exaggerated, 
form the exact condition that is under investigation. If this requirement is not fulfilled, 
subsequent findings will not be relevant. 

Procedures. Third, the person selected for study must be examined by techniques appropriate to 
the problem at hand. Here again, the representative case method does not differ in principle 
fr6~~ in science. But a few words of qualification are in order. Not every research 
that studies a sill!jlc person is necessarily a representative case research. 

Many case studies fall short because the inve~tiGator failed to ask clear questions before 
descriptive material was collected. Thus, the relation bo:::tween the case described and the 
relevant theoretical or practical problem to which the research addresses itself is established 
after the fact, rather than before. Such case studies may raise questions, but they cannot 
answer them. 

Other case studies fail because they lack objectivity and eXplicitn~~s of procedure and data. 
In part, this failure may also be a consequence of failure to ask a clear question. If a prob­
lem is not clearly identified, the investigator cannot proceed in a systematic way to solve it. 
Often, the scientist remembers the case rather than selects it. Then, instead of finding 
another such case and examining it in a technically proficient way, he reports the one he 
recalls. Recollection is valuable, but it is not objective, and much of the current conventional 
bias against single subject research (e.g., Holt, 1962) probably stems, not from the small 
number of subjects it examines but from the unsystematic way it typically examines them. 

These considerations should not be taken to suggest that procedural requirements are inflexible. 
Indeed, representative case research is ideally suited to the use of morphogenic measures 
(Allport, 1962). Such measures assess each individual in ways best suited to his or her own 
characteristics. Stephenson's Q-technique (1953) and Kelly's Rep Test (1955) are good examples 
of measurement formats that are well suited to morphogenic or semi-morphogenic measurement. It 
is even possible that the same variable (e.g., anxiety) would be indexed differently (heart 
rate, skin resistance, verbal report, etc.) in different studies, the appropriate index being 
selected on the basis of knowledge of how each representative person displays his or her inner 
state. 

The Issue of Sample Size 

The usual argument against research that studies individuals stems from conventional statistical 
doctrine. It asserts that a sample size of one is too small to support generalization. This 
argument is valid for research that regards persons as being sampled randomly from a large 
population. However, representative case research does not so regard its participants. 

A close analogy to a psychological investigator using the method of the representative case is 
the chemist studying the properties of a specific substance. Although a geologist may concern 
himself with problems such as getting the best estimate of the average purity of samples, or 
determining the range of distribution of the substance in nature and the types of contaminants 
with which it is usually associated, the analytical chemist (i.e., the one who performs represen­
tative case research) prefers the purest supply of the substance he can get. He would rather 
have a gram of the compound, that is free of impurities, than a ton of are straight from the 
mine. 

Obviously, to achieve comparable purity in human research materials is nearly impossible. That 
is why many who use single-organism strategies prefer to study specially bred animals that can 
be developed to serve particular research needs. But, as every geologist knows, nature sometimes 
supplies small quantities of an unadulterated substance ready made, if only one knows where to 
look for it. That a close approximation to purity can sometimes be. approached even in psycho­
logical research has already been indicated by the citation of James' early work on religiosity. 
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Statistical Analysis 

A preceding discussion of time-series methods has shown that, for the most part, conventional 
t-tests and analysis of variance may be inappropriate in representative case research in which 
behavior from the same organism is measured many times. Of course, time-series techniques can 
be applied in any representative case research that supplies sufficient data. But such techniques 
are currently best suited to experiments, quasi experiments, or natural process studies, the 
outcomes of which can be indexed by a single value. 

Because time-series analysis consists essentially of correlational procedures, multivariate 
longitudinal problems also can be handled by SUitably elaborated time-series techniques. However, 
until time-series analyses reach the cook-book stage of development, the investigator might be well 
advised not to attempt more complex designs, unless he or she is prepared to develop the com­
puter software necessary to solve associated problems of quantitative analysis. 

Where multiple measures are used in the context of descriptive research (or even in some special 
instances that involve hypothesis testing), certain infrequently used factor analytic designs 
can be useful (Cattell, 1946; 1963). Suppose that a single individual is administered a battery 
of tests (all scored on the same scale) on several occasions. In P-design, factor analysis can 
be applied to correlations of scores from test to test (across occasions) in a way which is 
exactly analogous to conventional (R-type) factor analysis. This approach is often described 
as a way to validate factors, derived from large sample research, by replicating them in individuals 
(Cattell and Cross, 1952). Another use of P-design is illustrated by Lettieri's (1970) intensive 
study of four persons who differed from each other most essentially in degree of suicidal poten­
tial (High; Medium; Low; and Zero--i.e., this person was undergoing a personal crisis but was not 
suicidal). Four separate P-type factor analyses (one for each person) were performed on data 
from multiple measures taken over a period of 21 consecutive days following the onset of a crisis 
or a suicidal state. The extracted factors therefore represented psychological statc5 that 
developed in persons at each level of risk. Lettieri found depression to be less prominent in 
the factor analysis of the person at high risk than in the analyses of data from persons at lower 
levels of risk. He attributed this to the likelihood that depression disappears once the decision 
to die is accepted as the solution to one's problems. High risk was also associated with 
dichotomous thinking {the tendency to think in terms of polarities such as bad or good, life or 
death} than was lower risk. Lettieri attributed this to suicidal persons' relative inabil ity 
to accept partial solutions to life's problems. 

In a-design, correlation of scores from occasion to occasion {across tests} can be used to 
factor analyze occasions, i.e., to determine on which sets of testings the person produced 
similar patterns of test scores. At first glance, this may not seem a very exciting possibility. 
Suppose, however, that the "tests" were a series of items (perhaps as many as 60 or 80) des­
cribing psychological states (angry, sad, excited, etc.), and that the person's "scores" on 
these tests were ratings of each state, describing his or her feelings while taking a certain 
drug. On separate occasions, descriptions of feelings under several different drugs could be 
obtained, intercorrelated, and factor analyzed. This would produce quantitative descriptions of 
similarities among drugs (occasions), as measured by verbal reports of mental reactions. 
Hypotheses could be tested by specifying in advance how the investigator expects the substances 
to be grouped by this procedure. Examples of P and a designs in research on drug usage are 
provided in a subsequent section of this chapter. 

Illustrative Application 

Treatment Outcome Evaluation. Outcome research is ofte~ hampered by the fact that uniform 
application of a single evaluative standard to all subjects is unrealistic and unfair; behavior 
that defines success in one case may define failure in another. Shontz (1972) advocated an 
individualized method of outcome evaluation which uses analysis of variance on data from single 
persons.. In this method, individualized goals are established for each client. Statistical 
tests of before and after scores (or of change scores, or of after scores only, or of after 
scores adjusted for before scores, or of any other appropriate evaluative measure) provrae-the 
basis for eva.luating outcomes in individual cases In addition, the pool ing of analyses with 
homogeneous estimates of error variances provides a basis for evaluating the tre'atment program 
as a whole. To illustrate the method, Shontz described studies of three chi ldren in the same 
rehabilitation agency. Each child was evaluated on items describing rehabilitation goals 
specified- by the child'''s own parents, therapists, and teachers. Item contents described behaviors 
each, Judge thought should improve if rehabilitation were successful; 6 to 12 items were provided 
by each judge •. The same persons who described goals for a child served as judges for that 
chTld., Each judge evaluated' all items (goals) provided by all judges (including himself) and 

37 



Single-Organism Designs 

described the child as he was when he entered the agency, as he is now, and as he probably will be 
when he leaves. Evaluations of the children were obtained as ratings on a 14-point scale 
from 0 (the behavior is impossible) to 13 (the behavior is easy). This scale provided a common 
metric and yielded data which could be treated statistically in the same way as would data from 
any standard rating instrument. 

Because therapists and parents were not assigned randomly to clients, and because in this study 
goals were specified for each client according to his unique needs, judges and item sources as 
well as type of rating were fixed factors in this analysis of variance. Because the clients 
represented a larger population of children at the agency, this factor was treated as random. 
In this design the J x I x T within C interaction was the common estimate of error and all 
other terms were tested against it. The overall analysis of variance was calculated with all 
terms nested within clients. This procedure was virtually equivalent to calculating individual 
analyses for each child and pooling the separate analyses. Pooled analyses showed that raters 
were in overall agreement that rehabilitation was followed by significant overall improvement. 
However, individual analyses showed that only two of the three children were judged to have 
benefitted significantly. This approach to outcome evaluation has the merit of preserving 
client individuality and of promoting client participation (by having the client specify the 
goals he or she desires to achieve), and at the same time, preserving the capacity to assess 
treatment effectiveness on a client-by-client basis as well as in terms of aggregate results. 

Drug Research. A particularly thorough plan to use representative case methods to study a 
clearly defined, though complex, problem is being applied in a project conducted under the 
auspices of the National Institute on Drug Abuse. This project began as a study of the life 
styles of nine persons who live in a large midwestern city and who use cocaine heavily. Data 
on this phase of the project have been collected and are currently being prepared for publication 
(Spotts and Shontz, in press). The second phase involves collecting comparable data from nine 
men who are similar to the cocaine users, except that these men are heavy users of amphetamines. 
Data collection for this phase of the program is currently under way. Plans call for additional 
research on users of opiates, barbiturates and alcohol, as well as on persons who use no drugs 
to excess. 

What identifies this program as representative case research is the fact that each of its 
phases actually consists of nine separate studies. Participants in each phase were purposely 
not chosen as random samples of any population. Each was chosen for the value of the particular 
contribution he could make to the study as a whole. For example, participants were deliberately 
selected to represent modes of psychological adjustment that were as different as possible. 
One participant was a successful salesman, one was a professional thief, one was a millionaire's 
son, another was a pimp, and so on. The participants were not treated as "subjects," but as 
expert consultants who knew more about cocaine and its effects than the investigators (or 
almost anyone else). The intention behind this selection was to insure as broad a base as 
possible for knowledge about cocaine use and effects, employing a minimum number of persons in 
the process. All participants were well paid for their assistance. 

Extensive data were collected from each participant. To provide general information, each was 
intensively interviewed about family history and psychosocial background. Each described the 
geneology and patterns of his drug use and provided data to describe in a standardized manner 
the physiological and psychological effects he had experienced from cocaine. All were adminis­
tered standard psychological tests of intelligence and personality. Each participant then used 
the same sixty item Q-sort instrument to describe five personifications requested by the investigators. 
A sixty item Q-sort with individualized items was used to obtain nine more descriptions of 
specially requested personifications. Examples of descriptions (personifications) requested 
were: your usual self; yourself as you are when high on cocaine; your ideal self; the typical 
cocaine user; your bad self. Each participant also completed a special version of the Kelly 
Rep Test (grid form, Bannister and Hair, 1968; Kelly, 1955), as well as other special tests 
prepared for this investigation. All the Q-sorts and the Rep Tests were administered three 
times, at testing sessions at least one month apart. 

Data from Q-sorts were collected in such a way as to fulfill the requirements of O-type factor 
analytic design. Each sorting provided by the participant within each testing session was iden­
tified as an occasion, and the resulting matrix of correlations for each participant reflected 
similarities among patterns of item values across all occasions. 

Certain sorting instructions were repeated, both within and between testing sessions. This 
procedure served three purposes. First, it facilitated the examination and comparison of the 
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intrasession and intersession stabilities of especially important sortings (e.g., yourself as you 
usually are). Second, it facil itated specification of the effects of changes tbat sometimes took 
place between testing sessions. For example, important instabilities usually appeared if a par­
ticipant decided during the course of the research to quit taking drugs. Third, it served a 
function similar to that of providing marker variables (see chapter 9). For instance, an inves­
tigator has little trouble identifying a factor as the self-concept when all of a participant's 
descriptions, of himself as he usually is, are he~vily loaded on that factor. 

As used in this investigation, Kelly's Rep Test required each participant to evaluate twenty 
persons he knew (representing specific interpersonal roles, such as mother, employer liked, person 
who dislikes you, some weirdo, etc.) on 21 dimensions (or constructs). Fifteen of these dimen­
sions were created by the participant himself, to represent constructs that were important to 
him. Six additional, standard constructs were provided by the investigators and were used by all 
participants. 

Data from the Rep Test were analyzed by both O-type and P-type factor analyses. In the O-type 
analyses, each participant's assessments of the twenty persons were intercorrelated to produce a 
matrix representing perceived similarities among people. Factor analysis of this matrix revealed 
the structure of the participant's interpersonal space. It showed which persons in his life he 
tended to group together as being similar and how many such groupings he recognized. 

For P-type analyses, correlations were calculated among the constructs (dimensions) each parti­
cipant used for describing the twenty persons. Factor analysis of this matrix showed the nature 
and complexity of the conceptual scheme by which each participant evaluated important people in 
his I ife. As noted above, the Rep Test included six standard constructs in addition to the fif­
teen provided by the participant himself. The standard constructs served as marker variables for 
the identification of factors. They were: kind, selfish, mean, strong, wise, and sexy. 

Finally, both the Q-sort data and the Rep T~~t data were used to examine similarities among persons. 
This involved standard Q-type factor analysis, in which similarities among score patterns provide 
a basis for identifying groups of persons who respond to the test materials in homogeneous fashion. 
For example, participants who described their usual selves (or who used the six standard constructs 
on the Rep Test) in similar ways 'liould tend to fall into the same factors. 

In I ight of the high degree of individuality of the participants in this project, it was not 
surprising to find that summary statistics and attempts to group participants into types by 
quantitative means did not provide consistent results. Q-type factor analyses will become more 
useful when data are available from participants who use drugs other than cocaine. Factor analysis 
can then be used to determine whether persons who habitually take different drugs do indeed fall 
into separate factors, as identified by these measures. 

In terms of the overall life style, the data seemed to indicate that persons who took relatively 
low levels of cocaine took it primarily to increase pleasure (i.e., to produce enjoyable experi­
ences) and were relatively less intensely engaged in struggles to maintain their self-concepts 
or to succeed in a competitive world. Persons who more or less continuously took large amounts 
of the drug used it not for pleasure but to escape from intolerable internal states; they 
required it to support their own self-concepts and were actively engaged in uesperate (but often 
self-destructive) struggles to assert themselves in a world they viewed as hostile and unsym­
pathetic. When comparable data become available from persons who take other drugs, the end­
product will be a veritable encyclopedia of information about life styles and drug usage. 

CONCLUSIONS 

Though not yet highly regarded by conventional psychology, single~organism research has proven 
its value in the past, and if properly used to study appropriate problems, it holds considerable 
promise for the future. The overview presented in this chapter has shown that studies of 
single organisms possess a variety of desirable characteristics for scientific investigations 
at all levels of control. 

In laboratory experimentation, single organisms can be more effectively and efficiently handled, 
more thoroughly known, and subjected to more completely and more appropriately controlled con­
ditions than can large groups. At the oth~r extreme, in exploratory research, single organisms 
can be specifically selected for appropriateness to particular problems and treated not as 
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"subjects" but as expert consultants. For example, in exploratory representative case studies, 
a single person may be sought out because he or she displays precisely the characteristic an 
investigator wishes to study most closely. 

As measurement procedures become more sophisticated, and as appropriate techniques of statistical 
analyses (in particular, time-series analysis) become more accessible, single-organism research 
will become progressively more effective as a tool of scientific investigation. It will contri­
bute knowledge of principles of behavior thAt are valid not only for groups but for all individuals. 

NOTES 

lAllport, 1962; Bachrach, 1962; Bakan, 1968; Bellak and Chassan, 1964; Carlson, 1971; Chassan, 
1960,1961,1965,1967; Davidson and Costello, 1969; Dukes, 1965; Edgington, 1967; Gottman, 
1973; Holtzman, 1963; Kelly, 1955, 1963, 1968; Mair, 1970a, 1970b; H.A. Murray, 1938; Ross, 
1963; Schultz, 1969; Shapiro, 1961a, 1961b, 1966; Shontz, 1965; Sidman, 1960; Stephenson, 
1953; White, 1952, 1963. 

2The diversity of the problems that have been investigated by single-organism methods is shown 
by the fact that Dukes' list includes Ebbinghous' experiments on memory in 1885; Bryan and 
Harter's 1899 study of plateaus in learning; Stratton's 1897 studies of the effects of inverting 
lenses on perception; the Kelloggs' 1933 project (which was followed later by projects using a 
similar approach: e.g., Hayes and Hayes, 1952) in which a single chimpanzee was raised in a 
human environment; Cannon and Washburn's 1912 study of the relation between stomach contractions 
and hunger; Watson and Rayner's 1920 demonstration of conditioned emotional responses in a 
young boy; Jones' 1924 supplement to Watson and Rayner's research; Prince's 1905 description 
of a case of multiple personality~ Breuer's famous case 5tudy of Anna O. (Breuer and Freud, 
1895/1955); Yerkes' (1927) studies of a gorilla; Culler and Mettler's demonstration in 1934 of 
conditioning in a decorticate dog; and in 1932, Burtt's classic study of long term memory in 
his son (also Burtt, 1941). 

3A manual for analyzing interrupted time-series eXperiments with the simplest integrated moving 
average model is reported to be available from John M. Gottman, Department of Psychology, 
Indiana University, Bloomington, Indiana 47401. As a source for programs for model fitting 
and forecasting, Gottman cited James R. Taylor, Project Administrator, University of Wisconsin, 
National Program Library and Inventory Service for the Social Sciences, Room 4430, Social 
Science Building, Madison, Wisconsin 53706. 
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INTRODUCTION 

According to Baltes (1973), and Baltes and Goulet (1970), the goal of behavioral sciences concerns 
the description, explanation, and modification of human behavior. However, while such a statement 
implies that the study of behavior emphasizes stability as well as change, actual empirical in~ 
vestigations of change, especially at relatively macroscopic levels and over longer time inter­
vals, have been few and far between (Wohlwill, 1973a). That is, even in the area of developmental 
psychology, it has been common to rely primarily on static cross-sectional. rather than longitudl'nal 
methods and designs. Only in longitudinal studies is the same sample of subjects followed 
over time and observed repeatedly at preselected age levels. In contrast, in cross-sectional 
studies independent samples of subjects from different age groups are observed only once at the 
same occasion. 

It is abundantly clear that any social intervention aimed at modifying human behavior requires 
by necessity a direct assessment of intraindividual change, and interindividual differences in 
intraindividual change, through repeated observations of the same individuals over time. Only 
longitudinal data can provide information concerning: (a) the description of direction and 
shape of intraindividual changes; (b) the identification of individuals exhibiting exceptional 
changes; (c) the determination of relationships between earlier behaviors and later responses; 
(d) the determination of relationships between earlier life conditions and later behaviors; 
and (e) the assessment of differential changes for groups to whom different treatments have 
been administered. Methods that try to short-cut the more laboripus and time consuming longitu­
dinal measurement of individual as well as group patterns of chqrtge Will, therefore, sacrifice 
at least part or all of that information. 

Given the theoretical and practical importance of observing the course of behavioral events 
over time, the following discussion will first consider in greater detail the rationale for 
using longitudinal methods, particularly in comparison to cross-sectional methods. The next 
part, Rationale, will discuss the use of longitudinal methods in accurately describing change 
patterns and focus on proble~s of internal and external validity of simple, as well as extended, 
longitudinal designs. The experimental application of longitudinal methods and problems of 
causal inference will then be discussed in the sections on Methods and Procedures. The final 
section will present a practical and more concrete illustration of a research design and 
general considerations with regard to the choice of analytical procedures. No attempt will be 
made to outline specific statistical procedures, since they are described in other chapters of 
this volume. 

RATIONALE: 
LONGITUDINAL VS. CROSS-SECTIONAL METHODS 

The notion of behavioral change is operationally linked to the repeated observation of the same 
individuals on two or more occasions ordered along a dimension of chronological time. In 
developmental studies, time is usually conceptualized as chronological age (time passed since 
birth). In studies of drug use it may also be defined, depending on one's hypotheses, as time 
passed since first contact with a particular drug, as time passed since the onset of a specific 
treatment program, as time passed since the termination of a given treatment, etc. 

it has been argued that time is not a psychological variable and should, therefore, be replaced 
by indices that are more closely related to psychological theories, such as mental age or 
social age (based on one's acquisition of certain social norms), for instance. However, there 
are at least two reasons favoring the use of chronological time in longitudinal designs. 
First, any other kind of index, since it has to indicate the temporal order of events, will by 
necessity be related to time, at least in a monotonic fashion. Second, in contrast to these 
derived measures, time itself represents a variable that is easily and reliably measured on an 
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interval scale and, therefore, easily replicable. The latter point is particularly important 
for comparative analyses of change patterns obtained for different groups or populations. In 
other words, if the time index against which behavior is plotted represents a scale with ques­
tionable properties, the specification of temporal patterns loses in precision and makes 
comparisons less meaningful. In the following, it will be assumed throughout that change is 
measured and plotted along a continuum of chronological time. 

Since longitudinal studies require greater investments of time and effort on the part of both 
subjects and researchers, it has been common to employ cross-sectional designs that can be 
carried out over short periods of time. More specifically, temporally ordered, longitudinal 
series of observations are replaced by independent measurements that have no intrinsic sequentiality. 
For instance, in developmental studies different age groups are sampled and measured at the 
same point in time instead of having to wait until a given group of individuals has lived 
through a certain period of time. In drug research, one could assess the long-term effects of a 
given intervention program cross-sectionally by sampling from groups of individuals that have 
been involved in the program for different amounts of time. 

However, it has become abundantly clear that the internal validity of cross-sectional differences 
as indicators of intraindividual changes is highly questionable (Baltes, 1968; Buss, 1973; 
Campbell and Stanley, 1963; Schaie, 1965, 1970, 1973). In other words, it is questionable whether 
differences'between independent groups can be assumed to be valid estimates of changes over time 
in the same group of individuals. This consideration is particularly important when studyi,1g 
behaviors (e.g., drug use) that can be expected to be highly dependent upon cultural fads and 
trends. In general, cross-sectional differences between groups are likely to confound intrain­
dividual changes with effects due to mechanisms such as selective sampling, selective survival, 
selective drop-out, generation differences, or any combination of them. At the same time, these 
error sources may also limit the external validity or the extent to which the obtained findings 
can be general ized beyond the 1 imits of the spv-:ific study. For instance, if the participants 
in a given drug program drop out at different ';in,f\s and if that attrition is not randot11 but 
systematically related to the dependent variable, the resulting cross-sectional 'trend' or 
pattern will be biased and misleading. 

While the various deficiencies just mentioned jeopardize both the internal and external validity 
of cross-sectional differences, it should be realized that they are also a threat to the represen­
tativeness and generalizability of 10ngitudinJl change patterns. Therefore, they will be 
discussed more fully in the next section. Suffice it to say here that the usefulness of simple 
cross-sectional designs is limited primarily to initial explorations of behavioral change 
phenomena. Once a target pattern for a particular problem has been established, the application 
of longitudinal designs becomes necessary. 

METHODS AND PROCEDURES: 
DESCRIPTION OF CHANGE 

SIMPLE LONGITUDINAL DESIGNS 

In the simplest case of a longitudinal series of observations, a researcher samples individuals 
from some target population and measures them repeatedly on two or more occasions. As might be 
expected, the internal and external validity of the obtained change patterns depend on the 
degree to which several design-related sources of error are controlled for (Baltes, 1968; 
Campbell, 1967; Campbell and Stanley, 1963). In addition, th~ role of these error factors will 
to some extent be related to the fact whether the data represent actual changes measured con­
currently or whether retrospective and/or prospective methods are emplo)'ed. The sources of 
error that will be discussed are: testing effects, selective survival, selective sampling, 
selective drop-out, and generation effects. 

Internal Validity of Longitudinal Changes 

A major factor jeopardizing the internal validity of longitudinal changes is related to the 
presence or absence of testing effects (Baltes, 1968; Campbell, 1967; Campbell and Stanley, 
1963; Labouvie, Bartsch, Nesselroade and Baltes, 19.74; Wohlwi1l, 1973a). In other words, being 
included in a study and being tested repeatedly may sensitize subjects and lead to practice 
effects that are performance-specific for the particular test, but not indicative of changes in 
the underlying characteristics the test is supposed to measure. For instance, when assessing 
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longitudinal patterns of drug use, repeated testing may lead, on the part of the subjects, to an 
increased awareness of socially accepted norms of drug-related behavior, thus leading to changes 
of test responses in a socially desirable direction without concomittant changes in actual drug use. 

Although the influence of testing effects can be partially controlled for by a careful choice of 
unobtrusive and nonreactive measurement instruments (Wohlwill, 1973a), it should be realized 
that this problem is not necessarily eliminated by using behavior ratings. Even when subjects 
are quite unaware of being observed repeatedly, raters' perceptions of the same person may change 
over time because of increased familiarity with the observed individuals rather than because of 
actual changes in the observed behaviors. Regardless of whether behavior ratings or self-repo~ts 
are used, measurement situations become less obtrusive if they become a more or less natural part 
of the subjects' environment. 

To estimate the presence and magnitude of potential testing effects, a c,i<";,lp. longitudinal series 
may be extended by adding a series of independent control groups, each mea5ured ~~ly once (see 
Table 1). However, the quality of such a control series will be affected oy the operation of 
several other factors to be mentioned later. 

TABLE 1 

Control for Testing Effects in Simple Longitudinal Designs 

Group Occasion 

°1 °2 0
3 •..••••.•.••••••.••.••.• On 

Longitudinal X X X •••••••••••••••••••••••• X 

Control X 

Control 2 X 

Control 3 X 

Control n X 

When an investigator chooses to use retrospective and/or prospectiVe methods to assess actual 
change, the problem of internal validity is further complicated by questions of unreliability. 
It has been sufficiently documented that retrospective accounts of developmental changes are often 
systematically biased and distorted (Baltes and Goulet, 1971; Wohlwill, 1973a). Similarly, pros~ 
pective accounts of expected changes may not reflect very often the actual changes that occur 
later. Of course, this issue of reliability does not apply if measures of retro- and prospective 
changes are used in their own right either as dependent variables or as possible determinants of 
actual changes (Baltes and Goulet, 1971; Thomae, 1970). 

External Validity of Longitudinal Changes 

While the internal validity of longitudinal changes is jeopardized mainly by testing effects and 
possible lack of reliability, methodological deficiencies affecting the external validity are more 
numerous and more difficult to control for. Among them and to be discussed in the following are: 
selective sampling, selective survival, selective drop-out, and generation effects. 

Selective Sampling. Due to the requirement of repeated participation with its increased demands 
on subjects in terms of time and effort, longitudinal samples are usually biased from the very 
beginning (Baltes, 1968; Rose, 1965; Streib, 1966). That is, if Volunteering for longitudinal 
studies is correlated with the dependent measures, the generalizability of the obtained indiVidual 
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and group patterns of change is limited to selected subgroups. Furthermore, if selective volun­
teering or sampling is related to the anticipated number of participations, the use of independent 
control groups for the assessment of testing effects, as proposed above, becomes questionable. 

Selective survival. Due to death and disease of different individuals at different times/ages, a 
given population at birth (cohort) changes gradually over time in its composition. As has been 
shown empirically (Damon, 1965; Riegel, Riegel and Meyer, 1967; Riegel and Riegel, 1972), these 
changes are not random but selective. If correlated with the dependent variable, they will not 
only jeopardize the internal validity of cross-sectional differences, but also the external valid­
ity of longitudinal changes. Since the obtained pattern of change is based only on those subjects 
that survived all occasions, it is necessarily not representative for those individuals that died 
during the course of the study. 

Selective Drop-out. Besides biological survival, attrition of subjects is also influenced by 
social and psychological factors. Because of loss of interest, change of residence, and similar 
reasons, some individuals will discontinue their participation during the course of a longitudinal 
study. As demonstrated empirically (Baltes, Schaie and Nardi, 1971; Labouvie, Bartsch, Nesselroade 
and Baltes, 1974; Riegel, Riegel and Meyer, 1968), this drop-out is likely to be selective and re­
lated to the dependent measure leading to an increasingly biased sample of retestees. If repeated 
participation itself is an important determinant of this selective experimental mortality (Camp­
bell and Stanley, 1963), it will also I imit the usefulness of independent control groups for the 
assessment of possible testing effects. 

Generation Effects. One of the major factors that has been recognized as a source of internal 
invalidity of cross-sectional studies concerns the fact that different generations or cohorts of 
individuals grow up under different socio-cultural conditions (e.g., different educational systems); 
or they experience the same situations (e.g., economic depressions) at different ages (Baltes, 1968; 
Schaie, 1965). Because cultures are continuously changing and present changing environ-
ments for individuals to interact with, longitudinal changes obtained for one particular cohort, 
may be rather specific and not generalizable to other generations. Therefore, it becomes necessary 
to replicate time-series of observations for different cohorts. The reSUlting extended designs 
will be discussed next. 

EXTENDED LONGITUDINAL DESIGNS 

After realizing that discrepancies between cross-sectional and longitudinal age curves of intel­
lectual development were, at least in part, due to differences between generations (Baltes, 1968; 
Baltes and Labouvie, 1973), developmental psychologists introduced more sophisticated designs for 
~he accurate descript,on of age-related changes (Baltes, 1968; BUSS, 1973; Cattell, 1970; Schaie, 
1965, 1970, 1973). Initially, Schaie (1965) proposed a trifactorial model with the parameters 
of age, cohort (time of birth), and time of measurement to represent functionally different sources 
of behavioral variance. Partly because of the algebraic interdependen-ce, and partly becaus-e of the 
assigned status of the three time variables, Baltes (1968) and Buss (1973) subsequently argued that 
a bifactorial Age X Cohort design was most useful and sufficient for strictly descriptive purposes. 
However, since the latter point of view is not quite satisfying either (Buss, 1975; Labouvie, 1975 
a, b), the following discussion will consider all three bifactorial designs that can be derived 
from Schaie's general model. 

Time-sequential Design 

Although this design does not yield longitudinal observations of intraindividual changes, it can 
provide useful information about general cultural trends as the background against which to eval­
uate the impact of specific intervention programs. As illustrated in Table 2, a set of age levels 
is observed on several occasions (times of measurement).l E~pirical applications of this design 
can be found in studies by Baltes, Baltes and Reinert (1970), Goulet, Hay and Barclay (1974) and 
Schaie and Strother (1968a). 

The general purpose of time-sequential analyses is the detection and description of cultural 
changes and trends in the behaviors studied. For instance, it may be of considerable importance 
to be able to predict historical trends in drug-related behaviors before implementing specific 
intervention programs. If drug use among certain age groups varies from year to year, the effec­
tiveness of a given program may depend upon appropriate adjustments of the planned intervention 
to such cultural trends. 
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TABLE 2 

Time-sequential Design: F04r Ages are Measured at Four Times 

Ages 

8 

11 

14 

17 

1972 

1964 

1961 

1958 

1955 

Time of Measurement 

1975 1978 1981 

1967 1970 1973 

1964 1967 1970 

1961 1964 1967 

1958 1961 1964 

Cohori:/Time of Birth 

As seen in Table 2, the effects associated with age and time of measurement are confounded by 
cohort effects, that is, systematic differences between groups of individuals born at diff~rent 
times. Thus, without the assumption of nonexisting cohort differences (Schaie, 1965), it be-
comes difficult to draw conclusions that imply more than the presence or absence of certain cul­
tural trends. Whether these trends reflect concurrent environmental changes (time of measurement), 
or cumulative effect~ of different past histories (cohorts), cannot be decided on the basis of such 
data. However, if a comparison of age and time effects in a "cohort-balanced" design reveals 
highly similar patterns (see Table 2), it would be reasonable to conclude that the relevant ante­
cedents of the observed effects are most likely covarying with the cohort variable. 

Cohort-sequential Design 

In this design a set of cohorts is observed at different age levels, providing a longitudinal 
series for each o( several generations (Table 3). Although this design is considered most appro­
priate by both Baltes (1968) and Buss (1973), it has been employed so far only in a study by 
Baltes and Reinert (1969). The major practical disadvantage of this design is the amount of time 
required for its completion. Depending upon the range of cohorts chosen, the life span of such a 
study may be considerably longer than the age range studied. 

TABLE 3 

Cohort-sequential Design: Four Cohorts are Measured at Four Ages 

Cohort 

1965 

1962 

1959 

1956 

8 

1973 

1970 

1967 

1964 

Ages 

11 14 17 

1976 1979 1982 

1973 1976 1979 

1970 1973 1976 

1967 1970 1973 

Time of Measurement 
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Again, the effects of the independent variables (age, cohort) are confounded, in this case by 
time effects (see Table 3). However, a comparison of the various cohort-specific longitudinal 
patterns will at least provide information about the relative stability/instability of the ob­
served trends. 

Cross-sequential Design 

Because vf its greater practicality, this design has been employed most frequently in empirical 
studies (Baltes and Nesselroade, 1972; Nesselroade, Schaie and Baltes, 1972; Schaie, Labouvie and 
Buech, 1973; Schaie and Labouvie-Vief, 1974; Schaie and Strother, 1968a, b). Using repeated or 
independent observations, a fixed set of cohorts is observed on several occasions or times of 
measurement (see Table 4). 

The effects of cohort and time are confounded by age effects. In an "age-balanced" cross-sequen­
tial design, the confounded age levels are symmetrically distributed along the diagonal from the 
lower left to the upper right corner in Table 4. In other words, the marginal age distributions 
covarying with cohort and time of measurement are identical. Therefore, a comparison of the cross­
sectional and longitudinal age curves in an lI age-balanced" design (Table 4) will reveal to what 
extent developmental trends are susceptible to changing environmental inputs. For instance, if 

TABLE 4 

Cross-sequential Design: Four Cohorts are Measured at Four Times 

Cohort 

1957 

1960 

1963 

1966 

Time 

1972 

15 

12 

9 

6 

of Measurement 

1975 1978 1981 

18 21 24 

15 18 21 

12 15 18 

9 12 15 

Ages 

a cross-sequential investigation of attitude~ towards drugs suggests cohort-specific longitudinal 
patterns that differ from the corresponding time-specific cross-sectional age gradients, it is 
reasonable to conclude that the observed changes are not so much a developmental phenomenon but 
more the result of ever present changes in the sociocultural environment of individuals. 

Cautions 

Although all three sequential designs are strictly descriptive, they are nevertheless to be pre­
ferred over the conventional cross-sectional and longitudinal designs. Given the developmentalists' 
inclinatjon to search for fixed and invariant age patterns, the application of sequential designs 
will at least guard against the premature acceptance of such change models. While the extended 
designs are useful to estimate the extent of cultural changes and generation effects as they af­
fect behaviors, it is important to realize that the other sources of error mentioned previously 
still have to be dealt with. In fact, the picture is likely to become more complicated because 
of the possibility that the mechanisms underlying selective sampling, selective survival, selective 
drop-out, and testing effects may be subject to cultural changes too (Campbell and Stanley, 1963; 
Baltes, Schaie and Nardi, 1971). Therefore, a general strategy to cope with these problems will 
include: (a) the use of appropriate series of in~ependent control groups (testing effects); (b) 
an explicit attempt to describe the various cohort samples in terms of relevant environmental and 
background variables (selective sampling); and (c) a posteriori comparisons between drop-outs and 
'survlvors' (selective drop-out and survival). 
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METHODS AND PROCEDURES: 
EXPERIMENTAL MANIPULATION OF CHANGE 

The preceding section dealt with the issue of accurately describing longitudinal change patterns. 
The following discussion is concerned with the evaluation of the effects of experimental manipula­
tions and programmed interventions in which an attempt is made to control the conditions and events 
to which individuals are exposed over longer time periods. In general, such efforts are intended 
to find out whether different programs have differential effects on members of the same target 
population, or whether a particular program affects different individuals in different ways. For 
instance, it may be important for educators to evaluate not only the efforts of different drug 
education programs, but also whether high school students with different levels of intelligence 
or different personality characteristics react differently to the same program. The utility and 
validity of two designs will be discussed--simple pretest-posttest and multiple time-series. 

SIMPLE PRETEST-POSTTEST DESIGNS 

In terms of time and effort involved, the simplest designs range from a one-group pretest-posttest 
design to the four-group design proposed by Solomon and Lessac (1968). As illustrated in Table 5, 
the latter one provides several controls to assess the internal validity of the experimentally 
induced changes. Nevertheless, like its simpler relatives, it is severely limited in its useful­
ness. 

Group 

1 I 

1 I I 

IV 

TABLE 5 

Four-Group Design by Solomon and Lessac 

Pretest 

0, 

Time 

Treatment 

x 

x 

Posttest 

Groups I and III are measured before and after the experimental treatment 'X'. 
Groups 11 and IV are included to control for potential testing effects. 

It is somewhat of an irony to realize that pretest-posttest designs are essentially not change­
oriented. As suggested in Figure 1, their use is really only justified if it can be assumed that: 
(a) the behaviors studied do not exhibit any systematic changes prior to the treatment; (b) the 
behaViors have reached a stable level after termination of the jnterve~tion; and (c) the rate of 
change is approximately the same during the duration of the treatment. If these assumptions are 
not valid, the rather arbitrary choice of times of measurement may lead to premature conclusions 
about the effects of different treatments (see Figure 1). Therefore, it seems that these designs 
are most appropriately employed in investigations of short-term changes. 
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Figure I: Assessment of behavioral trends by simple pretest-posttest designs: 
(a) the static assumptions implicit in these designs, (b) possible alternative 
trends compatible with the same observations 

Since two-occasion longitudinal designs are used quite frequent1y, it is necessary to point out 
another deficiency jeopardizing the internal validity of these designs. Sometimes researchers 
are interested in determining the differential effects of a given treatment on persons differing 
on some psychological characteristic. However, when selecting subgroups of individuals with low 
or high scores on some measure, a second observation of these same individuals will usually indi­
cate converging trends. This regression towards the mean (Campbell and Stanley, 1963) is a mean­
ingful psychological phenomenon not restricted to measures with fallible scores (Furby, 1973). 
In order to distinguish between substantive changes and regression effects, it is, therefore, 
necessary to supplement the analysis of such designs by a time-reversed analysis in which subjects 
are classified into subgroups on the basis of their scores on the second occasion (Campbell and 
Stanley, 1963; Baltes, Nesselroade, Schaie and Labouvie, 1972). If the two analyses reveal op­
posing patterns of convergence, it is reasonable to assume the presence of regression effects. 

MULTIPLE TIME-SERIES DESIGNS 

In comparison to simple pretest-posttest assessments, these designs involve the repeated obser­
vation of individuals from two or more populations on numerous occasions before, during and 
after specified periods of intervention. Therefore, time-series provide much greater descriptive 
accuracy when studying trends over extended time intervals. Furthermore, in order to explicate 
the effects of the experimentai manipulations, longitudinal ~eries are obtained (usually simul­
taneously) for several experimental and control groups (Campbell, 1967). 

The internal validity of multiple time-series designs in terms of differential trends for differ­
ent groups depends on the presence of error sources similar to those mentioned earlier. Ideally, 
an experimenter assigns subjects randomly to the various treatment conditions to achieve internal 
validity. However, if volunteers for longitudinal studies are likely to represent biased samples, 
it is further~Dre possible that they volunteer selectively for different types of interventions 
leading to a self-selection rather than randomization of subjects. For instance, volunteers for 
a particular drug education program may not be willing to be assigned to a control or no-treatment 
condition. In such a case, the problem of self-selection may be dealt with by using a time-lagged 
control group for which the intervention is merely temporarily delayed (Gottman, McFall and Barnett, 
1969) . 
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A second threat to the internal validity is differential selective drop-out. That is, even if 
initial randomization of subjects is achieved, different treatment conditions may cause different 
types of individuals to drop out of the study. Such a treatment by drop-out interaction makes the 
comparison of the various longitudinal patterns highly questionable. This is a problem particu­
larly relevant to drug abuse treatment program evaluation. Finally, given the problem of testing 
effects, it is also possible that these effects may interact with the type of treatment to which 
subjects are exposed. 

Considering the external validity of multiple time-series, it should be obvious that all behavioral 
research is embedded in a general background of ever changing socio-cultural conditions (Riegel, 
1972, 1973). Therefore, a replication of the same design at different points in time may reveal 
different longitudinal patterns for the treatment as well as no-treatment conditions. Thus, it 
would seem useful to extend experimental multiple time-series designs to include features of the 
sequential designs discussed earlier. 

While the aforementioned problems may be considered as error sources regardless of onels particU­
lar theoretical framework, there is also a more intrinsic issue of uncertainty involved in the 
explication of antecedent-consequent relationships in studies of long-term changes (Labouvie, 
1975c; Wohlwill, 1973a, b). Depending on onels theoretical stance, the psychologically relevant 
aspects of a given intervention program may be defined either in terms of a series of specific 
stimulus events under the control of the experimenter, or in terms of the activities subjects en­
gage in as a result of the intervention, or in terms of interactions between the former two. The 
first case can be realized only if the researcher is willing to sacrifice external validity to 
achieve internal validity by severely limiting the subjects l response repertoires. In the other 
two cases, a gain of external validity implies greater uncertainty in the explication of valid 
antecedent-consequent relationships. Since experimental control of specific behaviors becomes 
less effective the longer the time intervals studied, the uncertainty with regard to functional 
interpretations increases, and it seems most appropriate to describe programmed interventions not 
only in terms of manipUlated stimulus conditions and certain target behaviors, but also in terms 
of each subjectls responses and behaviors elicited by these events (Wohlwill, 1973a)~ 

METHODS OF ANALYSIS 

Since a number of analytical procedures is fully described in other chapters of this volume, it 
seems sufficient to limit the present discussion to some general considerations. Among these are 
issues concerning the type of dependent variable used--quantitative or qualitative--and the par­
ticular aspect of change--quantitative or structural--that a researcher may be interested in. 

The most common and perhaps most preferred situation involves the measurement of quantitative 
changes in level on a variable measured by the same instrument on all occasions with the same 
reliability and validity. The analytical procedures employed in this case are analysis of variance 
or trend analysis (Kirk, 1968; Winer, 1962). The latter method becomes meaningful if more than 
two occasions are included and if one attempts to forecast behavioral trends beyond the last time 
of measurement. However, both methods are static in the sense that they require the variance­
covariance matrix across occasions to be homogeneous (Kirk, 1968). In contrast, it is probably 
more likely that the empirical correlations between occasions decrease with increasing time inter­
vals between them (Kaqan and Moss, 1962), resulting in a positive bias in the corresponding F tests 
(Kirk, 1968). (See also chapters 10, 11, and 12.) 

The time-related dependency of longitudinal observations can be used more directly in the case of 
multiple observations by estimating the parameters of models that view time-series as stochastic 
processes (Box and Jenkins, 1970; Glass, 1972; Gottman, McFall and Barnett, 1969). In these models 
interventions are represented by binary variables (0,1). Changes in slope and/or level of the 
series as a result of an experimental manipulation are assessed by estimating so-called generating 
functions (Gottman, McFall and Barnett, 1969). (See also chapter 6.) 

If the emphasis is less on quantitative changes and more on changes in structural relationships, 
one may apply factor anal tic methods (Baltes and Nesselroade, 1973; Bentler, 1973; Nesselroade, 
1970) or path analytic procedures Buss, 1974; Labouvie, 1974) or a combination of both to analyze 
relationships among mUltiple sets of response variables within and between occasions. These pro­
cedures can be meaningfully used even when different sets of dependent measures are employed at 
different occasions. (See also chapters 8 and 9.) 
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In the case of qualitative response variables, the dependent measure represents a minimal scale 
with two or more response classes or categories. In some cases, such variable~ may be quantified 
by measuring the age/tim~ at which a particular response class (stage) is achieved. If such a 
procedure is not meaningful, the analysis of time-series with qualitative variables may inves­
tigate individual sequences of responses and compare their relative frequency of occurrence in 
the various experimental and control groups (Wohlwill, 1973a). For instance, a researcher may, 
on the basis of several characteristics, find it useful to distinguish between different 'stages' 
of drug use and abuse. Longitudinal observations will then yield an ordered string of stage 
designations for each subject in a form such as ti.is: A-A-B-C-B (5 occasions, 3 stages A, B, and 
C). A comparison of different groups may then reveal differential frequencies of the various 
longitudinal patterns under differing conditions. (See also chapter 5.) 

ILLUSTRATIVE APPLICATION: 
MULTIPLE TIME-SERIES IN DRUG RESEARCH 

The recent increase in the popularity of drugs among large numbers of young pecple has become a 
matter of public concern and scientific interest (Josephson, 1974). Educators may want to know 
whether particular educational programs may lead to a more "enlightened" adolescent use of 
drugs in terms of frequency and amount of underlying motivations. 

Previous observations suggest that age-related patterns of marihuana use during adolescence are 
highly susceptible to cultural trends (Josephson, 1974). Therefore, it is reasonable to assume 
that the effect of a given program may not only depend on the age at which it i~ administered, 
but also on the general historical context in which adolescents have grown up and/or are currently 
eXperiencing. To explicate the differential impact of such a planned intervention for different 
age levels and generations, a sequential mUltiplu time-series design may be chosen, as illustrated 
in Table 6. Assuming that the measures used are sufficiently nonreactive, subjects within 
each of three age/cohort levels are ram')!TIly assigned to an experimental and a control condition 
and observed repeatedly over a period of five years (see Table 6). Using comparable sampling 
strategies, the first sequence is replicated after a delay of two years. It may also be mentioned 
here that a study by Jessor, Jessor and Finney (1973) on marihuana use represents an approximation 
to the extended designs discussed above. Their data on high school students correspond to a 
cross-sequential des!gn. However, the design is incomplete in the sense that cohorts are dropped 
once students graduate from high school. 

lof subject attrition across occasions is found to be unrelated to the dependent variables and 
to be the same for all series, an analysis of the data may focus on the following comparisons. 
(a) Each cohort yields a longitudinal series of repeated observations of a control group covering 
a certain age range; at the same time, each time of measurement (within sequence A or B) provides 
cross-sectional age differences between the three control groups. This combinatic"l of longitudi­
nal and cross-sectional age curves yields information concerning the presence of cultural trends. 
(b) For ench cohort, the correspr .ding longitudinal series for the control and experimental 
group can be compared. (c) Since sequence B represents a replication of sequence A at a later 
time, longitudinal observation~ of experimental groups Govering corresponding age ranges can 
be ccmpared to indicate the presence of Treatment X Time interactions. Obviously, some of 
these comparisons will become questionable if the dropout of subjects is found to be selective 
and different for different series. 
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TABLE 6 

Sequential Design for the Study of Adolescent Drug Use: Effects of a 

Programmed Intervention at Different Age Levels and Times of Measurement 

Cohort Group Time of Measurementa 

1975 1~76 1-977 1978 1979 1980 1981 

Sequence A 

1967 expo 8 9 X 10 X 11 12 

cont. 8 9 10 11 12 

1965 expo 10 11 X 12 X 13 14 

cont. 10 11 12 13 14 

1 ';163 expo 12 13 X 14 X 15 16 

cont. 12 13 14 15 16 

Sequence B 

1969 expo 8 9 X 10 X 11 12 

cont. 8 9 10 11 12 

1967 expo 10 11 )( 12 X 13 14 

cont. 10 11 12 13 14 

19(,5 expo 12 13 X 14 X 15 16 

cont. 12 13 14 15 16 

abody entries represent age in years. 'X' marks periods of planned 
intervention. Within each cohort, subjects are randomly assigned to an 
~xperimental and a control group. Each row represents a series of 
repeated observations of the same group of subjects. 
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NOTES 

lIn Tables 2 to 4 it is assumed that age is given in years, while cohort and time of measurement 
are defined in terms of calendar years. Of course, a researcher may choose to use smaller or 
larger time units. 
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INTRODUCTION: 
USE AND ASSUMPTIONS 1 

Automal ic Interaction Detection (AID) is one of the first analysis techniques designed for social 
science data that employs the decision-making capacity of a high-speed computer. AID is a com­
puter pr0gram designed to scan, in a certain way to be described below, the relationship between 
a number of predictors and one criterion, or dependent variable. As is common i~ social scierlce 
data, the predictors may be categorical in nature, but may also be, with grouping, ordinal or 
interval (see chapter 5 for a discussion of levels of measurement). The illustration included 
below demonstrates that AID may be used with longitudinal data (studies based on repeated meas­
ures) as well as with data collected at one point in time (see chapter 7). The purpose of AID 
is to identify a set of categories, defined in terms of combinations of predictors, that best 
explains variation in the criterion. 

The remarkable capacity of the high-speed com~uter to act as an enormous storage and retrieval 
machine is well recognized, as is its ability to make lightning-fast calculations. Less well 
recognized by the user is its decision-making capability. As those who design computer programs 
to guide the operations of the machine know, without such capability the computer could not per­
form thos~ more familiar functions. 

The possibility of using this decision-making capacity in connection with matters other than the 
operations of the computer program, such as the analysis of a large body of data, has often been 
a subject of speculation, but to the present remains almost entirely unexplored. The innovative 
computer program known as Automatic Interaction Detection (AID) is one of the first of such pro­
grams, and apparently the only such program developed specifically for the analysis of social 
science data. 

AID examines the relative .ilT'portance of each of a set of independent variables in predicting a 
criterion, and conducts thiJ examinatil~ without any assumptions of additivity or linearity. Es­
pecially when assuming additivity, other techniques that are commonly used in the social sciences 
to summarize a large body of multivariate data, such as factor analysis and mUltiple regression, 
overcome the need for making qualitative distinctions within the data. AID is an exploratory de­
vice to assess the homogeneity of the sample in the sense that relations between predictors and 
criterion are additive and not interactive. In subsequent .egression anal ses, the investigator 
can test the significance of interactions detected by AID (see chapter-l0. The elementary de­
cision-making involved in AID incorporates the idea of making a selection at one level of data 
analysis, and then pursuing the implications of this and subsequent selections on increasingly 
deeper leveis of analysis. 2 Like many simulation models (which AID is not), and 1101 ike factoring 
and regression techniques, the development of AID probably would not have occurred in the absence 
of stored-program, self-modifying computing machines. 

Not surprisingly, in view of this approach, the decision-making capabilities reflected in AID are 
rudimentary. In comparison with the analogous capacities of the human analyst poring over a 
large body of data, they are extremely unsophisticated. This is especially true of the simpler 
version of AID discussed here. S Brief reference will be made to a more complex version, AID I I I, 
which incorporates the capacity for more sophisticated decision-making. 4 For purposes of this 
introduction, reliance on the simpler version is a better way to describe the basic logic and 
intent of both programs. 

As a multivariate method, AID is intended for analyses of a number of independent variables 
(predictors) in relation to a single dependent variable or criterion. In most practical appli­
cations, an investigator will find it useful to have a fairly large sample size, such as more than 
500 observations, although the program itself imposes no restrictions on sample size. 

Note: The idea of the AID program described here originated with Prof. James N. Morgan and Prof. 
John Sonquist, then both at the Institute for Social Research, The University of Michigan, Ann 
Arbor, Michigan. References to their seminal work appear at the end. 
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Because AID makes no assumptions about the data in terms of measurement properties or additivity 
of the effects of predictors on the criterion, we find it useful to employ AID as an exploratory 
dev(ce prior to the utilization of multiple regression or partial correlation methods. With the 
latter, departures from additivity (interactions) must be anticipated in advance, while AID is 
expressly designed to identify important interactions. AID is sometimes thought to resemble step­
wise regression analysis, since subsequent steps in both analyses are determined by the outcome of 
prior steps, but apart from this resemblance the methods are quite different. In the following, 
an example will be presented showing the utility of conducting art exploration with AID to suggest 
subgroups of the sample within which multiple regression, possibly of a stepwise nature, can be 
u~efully employed. 

AID analysis is intended principally for survey data, rather than data collected by more quanti­
tative measurement procedures. Although there have been adaptations to categorical data with 
such procedures as "dummy variable" scoring in multiple regression, most multivariate procedures 
were developed with quantitative measurements in mind, and this is one of several ways in which 
AID is a most unusual multivariate method. While it is true that numerical information such as 
age in years and income in dollars is often obtained in surveys, investigators generally obtain 
such a predominance of categorical information that they find it convenient to cast even those 
quantit~tive variables in the form of a series of ordered categories. 

In contrast to the flexibility regarding measurement assumptions in the predictors, AID requires 
interval measurement of the criterion. This includes the possibility of a dichotomous CI iterion, 
which may be analyzed as an interval variable utilizing (0,1) scoring. In many of our analyses, 
as in the one selected for illustration below, we employ a criterion that has been simplified in 
that way. If the criterion is ordinal, this means we need make no measurement assumptions. If 
the precise way in which that criteri~n should be dichotomized is unclear, we find it convenient 
to run two or more AID analyses, each using a different dichotomization, and compare the results. 

In the following, we review in Section II, Rationale, ths __ spE!cIal problems of analyzing survey 
data which AID is designed to address. Then in Section II I, Methods and Procedures, somewhat in 
the fashion of peeling layers from an onion, we consider the activities of the program and the 
basis for its decision-making operations in greater and greater detail. That section concludes 
with an example of the elegant tree-diagram, the final output of the version of the program that 
we use. S We then assess the elemental AID decision criterion from a number of different perspec­
tives, and thereby gain a still more refined understanding of the method. In the fifth section 
we summarize some general limitations that should be kept in mind using this methodology. Finally, 
we illustrate the use of this program in a study of the correlates of marihuana use from one of 
the first general population surveys of that topic. 

RATIONALE: 
PROBLEMS IN EXPLANATORY SURVEYS 

The following discussion refers primarily to surveys that are intended to explain some aspect of 
social behavior or to assess its implications. Such surveys may be contrasted with those that 
are intended principally to describe the extent or character of some aspect of social reality. 
In explanatory surveys the major concern is to ascertain whether there is a relationship between 
one variable and another. While the aims of an explanatory survey are similar to those of a . 
classical scientific experiment, the survey investigator does not have an opportunity to manip­
Ulate experimental conditions through random assignment. Consequently, this manipulation must 
necessarily be done through statistical procedures. Selection and use of these procedures pre­
sents special problems. 

The first illustration presented below is drawn from a longitudinal survey that was explanatory 
in design. 6 As will be seen, the analysis capitalized on the longitudinal nature of the data. 
Even without the added c~mplications of longitudinal data, explanatory surveys present many 
problems to the analyst. 7 Frequently it is necessary to observe a great variety of human 
b~havior, pr~senting many variables for analysis. Often these variables are not quantitative 
meclsurements, but classifications which do not lend themselves easily to multivariate analysis, 
especially if they are rank-orderings. 

Of special relevance for AID, survey analysts are often reluctant to assume th~t the behavior 
being studied is homogeneous in the following sense. Analyses of the sample ~5 a unit, without 

. allowing for the possibility that some subgroups within the sample behave differently with 
respect to particular variables, has often been found misleading. In studying the precursors 0: illicit drug use, for example, it is commonly found that the sources of illicit drugs are 
different for men than for women, and that variables describing the pattern of social influence 
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affecting illicit drug usage are correspondingly different according to the user's seK. This is 
one type of statistical interaction, and is one of the ways in which the sample may be hetero­
genous. Interaction presents special problems for analysis because it means the assumption of 
additivity often required in multivariate analysis is violated. 

Interaction may be described in various ways and manifests itself with different degrees of 
complexity. In a careful discussion, different orders of interaction are distinguished. One 
way to describe interaction is to say that variables are not simply additive in their effect on 
a third variable, but that, instead, the effect is dependent upon the particular combination of 
values of the other variables. In some discussions of survey analysis, one of the variables in­
volved in interaction is referred to as a "specifying variable." This designation is especia!ly 
apt when second-order interaction is being discussed. In that case, one of the interacting 
variables specifies the conditions under which the other variable is related more or less strong­
ly to the dependent variable. The version of AID being illustrated here is intended to locate 
only first-order interaction, which refers to variation in the mean value of the criterion among 
subgroups of the sample. Nevertheless, the example to be analyzed below will show that it is 
successful in locating this more compleK kind of interaction as well. 

To identify and judge the import of interaction patterns is a major problem for survey analysts. 
AID accomplishes the former better than the latter. Only rarely does a priori knowledge indicate 
which variables will be involved in interactions. Experience sugggests that sex and ethnic 
differences are specifying variables in many areas of social behavior, but other variables may 
play this role in a particular investigation. In a survey of college student populations, for 
example, academic major is likely to interact with other factors. AID is one of the few analysis 
techniques intentionally designed to identify interaction patterns such as this. B 

METHODS AND PROCEDURES 

THE BASIC SEARCH PROCEDURE 

On the basis of AID's scanning of the relationship between a number of predictors and one criter­
IOn, the program selects the one best way to divide the sample into two groups. "Best" means 
selecting a dichotomous partitioning which maximally explains variation in the criterion. Next, 
AID repeats this search ~nd partitioning within each of the two subgroups, and continues operating 
in this fashion, generating and examining an increasing number of subgroups, until it reaches a 
preset indication to stop. In the following, the different repetitions of these twin operations 
of search and partition are referred to as levels of operation of the AID program. The outcome 
of one such analysis is presented in Table 1, and will be discussed in various ways in the next 
few pages. 

The ultimate aim of AID at each level of operation is to account for variation in the dependent 
variable. Scanning all the predictors, AID identifies that predictor which permits the sample 
to be split into two subgroups in such a way that a maximum reduction in variation on the 
criterion is accomplished. Put differently, it splits the sample so as to minimize the unex­
plained variance. For example, in the analysis summarized in Table 1, we investigated factors 
that were predictive of male students becoming university dropouts. Our aim was to examine 
information obtained from them at the time they entered the university in 1970 to see what was 
predictive of thei. being in apparently permanent dropout (PDO) status two and one-half years 
later, in 197~. An AID analysis was conducted of this criterion in the hopes that it would 
identify subgroups in which the likelihood of becoming a permanent dropout was very high) in con­
trast to subgroups where the likelihood was very low. In the extreme, the analysis would have 
identified a subgroup--definen in terms of combinations of scores and categories of several pre­
dictors--that contained all of the dropouts. Had that happened, partitioning of the sample would 
have completely eliminated the residual variance. In the real world, of course, such perfect 
prediction is not to be expected. But AID did produce subgroups where the dropout rate 
ranged from 44 percent (group 9 in Ta~le 1) to less than 1 percent (group 14). 

At each level of operation, AID may be viewed as a variant of correlation analysis without the 
measurement assumptions that method requires. A common method of screening predictors is to 
examine their correlations with the criterion. At each level, AID does just that without 
requiring the predictors to be measured on an interval scale. As will be explained below, AID 
can be set to make no assumptions whatsoever about the measurement characteristics of those 
variables, or to maintain the categories in a particular rank order. 
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Table 1. Major Time-1 Predictors and Subgroups Emerging from AID Analysis of Permanent Dropout 
Status (PDO) 2t Years after Entering University* (Nine other predictors screened in 
this analysis are shown in Table 6) 

Perceived 
Importance DC 

Cr.ldcs 
-~'--

Plnns to 
Stay in 

Sl'Itool 
~-

Timc-l 
Grade-Point 
~r.::a'6e 

F'3thcr's 
Euucnl fon --+-

--'--r6-, ----
ColI. Crad. or 

more (JO) 
UtS& tll;]n U.S. 

Grod. (11) 
N-H 

PDO-2.4% 

Vocntionnl 
Orl~nttlt1on 
(Prep. for 
-.Q£~ ... 

Expects 
tirudcs to 

be a 
Problum -.j;--

10. 
Mod. or Very 

SerIous (69) 

1 .. ------;;;;;;;;;;;;;;:;;;~;;;;;:.-----I Nut at all I. Serious (12) 
N-S] 

PDO·4.9% ' 

t B. 
Call. Grad. or 

. \!lore (S7) 
..;.----- Some II.S, (I) 

N-SH 
P~.Q.L 

~ 
9. 

SOUlt! College (16) 
11;5, Grad. (10) 

Less thill1 n.s. (6) 
N·n 

PDO·4).8~ 

*Width of bars represents approximate proportlon of total sample. Figures in parentheses in some 
boxes represent number of cases in indicated categories. 

AID'S DECISION-MAKING STEPS 

Using our dropout study as an example, we will now take a closer look at exactly how AID proceeds 
at one key element in those operations: where it is examining one predictor within one group. 
At the inception of the analysis, this would be the whole sample; at a later point, a previously 
isolated subgroup. Five steps are involved in operation: 

1. Ordering the Categories 
2. Selecting the Best Dichotomization 
3. AID-Facilitated Review of an AID Decision 
4. Moving to the Next Level 
5. Termination of the Search 

Ordering the Categories 

The first step in the operation of the program for each predictor is to calculate, for each 
category of the predictor, the mean value of the criterion. In Table 2 are shown the categories 
of response to a question asking students, in the study cited above, how important it was to them 
to maintain a particular grade-point average. With the criterion employed here, whether or not 
a student became a permanent dropout two and one-half years after entering the university, the 
mean value for each category is Simply the proportion of dropouts in that category. These pro­
portions are shown in the form of percents in Table 2, where the categories are shown in the 
ordering arranged by the program and presented in the computer printout. 
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Table 2. Categories of a Predictor Ordered by AID in Terms of the Mean Level of the Criterion 

Predictor: A,question asked of entering male 
freshmen in 1970: "How important is it to you 
to maintain a particular grade~point average'?" 

Category Response 
Number Category 

4 Very Important 
3 Fairly Important 
Z Not Too Important 
1 Not At All Important 
5 No Answer 

Total Sample 

Criterion: Percent Permanent Dropout (PDO) 
2t years After Entry into the University 

% PDO Number of Cases 

2.7% 222 
3.5% 423 

16.7% 138 
26,1% 46 
33.3% 3 

~ "B34 

Clearly there is a strong relationship between being sufficiently motivated to say that main­
taining a particular grade-point average is very important anJ being enrolled in school (or only 
a temporary dropout) two and one-half years later. Fewer than 3 percent of those in the first 
category dropped out, whereas over one-fourth of those saying a particular grade-point average 
was not at all important had dropped out. As Table 1 shows, this variable provided the first 
split in the sample, suggesting AID made the choice on the strength of the relationship shown in 
Table 2. That is not the case, however. Intent on dichotomizing, the program explored this 
variable further. 

Before turning to that next step, note that AID contains a convenient option whereby it may be 
instructed to maintain categories in rank order. Had that option been employed in this case, 
category 5 would not have been placed by the program at the bottom, but rather at the top, 
preceding category 4. In the present instance, we may infer from the high proportion of dropouts 
in category 5 that those who failed to answer the question were very unmotivated students, and it 
is clear that the category belongs at the bottom. Thus, AID may also be used to ascertain a 
plausible location for "no answer" categories. 

Selecting the Best Dichotomization 

An important aspect of AID's decision-making is that it does not select a variable for splitting 
a subgroup according to the strength of the overall relationship shown in Table 2, but rather the 
strength of the relationship after choosing the "best" dichotomization. According to AID, the 
best way of splitting the sample in two groups is that which maximally reduces residual variation. 
That residue is quantified by calculating the unexplained or aggregate within-group variance, 
which is the sum, over all observations, of the square of the distance separating each observation 
from the subgroup mean. Residual variance is zero if and only if all observations on the 
criterion are the same in each subgroup, in which case they coincide with the mean for that sub­
group. In the present example, this would mean that all of the observations in each subgroup 
were either permanent dropouts (assigned a score of j for analysis purposes), or were not (in 
which case they were scored 0). 

As is made clear in the analysis of variance, calculating the sum of squared deviations around a 
subgroup mean is quite different from calculating the sum of squared deviations around ~he mean 
value for the whole group. The latter quantity is called the total sum of squares (TSS). Taking 
a weighted average-of the former (weighted by the size of the subgroups) yields the residual, 
unexplained or within-group sum of squares (WSS). The WSS is never larger than the TSS, and 
generally smaller. The difference between these two quantities is called the between-groups 
sum of squares (BSS). Hence, minimizing residual variation is the same as maximizing B5S. Dis­
cussions of AID are generally phrased in terms of the latter. When only two subgroups are being 
considered, this between-groups sum of squares can be simply expressed as a multiple of the square 
of the diiferenc~ between the subgroup means. Designating subgroup sizes as Nl and NZ, subgroup 
means as Xl and XL' with the whole group of Nl + N2 = N observations, 
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This calculation is illustrated in Table 3. It is apparent that BSS is in part a quantification 
of the extent to which the two subgroups differ in terms 01 the average value on the criterion 
(Xl - X2)2, and in part a comment on the distribution of the predictor (N1N2/N). In the extreme, 
BSS would be maximized, and equal to the TSS, if all the dropouts were in one subgroup, and none 
in the other. 

First ordering the categories by their mean values, AID investigates all pertinent dichotomiza­
tions of the predictor. 9 For each, it calculates BSS to ascertain the extent to which that way 
of subdividing the group accounts for variation in the criterion. Since there a~~ five cate­
gories, there are four possible splits: group 4 from the remainder, groups 3 and 4 taken together 
and split from the remainder, and so on. Table 3 illustrates this calculation for the first two 
of the four ,possible splits for the predictor in Table 2. 

The calculation assessing the merit of the first possible split is shown in the upper half of 
Table 3. Isolating group 4, containing 224 men, produces a BSS of .529, as illustrated. Calcu­
lations assessing the next possible split are shown in the lower portion of Table 3. Here groups 
3 and 4 together are compared with the remaining groups, and the between sum of squares, with a 
value of 3.716, is much larger than before. AID continues this investigation over all possible 
splits. The results are shown in Table 4. 

Table 3. Assessment by AID of the First and Second Possible Dichotomization of One Predictor 
(Figures are number of cases.) 

Criterion: 

Permanent Dropout (PDO) 
Not Permanent Dropout 

Total number of cases 
Proportion PDO 

Criterion: 

Permanent Dropout (PDO) 
Not Permanent Dropout 

Total number of cases 
Proportion PDO 

First Possible S~I it: 
Grou~ 4 Grou~s 1-3,5 Total 

6 51 57 
218 559 777 

224 610 834 
.0268 .0836 

N1N2 
BSS = -N--- (Xl - X2)2 

BSS 

(224) (610) = 834 (.0268 - .0836)2 = 0.529 

Second Possible S~lit: 
Groups 3,4 Grou~s 1-2,5 Total 

21 36 57 
626 151 777 

647 187 834 
.0325 .1925 

(647)(18,) (.0325 - .1925)2 = 3.716 
834 

Table 4. Between-Group Sum of Squares for Each Pertinent Dichotomization, for One Predictor 

Dichotomized Between: 

Code 4 and Codes 1-3,5 
Codes 3,4 and Codes 1-2,5 
Codes 2-4 and Codes 1,5 
Codes 1-4 and Code 5 
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Proceeding from this illustration as though this wa~ the first predictor being examined, the 
remaining operations of the program can be briefly outlined. Since the seGond dichotomization 
in Table 4 (codes 3 and 4 versus codes 1-2,5) is that which maximally explains the criterion 
(eSS = 3.716), this information is stored by the program, which then investigates the next 
predictor in precisely the same way (in this case, plans to stay in school). For that predic.tor, 
the maximum between sum of squares, together with the particular split that maximized it, are 
again stored as summary information. Each predictor is examined in this way. Wh)n all pre­
dictors have been examined, the program selects the one with the largest maximum ass, the group 
is split on this dichotomy, and the whole set of operations is repeated within each subgroup. 
This leads to four subgroups, and the whole set of operations is again repeated until certain 
stopping criteria are reached, as described below. 

A remark is in order about the AID selection criterion, which thus far has been discussed as ass, 
the between sum of squares. For some purposes it is useful to view the selection criterion as 
not simply ess, but eSS/TSS, the between sum of squares taken relative to the total sum of 
squares on the criterion within the particular subgroup being examined. (In a more formal pre­
sentation, a subscript would be used to identify that subgroup.) Since the TSS for a subgroup 
is the same regardless of which predictor is being examined, AID would make the same selection 
regardless of whether ess or eSS/TSS is taken as the selection mechanism. 

Moreover, the ultimate goal of AID is to explain the total sum of squares for the whole sample, 
symbolized in our version of AID as TOTSS to distinguish it from the TSS for a subgroup. In 
the present example, with a dichotomOUS-Criterion, TOTSS may be easily calculated as NaNb/N 
(57)(777)/834 = 53.104, where Na and Nb are the number of permanent dropouts and others, respec­
tively. One might therefore consider ess taKen relative to this TOTSS as the AID selection 
criterion. Again, since TOTSS is a constant, it would not affect the selection process. 

AID-Facilitated Review of ~n AID Decision 

Most versions of AID print the information presented in Tables 2 and 4 for each predictor. While 
this is generally too much for the analyst to digest, it is helpful to have it available to review 
the decisions made by the program and to identify those that were made on the basis of a very 
small margin. For example, in Table 4 the maximum between sum of squares (3.716) is nearly 
twice as large as the next contendbr (2.020) which arose from combining groups 2, 3, and 4. Had 
the two values been nearly the same, the analyst might decide to override the decision of AID 
and instead choose the latter split. Such a decision to override might be based on the meaning 
of the categories. In the present instance the program made the decision to combine "very and 
fairly importan~', the same decision that an analyst is likely to make. In other instances such 
a happy coincidence might not occur. 

Another procedure that We have found useful is to identify the set of predictors that were in 
contention for the one selected as the best split. We often annotate the AID tree-diagram with 
this auxiliary information. This is illustrated in Table 5. There are shown the five predictors 
presenting the largest maximum ass when the group being analyzed is the whole sample. Thus a 
student's Intention to stay continuou~ly enrolled in college, plans expressed early in his fresh­
man year, were second in importance in determining whether or not he dropped out. 

Table 5. The Most Important Predictors Identified by AID in its Analysis of the Whole Sample. 

Predictor 
Variables'" 

Importance of maintaining a particular 
grade-point average 

Plans to stay continuously in school 

Is at the University principally to 
prepare for an occupation 

Index of recent (past six months) 
illicit drug use 

Max SSS 

3.7164 

2·9246 

1.8045 

1.4659 

Official freshman grade-point average 1.3210 
'~Observed soon after entry into the Un ivers i ty. 
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.03398 

.02760 
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An evaluation of the meaning of these results requires knowledge of the other variables entered 
as predictors. These are shown in Table 6. Quite clearly the analysis demonstrates that the 
student's expressed motivations were more important than either background factors or objective 
or subjective achievements and satisfactions. The two motivational variables--the importance of 
good grades and plans to stay in school--were the two most important predictors in the assess­
ment of the whole rample by AID. Third in importance was his vocational orientation, fourth was 
his score on an inJex of recent (past six months) use of illicit drugs, and fifth, his freshman 
grade-point average as obtained from his university transcript. 10 

rable 6. Variables Entered as Predictors in the Illustration 

Variables, by type 

A. Family Background Factors 

1. Father's education 
2. Ethnicity 
3. Size of home community 

B. Scholastic Ability 

4. Scholastic Aptitude 
Test score (verbal) 

C. Experiences with Illicit Drugs 

5. Age when first used marihuana 
6. Index of drug use in the year 

before co 11 ege 
7. Ind~x of drug use in the 

freshman year 

D. Academic Value Orientations 

8. Academic major 
9. Importance of occupational preparation 

E. Academic Achievement 

10. High school grade-point average 
11. College grade-point average fall and 

winter quarter of freshman year 

F. Academic Expectations and Satisfactions 

12. Expected to have problems with grades 
13. Satisfied with quality of teaching 

G. Academic Motivation 

14. Importance of grades 
15. Planned to stay in school 

Muving to the Next level 

Number of categories 

8 
7 
8 

6 

6 

5 

6 

3 
4 

7 

6 

5 
6 

5 
4 

As explained 0arlier. after achieving the best dichotomization of the whole sample, AID repeats 
exactly the Same search and partition opera t .I1S in each of the two resulting subgroups. It 
continues these operat!r~s in each such ge~~~ :ed subgroup until reaching preset criteria for 
stopping. The contin'!dtion of this process of examination and generation of subgroups can 
becone complex. Our version of AID helps to reduce this complexity by presenting, at the con-
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clusion, the pictorial diagram shown in Table 1. The similarity between Table 1 and a common 
pictorial representation of a biological classification system is not surprising, since AID is 
pursuing a form of analysis that is logically identical to that type of differentiated classifi­
cation. 

Of particular importance to the analyst of social behavior, AID identifies interaction patterns 
by suggesting which variables play an important role within each of the s~bgroups that it 
previously identified, as well a5 in ~he whole sample. As always with AID, this assessment is 
made in terms of the role these variables play in predicting the criterion. 

This may be illustrated by returning to Table 1. As will be explained below, the data presented 
in Table I are unusual in that AID selected the same variable on which to split groups 2 and 3. 
They \vere selectea for illustration precisely because of this unusual outcome.. 

Suppose the outcome of the second level (assessment and splitting of groups 2 and 3 in Table 1) 
had shown father's education to be important among less motivated students but not in the remain­
der of the sample. Then an an~lyst who examined only within the sample as a whole the relation 
between father's education and permanently dropping out would have foundiamuch smaller relation­
ship between those two variables. This is especiallY true since relatively few students had low 
motivations. Without the proper specifying variable, in other words, the relationship would have 
been greatly attenuated, probably to such a degree that father's education \,ould not have distin­
guished itself from a number of other candidates that were being considered as predictors. 

Termination of the Search 

Important ~o AID's decisions are its stopping criteria, which apply at several levels of operation 
of the program. Thus, an entire run may terminate for one of several reasons, or within a run 
AID may refrain from examining a subgroup that fails to meet certain criteria. Within a subgroup, 
it may fail to select a predictor that falls below certain standards. An en~ire run will be 
terminated either when a m~ximum number of groups, specified by the user, has been reached, or 
when none of the following criteria are ~atis;ied. 

Short of terminating an entire run, AID will refrain from examining a subgroup that contains too 
few cases or too small a proportion of the variance of the dependent variable. In employing 
this last criterion, AID utilizes a further partitioning of the sum of squares. We saw earlier 
that the total sum of squLres may be partitioned into the within (WSS) and the between sum of 
squares (ass). In addition, the WSS may be further partitioned into the sum of squares around 
each of the two subgro~p means. The portion of the WSS associated with a particular subgroup 
becomes the TSS for that subgroup, and is tested for size relative to TOTSS. 

Finally, if a subgroup satisfies these criteria, AID m •. j refrain from cichotomizing if the 
maximum ass for that subgroup, over all predictors and possible dichotomizations, fails to 
produce a significant difference by the conventional t-test (see below), or is too small a pro­
portion of the total sum of squares for the whole sample. In addition, a split will not be 
made if either of the resulting subgrlups is too small. 

Experienced users of AID have their own conventions regarding these several criteria. We often 
set the maximum number of groups at 30, the significant level of the t-test at .05, and the 
minimum size of a subgroup to be examined at 30; but adjustments may be made in particular runs. 

OPTlflAAL MODIFICATION OF DECISION PROCEDURES 

EspeciallY v'jth the newer version of AID referred to earlier, there are several options which may 
be employed to vary the procedures followed by the program. 

Specification of Measurement Pr(~erties 

Evert with the simpler version of the program, ~eafiurement assumptions may be imposed on a variable 
in the fashion referred to above. Variables m~y be constrained to retain a particular ordering of 
the categories so that AID will never present combinations in which that ordering is vioJ~ted, 
regardless of criterion means. Otherwise variables are considered '"lconstrained in their ordering, 
and the categories of each variable will be analyzed in the order that corresponds to the ordering 
of mean values of the criterj.,.·" as shown in Table 2. If variables are urtconstrained, it may be 
well to avoid categories with a very small number of cases, since they do not provide reliable 
estimates of criterion means. \ 
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More Sophisticated Decision-Making Features 

The newer version (AID III) incorporates features that help it make more sophisticated decisions. 
They ~an be only briefly mentioned here. For one, this version of the program permits the analyst 
to specify particular ways of subdividing the sample in the first few levels of its operations. 
In this way he can take advantage of prior knowledge about subgroup differences. It also permits 
the ar.alyst to specify that splits be made from one set of predictors before they are made from 
a second set. Using the earlier version, it is necessary to pre-sort the observations and run 
separate AID analyses. 

One especially impressive way in which the newer version of AID is more sophisticated is that it 
permits the inve~tigator to indicate a preference for symmetric splits. In a symmetric split, 
two "ubgroups on one level are split on the ~ variable, suggesting the absence of this type 
of interaction. The example in Table 1 was selected in part because it is an unusual illustration 
of such symmetry, since groups 2 and 3 were both split on whether or not the student planned to 
remain continuously enrolled. 

As noted earlier, interaction is commonly observed in survey data. However, sone of this inter­
action, especially as subgroups get small, may be only chance fluctuation in criterion means, 
being a consequenc.e of the particular sample that happens to have been drawn. By permitting the 
analyst to express a preference for symmetry, the more sophisticated version of AID allows one 
to override some of these idiosy~cracies. The newer version of AID also allows an investigator 
to introduce an intervally-scaled (or dichotomous) "covariate," a predictor that is known to be 
strongly related to the criterion, in order to assess differences in the slope and intercept of 
subgroup regressions. . 

Finally, the newer version of AID incorporates a Illookahead" feature, which means that it auto­
matically explores, according to certain specifications, alternative subdivisions of the sample 
and their implications. Since the later results of an AID analysis are heavily dependent on the 

.choices it made at an earlier stage, this is obviously a useful feature. Both of these last two 
features of the newer version require a more extensive discussion than is possible here, and the 
reader is referred to the materia] on AID III cited earlier. 

FURTHER DISCUSSION: THE BENEFITS OF AID 

Earlier we remarked that AID is a useful preliminary screening device to identify components of 
the sample where interactions occur. The preceding illustration is a good example of this, since 
AID identified the fact that the second motivational variable (plans to stay in school) was im­
portant both in group 2 and in group 3. Thus the Ilpl ans" variable did not interact sharply with 
the first motivational variable. Had it done so, AID would probably not have split on the second 
variuble in both of those groups. Among other things, this assured us that the use of an index 
of these two variables across the whole sample was not misleading. 

On the other hand, AID identified the fact that the third variable (Trme-l grade-point average) 
did interact with the motivational variables. Low grade-point average (in contrast to an 
acceptab;e grade-point average) wa~ , 'pecially predictive of dropping out for the most motivated 
student. This is the more typica: .sult from AID, suggesting that regression analysis involving 
Timl~-l grade-point is most suitably employed within the subgroup of more motivated students. We 
will examine this conclusion more explicitly in a moment. 

Among other things, the economy of AID is impressive. Making a rough guess, it would have taken 
a clerk about a quarter of an hour to calculate the means for one predictor, order the groups, 
calculate the between sum of squares for each of the four possible partitionings, and check his 
wO'k. For a sP.t of calculations such as this, repeated for the whole sample, for the two resul­
tant subgroups, then for two subgroups in each of those, and- finally for two subgroups in each 
of those, one may estimate that it would take the clerk over fifty hours to analyze 15 subgroups. 
In contrast, the computer required only 32 sec.onds and (at our noncommercial processing rates) 
$3.38 to perform this analysis of 17 groups. 

A DETAILED ASSESSMENT OF ONE AID DECISION 

In the example presented above, AID concluded that freshman grade-point average was of maJor 
importance in determi n i ng whether 01:' not a young man dropped out of the un i vers i ty, provi ded the 
young man was a relatively motivated student. For less motivated studenns, other factors came to 
the fore. While it is unlikely tba'l we would have looked in advance for i:his particular inter-
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action, once such a suggestion is obtained from AID, we can make a direct examination of the data 
to see what they show. Following this example a few steps further provides a useful opportunity 
to examine some of the fine details of the operations of AID. 

Table 7 contains data constructed especially to check the above AID conclusion. The left panel 
of Table 7 shows the difference in dropout rate for motivated students according to whether or not 
their freshman grades were below 2.3. (A grade of 4.0 is A in this scheme, and a grade of 2.0 
is C.) It is apparent that among motivated students there are essentially no permanent dropouts 
for the 444 whose grades were 2.3 or better as freshmen. Among those 71 whose grades were lower, 
8.5 percent dropped out. This latter figure is not unusally hl~h in comparison with less moti­
vated students, shown in the center panel of Table 7, but it is remarkably high for motivated 
students. 

Table 7. Relation of Freshman Grades to Permanent Dropout Status 2t Years Later, Controlling 
Academic Motivation 

% Permanent Dropout 

(Number of cases) 

Motivated Students* 
GPA (Time-O 

Less than 2.3 or 
2.3 greater 

8.5% 

(71) 

0.7% 

(444) 

Less Motivated Students 
GPA (Time-l) 

Less than 2.3 or 
2.3 greater 

21.5% 

(79) 

12.9% 

(240) 

Total Sample 
GPA (Time-1) 

Less than 2.3 or 
2.3 greater 

15.3% 

(150) 

5,0% 

(684) 

*Saying that they planned to stay continuously enrolled in school and that maintaining a parti­
cular grade-point average was fairly or very important. 

The center panel for Table 7 shows that, contrary to what one might conclude from the AID results, 
even among less motivated students, there was a substantial difference in the dropout rate ac­
cording to the level of freshman grades. Nearly twice as many of these men with grade-point aver­
ages less than 2.3 were permanent dropouts, as compared with those receiving better grades (21.5 
percent vs. 12.9 percent).11 Finally, in the r~ght panel of Table 7 is shown the relation between 
Time-l grades (as dichotomized here) and being a permanent dropout for the whole sample. Even in 
this last case, there is a fairly substantial relation. This-suggests the fruitfulness of exam­
ining the operations of AID somewhat further to see why Tirne-l grades were ascribed such important 
status as a predictor only among motivated students. 

The Subgroups Examined by AID 

Reference again to the tree diagram in Table 1 shows that AID never examined the large group of 
men presented in tbe center panel of Table 7 as less motivated (3l9 cases). Rather, AID examined 
these men in three separate subgroups, identified as groups 4, 5.and 7 in Table 1. Consequently 
our investigation of the operations of the program must consider these groups separately. Group 
7 is shown first in Table 8. There data are presented for young men with the following motiva­
tional structure: they fe.lt it fairly or very important to get good grades, but they v . -e not 
certain of staying in the university continuously during the next few years. AID found the 
three predictors shown in Table 8 to be more important for this group than their Time-l grade­
point average. Those three predictors (all Time-l observations) are: Whether or not they ex­
pected that keeping their grades up would be a serious problem, the education level of their 
father, and whether or not they were satisfied with the quality of teaching at the university. 
The maximum relative between sum of squares (BSS/TSS) fcr each of those predictors can be seen 
from Table 8 to be larger taan for Time-l grades. (TSS here is for this subgroup, not the whole 
sample.) 

. , 
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Table 8. Predictors Found by AID to be Superior to Time-l Grade-Point Average Among Three Groups 
of Less Motivated Students 

Mot ivat iona 1 
Group Structure Predictors (Max aSS/TSS) 
Number Grades Plans Time-l GPA More Imeortant Predictors 

7 Important Time Off .021 Expects Grade Problems (.033) 
Father's Education (.027) 
Satisfactory Quality 

Teaching (.024 ) 

4 Not Plans to .039 Prepa ring for Occupation 
Important Stay (.087) 

Size Home Community (.083) 
Age First Used Marihuana 

(.057) 

5 Not Time Off .046 Father's Education (.070) 
Important Drug Index, Year Before 

College (.058) 

The situation is the same for gro~ps 4 and 5. In cther words, although AID did not ignore the 
relation that existed in these other groups between Time-l grades and dropping out, it found 
other variables to have a stronger relationship with dropping out. Hence, the subsequent splits 
were made on the most important of these other variables--expectations regarding grades for 
group 7, vocational orientation in group 4, and father's education in group 5. 

The Heasure of Relationshie Employed by AID 

There is a related issue. The between-group sum of squares used as 
AID consists of two components, as we saw earl ier. In part it is a 
between criterion means :n the two subgroups, the mean-difference. 
basically a reflection of the structure of the sample, and requires 
first consider the mean-difference. 

an assessment procedure by 
function of the difference 
The other portion of BSS is 
special consideration. We 

The Mean-Difference. The mean-difference is illustrated in Table 9 for group 7 of the example 
being analyzed. In Table 9 are shown the four most important variables for group 7, together 
with the particular split for each variable that produced a maximum reduction in variation in 
the criterion. 12 That is, the expectation by students that the problem of keeping up their grades 
will be "not too serious" identified a group with a dropout rate of 15.7 percent. The remainder 
of group 7 had a dropout rate of 4.9 percent, producing a difference of 10.7 percentage points, 
shown in the third column of Table 9. 

Values of the mean-difference for the three predictors selected as next most impcrtant by AID 
are also shown in Table 9. The predictors are ordered in terms of the BSS, which corresponds to 
the ordering of the proportion of explained variance, BSS/TSS, since TSS is the same for each 
assessment in this group, as described above. (It has a value of 10.91 here.) 

It is of special interes~ for the present discussion that the values of the mean-difference shown 
in Table 9 are ordered in the same way as the BSS/TSS shown in Table 8. This need not be the case, 
since ass contains another factor. Before considering that factor, note that the mean-difference 
is the basic ingredient in two common forms of statistical analysis. 

The Mean-Difference and Regression Analysis. From a regression viewpoint, if there are, as here, 
only two values of the independent variable but an array of observations on the dependent variable 
for each of those two values, then the difference in the array means on the dependent variable is 
the :lope of the regression line. Hence, we may interpret the mean-difference, which in this 
example is a difference between proportions, as a regression slope. Had there been more than two 
value~ of the independent variable, as is usually the case in regression, then the line That 
minimizes residual or within variation would generally not, as here, coincide exactly with the 
array means, since they rareJy lie on a straight line. A "standardized" regression coefficient is 
sometimes employed in multip~e regression analysis. Its concept of standardization has relevance 
for this discussion, as will be seen in a moment. 
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The Mean-Difference in the t-test. A t-test is a statistical test used to determine whether the 
means of two independent samples from populations with the same variance are significantly dif­
ferent from zero. In the test, the mean-difference, -Xl - Xz = 0 is the observation to be tested. 
It has a sampling variance, aDZ' which is the sum of the variances of the two independent means, 

aZ + 0 2 
a 2 =- --

D Nl tlz 
2 1 1 ) 

a (Ni + N2 

= a2 ( N) N. 1N; , 

where a2 , the population variance, is ordinarily estimated by a quantity, a2 , that can be ex­
pressed in analysis of variance terminology in keeping with the rest of this discussion: 

(;2 '" YlSS • 
N-2 

The statistic for this test, which may be referred to a table of the t-distribution, is the ratio 
of the observation to its standard error, 

t = 

(\JSS) (_N ) 
N-2. NIN2 

One of the stopping criteria employed by AID is the nonsignif1cance of a t-test in relation to 
a particular split. 

Ingredients of the Between-Group Sum of Squares (BSS) for the Most Important Predictors 
in Group 7 

A. Expects Grades to be a Problem 

Not too serious 

Not at all, moderat~ly, very serious 

B. Father's Education 

H.S. grad., some college, college grad. 

Less than H.S. grad, post-graduate study, 
other; OK, NA 

C. Satisfied with Quality of Teaching 

Proportion 
POO 

.157 

.049 

.135 

.036 

Fairly satisfied, somewhat dissatisfied .121 

Very dissatisfied, very satisfied, undecided .02.4 

D. Grade-Point Average, Time-1 

Below 2.70 
2.70 or above 

.138 

.054 

(51) 

(81) 

(76) 

(56) 

(91) 

(41) 

(58) 
(74) 

Ingredients of BSS 
Value of 

Mean- ~ 
o i fference i , _...:N.:..-_ 

.107 31.3 

.096 32.2 

.096 28.3 

.084 32.5 

*The mean-difference, here a difference in proportions since the criterion is dichotomous, is 
squared before entering into BSS. The mean-difference here differs slightly from the difference 
in proportion POO becau,se of rounding error. 

~ 
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The Relation of BSS/TSS to the Mean-Difference. As we have seen, AID may be interpreted as 
employing BSS/TSS as a screening device in its selection of the best dichotomized predictor. 
Since it measures the proportion of variance on the criterion in that subgroup that is explained 
by that dichotomous predictor, BSS/TSS does not seem to require further interpretation. Yet 
because the mean-difference (or its square) alone appears to be a natural measure of relationship, 
the question arises as to what role is play~d by the ratio N1N2/N in BSS/TSS. 

The overall aim of AID is to account for variance in the dependent variable. Hence, it employs 
a selection criterion that reflects not only the extent of relationship as measured by the 
regression slope. but also the distribution on the independent variable. A basic fact of least 
squares analysis is that, other things being equal, as the variance of the independent variable 
declines from maximum dispersion, represented in this case by a 50-50 split of the sample Into 
the two categories of the independent variable, then a given regression slope accounts for less 
of the variation in the criterion. Put differently, to account for a given proportion of the 
variance, the mean-difference must be larger as a dichotomized independent variablE! increasingly 
departs from a 50-50 split. 

That the ratio N1N2/N is the correction factor reflecting this may be seen as follc,ws. Defining 
variance over the criterion variable as TSS/N = 0 2, then the proportion of explained variance 
may be expressed as y 

BSS/TSS = 0 2 [(XI-X2)2 ] 
X • 0 2 

Y 

where 0 2 =' (Nl/N) (N2 /N) , the correction factor divided by N, may be seen as the variance of the 
predict~r. (The extra factor of N in the denominator complements dividing TSS by N.) This 
variance is a maximum of 1 for a 50-50 split on the independent variable, and declines to 0 if 
all observations fall in one category of that variable 

The way this variance acts as a correction factor may be illustrated in connection with the 
variable "expect,; grades to be a problem" in Table 9. There the mean-difference is 0.107. With 
12 permanent dropouts among these 132 men, the variance to be explained in the criterion is 
(12)(120)/(132)2 = .0826. The ratio of the square of the mean-difference to this variance is 
0.1385. Applying to this a correction factor of .2371 obtained from the observed values (see 
Table 9) of Nl = 51 and N2 = 81, the observed BSS/TSS = .033 is obtained. 

Had there been less variance on the independent variable, such as Nl = 26 and N2 = 106 (only 
about half as manv 'ying "not too serious"), then the correction factor would be .1582, 
and the proportio ai~ed variance would be reduced to 0.022. 

The Correlation Coefficient and the Correlation Ratio. We noted above that the mean-difference 
in this instance of a dichotomized predictor may be viewed as a regression slope. Designating 
that slope byx for independent variable X and dependent variable Y, a relationship ordinarily 
appearing only in multiple regression may be identified . 

. In multiple regression situations one examines the relation of X to Y with one or more variables, 
Z, cqntrolled, and quantifies that relationship with a partial regression coefficient byx . z • Some 
analysts then standardize th:s coefficient for differences in the variance, 0x2 and Oy2, of the 
independent and dependent variables respectively, by calculating a standardized partial reHfession 
coeffiCient, also called a beta-weight, ~ = b 0 /0 . yx·z yx.z x y 

In the case, as above, where the relationship between X and Y is being measured ~?ithout control­
ling other variables in a regression sense, the standardized regression coefficient reduces to 
the ordinary correlation coefficient. This may be seen by defining 0xy' the covariance of X and 
Y, which is the numerator of both the correlation coefficient and the regression slope: 
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By the usual interpretation, rx/ = BSS/TSS, hence the "correcting" of the mean-difference by 
the variance of the independent variable may be seen as analogous to the standardization of a 
partial regression coefficient. 

Finally, for this situation where the independent variable is dichotomized, BSS/TSS may also be 
identified as the square of the correlation ratio, commonly designated e 2. When the independent 
variable has only two categories,there is no reason to differentiate r2, which measureS linear 
correlation, and e 2 , which measures closeness of fit to a line of any form. 

Thus AID may be examined from a number of different approaches to the statistical summarization 
of relationships. Except for the distinction between byx and ~yx' that is, between a measure of 
relationship (b yx) which ignores variation in the independent variable, and one (~yx) which heeds 
that variation, all of these approaches coincide in this simplest of situations where a relation­
ship may be assessed--that in which the independent variable takes on only two distinct values. 

~he Relation to Analysis of Variance. By now it is apparent that there is no reason for a dis­
cussion of AID to employ analysis of variance terminology ~ any ~ point in the dichotomized 
predictor selection process. The phraseology of t-testing would be more appropriate, since a 
one-way analysis of variance ordinarily involves more than two categories in the independent 
variable. If such analysis is carried out for only ·two groups, the resulting F-ratio of between 
to within mean squares is simply the square of the t-statistic described above. 

But the overall aim of AID is to select categories of combinations of predictors that maximally 
account for variance in the criterion. AID may be viewed as a technique that chooses the 
"best" set of categories for a one-way analysis of variance. In view of the overall intent of 
the program, analYSis of variance terminology is desirable. 

In the example of Table 1, nine "ultimate" categories were selected for this purpose. The AID 
program calculated that the final, cumulative BSS/TOTSS = .165, hence these nine ultimate groups 
account for 16.5% of the variance in the criterion variable. The accumulation of this explained 
variance is shown in Table 10. Considering all possible ways of dichotomizing this set of 
predictor variables, including subsequent re-dichotomizations of subsets of categories remaining 
in predictors dichotomized at an earlier stage, and all possible ways of combining these dichoto­
mized categories, this BSS/TOTSS is close to a maximum possible value. 13 

Table 10. The Accumulation of Explained Variance (BSS/TOTSS) with Successive Partitionings* 

Individual GrouE Cumulative 
Parent 

SteE Group BSS BSS/TSS BSS/TOTSS BSS BSS/TOTSS 

1 1 3.716 .0700 .0700 3.716 .0700 
2 3 1.261 .0434 .0238 4.978 .0937 
3 2 0.567 .0280 .0107 5.544 .1044 

8 15 0.351 .0638 .0066 8.741 .1646 

*The BSS shown here is the maximum between sum of squares for the indicated group and the 
basis for the splitting of that group. TSS is the criterion sum of squares for a particular 
subgroup, while TOTSS = 53.1043 is the same quantity for the whole sample. This run terminated 
at step 8 after reaching a maximum preset number of groups (16). 
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A Comment on AID's Ordering of Categories 

One last remark is in order about the results presented in Table 9. The analyst in this case 
made the choice to enter these predictors without constraining the order of the categories, as 
is evident from the categories presented for the first three of these variables. That decision 
is sometimes made, as here, even when there is an obvious rank-ordering among categories, in 
order to learn whether there are monotonic relations between predictors and criterion. 

Consider the behavior of father's level of education. There the highest dropout rate is found 
among students whose fathers had an intermediate level of education for this population, who 
graduated from high school, had some col lege, or were college graduates. It is lower among 
those young men whose fathers were less than high school graduates, as well as those whose fathers 
had post-graduate education. While the number of cases is too small to draw any definite 
conclusions, it is possible that there are systematic reasons for this lower level of dropping 
out at both extremes. Had the analyst instructed AID to keep father's level of education in 
rank order, the opportunity to examine this possibility would have been missed. 

Moreoever, it is clear from an examination of groups 8, 9, 16 and 17 in Table 1 that AID provides 
many opportunities to search for independent replications of such suggestions. However, it is 
also clear that even with the relativeli large sample used in this analysis, AID rather quickly 
yields subgroups that are small enough so that one suspects either measurement or sampling 
error is responsible for many of the differences observed within them. 

CAUTIONS 

The preceding discussion has somewhat idealized the analysis process. One should not be deceived 
by the neatness of the diagram presented in Table 1. In a rudimentary sense it is true that 
AID is "essentially a formalization of what a good researcher does, slowly and effectively, but 
insightfully on an IBM counter-sorter.,,14 But the decision-making processes involved in AID 
are necessarily quite unsophisticated. Even with the additions incorporated in the newer 
VerSion, it would be a mistake to assume that data analysis has now become mechanical. AID is 
an extremely useful and ingenious tool, but it is no substitute for intensive investigation and 
thoughtful exploration of the data. As has been shown, some of these further explorations are 
assisted by the AID printout. 

We have already remarked that AID, as a decision-making entity, makes few assumptions about the 
data. While this is a refreshing contrast to most other multivariate methods, it has disadvan­
tages. One of these is that it takes very literally every observed value that is presented to 
it. Thus if one predictor is found to be only a shade better as a basis for subdividing the 
sample than another predictor, it takes the first and disregards the second. In other words, 
at this point it ignores problems of sample and measurement error. If one were to repeat an 
AID analysis of two random samples from the same population, one could very easily get quite 
different result~. This is especially true since the decision to subdivide one group has a 
crucial bearing on later decisions. IS Thus, in the dropout study, the difference between the 
maximum BSS for the fir5t two predictors, 3.7 and 2.9, may represent only random sampling 
fluctuations. In the present instance we were not particularly concerned with this question 
because the two variables were both indicators of academic motivations; and these results, to­
gether with those obtained from a factor analysis (see chapter 9), clearly syggested the useful­
ness of an index of academic motivations based on these and other items. 

With a sufficiently large sample size, an investigator may wish to randomly divide his sample in 
two and conduct the same AID analysis in each random half. In this way he can obtain a crude 
estimate of the extent to which his results are subject to random fluctuation. 

Earlier it was noted that an interaction detected by AID can be tested for significance in a 
subsequent regression analysis. Little or no information is available regarding the likelihood 
that an interaction deemed important by AID will be found significant by regression analysis, 
although it seems likely that this will be the case. Similarly, it is not clear that an inter­
action found significant in a regression analysis would be identified as an important "split" in 
AID, although again this seems likely to be the case. 

In general, we do not feel overly constrained by the actual magnitude of the results of an AID 
analysis and do not consider the lack of sampling-error statements to be a major problem. We 
advocate exploratory analyses of alternative possibilities. Where the sample size permits, 
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parallel analyses in randomly selected halves of the sample may be infor~atjve. Some observers 
are more uneasy. Like stepwise regression, AID has been criticized on the grounds that it cap­
italizes on chance results presented by a particular sample. 16 We view AID as an extremely use­
ful exploratory device which must be interpreted in the light of this limitation. 

ILLUSTRATIVE APPLICATION IN DRUG RESEARCH 

The AID program was found to be a useful analytic device in a report of two sample surveys that, 
in the context of questions about psychotherapeutic drugs, also asked members of the general 
public 18 years and over about their use of marihuana. These surveys, conducted in San Francisco 
and portions of nearby Contra Costa County, took place in the late 1960s and may have been the 
first to pose questions to the general public about their use of marihuana. At the time, it was 
not clear that people would be willing to respond, since the use of marihuana was illegal. A few 
years later, the question became much less sensitive. 

In contrast to the heterogeneous urban population sampled in San Francisco, the sampled portions 
of ~~ntra Costa County contained mostly middle class suburbs. To the surprise of the Investi­
gators, the rates of reported marihuana usage were about the same in both locales. In the general 
population, those rates were 14% i~ San Francisco and 12% ~~ Contra Costa. In·th~ age group 
18 to 34, 29% of both samples had used marihuana. The similarity in marihuana use rates in the 
two locales was especially surprising in view of the fact that social characteristics of users 
appeared to be quite similar in the two samples, while social characteristics of the generar-­
population in the two communities were quite different. For example, unmarried people were 
more I ikely to have used marihuana both in Contra Costa and San Francisco, yet a much smaller 
prclportion of Contra Costa residents were unmarried. As a consequence, analysis of' the data 
had t\~O principal objectives, for both of which AID was used: (1) to ~~termine what combination 
of variables discriminated best in terms of marihuana use; and (2) to seal~~ for an explanation 
of the apparent paradox of similar use rates in the two locales. 

The first AID analysis was a search for that combination of demographic characteristics that 
would best differentiate among groups with various probabilities of marihuana use. San Francisco 
and Contra Costa were combined for thJ..s....a.nalysis, and locale was used as one of the potential 
predictor variables. A second AID analysis attempted to estimate the extent to which attitudes 
and values, characteristics less stable than those of a demographic nature, could add to the 
explanatory power of the latter characteristics. Thus, for example, respondents were asked about 
their attitudes concerning prescription drugs, whether they smoked cigarettes, how frequently 
they visited a doctor, questions about their use of alcohol, and questions which would permit 
them to be classified on a "stoicism" scale of personal values. In the following, 0nly the first 
AID analysis will be reported. The reader interested in results of the second analysis may 
consult the original source. 17 

The results of the first analysis are shown in Table 11. The first split divided the sample into 
two primary groups: persons without children--in many cases beca~se they were unmarried--and 
married persons with children. The former group had higher marihuana usage rates than the latter. 
The latter group then subdivided into males and females, with males having a higher rate of 
us~ge. The group of males subsequently split on age, with men under 30 having higher rates than 
older males. The other primary group, persons without children, first split on religious af­
filiation, with Protestants and Catholics having lower use rates than others. Among Protestants 
and Catholics, locale made a difference, with residents of Contra Costa County having higher use 
rates than those of San Francisco. Other details can be found in Table 11. 

It is clear from these results that locale was one of the differentiating variables, but only 
within certain subgroups. The surpriSing equality of overall use rates was explained by 
examining particular subgroups. The key group of users comprised those adults who were childless 
and for the most part unmarried. Within this group, a major portion of the puzzle is untangled 
by noting that among San Franciscans the relationship of marihuana use to church membership was 
much more pronounced than among Contra Costans. Sixty percent of the unmarried or childless San 
Franciscans had used marihuana if they were not church affiliated (Protestant or Catholic), 
while only 22%?f them had used marihuana if they were so affiliated. The comparable figures 
in Contra Costa were 50% and 39%. This is shown in Table 12. Table 12 also shows that among 
those persons with children, religious membership was related differently to marihuana use. 
Among these persons, religious membership showed a greater relationship to marihuana use in the 
suburbs rather than the city. This is still another example of interaction detected by AID--in 
this case interaction between local~ and religious membership. But this particular interaction 
contributed only slightly to an understanding of the apparent contradiction, since relatively 
few persons with children were unaffiliated with either the Protestant or Catholic church. 
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Table 11. Patterns of Demographic Characteristics Associated with Marihuana Use (San FrancIsco 
and Contra Costa suburb)* 

8 
TOTAL SAMPLE 

0 Age: 18-34 
n=770 29% 

(0 Married with 
chi ldren 

0 n=308 14% 

(0 

Not Protestant 
or Catholic 
r,n128 57% 

Residents of 
Contra Costa 
n=163 39% 

Age: 18-29 
n=67 35% 

!'l"le 
n=69 30% 

Female 
n=102 17% 

Age: 30-34 
n=64 12% 

Female 
n=l77 7% 

,"The n1s shown are the unweighted number of cases in each group. The percentages shown are based 
on the weighted n1s; weights were based on (1) differential sampling rates of individuals within 
households and (2) standardization of the size of 18-to-34-year-old age groups_ 

Table 12. Interaction Between Religious Membership and Locale in Narihuana Use (from Table 11) 

Married with children: 

Protestant or Cathol ic 
Other or none 

Unmarried or childless married: 

Protestant or Cathol ic 
Other or none 

Tota I percen t 
(Number of cases) 

San Francisco 
% Who Used 
Harihuana 

12% 
16% 

22% 
60% 

~~ Of + 
Cases 

22% 
5% 

48% 
25% 

100% 
(346) 

Contra Costa 
% Who Used % Of + 
Marihuana Cases 

11 % 36% 
26% 11% 

39% 42% 
5.0% 11% 

100% 
(424) 

+Distribution of cases after weighting for differential sampling rates of individuals within 
housenolds. 
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"In summary," the authors of this paper note, "utilization of the AID procedure clarified the 
information gained from looking solely at zero-order correlates of marihuana use. The patterns 
of relatively stable demographic characteristics that were associated with significantly varying 
levels of marihuana use reflected differences between city and suburb, as well as interactions 
among the major correlates." This is a good summary statement of the utility of AfD, and a 
good illustration of its use in a practical research problem. 

NOTES 

IThe authors are indebted to Professor Ira Cisin of the Social Research Group, The George Wash­
ington University, and the Human Population Laboratory, Department of Public Health, State of 
California for many helpful suggestions. 

2The subroutine BREAKDOWN contained in the package of computer programs for social scientists 
known as SPSS (Norman H. Nie, et al., 1975, p. 249) is one example of what AID would look like 
if it did jjut ;II,"urporate ciecision-making capacities. BREAKDOWN provides essentially the same 
information that is presented by AID, but requires the analyst to determine ih advance the 
variables and the partitionings of those variables that he wishes to see. 

3See John Sonquist and James Morgan, The Dectection of Interaction Effects, Ann Arbor: Institute 
for Survey Research, Monograph No. 35, 1964. 

4The newer version of AID is described in John Sonquist, et al., Searching for Structure, Ann 
Arbor: ~~rvey Research Center, 1973. 

5Not included in the original version of AID, credit for adding this option to the program belongs 
to Mr. Robin Room, the Social Research Group, School of Public Health, University of California, 
Berkeley, California. Various other modifications have been incorporated in other versions of 
the program. 

6This study was supported by the National Institute on Drug Abuse (PHS Rasearch Grant DA 00137). 
The research was conducted at the Institute for Research in Social Behavior, an independent, 
nonprofit organization located in Berkeley, California. For further details, see Manheimer 
(1972), Davidson (1976), and Mellinger (1976). 

7These and other problems in the analysis of survey data are fully discussed in James N. Morgan 
and John A. Sonquist, Problems in the analysis of survey data, and a proposal, Journal of the 
American Statistical Association, 58:415-435, June 1963. This is the pap~r in which the 
reasoning underlying Automatic Interaction Detection was first described. 

8Similar approaches are described in Belson (1~58, 1959) and Hindelang (1974). 

91t can be demonstrated that once the groups are orderej in terms of their mean values, none of 
the other possible combinations, such as taking groups 1 and 4 together and splitting them off 
from groups 3,2, and 5, needs to be examined; cf. Sonquist, Baker, and Morgan (1973), pp. 209-
215. 

lOWe obtained permission from the men we interviewed to examine their records in the Registrar's 
Office. The grade-point average reported here is for the fall and winter quarter of the fresh­
man year. 

lIThe comparison of rates in this fashion by the construction of ratios can be misleading. Among 
the more motivated students', the ratio of 8.5 percent to 0.7 percent indicates a dropout rate of 
better than twelve times as great for the students with low grades. However, it is best to 
look upon this high ratio as inflated by the very small denominator (0.7 percent), on which small 
sampling fluctuations can have a lar£e impact. 

12We return to a brief discussion of these particular splits below. 

l3I1The tree produced by the a Igor i thm is not necessari I y better (i n terms of cumu I at i ve BSS/TOTSS) 
than all other possible trees,!' (Sonquist and Morgan, 1971, p. 133). Professor Ira Cisin (per­
sonal communication) refers to this as a "suboptimal" procedure, pointing out that it is sometimes 
possible to obtain a larger BSS/TOTSS by deleting a powerful predicto'r that is also powerfully 
related to several other ~redictors. 
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14Morgan and Sonquist, ~. cit., p. 426. 

lSSee John A. Sonq'Jist, Multlvariate Model Building: The Validation of a Search Strategy, Ann 
Arbor: Institute for Social Research, 1970, for further discussion. 

16See , for example, Hillel Einhorn, Alchemy in the socia! sciences, Public Opinion Quarterly, 
36:367-373, Fall, 1972 and James 110rgan and Frank Andrews, A reply to Ein!Jorn, loc. cit., 37: 
127-129, Spring 1~73. 

17lra H. elsin and Dean I. Manheimer, Marihuana use among adults in large city and suburb, 
Annals of the New York Academy of Sciences, 191 :222-234, December 31, 1971. 
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INTRODUCTION 

This chapter describes one particular actuarial approach to the prediction of person-character­
istics that are related to the use and abuse of drugs. This approach involves a set of procedures 
to identify a number of test-defined classes of drug users. More importantly, it involves several 
steps in evaluating the extent to which individuals who are members of each of these classes share 
relatively homogeneous etiologies, patterns of drug use, or responses to specific treatment pro­
grams. It is flexible enough to meet both the researcher's need for group data and the clinician's 
need to respect the considerable uniqueness of the individuals who use and abuse drugs. The 
methods described are neither mathematically elegant nor taxing, but they make statistical as well 
as clinical sense. Other actuarial procedures may be found in Robins (1972) and in Wiggins (1973). 
Wiggins particularly pc'~ts up actuarial uses of patterns of either quantitative or qualitative 
indicators in the insurance industry. In any form, actuarial techniques are based en the use of 
empirically determined relations be~ween a set of indicators (predictors) and another set of at­
tributes that cannot be determined as economically or as quickly as we can obtain information 
about the predictors. Since psychological test data can be and often are collected from drug 
users economically, and early in our co~tact with them, the actuarial approach discussed here 
deals primarily with patterns of easily obtainable psychological test data. 

The paper is intended to clarify the procedural steps involved in this approach and to encourage 
profe~~ionals working with drug abusers to consider using it to identify subgroups that may be 
relatively homogeneous in terms of several socially and clinically important attributes. Readers 
who are interested in more comprehensive discussions of the issues and procedures that are central 
to the development and use of actuarial methods should first consult Meehl (1954; 1956; 1960; 1973). 
In addition, there are four major actuarial programs using the MMPI with psychiatric patients that 
should be examined carefully (Gilberstadt and Duker, 1965; Gynther, Altman, Warbin, and Stetten, 
1972; Gynther, 1\ltman, and Sletten, 1973; Marks, Seeman, 1963; Marks, Seeman, and Haller, 1974), 
and several reviews of actuarial methods that are useful (Gough, 1972; Sawyer, 1966; Sines, 1966). 

RATIONALE AND CAUTIONS 

The approach is based on the assumption that there are several distinguishable patterns of psych­
ological test data among drug users and that some of these petterns of test data will define groups 
(taxonomic classes) whose members are relatively homogeneous in terms of etiology, pattern of drug 
use, or response to treatment. These are not particularly revolutionary assumptions, as witnessed 
by the tendency of many experienced clinicians to develop some general working tY"ology within which 
they classify individuals among their clientele. The procedures described below are suggested as 
ways to formalize the d~finitions of some of those types to evaluate critically the etiological 
or prognostic significance of their membership. The ideal typoJogy or classification system, of 
course, would be one that accommodated all individuals and one i(.'!"~hich all individuals assigned 

, to a given class shared the same etiology, the same pattern of drui'~se, and the same response to 
treatment. In spite of the fact that we will probably not soon develop such an ideal typology, 
it seems prudent to try to subdivide the larger group of drug users into smaller groups. The mem­
bers of such groups may be significantly more homogeneous than the total population of drug users 
in terms of either etiology ~ ~attern of use ?~ response to treatment. 

This discussion is presented largely in terms of psychological test scores. One .should keep in 
mind, however, the possibility and desirability of developing additional, quite possibly unrelated 
taxonomic classes on the basis of th,~ patient's interpersonal behavior, demographic characteristics 
or information concerning the environments in which the drug user lives. The critical importance 
of environmental influences in the~\velopment of drug abuse is indicated in several reviews of the 
literature (Braucht, Brabarsh, Follingstad, and Berry, 1973; Ferguson et al., 1974). The history 
of psychology's recognition of the importance of environmental influences and some of the issues 
that must be dealt with in attempts to assess environments are considered in several recent reports 
(Bowers, 1973; Ekehammar, 1974; Endler, 1975; Insel and Moos, 1974). 

87 



------------------------------------------------.-----------------------------------------

Actuarial Prediction 

It is finally necessary to keep in mind that while the identification of psychometrically homogene­
ous groups of persons is one step in the development and use of an actuarial system, the mere 
identification of such groups of drug users is of relatively little clinical value. The clinical 
value of any psychometrically defined group or class depends on the extent to which members of that 
class are found also to be homogeneous with respect to other clinically important nontest char­
acteristics such as etiology or pattern of use, or response to treatment. If the personality 
characteristics or dimensions measured by our test are related to drug use, it seems reasonable 
to expect the clinical homogeneity of a test-defined subgroup to increase as we increase the 
psychometric homogeneity of that subgroup. As we increase the psychometric homogeneity within 
a group, we simultaneously reduce the number of persons who can be assigned to that group. This 
raises a number of problems that will be considered later in relation to the several steps in­
volved in the development and use of actuarial prediction methods. 

METHODS AND PROCEDURES 

There are five steps involved in the development, evaluation and use of the actuarial procedures 
offered here for your consideration. 

1. Selection of the criterion characteristics to be predicted (etiology, pattern of drug 
use, response to a particular treatment program). 

2. Selection of the test variables thought to be related to the chosen criterion. 

3. iJentification of patterns of scores on the predictor variables. 

4. Empirical determination of the relationship between each pattern of predictor scores and 
each criterion of interest. 

5. Recognizing when the last drop of predictive blood has been squeezed out of one particular 
turnip and wisely turning one's attention to additional domains of predictors. 

STEP 1: SELECTION OF CRITERIA TO BE PREDICTED 

Type and Variety of Data 

In considering the type and variety of criterion data to collect, it is helpful to note GIeser's 
(1~63) important distinction between "fixed criteria" and "free criteria". An example of a "fixed 
criterion" is response to treatment when we can define a negative response, no response, or a 
positive response to a particular treatment program. Continuation in a treatment program, for 
instance, or "clean" urine, or abstinence from drugs at some specified later date may all be de­
termined in a reasonably objective fashion and may constitute a fixed criterion. In this case, 
the focus is on the extent to which our test data will allow us to predict a specific predefined 
criterion characteristic. 

We essentially cast a wider net when we talk about "free criteria." In this case the question is 
whether or not there are clinically or socially important characteristics that can be predicted 
using our test data. Or, in the context of this dis~ussion of actuarial methods, the question is 
whether or not members of a test-defined group are relatively homogeneous in terms of any clini­
cally or socially important nontest characteristics. 

If the question involving "free criteria" is put in this form, the importance of collecting a wide 
variety of information about each of many individuals should be quite obvious. When we take this 
approach we are essentially asking whether patterns of the variables measured by some particular 
test are related to clinically or socially important characteristics of our patients. Since many 
of our teSts may be significantly related to some but not all clinically important patient char­
acteristics, it is important that we collect the largest practicable array of clinically important 
information on each of our patients in the hope that some of those data may indeed be predictable 
from one or more of the patterns of test scores that we may identify. 

The choice of criterion data also bears on the generalizability of any actuarially derived descrip­
tions and predictions that may result from a general research program. As will be noted below, 
the collection of criterion data and the actuarial development of descriptions in one particl!lar 
clinical setting may seriously limit the extent to which even narrowly defined patterns of ~ast 
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data provide accurate or clinically important descriptions or predictions about patients seen in 
other settings. The most energetic attempt to insure the generalizability of their actuarially­
derived criterion descriptions was made by Marks, Seeman, and Haller (1974) when they collected 
a standard set of psychiatrically relevant criterion data about adolescents being seen at 74 dif­
ferent clinics and hospitals. But while the range and the relevance of the criterion data are 
important considerations, the quality or the ac~uracy of those data are even more critical. The 
issues raised here have generated an extensive literature concerning "the criterion problem" and 
no easy solutions can be offered. Yhe interested reader should examine the discussion in Sines 
(1966) for a broad view of the issues involved. 

The Limitation of Present Drug Research 

Most reports in the psychological literature concerning drug use and abuse deal with a remarkably 
small number and variety of nontest characteristics of the persons studied. In order to justify 
an actuarial approach of the sort described here, one needs far more than the usual number and 
kinds of nontest information about one's subjects. The literature sampled and reviewed in pre­
vious NIDA Research Issues Series point up the varied cypes of antecedent events and experiences, 
patterns of use and natural history data that bear on drug use. None of the reports in the psy­
chological literature includes even a reasonable sample of those several important domains of 
information. In view of this state of affairs, one of the first orders of business in further 
research in this area should be the development of a standard information-gathering form that 
would be available for use by clinical researchers. Such a form should be a reasonable compromise 
between the comprehensiveness of the armchair and the pragmatics of the clinic. In the absence 
of such a standard history, status, and folloW-Up form, each investigator would have to decide 
what items of history, present status and follow-up information are important in the study of 
drug abuse. The result would be a literature heavy on the psychometric characteristics and light 
on the socially and clinically important characteristics of drug abusers. 

At this point it also should be noted that the serious study of the causes, correlates and con­
sequences of drug abuse is a relatively recent undertaking and, as a result, we do not have the 
body of information or the broad perspectives that we have relative to psychiatrir. disorders. 
And this lack of information makes it ,very difficult for us to make wise choices of drug-relevant 
information to collect and to use as criterion data. In addition to the relative recency of our 
systematic investigation of drug abuse, the fact that the abus~ of drugs has spread rapidly in 
the last few years from lower and marginal SES groups to all social groups and to younger indi­
viduals compl icates our efforts to agree on the "important" or "relevantll criterion data to be 
collected. 

It seems obviOUS, too, that the different theoretical orientations of clinicians working in dif­
ferent drug treatment centers will also generate wide differences in judgments about the important 
criterion data to be selected. To anticipate a point discussed later, we should develop a core 
list of characteristics of drug users that clinicians in several centers would agree are important 
or relevant to their understanding and work with such patients. Such a compilation would probably 
not be a comprehensively adequate set of data for workers in anyone center but it would be a 
start on the tedious job of sorting fact from unfounded h~pressions. 

Types of Criterion Data in Previous Research 

Previous research using actuarial methods has made use of three types of criterion data. In their 
actuarial programs using the MMPI with adults (Marks and Seeman, 1963), and later with adolescents 
(Marks, Seeman, and Haller, 1974), Marks et al. made use of therapist Q-sorts of personality­
descriptive statements, ratings of a large number of case history items and other psychometric 
test data. The criterion data used by Gilberstadt and Duker (1965) were derived from the ratings 
of case histories uSing a checklist of descriptive terms and statements. Sines (1964; 1966) and 
Davis and Sines (1971) used a system for recording the entire contents of the institutional 
records of patients, whose test data Were also available. Gynther, Altman, Warbin, and Sletten 
(1972) used demographic data from the face sheet, and intake diagnosticians' ratings on a mental 
status form. In each of these instances, a wide variety of criterion information was available 
on each subject. When subgroups of those subjects were identified on the basis of various pat­
terns of test data, several constellations of history, current status and outcome data were found 
to characterize some of the test-defined groups. It is important to note that the criterion data 
were collected independently of the test data. The nontest criterion characteristics were thus 
available for empirical study and were not later inferred from patterns of test data. 
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STEP 2: SELECTION OF PREDICTOR VARIABLES 

Psychological Tests 

There is, of course, no reason for us to consider only psychological test scores as our predictors. 
The available reports indicating that demographic characteristics, premorbid behavior and clini­
cally rated observable behavior are related to clinically important characteristics of drug abusers 
or psychiatric patients should stimulate more intensive study of those domains of predictor vari­
ables. But the fact is that many of us assume, with cause, that some of the personality character­
istics measured by one or another psychological test are related to clinically important character­
istics of drug users. And since many psychological test variables are "psychometrically tractible" 
(Lindzey, 1965), we may efficiently and profitably examine test scores and patterns of test scores 
as potentially useful predictors of the criteria of interest. 

Other Predictive Variables 

Although we may be justified in asking whether a particular test will allow us to olstinguish be­
twezn various predefined criterion groups of drug users, the nature of the criterion ~o be pre­
dicted may sometimes render personality tests less appropriate than other types of predictors. 
For instance, if our criterion of interest is response to a treatment program that is closely 
controlled and that allows the patients rather little unplanned experience, we may not need to 
consider the possible impact of current living environment, frustrations at work, stresses of un­
employment, poor diet or availability of drugs. Under such conditions we may reasonably expect 
personality characteristics to be significant determiners or predictors of response to treatment. 
If, on the other hand, our treatment program is used with persons who are living at home and are 
exposed to a number of the conditions mentioned above, we may reasonably expect personality char- -~ 
acteristics, as measured by our tests, to account for much less of the variance in the criterion 
of interest. Under the second set of circumstances it may well be that members of psychometrically 
homogenaous classes may be distressingly heterogeneous on the criterion of interest. It therefore 
would have been more appropriate to examine the predictive value of the demographic or environ­
mental characteristics of our patients. 

We may face a similar set of circumstances when we attempt to identify addiction-prone persons, 
or persons who are vulnerable to the use of drugs. Certain personality characteristics or certain 
constellations of personality attribut~s may be predictive of future use of drugs. But when an 
investigator ignores home environments, school environments and neighborhood characteristics and 
attempts to assess risk of drug abuse using personality characteristics alone, he is essentially 
guessing that the predictor variables chosen for study are more important and more powerful than 
the influence of those other classes of potential predictors. 

During the last 10 years a number of reports have appeared indicating differences between drug 
users and nonusers on several standardized multivariate personality tests such as the CPI 
(Ho!:l'an, Mankin, Conway, and Fox, 1970), the MMPI (Smart and Jones, 1970; Bri 11, Compton, and 
Grayson, 1971), the 16PF (Koslowsky and Deren, 1975), and the PRF (Holroyd and Kahn, 1974). Demo­
graphic, family and SES characteristics have also been found to discriminate users and nonusers 
of certain types of drugs (Ferguson et al., 1974). At this time it would seem appropriate, 
therefore, to collect as many of these types of predictor data as possible in order to evaluate 
clinical value and significance. It must be pointed out that our present state of knowledge does 
not justify the sole use of any ~ne or another of these sources or types of potential predictors 
so our choices will often be dictated by the relative convenience, costs and feasibility of col­
lecting the several types of predictor information. There are, to be sure, severe limits on the 
amount and variety of information that may be collected at anyone center, but if even two or 
three types of information were to be collected in several reasonably comparable centers, the 
development of an effective prediction program would be greatly facilitated. 

STEP 3: IDENTIFICATION OF PATTERNS OF SCORES ON THE PREDICTOR VARIABLES 

Clustering Techniques 

As Meehl pointed out in his Foreword to Marks and Seeman's Actuarial Description of Abn?rmal 
Personality (Marks and Seeman, 1963), " •.. there is no rigorous, straightforward actuarial 
'searching' technique available for grouping similar but nonidentical (test) profiles into 
coarser classes or 'types' so as to combine the desiderata of stable sample size, high psycho­
logical homogenity, easy identifiability for routine clinical entrance, and quasi-complete cover­
age of the range of patterns empirically found." 
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As many of the papers in this volume indicate, we may use any of a large number of statistical 
methods to identify patterns of scores on our predictor variables. None of the four major actu­
arial systems that have been developed for use with psychiatric patients have used the statistical 
techniques described in this volume for generating psychometric types or classes. At least two 
procedures, however, have been used. Marks and Seeman (1963) and Gilbe~5tadt and Ouker (1965) 
developed MMPI profile patterns on the basis of their extensive clinical and research knowledge 
of that test. By refining their definitions of the profile patterns, those investigators developed 
a set of contingency rules that allowed relatively similar MMPI profiles to be assigned to one or 
another of 16-19 groups. Somewhat later, Gynther_et al. (J972) and Marks, Seeman, and Haller 
(1974) developed patterns of test scores using only the highest two or three MMPI scale scores. 

Regardless of the grouping or clustering procedures one uses, the rationale is the same, i.e., 
there are psychometrically relatively homogeneous classes of persons who are also relatively 
homogeneous in terms of some of our criteria of interest. Consider, for example, the procedures 
we might use to determine whether one or more test-defined groups exist of nondrug users who 
will subsequently become users, i.e., whether there are patterns of test scores that are predic­
tive of later drug use or abuse. Here we might appropriately use one of the available statistical 
clustering techniques such as rp (Cattell, 1949), profile correlation (Lorr~ Bishop, and McNair, 
1965) or the simple Euclidean distance function 02 (Cronbach and GIeser, 1954) or the no~statis­
tical methods used by Marks and Seeman (1963) or by GYllther et al. (1972) to identify patterns 
of test scores (see chapter 7 for a discussion of several indices of similarity that may be used 
for these purposes). The subsequent use or nonuse of drugs by members of each of these test­
defined groups could then be determined at appropriate later points in time. It seems highly 
likely that there are several patterns of predrug test scores on personality tests, each of which 
is predictive of higher or lower than base-rate use of drugs. 

Even when we are concerned with predicting a fixed criterion, ~uch as response to treatment de­
fined in one of the ways noted earlier, we may profitably use o~e of the available clustering 
techniqu~s in an attempt to identify several test patterns, each of which may be predictive of 
our criterion of interest. It seems clinically reasonable, for instance, to expect to find 
several rather different test-defined personality types among a. group of drug users, all of whom 
will respond to treatment by terminating their use of drugs and by remaining abstinent for a 
year. To the extent that we have chosen to study a set of rel~\dnt predictor variables, we may 
efficiently distinguish those several "good prognosis" groupsb,/ applying one of the several 
clustering techniques to the pretreatment test data. \ , 
The 02 Index of Profile Similarity (The Euclidean Oistance Fun~tion) 

The m€thod recommended here involves grouping individuals on the basis of the patterns of their 
test scores. In this way we may identify several groups or classes whose members may be studied 
further to determine if they show greater than base-rate homogeneity in predrug behavior or re­
sponse to treatment. Of the several clustering methods that have been described and recommended, 
I prefer to use the Euclidean distance function 02 . As discussed by Lorr (chapt~[ 7 in this 
volume), this index is to be distinguished from the more rigorous generalized distance function 
developed by Mahalanobis and also designated by the symbol 02 . While the Mahalanobis generalized 
distance function provides a more accurate index of the similarity of two test profiles in terms 
of the basic factor structure underlying the several test scores, there are no data to suggest 
that persons grouped together by the Mahalanobis 02 index are behaviorally more similar than 
persons grouped together on the basis of the much simpler Euclidean distance function 02 . At 
this point it appears that the Euclidean distance function (0 2) will serve adequately to identify 
group~ of persons who are psychometrically highly similar. Hereafter the symbol 02 will be used 
to designate the Euclidean distance function. 

The steps involved in developing clusters of relatively homogeneous test data with the 02 index 
of profile similarity can be illustrated using the L, F, and-K, plus the 10 clinical scales of the 
MMPI. Each MMPI profile is compared to each other profile by calculating the 02 value for each 
pair of profiles, where 02 = ~ d[ + df + d2 + d~ + d5 + .•.. O~ .• The component d2 values are 
the squared differences in T score pOints ~etwee~ correspondinglscales. The profile that generates 
02 values of 625 or less with the largest number of other profiles is chosen as the first "target" 
profile. A matrix is constructed of the target profile and all others that relate to it with 02 
values of 625 or less. The profiles that relate to the smallest number of other profiles in the 
matrix are successively eliminated until all remaining profiles relate to at least 60% of the re­
maining profiles with a 02 of 67.5 or less. 
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In this process, the psychometric homogeneity of the cluster may be increased by setting the 
critical D2 value at less than 625 or by requiring members of the final matrix to relate to more 
than 60% of the others with the critical D2. Conversely, the number of profiles included in the 
final cluster may be increased b~ increasing the acceptable heterogeneity of the group by accept­
ing a higher critical value of D or by including profiles even if they relate to less than 60% 
of the others in the group with the critical D2 value. 

Once the final cluster of profiles is identified, the T scores on each of the scales are averaged 
and the mean profile for that group is set as Prototype #1. The prototypic profile is then com­
pared to all of the profiles in the original sample, and any profile that relates to the prototype 
with a D2 value of 484 or less is considered to be an instance of Prototype #1. The psychometric 
homogeneity of this final group may be increased or decreased by the appropriate shift of the 
critical D2 value or by setting a smaller or larger limit on the largest acceptable d2 . 

The critical D2 values used in developing a number of MMPI defined classes were selected after 
several other values had been tried. The values chosen allowed us to construct several relatively 
homogeneous groups, each of which included at least five profiles. Furthermore, and perhaps more 
important, knowledgeable clinicians judge tle MMPI profiles assigned to a particular group by this 
use of D2 to be highly similar to one another. 

Cautions 

Homogeneity. The clinical homogeneity of any psychometrically defined subgroup of patients will 
not be assured by statistical evidence of the psychometric homogeneity of the group or cluster. 
In view of this fact, the availability of tests of the statistical significance of various indices 
of profile similarity does little to recommend the use of those clustering procedures (Lykken, 
1968). If we choose to develop classes that are psychometrically highly homogeneous, we may end 
up with a large number of classes, each of which includes only a few individuals. If on the other 
hand, we generate classes or patterns that accommodate relatively large numbers of our patients, 
we will be dealing with psychometrically rather heterogeneous groups. And to the extent that 
different scores on any of our predictor variables are related to differences in any of the char­
acteristics of clinical interest, a psychometrically heterog-ne0us group will also be clinically 
heterogeneous. 

There is no ready answer to this problem. The researcher must decide which approach to take on 
the basis of the size of the available sample, the questions being studied, and prior knowledge 
about the variety of personality patterns that relate to the criterion. The appropriate narr0W­
ness of a test-defined group cannot be determined statistically; it is ultimately a clinical or, 
more accurately, an empirical question. 

Class Composition. There is another problem that must be recognized by researchers who may con­
sider using the actuarial approach recommended here. Regardless of the breadth or the narrowness 
of the method we use to define patterns of any specific multivariate predictor data, we will find 
that those classes will identify a disappointingly small proportion of our patients (Berzins, 
Ross, English, and Haley, 1974; Zuckerman, Sola, Masterson, and Angelone, 1975; Goldstein and 
Linden, 1969; Huff, 1965; Pauker, 1966; Gynther, et al., 1972; Marks and Seeman, 1963; Owen, 1970; 
Lorr, Bishop, and McNair, 1965; Payne and Wiggins, 1968; Sines, 1966). This failure to captu~e all 
or even most patients in one or another of the psychometrically-defined classes may lead some 
clinicians to either reject this actuarial approach entirely or to broaden the definition of the 
several classes so that each class will accommodate a larger proportion of the patients under 
study, even though by broadening the psychometric definition of the classes, one runs the serious 
risk of making those classes unacceptably heterogeneous clinically. I will discuss these issues 
in greater detail below in relation to knowing when to quit using a particular set of predictors 
(Step 5). 

STEP 4: DETERMINING THE RELATIONSHIP BETWEEN TEST PATTERNS AND CRITERIA OF INTEREST 

Cautions 

The predictors we are now dealing with are patterns of test scores. It is important to note that 
none of the component scores in the patterns are to be dealt with as individual predictors, even 
though some discussions of mean profile patterns treat the various scale scores separately. In 
their discussion of the 2-7, 2-7-4 and 2-7-8 MMPI profile patterns, Gilberstadt and Duker (1963) 
have documented the considerable extent to which the clinical significance of a scale score de­
pends on the configuration of the entire profile. We must determine, among drug users, the cri-
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terion characteristics associated with each pattern rather than assuming that the background or 
prognostic characteristics observed in psyr.hometrically similar but non-drug abusing psychiatric 
patients apply to this population as well. 

This requirement emphatically points up the importance of n comprehensive system for collecting 
the criterion variables of interest. If we have chosen to search for patterns of test scores 
that relate to a fixed criterion, we will, of course, have that criterion information available. 
In those more likely instances where we may be interested in identifying groups that are relatively 
homogeneous in terms of background history, for instance, the success of the venture depends on 
the prior collection of the appropriate data--doubly difficult in that we do not yet know the 
several factors that may combine to put an individual at risk for drug abuse. 

Analytic Techniques 

Let us assume that we have administered the MMPI, or another multivariate test of our preference, 
to a sample of 500 patients about whom we have collected a preselected set of criterion infor­
mation. Some of those criterion data are dichotomous or discrete items such as sex, race, urban­
rural home background, SES level of parental family, marital status, etc., while other criterion 
data may be continuous such as age, highest school grade completed, IQ, or number of years of drug 
use. Let us also assume that we have identified a group of 25 persons whose MMPI profiles match 
our Prototype #1 profile with a D2 value of 484 or less. We can determine the frequency of each 
of our discrete items in the test-defined group and in the remaining 475 subjects. These two 
frequencies for each discrete item may be compared using Chi-square with Yates' correction, and if 
the difference reaches a predetermined level of significance, we may conclude that our test-defined 
group is characterized by the appropriate criterion descriptor. When dealing with continuous cri­
terion data such as number of years of education, a t-test may be used to compare the means of the 
members of the Prototypic group and the remainder of the sample. 

In situations such as this, where one makes multiple comparisons, some unknown number of differ­
ences at, say, the .05 level should be found by chance alone. Since the usual expectation of 5% 
at the .05 level and 1% at the .01 level by chance appears to be overly conservative (Block, 1960), 
the importance of replicating one's findings i~ increased. Such replication should be done using 
totally independent samples of subjects but, as will be noted below, some inv~stigators have di­
vided the test-defined group and treated the two halves of that group as inde~endent samples. 

It is here also that the sources of data come to bear significantly on the generalizability of 
findings. The generalizability of the findings of this actuarial system will be greatly enhanced 
if the initial data were obtained from several c'inical settings so that the patients and the 
theoretical orientations of the professionals may be as broadly representative as possible. 

The critical point here is that the relationship between test-defined groups and the criteria of 
interest must be determined empirically. This has not often been done in the studies that have 
been reported in the available literature. 

STEP 5: KNOWING WHEN TO MOVE ON TO OTHER PREDICTORS 

We have gathered the potentially important data concerning knowable background events and exper­
iences, patterns of drug use, responses to various treatment programs, etc. We have also selected 
a reasonable set of predictors and have identified psychometrically quite homogeneous classes that 
include at least a moderate number of subjects. We now will probably find that less than half of 
the original population is classifiable into one or anoth~r group (Berzins, Ross, and English, 
1974; Goldstein and linden, 1969; Holroyd and Kahn, 1974; Owen, 1970; Lorr, Bishop, and McNair, 
1965). Even more distressing is the possibility that some of these psychometrically homogeneous 
groups of persons are no more homogeneous than the entire population in background characteristics, 
observable behavior, or response to treatment (Gynther, Altman, and Sletten, 1973). 

While it is certainly to be hoped that some of those psychometrically homogeneous classes show 
greater than base-rate homogeneity in some clinically important respect, our present level of 
knowledge does not guarantee such a positive finding. But if one or more of the groups identi­
fied using one particular set of predictor variables shows a clinically important degree of homo­
geneity in terms of any of our criteria of interest, those are valuable data. In such a case, we 
should routinely collect those predictor data and make clinical decisions on the basis of member­
ship in those groups while attempting to identify additional psychometrically homogeneous groups 
among the remaining patients using other domains of predictors. 
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As noted earlier, the fact that patterns of scores on any particular personality test, however 
typed or clustered, fail to capture or accommodate all or even most patients, has led some clini­
cians to consider either the test instrument or this actuarial approach to be of little clinical 
use (Huff, 1965; Gynther et al., 1972). This is an unfortunate reaction. If examined carefully, 
it appears to imply the unnecessary and erroneous assumptions that, in order to be significant, 
the personality variables that are assessed by a test, and patterns of those variables, must de­
scribe all drug users and must identify and di$tinguish between all of the clinically meaningful 
subgroups of drug abusers. 

In view of the marked conceptual and methodological differences between the several multivariate 
instruments that are available for use, it seems quite reasonable to accept the fact that the var­
iables assessed, for instance, by the 16 PF and the MMPI are not only substantively different, but 
that they may allow us to identify rather different groups of clinically homogeneous patients. If 
this is the case, we may reasonably expect to identify a few clinically quite important test­
defined types or classes of drug users using one such measuring instrument, and yet find scores or 
patterns of scores on that test to be unrelated to clinically meaningful characteristics of the 
remaining large proportion of drug-abusers. It seems quite possible that the variables measured 
by any on~ of our testing instruments may be relevant only to a minority of drug users. If such 
is the case, we would be well advised, then, to use another assessment instrument or another type of 
instrument in an attempt to identify clinically meaningful subgroups among the remainder of the 
drug users who had not already been classified using the first test. If we proceed in this se­
quential fashion, it is probable that a very large proportion of those persons who use drugs can 
be typed or classified into one or another test-defined group. 

ILLUSTRATIVE APPLICATIONS 

NON DRUG RESEARCH 

There are four reports of the use of actuarial methods with the MMPI in psychiatric populations 
(Gilberstadt and Duker, 1965; Gynther, 1972; Marks and Seeman, 1963; Marks, Seeman, and Haller, 
1974). These reports illustrate the variety of ways in which each of the steps discussed above 
have been dealt with. The.actuarial systems that have been developed raise a number of issues 
that emphasize the important decisions that must be mad~ by an investigator who wishes to use 
actuarial methods. 

Selection of Criteria to be Predicted 

Each of these systems defined at the outset the domain of criterion information to be collected. 
Demographic characteristics, SES-related data, current behavior, mental status, treatment given, 
and response to treatment were recorded using specially prepared checklists or rating forms. These 
data were recorded by intake diagnosticians, by therapists, or by trained raters who carefully re­
viewed each patient's hospital record. Since these data constitute those clinically important 
attributes of the patients which we wish to predict, the initial choices are critical. The ac­
curacy or the validity of these data are equally important, and most of the reports cited above 
describe the efforts that were made to ensure the accuracy of those basic data. 

Marks and Seeman (1963) have reported the two main sources of personality and background informa­
tion in sufficient detail for them to serve as illustrations of desirable procedures. A set of 
108 personality-descriptive statements was selected on the basis of extensive prior research. 
These criterion descriptions were "selected for their representative coverage of the personality 
domain, ••• their applicability to both sexes, (their) clinical pertinence, interpatient variability" 
as well as their ratability. Each patient was described by his therapist using these 108 state­
ments. The items were sorted into a nine-category rectangular Q-distribution so that the 12 
statements placed in category 1 were judged by the therapist to be least characteristic of the 
patient, and those 12 statements placed in category 9 were judged to be most characteristic of 
the patient. It should be noted also that therapists made these Q-sorts only for patients they 
had seen for at least 15 hours of therapy. This last requirement was intended to enhance the 
accuracy or the validity of the ratings. 

A serious disadvantage entailed by this method of collecting the criterion information is the 
great amount of skilled clinical personnel and time required to make such ratings. But since 
we are dealing with the pivotal information in any approach to understanding and predicting 
important characteristics of our patients, we must consider the alternatives. Low quality cri­
terion information is worthless. The criterion information Gynther (1972) and his associates 
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used consisted primarily of lll-item mental status forms completed by psychiatric residents shortly 
after the patients' admission to a large state hospital system. The selection and method of col­
lecting the criterion information involves a number of decisions that will affect the whole enter­
prise. 

A second source of criterion information used by Marks and Seeman consisted of ratings of the 
patients' hospital records for the presence or absence, or degree of presence, of each of 225 
case history variables chosen from lists used in previous research. Two out of three raters had 
to agree before any variabie could be included as characteristic of a patient. 

To summarize, the criterion information to be collected was selected on the basis of its clinical 
relevance, and procedures were developed to enhance the validity of the ratings of those vari3bles. 

Selection of the Test Variables 

All of the actuarial systems I know of have made use of the MMPI. As noted above under Step #5, 
actuarial methods are applicable to other tests and to other types of predictor data. Further­
more, the use of only one personality test does not provide a comprehensive test of the underlying 
logic of actuarial methods. It is probable that the typologies that 1'1111 ultimately allow us to 
predict patient behavior in a clinically useful fashion will require the use of several different 
tests as well as several different domains of information. 

Identification of Patterns of Scores on the Predictor Variables 

None of the four actuarial systems referenced above have used statistical procedures to identify 
patterns of test data. Marks and Seeman (1963) and Gilberstadt and Duker (1965) developed a set 
of MMPI profile types on the basis of extensive clinical experience with that test. By progres­
sively refining the definitions of those test patterns, they developed a set of rules that are used 
to determine whether any given MMPI profile can be classified as an instance of anyone of the 
test patterns. 

Marks and Seeman reported that their 16 MMPI patterns accommodated the profiles of 78% of the 
patients who were seen by the Department of Psychiatry at the University of Kansas. Subsequent 
reports indicate that in other clinical settings the rules published by Marks and Seeman will al­
low only 20% to 30% of the MMPI profiles to be classified. A similarly low "hit rate" was found 
when Gilberstadt and Duker's rules were applied to MMPI profiles obtained in a variety of settings. 
This disappointingly limited coverage led Huff (1965) to conclude that the Marks and Seeman's 
classification procedure was unsatisfactory for use in other settings. 

The small proportion of their patients that were classifiable using the published rules led Gynther 
et al. (1972) and Marks, Seeman, and Haller to define MMPI profile patterns in terms of the two 
highest scores on the 10 clinical scales. Using the two highest scale scores to classify profiles, 
M3rks, Seeman, and Haller were able to claSSify virtually all of the 834 adolescents on whom they 
had data. Gynther (1972) was able to account for 60% and 64% of the MMPI profiles in a derivation 
sample and a replication sample respectively. 

As I have pointed out elsewhere (Sines, 1966), neither~larks and Seeman nor Gilberstadt and Duker 
have reported the psychometric variability within each of the groups defined by their sets of 
rules. The variability within several of th~ Marks and, Seeman and Gilberstadt and Duker classes 
was considerable (Sines, 1966). The variabil'ity that characterizes each of the test patterns de­
fined by only the two-highest scores must be even greater. To the extent that the test scores 
relate to clinically important nontest attributes of one's patients, groups that are psycho­
metrically heterogeneous will be clinically ~eterogeneous. At this point one must decide: (1) 
either to identify a number of psychometrically homogeneous groups that are relatively small and 
account for relatively few of the patients of interest, (2) or to identify broad, psychometrically 
rather heterogeneous classes that will accommcdate a large proportion of the patient sample. 

Determination of the Relationship Between Test Patterns and Criteria of Interest 

Tile procedures used by Marks, Seeman, and Haller illustrate the straightforward assessment of 
the extent to which adolescents whose MMPI profiles are classified in the same group are clini­
cally distinct (in terms of the criterion data described above) from adolescents whose test pro­
files are not classified in that particular group. In order to determine whether a particular 
test-defined group differed from the remaining adolescents in terms of dichotomous criterton data, 
Chi-square with Yates! correction was used. Student's t-test was used to assess group differences 
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in means fur continuous data. Differences that reached the .06 level were considered to be sig­
nifica1t. Whenever the group defined by a pdrticular test pattern included 20 or more subjects, 
that 911 .? was divided and each half was compared to the subjects not classified in that group 
(18 rf the 29 profile-designed groups were large enough to allow this replication procedure). 

Although the broad generalizability of their findings has not been established, there are two 
features of Marks, Seeman, and Haller's procedures that provide some basis for confidence in the 
general significance of their results. First, of course. is the replication when the test-defined 
groups were large enough. Second, those investigators collected data from 74 different agencies 
in 30 states and the criterion data were provided by 172 different psychotherapists. This broad 
base of subjects and data certainly should have increased the representativeness of the sample 
and should have reduced the likelihood that a single narrow theoretical orientation dominated. 
Unfortunately, Marks, Seeman, and Haller did not present their findings in a tabular form that 
would have allowed the reader to evaluate them closely. Instead, the investigator~ integrated 
their data into rather general narrative descriptions of each grnup. 

None of the existing actuarially derived descriptions have been cross-validated with samples of 
patients other than the derivation samples or settings. Thus, even though Marks, Seeman, and 
Haller replicated their analyses in 18 of their 29 test-defined groups, no replications have been 
reported by other investigators. 

DRUG RESEARCH 

The available research on drug abuse emphatically points out the fact that the determinants, the 
patterns of use, and the long term consequences of drug use vary widely among various SES groups, 
personality types, urban and rural geographic areas, and among users of different drugs. The 
si~ilarity of the findings concerning opiate addicts reported by Berzins, Ross, English, and Haley 
(1974), and Goldstein and Linden's (1969) results from their study of alcoholics, led Berzins et 
al. to suggest that there may be te~~ patterns that are related to the abuse of a variety of 
substarces rather than to either illicit drug~ or alcohol alone. Braucht, et al. (1973), have 
made the same point in their review of research on drug use among adolescents. It seems eminently 
reasonable to hypothesize the existence of several distinguishable and relatively homogeneous types 
or groups among the obviously heterogeneous entire population of drug users. The actuarial approach 
described above appears to offer one set of methc~s that will allow us to search for and identify 
those more homogeneous subtypes of drug users. The following section outlines rather tersely a 
set of specific procedures that should be useful in the development and validation of an actu-
arial system for use in drug research. 

Selection of Criterion Data 

Unfortunately there is little uniformity in the criterion data that have been reported by drug 
researchers so far. Most investigators have collected a limited set of criterion data and have 
not sampled the several domains that appear to be important. I would like to suggest seven types 
of data to be collected with the understanding that several of those types of data will be examined 
later as potential predictors of the clinically and socially important attributes of our patients. 
The seven types of data and suggested ways in which they might be collected are the following: 

1. Ratings of observable behavior and personality characteristics. The Mental Status Examination 
Record (Spitzer and Endicott, 1970), the set of 108 personality descrlptive statements used by 
Marks and Seeman (1963), or the Interpersonal Behavior Inventory (Lorr, Bishop, and McNair, 1965) 
all provide systematic procedures for collecting data concerning the patient's current status. It 
should be noted that n6nprofessionals can be trained to produce valid interview-based rating~ of 
many of these items (Robbins and Braroe, 1964). 

2. Demographic characteristics. A relatively simple form can be derived to ensure the routine 
collection of this information. 

3. Environmental characteristics (predrug and current). Although there is a great deal of dis­
cussion of the influence of environmental conditions on the use of drugs, there are very few 
methods available to systematically quantify theoretically reasonable dimensions of environments. 
The use of the several environment scales developed by Moos (Moos, Insel, and Humphrey, 1974) 
should be seriously considered. These can be administered to the subjects themselves and to their 
families. These scales are designed to assess several dimensions of the home or work environment 
rather than fOCUsing on individual events or attributes of those environments. 
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4. Predrug behavior pattern. Braucht et al. (1973) have noted that one of the major defects 
of much of the drug research is that this sort of data is most often retrospective information. 
While that may continue to be a serious problem in some settings, it can be overcome to some ex­
tent by reference to school and court records in some instances. It should also be noted that 
short-term prospective studies have profitably incorporated data of this sort (Jessor, Jessor, and 
Finney, 1973). This general class of data should certainly be included in any study of persons 
at risk for drug abuse. 

5. Patterns of drug use. A number of investigators have referred to a standard form with which 
to record history and patterns of use, and a systematic method for collecting these data should 
be used (Holroyd and Kahn, 1974; Jessor and Finney, 1973). 

6. Response to (specified) treatment. The psychological literature on the assessment of response 
to treatment provides no consensus on how this complex task is to be accomplished. Rather than 
join that ongoing debate, it seems advisable to define improvement in objective terms, such as 
continuation in a treatment program, or Itcleant! urine as Zuckerman, et al. (1975) have done, or in 
terms of the reduction in the frequency or intensity of dru~ use (analogous to Green, GIeser, 
Stone, and Seifert's (1975) definition of "improvement" as some detectable reduction in the target 
symptom) . 

7. Psychometric data. Although reports involving a wide variety of psychological tests are avail­
able in the literature, I would recommend the use of a brief intellectual evaluation such as the 
Shipley-Hartford Scale and the use of several objective personality tests such as the MMPI (Hath­
away and McKinley, 1967), the CPI (Gough, 1957), the 16PF (Cattell, 1970) or the PRF (Jackson, 
1967). The reasons for administering more than one objective personality test were discussed 
earlier and reflect the expectation that any single personality test will allow us to identify 
test patterns that will account for only a limited number of our patients. 

While this may appear to be a rather large amount of data to be collected, I would estimate the 
total time required of each patient would be no more than 5 or 6 hours. No more than 3 or 4 hours 
of skilled professional time would be necessary and the remajpder of the information could be col­
lected by paraprofeSSionals or carefully trained volunteers. 

In order to ensure a reasonably representative sample of patients, it would be highly desirable for 
these data to be collected on several hundred patients being seen or treated in a number of dif­
ferent agencies. If, for instance, 25 different centers were to collect these data on two new 
patients per month for as long as one year, we would have an invaluable pool of data. That pool of 
data would allow us to critically evaluate the assumptions underlying the actuarial approach de­
scribed in this paper. 

Selection of Predictors 

The current literature clearly indicates that no single variable and no single class of variables 
can account for all or even most instances of drug abuse. Any attempt, therefore, to explain or 
predict drug abuse must recognize the fact that even a highly valid variable or set of variables 
will at best account for only a portion of the persons under study. 

It seems highly likely that at least three rather different types of factors may describe and 
predict drug users. Those classes of variables are: 

I. Environment (Predrug and current) 
2. Ratable observable behavior and personality characteristics 
3. Personality-relevant test s~ales 

If one accepts this reasoning, it seems appropriate to examine each of those classes of information 
as the set of predictor variables. It will be necessary to collect each of those classes of data 
from each of the patients to be studied. 

Identification of Patterns of Scores on the Predictor Variables 

Since there is no clearly superior method for grouping or typing the predictor data, a number of 
methods should be used in several concurrent analyses of the data. We should be prepared to 
capture or account for only some of the patient population in the several groups efined by 
patterns of the predictor data. We must also recognize at the outset that the clinical value of 
test patterns may be limited if we dedI with groups as large as those identified by Berzins, et 
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al. (1974), and Lorr et al. (1965), where as many as 20% to 30% of the patients are assigned to 
a single test-defined group. A number of different parameters will have to be examined empiri­
cally in order to determine how much psychometric heterogeneity is allowable with each predictor 
pattern while achieving a clinically acceptable degree of criterion homogeneity within the several 
types. 

Determining the Relationships Between Predictor Patterns/Criterion Characteristics 

Let us assume that we have identified a test-defined (Prototype #1) group of 25 drug users on the 
basis of the 02 procedure discussed earlier in this paper. And let us assume that all of the other 
data are on punch cards or magnetic tape. We ~ay then determine the frequency of each of the dis­
crete variables in the Prototype #1 group and in the remaining sample. lhese frequencies can be 
compar~d using Chi-square, and those criterion variables that are significantly more frequent among 
members of Prototype #1 are considered to be characteristic of persons who generate that pattern 
of predictor data. In a comparable fashion, the means can be calculate~ for each of the continuous 
variables in the Prototype #1 group and in the remainder of the sample. Those continuous variables 
(such as age, years of education) on which there are significant differences can then be used to 
characterize the me~bers of the Prototypic group, 

While examining the relationships between our criterion data and patterns of the several predictor 
variables, it seems reasonable to expect rather different sets of criterion characteristics to be 
associated with narrowly defined MMPI patterns and narrowly defined patterns of scores on Moos' 
Family Environment Scale. At this point it should not be disconcerting to find such predictor­
defined groups to overlap completely or to overlap not at all. 

Moving on to Other Predictors 

As res~arch has accumulated it has become increasingly obvious that an exceedingly complex set of 
factors are related to drug use. In view of this fact, the appropriate question for us to ask is, 
"Can any specific pattern of scores on a relatively inexpensive instrument, such as our psycho­
logical tests, identify a subgroup of persons whose drug-related behavior can be predicted or 
understood with a clinically and socially significant degree of precision?" If some pattern of 
scores on one of our inexpensive predictors can identify even 5% of drug abusers for us, we have 
a good test, a valid test, and a useful test. It is not necessary that such a predictor account 
for all d.'l.lg abuse. If we find that one of our sets of predictor data can only identify 5% of 
our patients, but does so in a manner that allows us to make clinically effective decisions about 
those patients, let us continue to use that predictor in order to identify that important group 
of patients. Our clinical and scientific task is then to identify additional subtypes among the 
remaining 95% of our patients using other predictors. 
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INTRODUCTION 

HISTORICAL BACKGROUND 

Typing and taxonomic grouping have long been subjects of interest to scientists in many fields. 
Galen (circa 150 A.D.) defined nine temperamental types said to relate to a person's susceptibility 
to various diseases. Linneaus constructed a scheme for the classification of botanical specimens 
in the 18th century which had widespread impact on other fields. Most of the early work on 
classification was in botany and zoology. It led eventually to what is kno\,1n as numerical 
taxonomy through the use of quantitative and statistical approaches to grouping objects. Among 
psychologists, some of the earliest te~hniques were proposed by Stephenson (1936), Zubin (1938), 
and Tryon (1939). The current surge of interest and publication began about 2$ years ago, 
accelerated, no doubt, by the computer revolution. In 1953 Thorndike considered the problem of 
forming groups in terms of "who belongs in the family." In the same year, Cronbach and GIeser 
(1953) published their classic review of the problems of assessing similarity between objects. 
During the same period biologists like Sokal, Sneath, and Michener were developing parallel 
concepts anu techniques for grouping biological specimens. Among psychologists, McQuitty was 
most active and productive, having published several dozen papers since 1956. 

Since 1960 there have been literally hundreds of studies published by anthropologists, biologists, 
archeologists, geologists, information retrieval specialists, sociologist e , and statisticians. 
Initially, these reports were published in technical journals by scientists concerned with 
different subject matter. Quite often these specialists were unaware of comparable development 
of terms, techniques, methods, and theories in border fields. The appearance of general methodo­
logical texts, however, has served to integrate the field and to provide a common language, 
There are general guides prOVided by Anderberg (1973), Everitt (1974), Jardine and Sibson 
(1971), Hartigan (1975), and Sneath and Sokal (1973). Sneath and Sokal as well as Jardine and 
Sibson focus primarily on the problems of biological taxonomists. Anderberg and Everitt are 
relatively general in approach and are best suited to social and behavioral scientists. Hartigan's 
text represents a statistician's compilation of algorithms (fixed procedures) for generating 
clusters and hierarchial structures. Cole (1969) includes a collection of papers presented at 
a conference on classification. Tryon and Bailey (1970) describe their BC TRY Program for 
factoring variables and grouping objects, but the focus is mainly on the method of factor 
analysis. 

CLUSTER ANALYSIS AND RELATED PROCEDURES 

Cluster and typological analysis is often confused with several related but distinctive procedures 
such as classification, discriminant function analysis, and identification (diagnosis). Clas­
sification, as a noun, is a systematic arrangement of objects into groups or categories according 
to known criteria. The term is also used to refer to the process of deciding into which of a 
number of categories, defined a priori, a new case should be allocated. Identification, 
assignment, and diagnosis refer to this same process of assigning a new observation or unit in 
an established set of categories. The defining or essential characteristics of each category 
are known. But the problem may be complicated and the process made uncertain if the criteria 
are vague, the characteristics subjectively defined, and the rules of assignment unspecified. 
A good example is the diagnostic system used to classify psychiatric patients. The symptoms 
are ill-defined, their number is not specified, and no rules are given for making-decisions. 

The procedure of discriminant function analysiS is applied to known groups or categories on the 
basis of a set of meaSUres not yet established. The investigator so weighs the predictor 
variables statistically as to maximize the separation of the groups. F1rst, the number of 
dimensions of difference is ascertained, then the group means are tested for significant dif­
ferences. Once these issues are determined, a set of weights is derived to allocate new cases 
to one of the groups in order to minimize the number of misclassifications. Discriminant analysis, 
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while operating in known groups, such as Protestant, Catholic, and Jewish, seeks to establish a 
new weighting scheme for assignment of new cases on the basis of a set of untried criteria. 

In cluster and typological analysis little or nothing is known concerning the nature of the 
groups or categories, or their number. The defining characteristics of the unknown group are 
also unspecified. Cluster analysis is thus a search procedure for finding "natural groups", for 
discovering a conjectured structure, or for imposing a useful conceptual framework where none 
exists. 

RATIONALE: AIMS AND USES 

The general purpose of a cluster analysis of multivariate data is to group together persons, 
objects, concepts, or events into coherent classes as the basis of their measured similarities. 
Such analyses assume that the number and nature of the classes or groups are unknown a priori. 
The main goals of analysis are to: 

(a) 

(b) 

(c) 
(d) 

recover or identify "natural" clusters of entities within a mixture believed to be drawn 
from several populations sampled; 
generate a conceptual scheme for classifying entities which will reflect and summarize 
their interrelationships; 
discover structure inherent in a body of data when the data do not represent a sample; 
test hypotheses about groupings believed to be present in the data. 

As a general practical matter, types are useful simply to facilitate communication. Types are 
easy to remember, to report, and to differentiate from objects in general. Categorization, 
including concept formation, provides direction for instrum~ntal behavior. A depressive is 
treated differently from a person known to be a paranoid or psychopath. To categorize an entity 
is to bring to mind immediately an associated set of defining characteristics. 

In biology and the social sciences, the researcher is often faced with a mixture of observations 
from several populations. The problem is one of allocating individual cases to an unknown num­
ber of categories representing different families, classes, or genera. To the extent that the 
search is successful, the groups present are recovered. In addition, knowledge and understanding 
of a domain may be substantially increased. New laws may be discovered and relations hidden or 
obscured may be found. 

In many fields, researchers are often confronted by a very large mass of data involving numerous 
measures and observations. The test variables can be reduced by applying the techniques of 
factor analysis to isolate a smaller number of descriptive dimensions. Cluster analysis techniques 
are similarly useful for reducing the number of subjects or cases. Indeed, comprehension is 
substantially facilitated if numerous individual cases can be organized into a smaller number of 
cohesive groups or into a hierarchical arrangement of classes. An example of such use is the 
application of hierarchical grouping to air force jobs. Christal and Ward (1968) used information 
on job functions to arrange the jobs into meaningful families of increasing generality. Frank 
and Green (1968) grouped 88 cities on the basis of 14 variables such as city size, per capita 
income and newspaper circulation in order to discover potential test markets. Rice and Lorr 
(1968) describe grouping 150 ceramic pots from the Smithsonian Institute into three prototypes 
on the basis of 17 measures. 

The investigator may have hypotheses regarding the existence of several subgroups within a specified 
domain. Cluster analysis can be useful in testing out such hunches. Or, observers may have 
established through clinical or field observation that certain subgroups can be discerned and 
want to confirm their findings by more objective means. For example, Kretschmer and Sheldom had 
hypothesized three body types: ectomorphs, endomorphs, and mesomorphs; Lorr correlated the 
score profiles of some 70 male subjects and established that three prototypic body types could 
be found. Everitt et al. (1971) applied cluster analysis toward validation of traditional 
psychiatric classes with a fair degree of success. In an effort to differentiate depressed 
,patients, Paykell (1971) applied cluster analysis to patient symptoms. In another study, Lorr 
et al. (1973) used interview ratings as a basis for testing the hypothesized existence of three 
depressive subtypes: anxious, retarded, and hosti.le. A cluster analysis of the correlations 
among members of two large samples served to confirm these conjectures. 
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Cluster analysis techniques can also be applied to discover structures inherent in a body of 
data when the observations really do not represent a sample from a known population. Miller 
(1969) used complete linkage analysis to investigate verbal concepts. Fifty students divided' 48 
common nouns into piles with similar meaning. The analysis suggested five clusters of nouns: 
living things, nonliving things, quantitative terms, social interaction, and emotions. ,Clustering 
techniques were applied by Manning and Watson (1966) to 99 patients with heart disease who were 
described in terms of 129 items. The three clusters agreed substantially with physician's diag­
nosis. Hodson (1969), an archaeologist, applied cluster technique to 50 assemblages of stone 
tools from France and Europe. The tools were divided by expert judges into 46 classes. An 
average linkage analysis suggested eight clusters closely related t~,those hypothesized. 

A series of related typological studies of alcoholics constitute a good illustration of the 
usefulness of typological techniques. Goldstein and Linden (1969) reported a study that yielded 
four inpatient MMPI alcoholic profile types that matched known actuarial types with addictive 
problems. Subsequently, Berzins et al. (1974) found two MMPI types for male and female addicts 
which were highly convergent with those of Goldstein. Nerviano (1976) then established seven 
common personality patterns among alcoholic males on the basis of a typological analysis of 366 
subjects described by 12 personality inventory scales. He concluded that these were common per­
sonality patterns characteristic of psychiatric patients generally and not unique to alcoholics. 

METHODS J PROCEDURES AND ASSUMPTIONS 

THE PROCESS OF ANALYSIS 

The process of clustering can be broken down into a number of steps. A listing of the usual 
choices and assumptions made provi-des insight into the nature of the analysis. The sequence is 
usually as follows: 

(a) Select a representative set of entities to be studied, or select appropriate samples from 
populations of interest. The entities may be people, pots, plants, documents, languages, 
legislators, bees, birds, micro-organisms, etc. 

(b) Define the domain of similarity to be studied and select a representative set of qualitative 
or quantitative attributes. 

(c) Convert scores into a comparable metric if this seems needed. Decide whether or not to 
include categorical as well as continuous variables. 

(d) Decide whether to conduct a dimensional analysis (factor analysis) in order to reduce the 
number of d~scriptor variables to simplify them into composite scales. 

(e) Select a suitable index of similarity or dissimilarity between pairs of entities. 

(f) Choose a structural model for the clusters or types anticipated. The main models are the 
compact or homogeneous, the chained or continuou~ly connected, and the hierarchical. The 
distinction is based primarily on the nature of the relationship among entities (symmetric 
and transitive vs. asymmetric and transitive). 

(g) Select an appropriate method of clustering, an efficient algorithm, and apply the procedure 
to the matrix of indices of similarity--dissimilarity. The algorithm chosen usuallY deter­
mines the number of clusters found. 

(h) Determine the mean profiles of the various clusters found or convert into a tree-structure 
or dendogram. 

(j) Interpre't the results and choose some decision function to allocate new cases to the subgroup 
to which they belong. To this end, methods such as discrim[nant functions, multiple cutting 
scores, and Bayesian analysis may be applied to assign new cases to one of the clusters 
found'. 

The major steps j'n. the process of searching for groups or categories have been sketched. Each 
step- is associated· with a problem and severa~ decisions to be made. The discussion that follows 
will. be concelmed wLth these probTems. 
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Choice of Entities to Be Studied 

As was indicated earlier,~ the entities may be persons, stimuli, events, concepts, animals, 
plants, or languages. The entities are denoted as subjects, observations, cases, and data 
un i ts. 

The selection of a set of entities for study may be complicated in various ways. Suppose the 
aim is to identify "natural groups." Then it becomes important to select a random sample. It 
follows that existing groups are likely to be represented in the sample in proportion to their 
relative size in the population. Consideration should then be given to enlarging the size of 
the suspected smaller group. If an entire universe is analyzed, then no important group sources 
should be omitted. 

Another type of study is concerned with stimuli such as nouns and verbs, or the data units may 
be skulls, artifacts from an area, symptoms of a disease, or varieties of ships. Here sampling 
of a population is not involved, but the entities must represent the domain of interest. It 
becomes important not to overlook any source of variation. 

Choice of Variables 

Here definition of the domain of similarity becomes important. If an investigator is studying 
psychotics, depressives will not appear if none of the symptoms or behavior characteristics of 
depressives is included. As far as possible, all possible sources of individual differences 
must be included. When relevant discriminating variables are left out of an analysis, some 
groups will merge and remain undifferentiated and confused. 

Two related problems are discriminant validity and reliability. A measure has discriminant 
validity if it differentiates among members of a group. If all subjects are included or ex­
cluded, agree or disagree, if all say true or false, then the item is worthless. A variable 
must also be dependable over time and generalizable to comparable observations. To augment the 
stability of variables and their generalizability, it is a common practice to combine several 
additively for greater reliability. 

Choice of Metric 

In many studies the variables selected may vary markedly in metric and scale. For instance, in 
studying a body type the variables may be descriptive of weight, height, length of nose, degree 
of muscularity, and width of head. Or, the variables included may be demographic such as age, 
sex, level of education, religion, and marital status. Inspection of these variables makes it 
clear that some trans~ormation is needed to express the variables in comparable units. 
The usual recommended procedure is to standardize all measures so that each scale has a mean 
of zero and a standard deviation of one. 

Data Reduction 

Each subject receives a set of scores on the descriptor variables called a score profile. 
An estimate of the degree of similarity or proximity of two individuals is usually expressed in 
terms of distance or correlation. Both measures are meaningful only when the variables involved 
are relatively independent of each other. It follows from this that the profile elements 
ideally should represent independent dimensions of variation. Should it be necessary, then the 
investigator would do well to conduct a factor analysis of the variable intercorrelations. The 
composite scores that result will enhance reliability and facilitate interpretation of profiles. 

VARIABLES AND SCALES OF MEASUREMENT 

Many discussions in measurement of properties make the convenient assumption that all variables 
are of a single type. Usually, the variables are assumed to represent continuous and equal in­
terval scales. However, in the practical world the variables by which people are described are a 
mixture. Some are continuous variables like age, degree of agreement, and total score. Others 
are qualitative or categorical like religion, color of eyes, or occupation. A special variety of 
categorical variable is binary or dichotomous and takes on, only two values like 0 and 1. Examples 
are statements or questions that are answered True or False, Yes or No. 
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Measurement is the assignment of numerals to events or objects according to rules. In the 
social and behavioral sciences, particularly, it is important to recognize and to allocate variables 
to one of four kinds of scales of measurement. The most rudimentary is the nominal or clas­
sificatory scale. Numbers or symbols are used to classify a person, object, or property. When 
numbers or symbols are used to identify groups to which objects or persons belong, these symbols 
constitute a nominal scale. The psychiatric classificatory systems of diagnostic groups consti­
tute such a scale, as do th~ numbers assigned to football players on a team. 

All scales have certain formal properties that provide fairly precise definitions of the scales, 
the operations of scaling, and the relations among the objects. In a nominal scale, the operation 
is one of partitioning a given collection of objects into a set of mutually exclusive subsets. 
The relation between objects is one of eqUivalence, meaning that members of any subset must be 
equivalent in the property being scaled. 

In any nominal scale, the subsets way be represented equally well by any set of symbols. ThUS, 
the nominal scale is said to be "unique up to a one-to-one transformation." The :;fmbols or 
numbers designating the subsets may be interchanged providing this Is done consistently and 
completely. In fact, the principle of permissible transformations for any scale type is that 
it does not change any implications about the empirical system it represents. For classificatory 
scales, the only kind of descriptive statistics are those which would be unchanged by such 
transformat'ion. Included here are the mode and the frequency count. 

Ordinal scales reflect consistent rank orders. Objects in one category of the scale differ 
from objects in other categories of the scale by being greater than or less than. Examples of 
this relation are: higher, more difficult, preferred to. Moh's scale of hardness represents 
an ordinal scale. One mineral is harder than another if the first scratches the second but not 
vice versa. The scale also reflects a transitive relation because mineral X scratches Y, 
Y scratches Z, and X must scratch Z. Military rank, social status, and most personality inventories 
and tests of ability yield scores that represent ordinal scales. The ordinal scale differs 
from the nominal by incorporating the relation "greater than" in addition to the relation of 
equivalence. Ordinal relations are irrefl.xive, asymmetric, and transitive. Irreflexive means 
that for any X, X is not greater than itself. Asymmetric means that if X is greater than Y, 
then Y is not greater than X. Any order-preserving transformation will not change the information 
given on an ordinal scale. Therefore, an ordered scale is "unique up to a monotone transformation." 
The monotone transformations must preserve the order of the numbers assigned say, to minerals, 
or tv persons rated as to social status. It does ~ot matter what numbers are given a pair of 
subsets just as long as the higher number is given to the members of the class which is I~reater 
than" or IIpreferred to.1I The term IImonotonell means that the variable increases or decreases 
systematically. 

An interval scale is characterized by a constant or equal unit of measurement. A'real number 
is assigned to all pairs of objects on the ordered set. In other words, an interval scale 
assigns a measure of the difference between two objects. The scale has all of the characteristics 
of an ordinal scale but in addition provides a distance between any two objects. It is then 
possible to say not only that A is greater than B, but also that A is so many units different 
from B on variable X. Temperature is an interval scale since equal intervals of temperature 
correspond to equal volumes of mercury expansion. Now any change in the numbers assigned to 
the positions of the objects measured on an interval scale must preserve not only the ordering 
of the objects, but also the relative difference between them. Therefore, an interval scale is 
I'unique up to a linear transformation." The information in the scale will not be affected if 
each number is multiplied by a constant, and a constant is added to this product. For example, 
Centigrade degrees of temperature can be multiplied by 9/5 and a constant of 32 added to yield 
a Fahrenheit degree. All of the familiar parametric statistics such as means, standard deViations, 
and correlations are applications to interval scale data. 

A ratio scale is an interval scale with a true zero point as its origin. In a ratio scale, the 
ratio of any two scale points is independent of the unit of measurement. Then if A is greater 
than B, it is possible to say that A is XA/XB times greater than B. Ratio scales are extremely 
rare in the social or behavioral sciences. Ratio scales are "unique up to multiplication by a 
positive constant." Examples are length, time intervals, loudness (sones), and brightness (brils). 
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MEASUREMENT OF SIHILARITY-OIFFEREN~~ 

8efore discussing measures of similarity or difference it is important to emphasize that similarity 
is not a general qual it). When people are compared on independent dimensions, then those who are 
similar or close on one dimension need not be similar on other dimensions. People may be very 
much alike say, in social attitude, but different in food preference, educational background or 
other psychological or nonpsychnlogical attributes. It is, therefore, always necessary to 
specify the domain of similarity-difference in discussing ti,::, similarity of persons, objects, or 
events. If a group of people are found to be simiiar on one set of scores, it is not justifiable 
to assume their similarity in general. 

The basic data usually consist of a set of scores, called a profile, for each person or object. 
The score of person i on variate j can be symbolized as Xij' Let the number of variates be P 
and the number of persons N. Then Person A's scores are denoted XA: [XA1, XA2,----XAPJ and 
Person B's scores are denoted XB: [XB1, XB2----XBPJ. It is common practice to visualize the N 
persons as N points or vectors in P-dimensional space, each variate being represented by a 
coordinate axis. Then the Xij'S represent coordinates of the point or vector. The vector is 
usually defined as a quantity having magnitude and direction and is represented by a directed 
line segment whose length represents the magnitude and whose orientation in space represents 
the di rection. 

The more similar the scores of A and B, the closer their vectors in space, and conversely the 
more dissimilar their scores, the more distant their vectors. In two-dimensional space, the 
squared distance between A and B may be expressed by the Pythagorean theorem 

Then, If the theorem is generalized to P-dimensional 50ace, we have 

O~B Jg~ (X
Aj 

- X
Bj

) 2 (1) 

whet~ ~reek Sigma means sum of the squared differences between A and B on each of the variates. 

The distance formula as a measure of dissimilarity between profiles may be applied to any type 
of scores. But the meaning of the distance measure depends on the nature of the scores. The 
original score set may be centered about the person's own mean, or it may be standardized. These 
transformations alter the meaning of the scores and reduce the number of degrees of freedom 
involved which is P, the number of variates. One source of variation is the level or mean 
(Xi) of all scores for a person. For example, a bright person's score mean is liltely to be high 
on intelligence tests while a dull person's score mean is likely to be low. Another source of 
variation is the scatter or dispersion of a person's scores. Scatter (Si) is measured by the 
square root l)f the sum of squares of the person's deviatio·n scores about his own mean. Scatter 
\; be represented geometrically by the length of a person's score vector. The third characteris­
•• of a score profile is its direction or orientation. In other words, the orientation indicates 
I'< ... ch scores are high and which are low. 

To illustrate the loss of information, let us suppose persons A, B, and C were given scores on 
five tests 1, 2, 3, 4, and 5 as shmm: 

1 2 3 4 5 Sum X 
A 0 -1 2 4 0 5 1 
e -2 -3 0 2 -2 -5 -1 
C 4 1 -3 1 -3 0 0 

Then 02e by formula #1 becomes 20 and the means are 1, -1, and O. If score level or mean now is 
remove~ from each profile, the deviation scores are 

1 2 
A -1 -2 
e -1 -2 
C 4 1 

3 
1 
1 

-3 

4 5 
3 -1 
3 -1 
1 -3 

Stlm SZ S· 
o t~ 4

1 

o 16 4 
o 36 6 

Since score level is removed, ole is now zero. Differences in scatter between. profiles are 
eliminated by dividing each deviation score by the persoh's scatter, a process called standardization. 
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Geometrically, this operation stretches or reduces all vector profiles to unit length. For 
example~ if A's deviation scores are divided by the scatter and then squared, their sum 
(~+ -J.. +.J- + -~ +.J-) equals unity, 
'10 10 10 10 10 
Distance is the most common index of dissimilarity-similarity used. The correlation coefficient 
QAB is another index in frequent use. As may be seen from Table 1, a correlation is the sum of 
the crossproducts of the deviation scores of persons A and B, divided by the product of their 
scatter indices. Interpreted geometrically a correlation is the cosine of the angle of separa­
tion between two vectors, each of unit length. When the angle of separation is 90 degrees, the 
cosine is zero and there is no correlation. When the vectors coincide, the angle of separation 
is zero and the cos·ine (and thus the correlation) is 1.00. As ~ay be seen from the formula for 
Q, variation due to mean level has been remove~ and the scatter has been made constant. Therefore, 
a Q correlation operates in K - 2 space. 

THE SIMILARITY INDICES 

The most commonly-used indices of Similarity-dissimilarity are shown in Table 1. All of the 
general reference texts listed here discuss these indices and suggest computer prograw~. A 
separate set of references to journal articles on similarity indices is also given. A good 
general introduction may be found in Cronbach and GIeser (1953). 

The first three indices are distance measures designed for use with continuous scores. Cattell's 
rg is also based on distance but is designed to vary between +1 and -1 like a correlation co­
efficient. The co.r~lations and congruency coefficients arp measures of angular separation be­
tween profile vectors rather than distance. The last four indices are applicable to binary data 
such ,a~'given in a 2 by 2 table shown at the bottom of the table. The choice among them is de­
pendent on whether or 20t negative matches are regarded as useful information. The disagreement 
index corresponds t~ 0'2 when the binary values are zero or one. The matching coefficient is 
the complement of 0,2 where a + d represent co-presence or co-absence of attributes. Jaccard's 
Connection index omits d, the number of negative matches. The Holley H index of agreement is 
the congruency coefficient for binary variables. It represents the proportion of match~s minus 
the proportion of mismatches. The distance 012 and the correlation coefficient Q are related 
algebraically. If scores have been standardized around the person's own means, then D~2 = 2(I-QI2)' 

The Euclidean distance measure is the most widely used dissimilarity measure but there are other 
possible metrics. The city block or taxicab metric sums the absolute distances between objects 
on successive variables. The argument given for its use is that either of the two objects are 
described in terms of two variables with equal scale units. They should have the same distance 
whether they are two units apart on each variable, or they are one unit apart on one, and three 
units apart on the other. 

The generalized distance measure of Mahalanobis is.designed to measure the distance between 
groups. This D measure is an index in which the independent (orthogona)} co~ponents of the 
original set of variates are assigned equal weights. Thus unreliable and unimportant factors 
are weighed equally with the first few. When the original variates are standardized and uncor­
related, 02 equals Euclidean 02 , A useful exposition is available (Overall, t964) and the method 
is used in certain programs such as Freedman and Rubin (1967). 

TYPOLOGICAL MODELS 

There appear to be three major structural models in typing and cluster analysis. The first of 
these may be called compact or homogeneous, the second chained OJ' continuously connected, and 
the third a hierarchical scheme. The first two structures reflect rather different relations 
among object pairs in the cluster. Members of the compact type are said to be similar or dis­
similar, consonant or dissonant, alike or different, close or far, confusable or distinguishable. 
A term that has come to be used to convey all these meanings is proximity. The proximity relations 
between object pairs, as reflected in these terms are those of reflexivity, symmetry, and tran­
sitivity. 

Withir- the chained type, ordinal (dominance) relations exist among objects within a type. One 
object is said to be greater than, dominant over, preferred to, or chosen over another. If the 
relation "closest to," or "nearest neighbor of," holds between a sequence of two or more objects, 
a partially ordered scale is implied. The dominance relation has the property of being irreflexive, 
asymmetric, and transitive. Ordinal relations are found in sociometric choices, communication 
networks, preferential orders, and competitive game rankings. 
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Table 1. Indices of Similarity and Dissimilarity. 

Formula 

Euclidean distance Cronbach and ~ (Xl' - X2j )2 = D2 
j J 12 

Mahalanobis Distance 

Profile Similarity 

Correlation Coefficient 

Congruency Coefficient 

Disagreement Index 

Matching Coefficient 

Connection 

Agreement Index 

Fourfold Table 

P 
E IX I • j J 

- X2jl = 

p -
E(X

1j 

[E (Xlj 

b+c 
a+b+c+d 

(a+d) - (b+c) = H 
a+b+c+d 

oB + 

A+~. oGtj 
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A helpful definition of a compact type is a subset of entities, each member of which is more like 
every other entity in the type than it is like entities in any other type. The chained type may 
be defined as a subset of entities such that every member is more like some one other member than 
it is like any other type. Figure 1 gives an illustration of these two kinds of clusters in 
two-dimensional space. 

y y 

x x 
Figure 1. Compact and Chained Clusters 

The third model, a hierarchical scheme, is usually represented by a hierarchical tree or dendogram, 
the term used by biologists. A hierarchy may be seen as a nested set of clusters in which each 
level is assigned a rank. Elements of the levels are called taxa :by biologists), and each taxon 
is assigned the rank of the cluster to which it belongs. Suppose N entities are given, and a 
sequence of N clusters is generated. As we move up the hl~rarchy, beginning with each entity as 
a cluster, each cluster (except the first) is obtained by a merging or union of clusters at the 
previous level. Thus the entire hierarchy is a family of clusters which also includes the set 
of all entities. Any two clusters in the hierarchy are discrete (disjoint) or one includes the 
other. As wi.11 be seen later in describing procedures for hierarchical schemes, the defining 
relations between entities result in slightly different structures. When the relations are 
reflexive, symmetric and transitive, the clusters are compact. When the relations are ordinal 
(asymmetric and transitive), the clusters are continuously connected chains (Johnson, 1967). 

A CLASSIFICATION OF CLUSTER TECHNIQUES 

Each of the general methodological texts available offer somewhat different schemes for classify­
ing cluster analyses procedures. The same may be said for such reviewers as Cormack (1971), Ball 
(1971) I ,Ji1d Bai ley (1975). The distinctions offered here are the following: 

(1) Density or Mode-Seeking is a process of searching for modes or regions of high density for 
entities in attribute space. 

(2) Partitioni.ng is the process of subdividing a collection or set of enti ties into mutually 
exclusive classes or subsets on the basis of a criterion. 

(3) Clumping is the process of grouping objects into overlapping subsets which are called clumps. 

(4) Hierarchical clustering is a process in which entities are grouped into clusters and the 
clusters themselves are in turn merged into clusters at successive levels to form a tree. 

Density Search Techniques 

A cluster may be represented by a swarm of points in P-dimensional space. The points are concen­
trated in some regions but not in others. Methods of cluster analysis which use this viewpoint 
search out regions of high density called modes. The structural model implied here is the compact, 
internally homogeneous cluster. --

The density seeking techniques include complete and average linkage iO'be described shortly. 
Another procedure (Taxometric Maps) has been developed by Carmichael and Sneath (1969). In ad­
dition, there is the sophisticated method of mixtures developed by Wolfe (1970) and others. Mem­
bers of a type or cluster in general differ from one another on most or all of the measures. Since 
members of a cluster differ, it is reasonable to assume the existence of a probability distribution 
of these characteristics. The combined popUlation taken from all clusters will have a probability 
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distribution which is a mixture of distributions. The problem is to identify and describe the 
component distributions from a sample drawn from the mixture. Usually component distributions 
are unimodal, but in cluster analysis multimodal distributions must be resolved :·to simple com­
ponents. Wolfe (1970) uses the method of maximum likelihood to estimate the m .re proportions, 
their means, and their covariance matrices. Each distribution, solved iteratively, indicates a 
separate group, and objects are assigned to the group for which their probability is greatest. 
The process is often begun with an initial set of clusters obtained through use of the K-means 
approach. Wolfe's general NORMIX program and his simpler NORMAP program have been applied to 
grouping occupations (1970) and to the classification of psychiatric patients (Everitt et al., 
1971). Ideally the method requires large sets of data, and substantial amounts of computer time 
may be consumed. 

Partitioning 

The partitioning techniques usually seek to partition the set of entities so as to optimize some 
predefined criterion. Since a partition is a system of mutually exclusive subsets, there is nearly 
aways the need to decide on the number of groups present. Many of the methods do allow the num­
ber of groups to be changed during the course of analysis. Another characteristic of the par-
ti t i on i ng methods is that they all 0\'/ for correct ions and reI ocat ions of the ent it i es when the 
initial location was poor. The methods thus differ in the method of initiating clusters, the 
rnethod of allocating entities to new clusters, and in procedures for reallocating entities to 
revised clusters. The majority of these techniques seek to minimize within-group distance among 
entities. They begin by finding K points in P-dimensional space, which serve as initial estimates 
of cluster centers. Entities are then allocated to the cluster whose mean they are nearest. 
Estimates of these centers are updated after each entity is assigned to a cluster. Once an 
initial classification has been found, a search is made for entities which should be reallocated. 
In general, relocation proceeds by considering each entity in turn for reassignment. Reassignment 
takes place if its addition improves the error term. 

In MacQueen's "K-Heans" method, the initial step is to take the first K entities in the data set 
as clusters of one member each. Each of the remaining entities are assigned to the cluster mean 
that is nearest. After each allocation, the mean of the cluster is recomputed. After all of the 
entities have been allocated, the revised cluster centroids are used as centers and the procedure 
is applied again. Of similar procedures proposed by Forgy and Jancey, the MacQueen procedure is 
simplest and least expensive. 

The logic behind the K-means approach, simply stated, is to minimize the within group sum of 
squared differences of the partition. This is the same as maximizing the between cluster dif­
ferences. The criterion for deciding if convergence has taken place is the stability of cluster 
membership. A convergent K-means process is offered in Wishart's RELDC and McRae's MIKCA com­
puter programs, as well as in Anderberg. More complex and elaborate methods are found in Ball 
and Hailis (1965) program called ISODATA. Friedman and Rubin (1967) have a related optimizing 
cluster method which is available under the IBM SHARE system. 

Clumping Techniques 

In language studies, classifications are desired which permit an overlap between clusters. Since 
words may have several connotations, they may belong in several places. The techniques that 
alloW for overlap are known as clumping techniques. Parker-Rhodes and Needham first introduced 
clumping methods. Jardine and Sibson (1968) have sought to construct several algorithms. Their 
method consists of representing each point by a node on a graph, and connecting all pairs of nodes 
which satisfy a specified inclusion criterion. Then a search is made for the largest subsets of 
entities for which all pairs of nodes are connected (maximally complete subgraphs). An algorithm 
for implemeqting this method may be found in Cole and Wishart's (1970) CLUSTAN program. 

Hlerarchical'Clustering Methods 

Hierarchical clustering techniques may be separated into the agglomerative and the divisive. The 
agglomerative methods begin with the N entities and successively merge or combine the two most 
similar. The divisive procedures successively subdivide or partition the entire collection into 
finer and finer subsets. The results of both techniques may be represented by a tree which is 
a two-dimensional diagram. The agglomerative methods build a tree from branches to root and the 
divisive begin at the root and subdivide the clusters into branches (see Figure 2). 

Given an N by N matrix of similarity coefficients, (1) the process begins with N clusters each 
consisting of only one entity; (2) the matrix is searched for the most similar pair of clusters; 
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(3) the number of clusters is reduced to N-j through a merger of the chosen pair; (4) steps (2) 
and (3) are followed N-l times until all entities are in a conjoint cluster. At each stage the 
identity of the clusters combined are recorded as well as the similarity index between them. The 
process can be followed using correlation or distance measures. 

Intercluster 
distance 

.31 

.23 

.07 

.04 

.00 I 
1 

I 
--

3 , 6 

Figure 2. Hierarchical Tree Structure 

There are six common bases for merging entities or clusters in a hierarchical analysis. These are 
as follows: 

(1) Single Linkage (Nearest Neighbor). Single entities are merged on the basis of the distance 
between the two closest members of clusters. The distance between clusters is defined as the dis­
tance between their closest members (see Figure 3). 

(2) Complete Linkage (Farthest Neighbor). Single entities are merged on the basis of the distance 
between the most distant pair. The distance between clusters is defined as the distance between 
their most remote pair. The value of this distance is the diameter of the smallest sphere which 
can enclose the combined clusters. Complete linkage, like single linkage, is invariant (unchanged) 
by monotonic transformations of the similarity measures (see Figure 3). 

(3) Average Linkag~ .,_.~od. The method defines the distance between groups as the average of 
the distances between all pairs of entities in two clusters. 

(4) Centroid Cluster Analysis. The procedure clust~rs hierarchically by merging at each stage 
the two clusters with the most similar means or centroids. Sokal and Sneath (1963) describe this 
<>5 the "pair group" method. 

(5) Ward's (1963) procedure seeks to minimize the loss of information that results from combining 
entities into clusters. The error is measured by the total sum of squared deviations of every 
point from the mean of the cluster to which it belongs. At each stage the two clusters are merged 
that result in the minimum increase in the error seen. Clusters are combined on the basis of the 
minimum distance of pairs. 

(6) Wishart's CLUSTAN.IB program was written to cover all of the above procedures. Veldman (1967) 
has a program called HGROUP which can handle 100 variables and 100 subjects using Ward's hierarchi­
cal grouping procedure. Johnson (1967) has developed two very rigorous hierarchical clustering 
schemes based on single and complete linkage. His Minimum Method corresponds to single linkage 
analysis and his Maximum Method corresponds to complete linkage. Both procedures satisfy what is 
known as the "ultrametric inequality." These procedures are especially good for small sets of 
entities. 
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METHODS OF LINKAGE ANALYSIS 

Single Linkage Analysis 

Perhaps the simplest and earliest of clustering metnods developed is single linkage al1alysis. 
First Introduced by Florek (1951), it was propo~ed independently by Sneath and by McQuitty in 
1957. Lance and Williams (1967) call it the "nearest neighbor" technique. If correlations are 
involved, a link is defined as the largest index an object has with any other object. Should 
the index be-a-distance measure, then a link is the smallest distance an object has with all 
objects. The single linkage method thus generates a type or cluster in which every member is 
"closer to" or "more like" some one other member of the cluster than to members of other clusters. 
The object relations of 1'closer to" or "moresimilar to" are here asymmetric and transitive. 
The type is then a subset of ·continuously connected objects. Usually a type is begun by a 
reciprocal pair as a nucleus with other objects added if they are closest to at least one 
object in the cluster. A reciprocal pair exists if object A has its closest neighbor Band B 
has as its closest neighbor A. 

The structural model approprlate to single link clusters is that of a chained or continuously 
connected subset. Ideally this procedure should be applied to dominance or order data. The 
investigator searching for compact clusters is likely to find that single linkage leads to long 
stringy-like groupings. This means that members of a cluster at one. end will resemble each 
other but not members of the cluster at the other end. The technique is especially useful for 
isolating geometric figures like rings, circles, curves, or one-dimensional orders. Biolo~ists 
have given this method priority (Jardine and Sibson). 

reciprocal 
pair 0 " ~ o-?o----? o~ of--0~o 

t l' 
o " l' 

Single Linkage 

o 

Complete Linkage 

o 

Figure 3. Single Linkage Asymmetric Relations and Complete Linkage Symmetric Relations 

Complete Linkage Analysis 

Complete linkage has been developed independently in many fields. Sorenson developed the 
method in 1948 for use in ecological studies. McQuitty (1961) suggested typal analysis for 
categorizing people or psychological test items. The method is also known as IIfarthest neighbor" 
clustering. An object considered for admission to a cluster has a similarity index equal to 
the farthest member within the cluster. The method generally generates or leads to tight 
hyperspherical discrete clusters. The subsets will vary in compactness as a function of the 
definition of a link. Complete linkage usually requires the investigator to set some arbitrary 
lower limit to the magnitude of the correlation coefficient for inclusion into a cluster. Or, 
if the measures represent indices of dissimilarity such as distance, some upper limit of difference 
must be set to qualify the object for entry into the cluster. The algorithm begins with the 
most highly correlated pair that satisfy the inclusion cr;~erion. A third object is added to 
the nucleus if it is linked to both members, and a fourth object is added if it too is linked 
to all objects in the cluster. This means that the relations among cluster members are all 
reflexive, symmetric, and transitive, implying equivalency among object members of a subset. 

Rice and Lorr (1968) have shown that the complete linkage procedUre, when applied to correlations, 
yields sectors of equal area around the point of origin. Each sector subtends an angle whose 
cosine is equal to the inclusion limit. When the method is applied to distances, it generates 
circular zones around object pairs in centers of high density. Another property of the compact 
cluster is its convexity. A set of points in N-space is said to be convex if for every pair of 
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points A and B in the set, the line segment joining these points are also in the cluster. This 
means, of course, that a compact cluster cannot be hollow like a doughnut or shaped like a 
crescent. 

McQuitty·s rank order typal analysis calls for complete consistency within a cluster. Cluster 
members must not include a rank higher than the number of objects in the cluster. In graph 
theory, cliques corresp,ond to such mutually consistent sets in whicn all relations are symmetric 
and transitive. In the previous link definition each member has a pair-correlation with all 
other members at or above the arbitrary minimum. 

Average Linkage Analysis 

Because the requirements of complete linkage are stringent, the subsets found tend to be small. 
A less stringent and more realistic group of methods called average linkage take into account 
variation in similarity indices due to error. Admission of any object to a cluster is based on 
an arbitrary average correlation of an object with a cluster. The type is then defined as a 
subset of objects in which each member is, on the average, more like every other object than it 
is (on fhe average) like any other objects outside the cluster. 

Sokal and Michener (1958) first outlined the procedure and called it the unweightened pair­
group method. Both complete linkage and average linkage algorithms may be found in Rohlf·s 
et al. (1971) NT-SYS program. It computes both average sImilarity or dissimilarity of a can­
didate object with an existing cluster. Sneath and Sokal (1973) give an extended discussion and 
set of illustrations for these methods. 

The method of average linkage has been modified to exclude outliers and objects lying in the 
zone between two clusters. The procedure developed by Lorr and Radharkrishnar(1967) includes 
both an inclusion and an exlusion parameter. After a nucleus of three objects is established, 
objects that satisfy the inclusion criterion are added one at a time on the basis of their 
average correlation with cluster membeis. Next, all objects that correlate, on the average, 
above the exclusion criterion with members of the first subset are eliminated from the matrix. 
Then from among the remaining unclustered objects, another nucleus of three is sought whose 
similarity relationships are at least equal to the inclusion limit and the process is repeated. 
When no other clusters can be found the process stops. 

METHODS OF ORDINATION 

The term ordination, which originated in biology, has been used to refer to the process of 
obtaining a low dimensional mapping of a set of data points. One procedure is a principal com­
ponent analysis of an N by N matrix of similarity indices. The space in which the N POlots are 
imbedded then can be examined visually to discover any groupings. A common mapping technique is 
to plot the data in the space of pairs of principal components. 

Another procedure is to apply a multidimensional scalinq technique (MuS) such as developed by 
Shepard-Kruskal (Shepard et al., 1972) to the similarity matrix. The general logic of the pro­
cedure is, when given some measure of similarity for every two objects, a configuration of N 
points is sought in a space of the smallest possible dimensions. The requirement is that to an 
acceptable degree of approximation, the resulting interpoint distances are monotonically related 
to the proximity data. However, MDS is really only useful for small sets of data (less than 60 
objects) and is more useful in representing intercluster data. Further it should be clear that 
both principal component analyses and MOS leave the investigator with an essentially spatial 
representation. The assignment of points to clusters as such must be done after the analysis by 
eye or by some other objective method of identifying clusters as such. 

A third helpful procedure for obtaining a graphical representation of the clusters found is to 
run a discriminant function analysis. The groups can then be plotted as points in canonical 
variate space. 

CRITERIA FOR "NATURAL GROUPS" 

One goal of typing is the identification of discrete homogeneous groups in a nonrandom population. 
When do the data indicate that some types exist? There are several important clues worth following. 
Generally, a frequency distribution of scores on a continuous variable will have a single mode or 
value vJith the highest frequency. If there are more than one, it is likely that the sample 
represents a mixture of several distinct types. Also, a scatterplot of cases in two or three 
dimensions may reveal a clustering of cases into two or more swarms. Again, such multidimensional 
multimodes are indicative of the existence of disjoint groups. 

117 

._------------------------------- ~-.-~-~~ 



Cluster and Typological Analysis 

A second indication for the existence of types is strongly skewed or markedly asymmetric dis­
tributions. Johnson and Wall (1969) suggest a method of detecting polarization or" skewedness. 
The distance matrix of between-subject distances is divided by the square root of the sum of all 
squared distances. This transformation yields squared entries that sum to unity. One may con­
struct distributions of distances from each entity i to all other entities. An entity imbedded 
in a cluster will characteristically exhibit an early peak or modal hump along the abscissa near 
the origin. The key entities which are the centers of dense regions are used as nuclei for 
clusters. 

Illustrations of high skewedness are found in score distributions of psychotic syndromes (Lorr, 
1966). Plots of nearly every syndrome frequency distribution indicate asymmetry. Multidimensional 
scatterdiagrams also indicate mUltiple modes. Cluster analysis has revealed some seven psychotic 
types that have been replicated cross-nationally confirming the evidence from skewedness, asym­
metry, and multimodality. 

CAUTIONS: GENERAL DESIDERATA FOR TYPOLOGY 

A number of desiderata can be offered for a classification scheme that results from a cluster 
analysis. 

Qbjectivity. Independent researchers should reach similar conclusions. If the scaling process 
is explicit and a well-defined algorithm is applied, the results will be objective in the sense 
referred to. 

stability. The classification should be affected little by new data. If a scheme remains 
unaltered by the addition of other variables, the new variables are probably correlated highly 
with those already included. This requirement suggests the need for the widest possible input 
of relevant descriptors. All major sources of variation in a domain of similarity should be 
represented. If the clusters continue to change with added measures, then it is possible that 
the domain itself is poorly defined or that several domains are actually represented. Such an 
impasse calis for more extensive dimensional analysis of the variates represented and a conside­
ration of the demands being made on the data. Suppose the problem is to identify distinctive 
schizophrenic subgroups but relevant symptom patterns of certain types of patients have been 
left out. The addition of such symptoms and signs can then lead to the identification of new 
groups and to changes in the patterns of groups already defined. 

Replicability. The groupings generated should be replicable under changes in the samples of 
persons, stimuli, or objects studied. Any type identified should emerge when an adequate 
number are included in another sample. If, for example, an extrovert type were identified, 
then a subgroup of extroverts should be identifiable within a new sample. 

Parsimony. Each type identified within a hierarchy or typological scheme should be definable 
in terms of relatively few of the claSsificatory variates. The logic in support of this principle 
is that surely not all descriptcr variables are needed to define each type. Rather, the expec­
tation is that most are sufficiently defined in terms of a relatively small number of descriptors. 
A useful basis for judgment are the mean standard score profiles of the subgroups and associated 
dispersion of the profile elements. Members of a cluster should agree closely on a few of the 
descriptors but vary substantially on nondefining variates. Consider, for example, the 10 
syndromes that define psychotic behavior. An anxious depressive subgroup should be defined 
mainly by Anxious Depression and possibly by the Obsessive-Phobic syndrome. All other eight 
syndromes should be irrelevant descriptors. Indeed, this is what is found. 

ILLUSTRATIVE APPLICATIONS 

NON DRUG RESEARCH 

One test of the effectiveness of a typological algorithm is its ability to recover groupings 
of known physical objects. The data used consist of 33 ships of the U.S. Navy, each measured 
with respect to length, displacement, beam, number of light, of medium, of heavy, and of very 
heavy guns, numbers of personnel, maximum speed, and submersibility. This set of data was taken 
by Cattell and Coulter (1966) from Jane's Fighting Ships. Johnson's (1967) hierarchical clus­
tering scheme (maximum method) was applied to the data by the author. 
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The ship code numbers were as follows: 

Light cruisers 
Heavy cruisers 
Battleships 
Aircraft carriers 

01 to 05 
06 to 08 
09 to 13 
14 to 18 

Submarines 
Destroyers 
Frigates 

19 to 23 
24 to 28 
29 to 33 

Table 2 shows the merging of ships into clusters beginning at the far right where destroyers 25 
and 28 join and then 26, 24, and 33 (a frigate). Next, to the left of the destroyers we see the 
frigates 29 to 32. To the left of the frigates we find the submarines 19 to 23. The battleships 10 
to 13 merge next. The aircraft carrier group 14 to 18 may be found at the far left. The light 
and heavy cruisers are not as well differentiated. The column of values to the left of the figure 
gives the similarity values associated with each clustering in the hierarchical representation. 

.018 

.059 

.063 

.071 
.10 
.10 
.11 
.13 
.14 
.15 
.19 
.26 
.28 
.29 
.31 
.42 
.42 
.47 
.50 
.56 
.61 
.65 
.85 
.95 
1.1 
1.2 
1.3 
1.4 
1.4 
1.8 
2.0 
2.7 

Table 2. The HCS Obtained on Ships' Data by the Maximum Method. 

Ship Code Numbers 

1 1 1 1 1 0 0 0 0 000 1 1 121 2 220 0 323 3 222 2 2 3 
5 6 7 4 8 6 7 3 281 920 309 2 1 3 4 509 1 2 4 7 6 5 8 3 

. XXX 
xxx . xxx 
xxx xxxxx 

. . xxx xxx xxxxx 
xxx xxx xxx . xxxxx 
xxx . xxx xxxxx xxxxx 
xxx xxx xxx xxxxx xxxxx 
xxx xxx xxx xxxxx xxxxxxx 
xxx xxx xxx xxx xxxxx xxxxxxx 
xxx xxx xxxxx xxx xxxxx xxxxxxx 

xxx xxx xxx xxx xx xxx xxxxx. xxxxxxx 
xxx xxx xxx xxxxx xxx xxxxxxx xxxxxxx 
xxx xxx xxx xxxxx xxx XXXXXXX XXXXXXXXX 
xxx xxx xxx xxxxx xxx xxxxxxx XXXXXXXXXXX 
xxx xxx xxx xxxxxxxxx xxxxxxx xxxxxxxxxxx 
xxx xxx xxx . . xxxxxxxxx xxx xxxxxxx xxxxxxxxxxx 
xxx xxx xxx xxx xxxxxxxxx xxx xxxxxxx xxxxxxxxxxx 
xxx xxx xxx xxx xxxxxxxxxxxx XXXXXXXXXXXXXXXXXXX 
xxx xxx xxx xxxxx xxxxxxxxx xxx xxxxxxxxxxxxxxxxxxx 

xxx xxx xxx xxx . xxxxx xxxxxxxxx xxx xxxxxxxxxxxxxxxxxxx 
xxx xxx xxx xxx xxxxxxx xxxxxxxxx xxx XXXXXXXXXXXXXXXXXXX 
xxx xxx xxx xxx xxx xxxxxxx xxxxxxxxx xxx xxxxxxxxxxxxxxxxxxx 

· xxx xxx xxx xxx xxx xxxxxxx xxxxxxxxx XXXXXXXXXXXXXXXXXXXXXXX 
xxx xxx xxx xxxxx xxx xxxxxxx xxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxx 
xxxxxxx xxx xxxxx xxx xxxxxxx xxxxxxxxx XXXXXXXXXXXXXXXXXXXXXXX 
xxxxxxx xxx XXXXX xxx xxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 

· xxxxxxx xxxxxxxxx xxx xxxxxxx XXXXXXXXXXXXXXXXXXXXXXXxXXXXX~XXX 
· xxxxxxx xxxxxxxxx xxxxxxxxxxx XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
xxxxxxxxx xxxxxxxxx XXXXXXXXXXX xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
xxxxxxxxx xxxxxxxxxxxxxxxxxxxxx XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
xxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXxxxxxxxxxxx 

DRUG RESEARCH 

In order to delineate homogeneous subgroups among hospitalized opiate addicts, Berzins et al. 
(1974) applied a correlational cluster technique (Lorr and Radhakrishnar, 1967) to the MMPI pro­
files of 1,500 addicts. The total sample was subdivided into 10 subsamples (5 for each sex) of 
150 cases r"presenting four different types of admission to treatment. The 13 K-corrected PI"O­
file elements were standardized and correlated. Application of the clustering techniques yielded 
two very ~imilar homogeneous profile types in each subsample. The within-cluster homogeneity 
coefficients ranged from .61 to .74 indicating substantial similarity of type members. The 
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between-cluster correlations ranged from -.06 to .18 indicating little type overlap in profile. 
The mean score profiles were virtually identical across the five male samples, and across the 
five female samples. 

Type I, which constituted 33% of all addicts, was characterized by elevated scores on Scales 2 
(Depression), 4 (Psychopatric deviate), and B (Schizophrenic). These imply marked subjective 
distress, nonconformity, ad disturbed thinking. Type I I (about 7% of the addicts) showed a 
single peak on Scale 4. A discriminant function analysis of the two types on the basis of the 
13 MMPI scales yielded one dimension of difference. The dimension appeared to refer to the 
general maladjustment of Type I subjects as tnadequate, interpersonally alienated, confused, and 
hypersensitive. Type II subjects, in contrast, were characterized as adequate, poised, untroubled, 
outgoing, and optimistic. 

In order to validate the type differences, the 14 scores of the Lexington Personality Inventory 
(LPI), also available, were used to compare the two types and the unclustered group. All uni­
variate tests were significant indicating strong support for the type differentiations. Another 
feature of interest is that the two mean profile types bear striking resemblance to replicated 
types delineated for male alcoholics (Goldstein and Linden, 1969). Table 3 presents the mean raw 
scores of type members in the MMPI. 

Table 3. Group Means on the Minnesota Multiphasic Personality Inventory 

Male Female 
Un- Un-

Type I Type II clustered Type I Type II clustered 
Measure set (n = 2.16) (n = 67) (n = 467) (n = 284) (n = 41) (n = 425) 

No MMPI scales 
--F 9.77 3.81 6.36 11.27 3.88 6.57 
--K 12.12 20.24 15.46 9.96 17.78 13.78 
1 Hs 19.28 n.78 15.50 20.50 13.61 17.58 
2 D 30.43 21.16 23.96 29.55 21.73 25.95 
3 Hy 27.15 23.43 23.23 27.13 22.66 25.25 
4 Pd 30.40 30.34 29.12 30.16 29.56 28.91 5 ·MF 26.26 24.28 25.68 34.64 36.37 35.48 
6 Pa 14.06 10.66 11.30 14.57 10.59 11.84 
7 Pt 35.10 26.40 28.68 35.87 26.98 30.23 
8 Sc 35.82 27.27 29.70 38.40 26.66 29.96 
9 Ma 22.90 20.51 23.00 24.75 22.29 22.15 
10 Si 34.79 19.67 26.18 36.05 21.85 30.35 
Es 37.75 50.88 45.60 33.61 48.68 40.32 
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INTRODUCTION 

A variety of techniques have been developed in order to make causDI inferences in nonexperimental 
research (e.g., see Blalock, 1964). Path analysis has been used to exposit, empirically test 
and develop theory in genetics (Wright, 1921, 1934, 1960; Li, 1975). economics (Wold, 1954), ' 
and sociology (Duncan. 1966; Land, 1969; Heise, 1969), and may be useful to researchers concerned 
with the formulation and verification of theories of drug use or abuse. This paper purports to 
add ,nothing original to the subject of path ~n?lysis, but rather it is an effort by one researcher 
concerned with drug research to communicate to other researchers what appear to be some of the 
major advantages, problems, and limitations of the method. 1 Readers interested ir further 
consideration of the method are referred to more technical descriptions (Duncan, 1966; Land, 
1969). 

RATIONALE 

Advantages 

To understand a complex social behavior such as consequences associated wi~h drug use and 
abuse, multivariate, multistage, interdisciplinary theories will have to be developed. There 
has traditionally been a disjuncture between verbal theories that have been created to explain 
social phenomenon, and the methods to test these theories using quantitative empirical research 
in a manner that Gould lead to theory arowth thrnuah rejection ann r~fnrmlllatinn nf hypnthe5~5. 

Path analysis is a mathematical modeling technique that can be used to specify relations among 
a set of variables. In cases where the assumptions underlying the method can be met, path 
analysis offers a rather elegant way to express a verbal theory in a diagram of causal paths. 
The development of causal diagram makes implicit assumptions explicit, and facilitates theory 
development. A set of equations isomorphic to the diagrammic path network can be used to esti­
mate the magnitude of parameters in the model. Often this enables the researcher to teject 
aspects of the model whicl can then be reformulated in the light of empirical findings and 
perhaps tested. Although we can seldom be certain we have the right model, often we can be 
nearly certain we have the wrong one. 

By using a series of equations rather than a single equation, the researcher can estimate what 
portion of the observed association between an exploratory variable and a dependent variable is 
attributed to direct causal effect, and what portion attributed to indirect effects through 
intervening variables. As in other mathematical ~cructure models, in specifying the set of re­
lations among a set of variables, one then observe~ how a change in one variable affects the 
other variables in the system. Used in conjunction with longitudinal data. such a model would 
facilitate analysis of the effects of possible intervention strategies or programs. 

In thoGe situations where path analysis can be ar~iopriately applied, it offers a way to develop 
complex multivariate interdisciplinary theory that can be subject to rigorous empjric;Cl.tt~sts, 
and could lead to more comparable research findings, and perhaps to more cumulative scientific 
knowledge in this area. As Duncan (1975) has put it, such models have responded to a need for 
formalism that could help in maintaining order and coherence in increasingly complicated times 
of investigation and theorizing. This observation is particularly applicable in the study of 
complicated behavior patterns underlying drug use and abuse. 

Assumptions 

Use of path analysis with ordinary least squares estimation assumes that a set of variables can 
be temporally ordered, is asymmetrically related, is measurable on an interval scale, and that 
relations among the variables are linear and additive. 2 An additional assumption underlying 
the method is that the causal model be correctly' specified. As Duncan notes: 
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Each 'dependent' variable must be regarded explicitly as completely determlned by some 
combination of variables in the system. In problems where complete determination by 
measured variables does not hold, a residual variable uncorrelated with other deter­
mining variables must be introduced. 3 

Appropriate use of the method is dependent on an accurate understanding of the ways in which the 
degree of satisfaction of various assumptions affects interpretations of results. The importance 
of satisfying various assumptions underlying use of the method will be discussed after the method 
is described in more detail. 

METHODS AND PROCEDURES 

The Model 

Duncan (1966) suggested a series of simple notations useful in drawing path diagrams. The advan­
tage of drawing diagrams in accordance with these explicit rules is that the system of equations 
will: be isomorphic to the path diagrams. 

In path diagrams, we use one-way arrows leading from each determining variable to 
each variable dependent on it. Unanalyzed correlations between variables not depen­
dent upon others in the system are shown by two-headed arrows, rather than straight, 
to call attention to their distinction from paths relating dependent to determining 
variables. The quantities entered on the diagram are symbolic or numerical values 
of path coefficients, or'qin the case of the bidirectional correlations, the simple 
correlation coefficients. 

The basic model of the process of social stratification presented by Blau and Duncan (1967) 
provides a relatively simple, straightforward example with \·;hich to illustrate the method. Five 
variables were used in their model: 

Xl: Father's educational attainment 

X2: Father's occupational status 

X3: Respondent's educational attainment 

Xq: Status of respondent's fi rst job 

XS: Status of respondent's occupation in 1962. 

Having determined which explanatory variables these authors believe are more important in deter­
mining occupational prestige, they then argue for a temporal theoretically appropriate ordering 
of their variables as they causally relate to occupational prestige. Blau and Duncan argue that 
although father's education (Xl) and his occupational status (X2) may not.necessarily De ordered, 
these two variables precede son's educational attainment (X3), which precedes the status of 
the son's first job (Xq) , and the occupational status of the son's job at the time of the study 
(XS), They also argue that the causal relations between these variables are sequential or assym­
metrical, that is, the causal direction is one way. 

The Path Diagram 

Blau and Duncan exhibit the relations among their variables in a path diagram whose numerical 
path coeffic.ients are estimated from the statistical data. For purposes of illustration, it may 
be easier to understand the rationale underlying the. method if we first construct a path diagram 
with symbolic path coefficients. This diagram could be considered a statement of the author's 
hypotheses. The symbolic path coefficients correspond to terms in the estimation equations 
which constitute the model. 

Blau and Duncan's hypothetical model is illustrated in Figure 1. Each straight line represents 
a causal assertion, and the path coefficient associated with that line estimates the magnitude 
of the effect that an explanatory variable has on the variable it is pointing to, independently 
of those other explanatory variables which are also represented by arrows pointing to the same 
dependent variable. Double headed curved arrows imply no assertions about causation in the 
relation between two variables. The magnitude of such associations is given by the simple 
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Father's 
education P31 

Xl --------________________ ~~ 

P42 
X
2 

.~:::::.._ ____ - __ ------~> X4 

Father's I occupation 

P4y 
R y 

First 
job 

Fig. 1. The hypothetical path diagram of Blau and Duncan's (1967) 
basic model of the process of stratification. 

Occupation 
in 1962 

correlation coefficients; Rx , Ry , and Rz are the residual variables. The method of estimating the 
path coefficients can be understood more easily after the equations describing the path model are 
further discussed. 

Estimating Path Coefficients S 

Each variable in the path diagram affected by other variables is called an endogenous variable. 
For each endogenous variable there is one equation. Since there are three endogenous variables, 
(X3, education; X4, first job; and XS' occupation) there are three equations. Each straight 
arrow corresponds to a term in the equation whose dependent variable is at the point of the 
arrows. 

Three equations describe this model: 

Xs = PS2 X2 + PS3 X3 + PS4 X4 + PSz Rz 

X4 = P42 X2 + P43 X3 + P4y Ry 

X3 = P31 Xl + P32 X2 + P3x Rx 

Each term in each equation corresponds to one straight arrow in the path diagram. 

The path coefficient of the residual variable, in equation (1), PSz is an estimate of the mag~ 
nitude of the effects of error, chance and variables not included in the analysis. The mUltiple 
correlation coefficient squared, R2, represents the amount of variance accounted for in equation 
(1). Consequently the residual variable, which must account for the remaining variance, has a 
path coefficient p =~l - R2. 
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Significance tests on the estimated parameters can be used to test hypotheses in the model, as 
long as the hypotheses are not dependent on extensive search of th~ data. For example, Blau and 
Duncan's model hypothesized that father's education would have no direct effect on son's occupa­
tion in 1962, when the indirect effects of the other intervening variables in the model were taken 
into account. This hypothesis was supported by regressing occupation in 1962 on the four explan­
atory variables in the analysis, and determining that father's education did not make a signifi­
cant independent contribution to the variance in son1s occupation in 1962. 

The path diagram reported by B~au and Duncan is shown in Figure 2. Their results in~icate that 
the direct effect of the respondent's education was more important than the status associated 
with the respondent's first job. The effect of father's occupation was considerably smaller, al­
though father's education indirectly affected son1s occupation in 1962 through its direct effect 
on the respondent's education, and its effects on the status of the respondent's first job . 

Father's 
education .310 

Respondent's 
education 

• 859 R~ 
X > X 1----------------------~~~ 3 

.279 
.516 

X2 ~------------------------------------~ 
Father's 
occupation 

.224 
First 
job 

Fig. 2. Path coefficients in Blau and Duncan's (1967) 
basic model of the process of stratification. 

ILLUSTRATIVE APPLICATION IN DRUG RESEARCH 

.753 

Occupation 
in 1962 

.281 

In a study by Naditch i(197S), three groups of explanatory variables were included in a ~~el of 
acute adverse reactions to marihuana and LSD: psychopathology, motives underlying drug use, and 
drug usage experience. An hypothesized theoretical ordering of these variables was specified. 
The degree of psychopathology was hypothesized to affect the development of motives for use, 
which in turn was hypothesized to influence the degree of drug usage. Finally, drug usage was 
hypothesized to affect the development of an acute adverse reaction. Prior work suggested that 
three aspects of psychopathology be included: (1) a characteristic tendency to use defensive 
regression in the face of stress (Xl0), (2) maladjustment (X9), and (3) schizophrenic thought 
processes (X8). Based on a factor analysis of a variety of motives reported by subjects for their 
drug use, three motive factors were included in the analysis: (1) use for pleasure (XS), (2) re­
luctant use in response to peer pressure (X6), and (3) use for self-therapy(X9)' 
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The hypothesized relations among these variables, exhibited in path diagramatic form, are shown in 
Figure 3. Two separate path models, one for acute adverse reactions to marihuana and one for 
acute adverse reactions to LSD, were drawn together in this diagram for purposes of comparison. 
Consequently, no associations between marihuana and LSD usage or between the two kinds of adverse 
reactions are shown on the diagram. Since this is a rather complex diagram, associations 
among the three motive variables were not shown on the diagram, although they were di~cussed· 
in the text. 

Sc: 
Xs 

Ilalad­
j ust­
ment: 

X9 

rs 10 

P9 1Q 

sion: 
XIO 

Plf 10 > 
LSD 

Usage: 
Xlf 

Mari-
huana 
usage:~ 

X3 ..0./ 
.J 

P1e 

Fig. 3. Hypothesized path model of acute adverse reactions 
to LSD and marihuana. 
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The presence or absence of causal arrows was based on theory and previous empirical research 
in the area. For example, none of the three psychopathology variables were hypothesized to be 
related to increased use of psychoactive drugs for self-therapeutic motives. None of the three 
psychopathology variables was hypothesized to be related to marihuana use. Maladjustment and a 
characteristic tendency to use regression as an ego defense were hypothesized to be causally 
related to increased usage of LSD. Each of the three psychopathology variables was hypothesized 
to have direct causal influences o.n the <levelopmene of both acute adverse reactions to LSD and 
marihuana, independently of the other explanatory variables in the analysis, as well as indirect­
ly through the paths shown in the diagram. An explication of the rationale underlying these hy­
potheses can be found in Naditch (1975). Individual hypotheses taken together in the path diagram 
were interpreted as statements of both direct independent causal effects and also as indirect 
effects. A characteristic tendency to regress when faced with stress, for example, was hypothe­
sized to have a direct causal effect on both acute adverse reactions to LSD and to marihuana, in­
dependently of the other variables in the analysis, and also hypothesized to indirectly affect 
the development of acute adverse reactions to LSD through a heightened motive to use the drug 
for self-therapeutic reasons, and through increased levels of LSD usage. For each dependent 
variable there should be a corresponding residual term to account for error, chance, and variables 
not included in the analysis. However, they were not shown in the diagram for purposes of 
readability and clarity. 

The path coefficients in this model were estimated using ordinary least squares on standardized 
data. There are seven endogenous variables in this model, and consequently, seven equations de­
scribe the relations shown in the diagram. (The path coefficients are equivalent to standardized 
regression coefficients, here represented by B's. Had unstandardized data been used, the esti­
mated parameters would be ordinary regression coefficients.) 

Xl B13 X3 + B1S Xs + B19 X9 + B16 X6 + B110 X10 + B17 X7 
(1) 

Xz B28 Xs + B26 X6 + B29 X9 + B27 X7 + B210 X10 + B24 X4 (2) 

X3 B35 X5 + B36 X6 + 6
37 

X
7 

(3) 

X4 B45 X5 + 646 X6 + B47 X7 + B49 X9 + B410 X10 (4) 

X6 B69 X9 (5) 

X
7 B78 Xs + B79 X9 + B710 X10 (6) 

X9 B9S Xs + B910 X10 (7) 

For the purposes of illustration, the results of equation (1) in the model are shown in Table 1. 
The explanatory variables taken together in the model accounted for 40% of the variance in acute 
adverse reactions to marihuana. Each beta coefficient in equation (1) corresponds to a path 
coefficient associated with a causal arrow pointing toward acute adverse reactions to marihuana 
as shown in the path diagram in Figure 4. As can be seen from the results, a number of hypotheses 
shown as causal arrows in Figure 3 were rejected, and do not appear in the results diagram. For 
example, use of drugs as a response to social pressure did not make a significant independent 
contribution to the variance in either the degree of marihuana usage or LSD usage. From the path 
diagram, the reader can determine the relative importance of the independent contributions of the 
explanatory variables in explaining variance in any of the dependent variables, and also deter­
mine the extent to which variables prior in the system may indirectly affect dependent variables. 
For example, although each of the three psychopathology variables, two of the motive variables, 
and the degree of LSD usage each made significant independent contributions to the variance in 
acute adverse reactions to LSD, the path coefficients indicate that maladjustment problems and 
the degree of LSD usage had more direct effects of large magnitude than did other motive and psycho­
pathology variables. Regression, in addition to a rather small direct effect, did indirectly 
affect acute adverse reactions to LSD through its effects on use for therapy and increased 
usage. The magnitude of the indirect effects can be estimated by multiplying along the appro­
priate paths. (For example, the indirect effect of regression through increased motives to use 
drugs for self-therapy in determining adverse reactions to LSD was .19 x .19 = .026.) A discus­
sion of procedures used to calculate indirect effects can be found in Duncan (1966). It can 
also be determined from these results that the relative importance of some explanatory variables 
differed in determining adverse reactions to LSD as compared to adverse reactions to marihuana. 
For example, use for pleasure was a more important independent motive in determining marihuana 
use than in determining LSD use. More comprehensive interpretations of these results can be made 
by interested readers from discussions in Naditch (1975). 
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Table 1. 
Path Equation of Acute Adverse Reactions to Marihuana 

on Reasons for Use, Marihuana Usage, and Psychopathology 

Xl acute adverse reactions to marihuana 

Equation (1) 2 Independent variables r B F R chg 

X3 Marihuana usage .26*** • 1 O'~ 5.2 .01 

X5 Use for pleasure . 11'~ 

X6 Use because of social 
pressure .24** · 11'~ 7.1 .01 

X
7 

Use for therapy .45'~** .27*'h~ 34.1 .20 

X8 Schizophrenia . 44M,* .21*** 18.0 .12 

X9 Maladjustment . 43*'~* • 19'~*'~ 1~.0 .04 

X10 Regression .40*** · 14*'~ 8.7 .01 

R2 a .40 

Note. R2 = multiple correlation coefficient squared; r = zero-order correlation; 
B = standardized regression (path) coefficient; F = F statistic calculated 
for standardized regression (path) coefficient. 

a df = 1,338 
*p < .05, two-tailed test 
~'*p'< .01, two-tailed test 
*'~*p < .001, tWo-tai led test 
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The major potential problem with the method is that the user may fail to take sufficient account 
of the inevitable violations of assumptions underlying the use of the method, and therefore may 
provide faulty interpretations of the results. The validity of any path model as a description 
of reality depends both on the quality of the theoretical hypotheses constituting the model and 
also the representativeness and quality of the data from which the parameters are estimated. 
An elegant path model describing a set of data may lead to erroneous conclusions if the assumptions 
underlying the model are not theoretically sound. Some of the assumptions underlying use of the 
method are more important than others, and an inability to adequately satisfy these assumptions 
may suggest that the technique is wholly inapplicable. The remainder of this section of the 
paper will be concerned with a discussion of assumptions underlying use of path analysis. 

Specification of the Model 

The most important prerequisite is a theoreticallv defensible specification of a model. Can the 
author specify what the important explanatory variables are in determining an outcome of interest? 
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Put somewhat differently, has theory and research in an area developed to the point where enough 
is known to be able to specify the most important underlying causes? Only insofar as path models 
rest on creative and substantive theories will they be contributions to scientific understanding. 
In accounting for variance unaccounted for by the explanatory variables in the model, residual 
variables represent the effects of variables not included in the analysis as well as measurement 
error and effects of chance. The implications of leaving relevant variables out of the analysis. 
are not confined to the simple fact that the model will explain less of the variance. More im- \ 
portantly, to the extent variables left out of the analysis correlate with explanatory variables 
included in the analysis, the assumption that the residual variable not be correlated with any of 
the explanatory variables will be violated and the parameter estimates will be biased. Intro­
ducino ~n additional explanatory variable which is correlated with other explanatory variables 
\~i 11 .. Hect the regression coefficients of explanatory variables al ready in the equation. Path 
coefficients therefore will be biased to the degree and extent to which the equations estimated 
differ from a hypothetical equation that "truly" describes the process being explained. 

In actual practice, given the level of sophistication of knowledge in the social sciences, one 
can rarely say that one understands a phenomenon of interest in sufficient depth that all the 
explanatory variables can be specified with certainty. Researchers should consider the extent 
to which their coefficients are biased because of failure to fully satisfy this assumption in 
interpreting the meaningfulness of path estimates, particularly during the early stages of 
theory development. 

Cross-sectional Data 

Use of path analysis assumes that the variables in the analysis are defensibly ordered in a causal 
sequence, and that·causal relations among the variables are asymmetrical or unidirectional. 
Satisfying these assumptions may be especially difficult with cross-sectional data, in which the 
basis for unambiguous causal ordering and asymmetry are more tenuous. 

Asymmetrical Causal Effects in Drug Research 

The assumption of asymmetrical causal effects is often a difficult assumption to satisfy in drug­
related research. Many of the variables of interest, e.g., problem drinking behavior, will often 
be affected by, and in turn causally affect, other variables. If one were studying problem 
drinking behavior, for example, it would be difficult to argue that an association between self­
esteem and problem drinking behavior could be interpreted as singularly the effects of self­
esteem in increasing problem drinking behavior to the exclusion of the hypotheses of increased 
drinking behavior leading to a loss of self-esteem. In cases where there is not sufficient basis 
to argue a"ymmetry of causal effects or justify causal ordering of the variables, the use of path 
analysis may be premature. 

Reciprocal Causality 

As mentioned, techniques have been developed in econometrics (e.g., Wright, 1960; Johnston, 1963) 
and used in sociology (Duncan, Haller and Portes, 1971) to estimate parameters given assumptions 
of reciprocal causality and feedback loops. The relatively simple least squares procedures used 
to estimate path coefficients in recursive models (one way causality) cannot be used to estimate 
parameters in nonrecursive models, and consequently more complex estimation procedures must 
be used. 

Time-Series Data 

Although the asymmetry assumption is a major limitation in use of this method using cross sec­
tional data, this assumption often becomes more tenable with time-series data. For example, 
the asymmetry and ordering problem in a study concerned with the relation of self-esteem -
to problem drinking behavior could be overcome by examining the relation of self-esteem in time 
one to problem drinking in time two, the relation of problem drinking in time one to self-esteem 
in time two, and relation of problem drinking in time two to self-esteem in time three. (For 
another example, see Kandel and Faust, 1975.) 

Linearity, Additivity, Interval Strength 

The assumptions of linearity, additivity and interval strength data are less severe limitations 
in use of the method. Nonlinear terms and interaction terms can be included in path models (e.g., 
~arlington, 1968; Cohen, 1968). When interaction effects are used in a path model, the following 
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notation (representing an interaction effect between variables A and B in determining C) can be 
used: 

Ordinal and even nominal scaled data can be used in a multiple regression model using a procedure 
employing dummy variables, and these techniques have been employed in path models (e.g., Lyons, 
1971). 

Theory Building 

A key distinction concerning the use of regression-related techniques such as path analysis 
concerns deductive versus inductive th~~ry building. The statistical tests of significance 
employed assume that hypotheses have been deductively induced from the theory, as opposed to 
having been discovered by searching the data for significant associations and then ex post 
facto developing a theory to explain those relations. In actual practice, it would be a rare 
and uncurious scientist who would be content to calculate only a single set of parameter estimates 
from a data set. Most researchers prefer to further explore their data with less fully developed 
hypotheses and hunches eschewing the robust use of significance tests. One approach to this 
problem is to split the original data set into random halves, using one half for explorations 
and the second half for hypotheses tests. 

NOTES 

IThe author would like to thank Steven Caldwell for reading the manuscript and offering critical 
comments. 

2Reciprocally causal variables, nominal and ordinal variables and nonlinear, nonadditive relation­
ships can be incorporated into causal models whose parameters are estimatable, but such topics 
are beyond the scope of this paper. See Duncan (1975) for discussion of these topics. 

3Duncan, 1966, p. 3. 

4lbid. 

SPath coefficients are usually estimated using mUltiple regression equations. Consequently any 
of the standard computer programs used for mUltiple regression may be used. Readers interested 
in more sophisticated and technically complex general programs may wish to refer to the LISREL 
program developed by Jtlreskog and van Thillo listed in the reference. 
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INTRODUCTION 

Factor analysis is the most widely used of all methods of multivariate analysis; yet, its 
appl ications in the area of drug research have been minimal indeed. The purpose of this 
article is to provide a nontechnical description of the method, so as to make researchers in 
the drug and alcohol areas aware of the potential of the technique to their problem areas. 

As a multivariate technique, factor analysis is concerned with the understanding of multiple 
variables measured on many entities, A given entity, such as an individual, has as many 
scores as there are variables. In any given application, there may be several dozen or several 
hundred variables, and anywhere from several hundred to several thousand entities. Illustra­
tions of such data could include personality variables measured in some group of subjects, 
social and economic variables measured in a collection of societies, drug and alcohol attitud­
inal variables measured in a nationwide sample, or biochemical variables presumably related to 
drug and alcohol use in a set of subjects under a variety of experimental conditions. Fact~~ 
analysis is but one of many techniques that might be applied to data of this sort. Its major 
goal is to analyze and describe sources of variation in the data. In the following section, 
we focus upon one possible use for factor analysis with data such as these--namely, data re­
duction. As will be pointed out below, however, there are other major reasons for wishing to 
undertake a factor analysis. 

RATIONALE 

USAGE 

In experimental situations, statistical and mathematical techniques for analyzing sources of 
variation among scores are well known in the familiar term of analysis of variance, Analysis 
of variance is very useful when there exists a single dependent variable and known independent 
variables, and a generalization of the technique allows one to determine the effects of in­
dependent variables on mUltiple dependent variables. Actually, analysis of variance i~ really 
an analysis of means--or, more specifically, variation in means relative to other sources of 
variance. In the situation we are considering, there is not one but rather a very large set of 
dependent variables, and furthermore, no specific variables can be considered as independent. 
All the variables have the equivalent status of being mutually dependent. The concern is not 
with analyzing the variation among means, since these are typically quite arbitrary in this 
context, but rather with understanding the variation around the variables' various averages and 
the interdependence across variables. 

What is the significance of analyzing sources of variance in a situation in which all variables 
take the status of mutual dependence? The answer is easiest to understand in simple, hypo­
thetical situations. Suppose, for example, that all of the variables were perfectly correlated 
with each other. It is obvious that even though we may be measuring hundreds of variables, 
they are essentially completely redundant. Indeed, a single variable could summarize all the 
information in all variables except, as pointed out above, the information about the means of 
the variables; the means may be quite different. Generally, analysis of mutual dependence 
seeks to ignore the effects of these variable averages, and is concerned instead with analysis 
of deviations from means. Thus, since all entities have exactly equivalent standing on all 
variables, measured as deviations from means, we may as well discard the redundant variables 
and simply select anyone of the variables to represent the e~tire set. A similar argument 
could be made when there exists a large set of variables that could be broken down into two 
subsets, such that in each subset all the variables are perfectly correlated. In this case, we 
might discard all but one variable for each subset. 
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Of course, no known data would conform to an ideal situation as described above. As a slightly 
more realistic situation, we might consider that all variables actually measure the same thing 
except for the fact that each variable has some random error component. If it were not for the 
error, the variables would still be perfectly correlated. Again, it seems reasonable to find a 
single variable that might summarize all the consistent differences among entities. In this 
case we could not pick any single variable arbitrarily, since different variables might have 
different reliabilities. ObViously, we would like to select the variable that was most reliable. 
Alternatively, as is well known from classical test theory and psychometrics, if all the vari­
ables are measuring the same thing, we might define a new variable as a composite based on all 
the somewhat unreliable variables or on some subset of these. This new composite variable will 
have greater reliability than anyone variable selected to represent the entire set. Again, if 
there were truly two different subsets of variables with this error characteristic, we might be 
satisfied with two such newly created summary composite scores. The logic of this development 
can, of course, be extended to mUltiple subsets of variables. 

If one knew how many subsets of variables there were, the task of summarizing significant 
sources of variance in terms of composite scores would be simple indeed. Take the two subset 
case again. If the correlati0n between the two composite scores is essentially zero, it is 
apparent that the two new scores, in addition to summarizing information within each subset of 
variables, are necessary and non redundant to a complete description of the data. After all, 
the standing of a given entity on one composite variable cannot be predicted from its standing 
on the other composite variable. Consider now the opposite extreme. We have generated two new 
composite scores, but find that these scores correlate perfectly, or at least up to the maximum 
permitted by the error they contain. Apparently our concept about the existence of two dif­
ferent subsets of variables was wrong; they appear to be interchangeable since they are so 
highly interrelated. In this case, of course, the obviou~ remedy is simply to combine the two 
different composite scores into a single score which could capture the essence of all data on 
all variables. The task of deciding how many such composites are needed br;comes more com-
pI icated as the variables contain greater amounts of error. For example, even if a new com­
posite were relatively independent of others, but it was made up of component variables that 
are all very unrel iable, the composite itself could contain so much error as to make it prac­
tically worthless. later we shall see that this problem of deciding how many composites ar~ 
necessary for a given set of data is somewhat subject to arbitrary decisions. Statistical 
tools will also be found helpful. 

PRINCIPAL COMPONENTS VS. FACTOR ANALYSIS 

We shall now become a bit more precise and distinguish between two different kinds of procedures. 
In one procedure, we obtain a new composite variable as a linear combination of the given 
variables (in the simplest case, for example, by simply adding up the scores a given entity has 
on all variables). This composite variable is a new dependent variable. In another procedure, 
we seek to determine independent variables such that our given variables can be considered to 
be 1 inear combinations of these indepp.ndent variables. The independent variables "explain" the 
given dependent variables. Of course, if we wish, we may try to obtain an estimate of this new 
independent variable as well. 

The first procedure is known as principal components analysis. Principal components are simply 
new dependent variables created from a given set of variables. Of course, since there are many 
types of new variables possible, the principal component variables must also have a built-in 
restriction. This restriction is that the first new composite score, or first principal com­
ponent, shall account for as much variance as possible among the total variance of all vari­
ables. In our simple example, where all variables were perfectly correlated, this component 
could just be the sum of all variables. As a new variable designed to summarize as much vari­
ation in the data as possible, the first principal component cannot be beaten. Suppose that 
variation among all entities cannot be summarized adequately by a single score. Then there are 
more principal components in the data. The second component is that linear combination of the 
given observed variables that accounts for as much variance as possible, subject to the re­
striction that this new component will be uncorrelated with the previous one. Thus, there 
would be two scores that are uncorrelated with each other, but in combination they may predict 
all variation in the observed variables. If not, the process is repeated until as many com­
ponents are obtained as are required to predict all variation in the data. Of course, the last 
few components may be very small in nature, so that while they are nonzero, they may be prac­
tically insignificant. They may also be statistically unreliable, so that they may be dis­
carded. Information from the components analysis may be summarized in a component loading matrix 
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representing t~e correlation of each given variable with the particular components. In addition, 
one could compute the actual component scores, which represent the scores of the entities on 
the components. For each individual there will now exist as many scores as there are com­
ponents, in contrast to the original data, where there were as many scores as variables. To 
illustrate, if a study had lOa variables to begin with, there may only be a ha1f-dozen important 
principal components. A tremendous amount of data reduction will have been realized. 

The second procedure is known as factor analysis. Here the goal is not to obtain new variables 
(principal components) that are functions of the given variables but rather just the opposite. 
That is, one wants to determine new variables such that the given variables are functions of 
these new variables. If the given dependent variables are functions of these new variables, it 
is entirely appropriate to consider the new variables, or factors, as explanatory independent 
variables. In the example given above where all variables measured the same thing except for 
random errors, each given variable can be considered to be a function of two independent vari­
ables or factors: the "true" variable without error, and an error variable. Factor analysis, 
in contrast to components analysis, hypothesizes that each observed variable that a scientist 
must deal with will have a random error part. It does not believe that the strategy of adding 
up observed variables to generate a new variable is very profitable for this very reason, since 
such sums will also contain error. Factor analysis attempt~ to remove the error portion from 
each variable, so as to leave open to further analysis only the systematic and reliable part. 
Actually, factor analysis goes one step further. It recognizes that variables contain not only 
error, but something specific that a given variable may measure but that no other variable 
measures. This specific part of the given variable may be important for some purposes, but for 
many purposes it can be ignored. In particular, when summarizing vast amounts of data, one may 
wish to find out only what it is that various variables share in common; specific aspects of a 
given variable that are not shared by other variables may be relegated to an irrelevant role. 
In the typical factor analytic situation, this concept is accepted and defined in the following 
way: let the part of a given variable that is shared by many other variables be called the 
common part; the part that is unique to a given variable, its specific and error part, be 
called the unique part. The common parts, however, are considered much as principal compon­
ents--there may be many sources of variation in the common parts. Each of these sources of 
variation is called a common factor, or simply, a factor. Of course, there are also unique 
factors--one for p.ach variable. And 50, in factor analysis, one hypothesizes that there are 
more factors than variables initially given. (Contrast this to principal components, where 
there are always fewer components than variables.) Of course, in factor analysis it is the' 
common factors that are of special importance, since these represent independent variables that 
share variance among many dependent, given variables. 

An excellent illustration of factor analysis comes from the area of intelligence. Indeed, 
factor analysis was born in the context of the study of intelligence. It was hypothesized that 
whatever set of intellectual variables one mea~ured, each such variable might actually be 
generated by two independent processes: a general intelligence process, and a process unique 
to that variable. The unique process represents the combined effects of random error (that is, 
the score a person receives on the given variable depends in part upon chance) and a true 
specific ability or skill that is being measured by that particular variable. Thus, the maze 
tracing performance of a given subject may depend in part upon chance and in part upon his 
skill with this particular type of maze; these effects combine to generate the unique part of 
~he actual observed score on a maze test. But, it was also hypothesized that maze performance 
depended in part upon general intelligence. Similar analyses were made of other verbal and 
quantitative intellectual tasks. According to this theory, whatever intellectual variables a 
scientist measured, performance on them would depend in part upon general intelligence and then 
also on a unique aspect. It was hypothesized, in other words, that there exists one (and only 
one) intelligence factor common to all variables. Needless to say, it turns out a half-century 
later that this theory is wrong. There appear to be several distinct intellectual factors, not 
only one. 

Notice the phrasing of the previous discussion: general intelligence determines in part a 
given person1s performance on a given intellectual variable. In other words, the scores on 
observed variables are assumed ~o be dependent variables generated by independent variables 
(here, general intelligence and a unique component). This is the major distinction between 
principal components and factor analysis. Components simply summarize data; they are new 
dependent variables. Factors are independent variables; they represent processes that generate 
the observed data. It is for this reason that many experts in multivariate analysis consider 
factor analysis as an explanatory tool and principal components as a descriptive tool. 
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It cannot be justified here, in an introductory presentation, but there are other reasons to 
preferring factors to components when explanation is desired. These have to do with the con­
cepts of scale-freeness and factorial invariance. The idea of scale-freeness is that one can 
obtain the same factors no matter how one happens to scale the variables (e.g., measure in 
inches, miles, or meters). This is not true of components; components depend upon the par­
ticular choice of scale or variance for the observed variables. Factorial invariance refers to 
the fact that the same factors can be obtained in differing populations of entities. Only 
factor analysis cand/scover invariant factors. 

A final major tistinct/on between components and factors has to do with the issue of variance 
accounted for vt:!rsus "covariance explained". Both methods try, analogously to anova, to "account" 
for variance. But the main goal of principal components analysis is to account~as much 
variance on each and every variable as possible. In contrast, the factors of factor analysis 
try to account mainly for the covariance or correlation among variables--it is the ~ 
variance that is considerbd important. If error variance is not accounted for by the common 
factors, all to the good. Cemmon factors are truly covariance-explaining, or correlation­
explaining, rather than variance explaining. 

In many sections below, we shall generally ignore the crucial distinction between components 
and factors because many of the principles relevant to one are relevant to the other. For 
example, the loading matrices are interpreted equivalently. Nonetheless, it should be recog­
nized that there is a crucial logical difference between the methods. We shall point out where 
this ciifference translates into a procedural and interpretive difference. 

FACTOR SCORES AND FACTOR LOADINGS 

As was pointed out above, the input to a fa~tor analysis is the data of entities on variables. 
Actually, this data can and must be transf(·rmc~ to simpler form, since the procedure is most 
effectively applied to the intermediate cO'relation matrix generated from the data. The 
correlation matrix representb the intercor;elations among all given variables calculated across 
the entities. Although factor analysis is a data matrix analysis method, it is typically the 
correlations that are "factor analyzed", though it would be appropriate at tirr<'s to use co­
variances or cross-products instead. The nathematics of factor analysis itse'f are quite 
complicated, and we shall assume that stardardly available computer programs are utilized to 
perform them. At this stage our concern s with the output from such an analysis. 

Logically, of course, there are factor scores and factor loadings, since the scores refer to 
each entry's actual score on a factor, and the loading refers to the weight that the given 
factor has in generating the observed score. Please recognize, however, that the factor scores 
are really hypothetical scores, since they cannot be calculated exactly. Of course, in so~e 
sense these scores can be estimated, as will be discussed later. A typical factor analysis 
does not bother to estimate these factor scores, since the interest usually resides in at­
tempting to understand the given variables in terms of the factors. This understanding must be 
obtained from the factor loading matrix. 

The factor loading matrix is a matrix of multiple regression weights. The weights are applied 
to the factors to predict the observed variables. The convention is typically followed that 
the (unknown) factor scores have unit variance. Then the weights are standardized beta weights. 

Up to now we have not discussed whether the factor scores are correlated or uncorrelated. 
Since factor analysis procedures allow the experimenter to specify this option at his dis­
cretion, in the general case the factors must be correlated. Thus there will exist also a 
factor correlation matrix, representing the intercorrelation among the factors. This situation 
is completely analogous to multiple regression. The predictor variables are the factors; the 
predictors may be correlated; the criterion variable is a given observed variable. Of course, 
it is well k~own in mUltiple regression that the predictors may be uncorrelated among them­
selves. Then the beta weights are simply correlations; specifically, correlations between the 
criterion and a given predictor. Analogously, in factor analysis, when the factors are un­
correlated .the factor loading matrix contains correlations--correlations between latent factors 
and observed variables. The factor correlation matrix can then be ignored, of course, since 
different factors have zero correlation. When the factors are taken to be uncorrelated, they 
are known as orthogonal factors; when they are taken to be correlated, they are known as oblique 
factors. The loading matrix for oblique factors is sometimes called a factor pattern matrix. 
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THE NATURE OF A FACTOR 

In principal components analysis, a given component is simply a linear combination of variables. 
What is the "meaning" of the component? Nothing more or less than the fact that it is a new 
variable made up in a particular fashion from old variables. How about a "factor"? It is not 
a I inear combination of variables, so how could one determine what it actually is? The answer 
depends upon clarity in the factor loading matrix, a clarity that is often called simple struc­
ture, in which the ideal loading matrix contains many zeros and only a few large loadings. It 
TS'Simplest to take the case of orthogonal {uncorrelated} factors fi rst. 

Suppose there are two factors, so that the loading matrix provides information about the cor­
relation of each observed variable with each of the two factors. An lInderstilnding of the 
factor depends upon its pattern of correlations with the observeu variablc~. if one could 
locate an observed variable that correlated almost perfectly with th~ factor then, obviously, 
the factor "is" whatever the observed variable "is". High scores or the observed variable are 
then essentially synonymous with high scores on the factor; and low ~cores on one imply low 
scores on the other. The problem becomes more complex as the factor correlates only to an 
average extent with some variables. Then it becomes more important to pay attention to what 
the factor does not correlate with. For example, suppose one has a correlation of .7 of a 
vocabulary test with a factor, and a correlation of .1 of that test with a second factor; also 
suppose one has a correlation of . I for a quantitative variable wit1 the first factor and a 
correlation of .7 of this variable with the second factor. It would appear as if the first 
factor measures verbal skills in some way, and the second factor me~sures quantitative skills. 
Obviously, any such interpretation must be tentative, subject to cross-validation and other 
deductive experimentation. The degree of certainty of interpretation while looking at the 
factor loading matrix depends, of course, upon how many of the correlations have a clear 
interpretation. Such interpretation is made easier if it is known that certain observed vari­
ables are marker variables for a given factor. For example, if a set of marker variables have 
been designed to measure verbal information processing, then a factor with consistently high 
loadings from these variables can be more confidently interpreted as an information processing 
factor. 

If the factors are correlated, the factor pattern matrix is a matrix of beta weights, as pre­
viously discussed. Beta weights can be interpreted similarly in terms of their pattern. But 
it must be noted that these beta weights are not weights applied to variables to generate a 
factor {it is the reverse}, so that interpreting the factor becomes somewhat more tentative. 
Nonetheless, the principle of interpreting high and low loadings as to a clue regarding the 
factor holds equally well. 

More will be said later regarding the nature of factors. At this point, be aware that factors 
are still an abstraction. It will be imperative to make the abstraction concrete. We discuss 
the problem when talking about cross-val idation, below. 

ASSUMPTIONS AND LIMITATIONS 

Score Distribution 

As might be supposed, it is convenient to assume that the variables have a multivariate normal 
distribution. That is, that each variable considered singly cmd in combination with others 
shows the characteristic normal distribution. Actually, it turns out that this assumption is 
not really absolutely necessary; the procedures and interpretations of factor analysis are 
applicable even if the distributions are not perfectly normal. However, as in much of stat­
istics, the adequacy of any statistical test of significance depends upon the extent to which 
this assumption is tenable. In exploratory work, and in data reduction, where there is no 
particular intention of testing a given hypothesis, the inappropriateness of the assumption may 
not matter much. The procedure is very robust. 

Li neari ty 

Even if the scores are not normally distributed, it must be remembered that the factor analytic 
model is a linear model. If it is believed that the variables relate in nonlinear ways, or 
that the underlying factors are nonlinearly related to the observed data, it is necessary to 
use alternative methods of analysis. In the case of binary data, for example, where the as­
sumption of linearity is hardly ever met, one may certainly carry out factor analyses. The 
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problem is that the forced nonlinear relations among variables may generate artificial factors 
that are not true representativ~s of the underlying process that is operative. For example, it 
is well known that the Guttman scale consists of a set of binary items that measure a single 
underlying dimension. Factor analysis of items such as this can lead to the incorrect con­
clusion that there is more than a single dimension or factor, because more than one factor is 
needed to account for the correl3tions among items. The first and biggest factor would be a 
reasonable approximation to the true underlying single dimension, but additional factors would 
be developed that are simple artifacts. The degree of artifactuality with binary data would 
depend on the extent to wh i ch the var ious vari ab I es have sp 1 its that are unequa 1. I fall 
'Jariables have means tn the .4 - .6 range, the degree of distortion is probably quite minor, but 
care must still be taken not to overfactor. In the case of binary variables, it is probably 
most reasonable to use an alternative method such as monotonicity analysis (Bentler, 1910). 

When the variables are not binary, but have only a few response categories, the factor model 
will do a reasonable job at recovering the true underlying dimensionality providing the vari­
ables are not too badly skewed. It is sometimes proposed that the factor analytic model be 
abandoned because of its strict linearity assumptions. It is suggested that models that allow 
for nonlinear relations among factors would be preferable, because there may e~ist fewer non­
linear dimensions than linear ones. Methods based on these ideas, however, have not held out 
much promise to the practitioner (McDonald, 1967). 

In recent years there has been a "nonmetric" revolution in psychometrics. This has suggested 
that one should not perform analyses that require one to make use of the strict interval nature 
of the raw data variables when, in general, variables as measured often represent little more 
than rank-order information. One proposal has been that a method of monotonic principal com­
ponents be adopted, where the underlying components relate in a rank-order fashion to the 
observed variables rather than a strict linear fashion. Actually. it turns out that with the 
error typically found in social science variables, methods such as this recover the true under­
lying dimensions no better, and probably more poorly, than the factor analytic model (Kruskal and 
Shepard, 1974). Thus, the researcher who is cautious in his use of factor analysis will not 
find a better alternative method, even if the strict metric and linear assumptions cannot be 
met. 

Ratio of Factors to Variables 

It is not typically considered an assumption, but the ratio of the number of entities to number 
of variables to number of factors must be sufficiently favorable to allow one to draw inferences 
about the factors. The reliability of such inferences hinges strictly upon having an ade­
quately large and random sample of entities. Several hundred individuals might be a good 
minimum, but far more are needed if there are also more than a hundred variables. A good rule 
of thumb might be that there should be at least five times as many entities as there are vari­
ables; but the more, the better. Similarly, the adequacy of the analysis will depend strongly 
upon the number of factors that exist. Again, the rule of thumb that there should be at least 
five variables for every factor is just an absolute minimum. Thus, if one has fifty variables, 
identifying and reliably measuring ten factors is about the outside limit that can be expected. 
The more marker variables per factor, the better are the chances of having the analysis reveal 
the true structure of the data. If one has a set of 20 variables measured on 60 subjects, it 
will generally not prove possible to have confidence in more than two or three factors. Ob­
viously, the confidence one may have in the data will be mirrored in a significance test or, 
alternatively, in the reliabiiity of the uncovered dimensions. 

Missing Data 

Missing data cannot be handled by the method. If there are only a few missing entries, then 
estimation of the missing data is possible by substituting mean values for missing data on 
given variables. Obviously, too much substitution will distort the picture dramatically. In 
the context of data on very many entities, a few missing entries will not matter. The fewer 
the entities, the more distortion will occur. Imagine the basic situation as one of the bi­
variate scatterplot of correlation. How many points can be missing or distorted without the 
correlation coefficient being distorted7 To some extent this depends on the specific location 
of the missing data, but one or two percent error caused by data substitution is probably not 
generally harmful. 
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Scoring 

It is assumed that data variables are experimentally independent. It is not possible to score 
the same questionnaire item in more than one variable, for example. Similarly, it is not 
appropriate to score one response alternative on a forced-choice item on one variable, and the 
other alternative on another variable. Simtlarly, it is not possible to include as one vari­
able a score that is a linear combination of other variables already included; that is, if X is 
a variable, and V is another variable, it is not possible to include the variable (X-V) or 
(X+.3Y) in the same analysis. 

Universe Representation 

In general, it is assumed that the sample of variables and the sample of entities must be 
adequate representatives of the universe of variables and the population of subjects. It is 
difficult to give precise rules about this assumption. In the case of entities, the assumption 
is the rather typical one that is proposed in the theory of statistical inference. In the case 
of the universe of variables, there is no well-agreed upon definition of the universe for any given 
content domain that may be under investigation. Nonetheless, if certain types of llcausative" 
factors are not being sampled because the variables chosen for analysis are systematically 
biased by avoiding these factors, there is certainly no opportunity for discovering these 
causative factors. Surprisingly, there is a similar constraint about including variables that 
are almost duplicates of one another. If a sufficient number of duplicates are included in the 
analysis, they are sure to form a factor--but quite possibly, an artifactual and trivial one, 
at that. An example of a duplicate would be alternative wordings of exactly the same question. 
The range of content included in the variables thus constrains the final factors to be dis­
covered. It is in this context that the familiar phrase can be heard, that one does not get 
more out of a factor analysis than one-puts into it. The quality of the end result depends on 
the qual ity of the input. 

There are a number of other considerations in developing a competent factor analytic study. 
These will be discussed below, when the exploratory model will be discussed in further detail. 

METHODS 

There are three major purposes for factor analysis. The first is the one initially mentioned 
in association with principal components analysis--data reduction. The second is the one 
alluded to in the previous section, namely the exploration of data to formulate hypotheses 
about the nature of significant factors that generate the data. The third is relatively new 
but of majbr importance, namely, confirming or testing hypotheses about given factors. 

DATA REDUCT! ON 

Faced with masses of multivariate data, the investigator often faces the task of making the 
data more manageable and more easy to grasp. How can one comprehend the scores of 1000 indiv­
iduals on 200 variables? The 200,000 data values are simply too overwhelming to process, and 
there is little relief gained by looking at the correlation matrix. The correlation matrix, 
representing the correlation of each variable with each other variable, has a potential 19,900 
different entries. Suppose, on the other hand, that this mass of data could be reduced to one 
single important variable, with its 1000 scores, and its factor loading matrix of 200 entries 
(each variable correlated with the factor). Obviously, a great savings is obtained. Of course, 
in general there will be several factors, not only one. But the gain will still be substantial. 

For purposes of data reduction, it does not matter much whether one is obtaining principal 
components or factors. If one or several 1 inear combinations of variables (components) ef­
fectively exhaust all the important variance in the data, much is gained by the procedure. 
Then the components can replace the mass of data for further analysis or experimentation. 
Similarly, if a few factors account for all the covariance or correlation among variables, then 
reducing the mass of data to these few factors would be desirable. 

This type of data reduction is useful in combination with other methods of analysis. For 
example, suppose one is attempting to build a prediction equation to predict some drug variable. 
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However, one may have over one hundred predictor variables. It is known that building a re­
gression equation with that many variables is fraught with danger; it will typically not cross­
val idate well. Ideally, one would 1 ike to be able to select those few (say, 10) variables that 
give the highest prediction of the criterion. Stepwise regression procedures may be used, but 
such stepwise regression is itself highly problematical in application, since the procedure 
cannot guarantee the optimal selection of variables. Factor analysis (not princip~l components) 
is a viable alternative procedure. For example, one can intercorrelate all variables, in­
cluding the criterion, factor analyze the matrix to be sure to extract enough factors to ac­
count for the criterion variable's covariance with all variables, and then rotate the matrix to 
obtain a factor loading matrix (rotation is discussed explicitly below) such that the criterion 
variable's loadings are in simple structure form (many zeros). If a given factor is involved 
in the criterion variable, any variable that measures the factor well can be selected as a 
predictor variable. If a given factor is not involved in the criterion variable, it can be 
ignored. 

EXPLORATORY FACTOR ANALYSIS 

Contrasting exploratory factor analysis with data reduction, here one desires a theoretical 
understanding of the nature of the factors. Arbitrary linear combinations no longer serve a 
purpose. Instead, it is desired to obtain a taxonomy, or to improve measuring instruments, or 
to develop criterion measures for some process. In purely exploratory work, one may not have a 
well-developed theory, nor enough previous empirical data, to be able to predict with great 
accuracy what the various factors might be that account for the covariation observed among 
variables in a given domain. It is hoped that the nature of these underlying variables can be 
clarified through the process of forming tentative hypotheses, exploratory factor analysis, 
reformulation of hypotheses, further exploratory work, as well as the beginnings of confirm­
atoryexperiments. Such an approach might be taken while developing a taxonomy of basic 
personality dimensions, understanding alcohol-related attitudes, or analyzing the dimensions of 
physiological responsiveness of the autonomic nervous system. In exploratory work one may be 
ignorant about the number of underlying dimensions as well as makeup of given variables in 
terms of the dimensions, and the task is to make an educated guess about these things. This 
procedure, the most frequently used, is discussed in further detail below. 

CONFIRMATORY FACTOR ANALYSIS 

At the opposite end of a continuum with exploratory factor analysis lies the confirmatory 
approach. Confirmatory factor analysis serves to cross-validate findings from a previous study 
or from a series of previous studies. They anable one to test the hypothesis that the given 
number of dimensions underlying the covariation among variables is some specific number k. For 
example, a test of the hypothesis that all intellectual variables are composed of a single 
general factor leads to the specific hypothesis that one common factor accounts for all cor­
relations. Alternatively, the notion that all intellectual performance can be accounted for by 
two factors, one verbal and one quantitative, leads to the hypothesis that the correlations 
among the observed intellectual variables can be accounted for by two common factors. Further­
more, one may be able to specify that certain variables involve the verbal factor only, while 
other variables involve both factors, and still others involve the quantitative factor only. 
The statistical significance of these parameter estimates can be evaluated, and the correctness 
of the theory evaluated. If the theory is inc0. -ect, this can be determined. 

ALTERNATIVE FACTOR ANALYTIC DESIGNS 

Up to this point we have been discussing the factor analysis of a set of variables, measured 
on a set of entities, in order to determine what the sources of variation underlying the 
variables are. In the typical social science application, variables are quantitative indices 
of one kind or another. The entities may be subjects, societies, animals, etc. A little 
reflection will make it obvious that almost all mathematical-statistical techniques are 
not sensitive to what a "variable" is nor to what the "entity" might be. The mathematics of 
the procedure, its 3ssumptions, and the end result are legitimate products providing that the 
assumptions are met reasonably well. This freedom of choice has made it obvious that there are 
a number of other possible alternatil!e factor analytic designs other than the standard one. 
The factors that result from any procedure depend upon an understanding of the correlation 
matrix that is being analyzed. 
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Consider only the possibilities opened up by considering, in addition to variables and entities, 
the possibility of obtaining assessments on several occasions (Cattell, 1952). Up to now it has 
been implicitly assumed that all scores were obtained on a single testing occasion. As one also 
considers multiple occasions, there are six possible designs. These are the following: 

R correlate variables across entities 
Q correlate entities across variables 
o correlate occasions across variables 
P correlate variables across occasions 
S correlate entities across occasions 
T correlate occasions across entities. 

An understanding of the variables is afforded by the standard R design but also by the P design. 
In the R design, the occasion is fixed or held constant; in the P design, the entity is fixed 
or held constant. An understanding of how entities are grouped together is afforded by the Q 
and S designs, with occasion and variable being fixed respectively. An understanding of how 
occasions covary together is found in the 0 and T designs; in the first case, the entity is 
fixed, in the second, the variable is fixed. While these designs are not used often, they hold 
promise, providing that the data base is adequate to the task. Other sections of this book 
describe longitudinal designs in some detail, where occasions may vary (chapters 6 and 7). 
Similarly, methods of analysis related to Q designs are discussed elsewhere (chapter 5). 

It may be appropriate to point out, however, that there exists a method for analyzing all 
sources of variance in a three-mode data matrix simultaneously. This is the method developed 
by Tucker (1966). Suffice it to say that one also requires complete data on all variables, all 
entities, and all occasions--but the final result is a set of factors for variables, for en­
tities, and occasions, as well as an expression of how these factors interrelate one to another, 
While this is the ideal procedure for the analysis of three-mode data, incomplete data would 
make possible factor analysis according to one of the designs described above. If one has data 
only for a single person, for example, the 0 and P designs would be appropriate. When one has 
data for only a given variable, it may nonetheless be of interest to determine how persons or 
occasions covary according to underlying factors. Then Sand T deSigns would be appropriate. 

PROCEDURES: EXPLORATORY FACTOR ANALYSIS 

Since the most frequent use of factor analysis occurs in exploratory situations in which the 
investigator is attempting to delineate the underlying variables that might account for the 
correlations among his observed data, particular attention might need to be given to the vari­
ous steps involved in carrying out an exploratory factor analysis. These steps start with a 
theoretical analysis of the situation, and include obtaining the data sample, correlating the 
variables, extracting the factors, rotating the factors to a more meaningful position, inter­
preting the results, and cross-validating the results. 

THEORETICAL ANALYSIS 

Factor analysis can be undertaken in order to understand some particular domain or universe 
of variables. The first step thus should consist of trying to make as explicit as possible the 
nature of this domain of variables. In the drug area, for example, one might consider the 
domain of attitudes toward specific chemical agents. Alternatively, one might be concerned 
with the domain of physiological response to injections of drugs. Variables not particularly 
relevant to the domain should be excluded--they should not be "thrown into the analysis to see 
what might happen". The problem is that extraneous variables typically affect the results of a 
factor analysis. The more explicit one can be about the goals of the analysis, the better. 
Within the defined domain, previous empirical research or various theories might suggest that 
there exist logically or empirically distinct groups of variables. Such groups of variables 
might be potential candidates as factors, or as dimensions underlying all variables. Each of 
these groups should be spelled out as clearly as possible. Then marker variables might be 
selected for inclusion in the analysis to represent each of these a priori groups, Such marker 
variables will be particularly useful later in identifying a given factor. As pointed out 
before, numerous variables should potentially exist to measure any particular factor that might 
be anticipated. 
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It is important to know that if the variables are arbitrarily thrown together, the data has al­
ready been obtained, and a factor analysis is looked upon as a method of salvation for finding 
meaningful results from unplanned data, one's expectations may not be met. It is certainly true 
that factor analyses have at times turned up useful and important results when the analysis was 
completely post hoc; but in general, great care ought to be placed in planning the entire study 
before factor analysis is actually invoked as a procedure. 

OBTAINlNG THE DATA SAMPLE 

A part of the theoretical analysis consists of defining the subjects or entities to which one 
expects the factors to generalize. These entities must be sampled. Subjects that just happen 
to be available for a given study may be unusual in some way; if they do not truly represent 
the population one is attempting to generalize to, any result of an analysis will also not be 
representative of the appropriate population. Since the step of appropriate sampling of sub­
jects is generally well explained in standard statistics books, most researchers are aware of 
the importance of random sampling if possible. 

An important additional consideration in subject selection in factor analytic work is the issue 
of restriction of range on variables. Some people suggest that one should perform factor 
analysis only on a given subset of subjects, such as among males; on the other hand, others 
suggest that the analysis should be conducted in very heterogeneous groups, for example con­
sisting of both males and females. There is no appropriate way of answering which of these 
opposing methods is the ideal procedure. This depends entirely on the aims of the investi­
gator, specifically, his intention to generalize to some population. If his interest is to 
general ize to "people in general", his sample of subjects should include as much heterogeneity 
as is representative of "people in general". 

Once having defined the population, a specific sample of subjects must be tested to obtain dat~ 
on all relevant variables. As pointed out previously, the number of subjects should be very 
large, and particularly in relation to the number of variables. Indeed, if at all possible, 
the subject sample should be split into two halves--half for the purpose of the factor analysis 
itself, half for cross-validation of the results. This issue will be discussed further below. 

CORRELATION 

The next step in the analysis consists of calculating all the intercorrelations among all the 
variables in the analysis. The correlations represent the prime input for the factor extrac­
tion process, because factor analysis aims to account for the intercorrelation among variables. 
Obviously, computer programs as discussed will perform this step of calculating the correlations 
as well as the next two steps of factor extraction and rotation. If the correlation matrix is 
very small, it is sometimes possible to look at the intercorrelations among variables and get 
some idea of how the variables might be grouped. There is, however, no one-to-one corres­
pondence between such a subjective view and the results of an analysis. 

EXTRACTION 

The next step is finding and extracting the factors from the correlation matrix. Many computer 
programs provide no choice whatsoever among methods of finding the factors. One must simply 
accept the method that they choose. Others provide'the choice between principal components 
analysis and factor analySis. Often such a choice is couched in the question about "commun­
alities". If communalities are to be estimated, these are numbers that will be placed into the 
main diagonal of the correlation matrix prior to the factor extraction process, or during it. 
They control whether error variance, as well as specific variance for each factor, will be 
included or excluded in the analysis. In the principal components method, the correlation 
matrix will not be modified, and no communalities need be estimated. In other methods of 
factor analysis, communalities will be estimated either as a product of the procedure, or one 
will bp, asked to provide an initial estimate of the communal ity. This estimate might be the 
highest correlation of a given variable with all others, or the squared multiple correlation of 
that variable with all other variables. The latter method is appropriate. Furthermore, one 
may have the choice between methods of extraction known as maximum likel ihood, minimum re­
sidual, least squares, or other techniques. The maximum likel ihood procedure has much to 
recommend it because it can provide statistical tests of goodness of fit of the model, while 
the other methods currently cannot do so. 
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Once the method of extraction has been determined, there is still the problem of determining 
the number of factors. Some programs have an automatic self-decision built into them. They 
choose the criterion known as "number of eigenvalues greater than I" of the correlation matrix. 
This criterion simply says that any factor should account for as much variance as any single 
variable (a standardized variable has a variance of I). Alternatively, one may be able to 
specify the number of factors to extract. This specification should be based upon the theo­
retical analysis performed prior to the study. Of course, a choice about the number of factors 
may be "wrong," in the sense that fewer factors really exist in the data, or in the sense that 
there may be more. One's decision here should be exploratory, and it may perhaps be necessary 
to perform several analyses, varying the number of factors in the range considered reasonable. 
Then, alternative solutions must be compared and the best one chosen. 

ROTATING THE SOLUTION 

Once the number of factors and method of extraction have been decided upon, there remains the 
problem of selecting a method of transforming or rotating the sclution. This is an essential, 
but somewhat difficult to explain, concept. The factors of factor analysis actually define a 
dimensional space, with a variable being a point that has some location in that dimensional 
space. The problem of rotation is to select meaningful axes to describe the space. As an 
illustration, our daily life is governed by a geographical surface that is three dimensional. 
Considering the world as a globe, we can locate any point by a description in terms of the 
standard axes North-South and East-West. To be strictly accurate, we would also have to define 
the third dimension as distance from the center of the earth. Considering only the two di­
mensions, or factors, North-South (N-S) and East-West (E-W), one may ask the question: why do 
we accept these orientations as the basic ones? Suppose instead we defined the orientations of 
the axes as NE-SW and NW-SE. We could equally well locate any point relative to those axes-­
the location of the points remains fixed, but the axes have been changed. The problem of 
rotation is exactly the problem of rotating the axes (While keeping the variables in their same 
Euclidian location) so as to find a set of axes or factors that are meaningful and easy to 
comprehend and describe. On the globe, if we desire to differentiate between northern and 
southern hemispheres because of the seasons, for example, it makes sense to have an N-S factor. 
Any other rotation would not be as meaningful, though strictly mathematically legitimate. 

The interpretation of a factor will depend upon the method of rotation chosen. For example, if 
the extracted factors are n~t rotated, the mathematics of the procedure tend to yield a large 
general factor that correlate; with almost all variables, as well as other factors that are 
bipolar in nature, having some variables correlating positively with it and other variables 
correlating negatively with it. Such factors may make sense. For example, one may expect a 
social desirabil ity factor in questionnaire data that might have high correlations with all 
variables. In a study of emotion, one may expect some bipolar factors, such as one dealing 
with pleasantness versus unpleasantn~ss of emotion. On the other hand, and more typically, one 
may wish to break up a general factor and the bipolar factors so as to obtain factors that are 
more highly correlated with fewer variables. The higher the factor loading correlation, the 
more specific an understanding one can gain of a factor. One can also more easily interpret 
many zero correlations between various variables and factors, since such zero correlations 
clearly define what a fuctor does not measure. Rotation by standard computer programs such as 
varimax and orthosim (Bentler, 1977) produce these relatively easily interpretable "simple 
structure" factors. In general, rotation is to be recommended. 

An additional option available in some rotation programs is one of allowing the factors to be 
correlated or uncorrelated. Procedures such as varimax or orthosim produce orthogonal or un­
correlated factors. It is also possible to request correlated factors via some transformation 
procedure such as oblimin, oblimax, Harris-Kaiser, oblisim, etc. If one has reaSon to expect that 
the basic underlying variables that will become factors should logically be correlated, it 
makes good sense to ask for lloblique" or correlated factors via such a transformation Or rotation 
opt ion. For example, ina factor anal ys is dea 1 i ng wi th intellectua 1 var i ab I es, if one hypothes i zes 
a verbal and a quantitative factor as two distinct intellectual factors, one may nonetheless be­
lieve that these two factors may be correlated to some extent. The overlap of the factors, or 
the correlation between them, of course, might represent general intelligence. 1he obiisim pro­
cedure (Bentler, 1977) not only produces a meaningful simple structure, but it provides a co­
efficient to evaluate the degree of simplicity attained. It is also to be recommended because 
it is scale-free with respect to the arbitrary scale of the factor scores. 

Another class of rotation procedures exists. These are the target rotations, or Il procrustean'· 
procedures. When an investi3ator has a specific hypothesis about the factors that might exist 
and knows which marker variables should define each of the factors, he may wish to combine the 
above "blind" rotation procedures with target rotation procedures. He will be asked to specify 
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which variables are expected to define a factor, and possibly which variables are expected not 
to define the factor. This definition is utilized through a mathematical optimization pro­
cedure to produce factors that are as close as possible to the ones hypothesized by the in­
vestigator. When dealing with large masses of data, or when theory is reasonably well ad­
vanced, target rotation procedures are to be strongly recommended. Many computer centers, 
however, do not have ~hese procedures available. 

INTERPRETATION 

A final step in a factor analysis is interpreting the results. The investigator will have at 
his disposal the factor loading matrix. If the factors are orthogonal, entries in this matrix 
will represent the co.relation of variables with factors. He can gain an understandin~ of what 
a given factor is by analyzing which variables seem to correlate highly with the factor, and 
which ones do not. He may wish to provide a temporary name for the factor, but this should be 
done with care, because such a name should be no more than a hypothesis about the factor. If 
the factors ~re correlated, he will have available a factor pattern matrix. This factor 
pattern matrix represents the weights attached to the factors in producing the variables. 
These should be ev?luated as standardized beta weights in mUltiple correlation analysis. They 
will not have the same range as correlations, but the general principles of interpretation 
would be quite similar to that described above. The given row in the factor matrix will re­
present tlie weights attached to the various factors in producing a given variable. To under­
stand a factor, one will want to look for an interpretable pattern of high and low factor 
loadings that makes sense, in terms of one's understanding of the variables. 

Should the results of a factor analysis prove to be uninterpretable, it is possible that the 
investigator overfactored or underfactored (too many or too few factors). With oVerfactoring, 
there is a tendency to have many factors, each of which is defined by very few variables. With 
underfactoring, there may be only relatively large factors; one may suspect that further, 
smaller factors also exist. As pointed out previously, the number of factors must be inter­
preted in the light of the theory that one has about the factors. If a statistical test is 
available for the number of factor_. it should be used as a guide but not an absolute criterion 
for decision. 

CROSS-VALIDATION 

This last step is unfortunately all too often ignored. The results of a factor analysis should 
not stop with a single study and a consequent factor loading matrix. Once an idea has been 
obtained about the nature of the factors, other means of gathering scientific evidence must be 
brought to bear upon this interpretation. If the original subject sample was large enough to 
be divided in two halves, there remains the possibility of validating the results in the data 
from the as yet unanalyzed sample. One way to perform such a cross-validation would be to 
perform a confirmatory factor analysis, using statistical methods of factoring (Joreskog, 
1969). As a poor alternative, one can perform an exploratory analysis in the new sample, 
fixing the number of factors based upon the previous analysis, and evaluating the similarity of 
the new results by comparing them to the old ones. 

A.nother method can be recommended strongly. Since many people are SUSpICIOUS of factor anal-
ysis, one may wish to use a non-factor analytic way of verifying the results of the previous 
study. This can be done by using the results of the factor analysis as a gUide for how one 
might measure a given factor. There are complicated ways of "estimating factor scores," and the 
most appropriate way to do this has been described by Bentler (1976). An alternative and much sim­
pler approach involves using the following simple expedient. Determine which variables are believed 
to clearly define a single fact;r only. Scores on all these variables can be added up to produce 
a new vcriable. Should the variances on these various variables be quite different one from another, 
one may first wish to convert raw scores in~o standard scores and add the standard scores. When 
adding the scores, they should be added in a consistent content-interpret~d direction--for exam-
pIe, in the direct i on of "smartness" if one is measuri n9 i nte II i gence. Thus the scor i ng direct i on 
on a given variable may need to be reversed before adding the variable. Actually, the scoring 
direction will be given by the sign of the factor loading for that variable. When generating a 
total score from the variables believed to measure a given factor, one is essentially obtaining 
a composite score as i,' any psychological test. Consequently, it is possible to evaluate the re­
liability I.f the sco're. In this case, reliability must be based UpCfI an internal consIstency for­
mula, such as a stepped up split-half correlation, coefficient alpha, or a dimension-free coeffi­
cient (Bentler, 1972a). If all the variables are indeed measuring something consistently, this 
internal consistency coefficient should be high. Equivalent results should be observed for all 
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factors, as scored in this fashion. In addition, these new total scores can be intercorrelated 
to generate a matrix of correlations. These correlations should be relatively jow, in comparison 
to the internal consistencies, indicating that the different factors as measured indeed represent 
different entities. If the calculation of these total scores, analysis of interral consistency, 
and demonstration of intercorrelation among totals is based upon the new cross-vall~ation sample, 
direct meaning can be attributed to the results. Factor analysis would have been used primarily 
as a means for grouping variables, but the final results do not depend in any way upon the fac­
tor analysis. Consequently, a skeptic of factor analysis would be convinced by thi' proceJure. 

ILLUSTRATIVE APPLICATION 

NON-DRUG RESEARCH 

An illustration of an exploratory factor analysis may be found in the domain of physical 
measurement. Mullen (1939) measlJred eight physical variables in a group of 305 girls. The 
variables were selected to deal with two distinct concepts of "lankiness" and "stockiness". 
The variables, as well as the intercorrelat:ons among the variables, are present~d below: 

Correlation Matrix 

Variable I 2 3 4 5 6 7 
I. Height 1.00 
2. Arm span .65 1.00 
3. length of forearm .80 .88 l.00 
4. length of lower leg .86 .83 .80 1.00 
5. Weight .47 .38 .38 .44 1.00 
6. Bitrochanteric 

diameter .40 .33 .32 .33 .76 1.00 
7. Chest girth .30 .28 .24 .33 .73 .58 1.00 
8. Chest width .38 .42 .34 .36 .63 .58 .54 

This example, taken ent'irely from Harman (1967), can illustrate some of the concepts described 
in previous sections. Turning first to the correlation matrix, a close look at the pattern of 
correlations shows that variables 1-4 are very highly intercorrelated. Apparently these vari~ 
abIes are measuring something in common. Similarly, variables 5-R show high interrelations, 
suggesting they measure the same thing. On the other hand, the cross-correlations between 
these two sets of variables is relatively low, compared to the within-set correlations. An 
inspection thus reveals that there may well be two factors underlying the data, but that these 
two factors may be correlated. In this example there are only 28 ciifferent correlations, so 
that it is quite easy to pick out the grouping of variables. In an example with 100 variables 
there would be 4950 different correlations, far too many for visual inspection of any pattern. 
A techni~'le, like factor analysis, would have to be involved to understand the possible latent 
independent variables. 

In accord wit~ the hypothesis, two factors were extracted from the correlation matrix by the 
minimum residual method. The un rotated loading matrix for this solution is presented below, as 
is the final rotated solution. 

Unrotatud Factors Orthogonal Rotated Solution 
2 

I II h I' II' 
I .86 -.32 .84 .87 .28 
2 .85 -.41 .89 .92 .20 
3 .81 -.41 .82 .89 .18 
4 .83 -.34 .81 .86 .25 
5 .75 .57 .89 .24 .91 
6 .63 .49 .64 .19 ·77 
7 .57 .51 .58 .13 .75 
8 .61 .35 .49 .26 .65 
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The un'otated solution is always an "orthogonal" solution; that is, the factors are uncor­
relateu. As expected there is the first genera1 factor, which has all variables correlating 
highly positively with it. The second factor, in contrast, is a bipolar factor. It has 
negative correlations with the first four variables and a positive correlation with variables 
5-8. Apparently high scores on this factor (which we have not calculated, but can be inter­
preted in view of the correlations) go with having low scores on the lankiness variables as 
well as having high scores on the stockiness variables. Thus the factor seems to contrast 
stockiness versus lankiness. While the first factor makes theoretical sense as a "bigness" 
factor, the second one may be more difficult to understand. Consequently, a rotation was 
considered essential. 

Before turning to the rotated solution, notice the column labeled h2 • These numbers represent 
how much variance both factors explain out of the total unit variance of each standardized 
variable. Thus variable one has 16% of the variance not accounted for by these two common 
factors--apparently, the remaining variance is not shared by other variables, and consists of 
random error and specific variance. One may calculate the quantities h2 as the sum of squares 
of the elements in a given row of the left matrix. 

The right part of the above table consists of a solution for the factors, after rotation, by an 
orthogonal simplicity method (orthosim). In contrast to the unrotated solution, the orthosim 
loadings made obvious the clustering of variables that was hinted at in the correlation matrix 
itself. This clustering becomes still more obvious in the diagram below. 
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Figure 1. 
Representation of Rotated and Unrotated Factor Solution. 
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The horizontal and vertical axes in the diagram represent the two 90° orthogonal dimensions in 
which the eight variables lie. Each variable can be exactly located by use of the numbers in the 
left loading matrix above. Thus, the position of variable one is given by a movement of +.86 units 
along the horizontal axis I, and then -.32 down the vertical axis I I. 

The orthosim rotation left the variables in their same exact location relative to one another 
and to the (0, 0) origin of the space. It simply moved the axes I and II to new positions " and 
I I', indicated by the dotted lines. The location of the points can thus be described relative 
to these new axes, and the orthosim loading matrix gives these geographical coordinates. 

While it is obvious that the orthosim axes I' and II' are closer to the clusters of variables than 
the un rotated axes I and II, they are not as close as one might like. To find a better or more 
meaningful set of axes, it will be necessary to relax the idea that the axes must be at 90°. Thu~ 
it is necessary to use an oblique transformation. The one chosen for presentation is the oblisim 
solution (Bentler, 1977). The faLtyr pattern matrix is presented below. 

1 
2 
3 
4 
5 
6 
7 
8 

ObI isim Factor 
I' 

.88 

.96 
·93 
.88 
.01 

-.00 
-.06 

.11 

Pattern 
II' 

.07 
-.03 
-.05 

.03 

.94 

.80 

.79 

.65 

Factor correlation = .475 
Factor simplicity index ~ 1.000 

The oblique solution makes clear that each factor seems to influence only the four variables in 
a given cluster of the jiagram. Thus the meaning of a factor becomes still more clearcut in the 
oblique solution. To visualize the rotated solution, the reader may wish to consider the axes I' 
and I I' to move closer together until they tend to move through the clusters of variables. Un­
fortunately, it is not possible to plot correlated factors by the procedures described above 
(please see more advanced descriptions of factor analysis for this purpose). What has happened, 
however, is that the factors were allowed to be correlated in the oblisim procedure. Actually, 
the factors correlate .475, not too far from what one might have guessed on the basis of the 
correlation matrix. The factor pattern matrix, it will be recalled, consists of weights (not 
correlations) applied to the factors in predicting the variables. Thus .88 is the wei9ht for 
factor one in linearly predicting variable one. It will be seen that each variable is made up 
of essentially one factor in this solution; the other factor's weight is insignificantly small. 
This matrix, much more clearly than the unrotated solution, shows that the variables can be 
effectively grouped into two sets, as hypothesized. An output of the oblisim procedure is a 
coefficient (range 0-1) that summarizes the degree of simplicity in the factor pattern matrix. 
In this cas'e, the index is an almost perfect 1.0. 

If one were uncertain about the domain of variables, and had no clearcut theory about the 
variables, it might have been necessary to evaluate the relative merits of three solutions, one 
with a single factor, one with two factors, and one with three factors. Then one would have 
had to determine which solution made the most theoretical sense; and also, one would have to 
evaluate whether the factors account for the correlations quite closely. If two factprs llC­

count for the correlations, there is no reason to extract a third one. There are no perfect 
rules for the number of factors, though maximum likelihood methods provide a statistical test 
that can be used as an aid. 

The next step in verifying the results of this study would involve some kind of cross-valida­
tion. Simply publishing the above results would not satisfy critical readers. Had the sample 
of subjects been spl it initially, there would be the possibility of scoring variables 1-4 to 
generate a single lankiness score, and scoring variables 5-8 to generate a stockiness score. 
These scores l.Joul d then have to be eva I uated for i nterna I cons i s tency as we 11 as for the i r 
int~rcorrelation. 

DRUG R.ESEARCH 

Segal (1975) wanted to determine the basic sources of variance that would account for the 
int'~rrelations among a large set of daydreaming and inner process variables, self-report scales 
in the Murray need tradition, locus of control, sensation seeking, and a variety of self 
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ratings of extent, frequency, and duration of use of a variety of drugs and alcoholic bever­
ages. There were eighty-one variables in all, far too many to understand by a visual inspec­
tion of the 3,240 intercorrelations. Data were obtained from 579 subjects of both sexes at two 
quite different universities. Since it was considered desirable to generalize the results to 
college students generally, rather than for a specific sex at a given col lege, one single 
analysis was undertaken. College and sex were included as coded variables to determine whether 
any factors were significantly associated with these variables; if this result were observed, 
it would suggest that the mean scores on a given factor would differ by sex or college. The 
main interest of the study was in verifying the imaginal process factors previously described 
by Singer and Antrobus (1972), and in relating these factors to possible drug use as well as to 
other personality dimensions. 

The intercorrelations were factored to obtain a five factor solution. The specific method of 
extraction was not specified. A varimax rotation was performed, so that the resulting factors 
were orthogonal or uncorrelated. The factor loading matrix was quite large, of order 81 by 5, 
and will not be reproduced here, but the five factors will be described. Factors were inter­
preted and named in accord with the variables showing the highest correlations with the factor. 
The procedure recowmended in this article, of splitting the sample, obtaining the factor solu­
tion in one half, and cross-validating the results in the other half, was not followed. 

The first factor was a clearcut hard drug use factor, having correlations from .83 to .64 with 
various rlrug use variables such as hallucinogens, barbiturates, amphetamines, marijuana, 
cocaine, h~roin, and other drugs. Although some personality variables and imaginal process 
variables correlated with this factor, these correlations were very small in nature (highest 
correlation .33). This factor indicates two things of interest to drug researchers: first, 
that virtually all drug use variables intercorrelate highly, and that this intercorrelation can 
be explained by a single, latent, independent variable or factcr; and second, that drug use 
seems to be an entity pretty much to itself, not part of a larger constellation of personality 
attributes. It might have been possible, in contrast, that drug use was not a homogeneous 
entity, but rather a series of unconnected and uncorrelated activities. Actually, Segal also 
found another drug factor, his number three (the factor numbering is completely arbitrary). 
This factor did interconnect personality and drug use, but not drug use in general. Marijuana 
use only tended to define this factor along with experience seeking, adventure seeking, and 
autonomy measures from the personality domain. Thus marijuana use, in contrast to hard drug 
use, could be identified as a distinct entity, and different from drug use in general. Further­
more, its use was part of a pattern of exploration and autonomy. Frequent beer and wine 
drinking was only incidentally associated with this factor. This factor provides a reasonably 
coherent understanding of the nature of marijuana use, in contrast to hard drug use which 
appeared to be an isolated phenomenon. 

Segal also reported three other factors that tended to be personality dimensions having little 
or no implication for drug use. One of the factors consisted of variables concerned with guilt 
or dysphoric daydreams. Another type of daydreaming factor was found, concerned with pos­
itively affected and vivid daydream variables. The final factor was defined by variables such 
as lack of endurance and achievement, mind-wandering and boredom, apparently a type of anxious­
ness and distractability in daydreaming. 

FINAL CAUTIONS 

Because factor analysis is so easy to use with canned computer programs, the method is easy to 
misuse. On the one hand, one may hope to salvage something useful out of an inadequately 
planned study, and on the other hand, one may believe that the procedure yields results of far 
greater importance than it is reasonable to expect. While it is important to recognize that 
factor analysis can be an extremely useful tool, exaggerations such as these should be avoided 
wherever possible. Factor analysis primarily provides a means towards an end, that of iden­
tifying the important, underlying, independent variables in a given set of data. As was 
pointed out in the previous section on cros~-validation, there is no particular reason to rely 
exclusively on factor analysis to establish how well this goal can be met. Establishing the 
validity of the results in new samples, possibly by other techniques, is particularly impor­
tant. 

Many mistakes are possible in the use of factor analysis. In many instances the investigator 
is simply unaware of some consequences stemming from his decisions, from the nature of the 
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data, or some combination thereof. Some of the types of problems one might encounter can be 
listed here, but there Is no space to discuss them in detail. Variables having badly skewed 
distributions, or extremely nonlinear interrelations with other variables, may cause problems. 
If several variables in the study are experimentally dependent, for example by having a given 
variable be a sum of other variables, the method cannot be used. Too few variables and too few 
subjects may be used in light of the number of factors. No marker variables may be included in 
the study. Almost identically equivalent variables may be included in the analysis. Failure 
to distinguish between principal components and factor analysiS, evaluated relative to the 
goals of the investigation, can lead to errors. Too few factors may be extracted, or alter­
natively, too many factors may be obtained with the consequence of splitting the important 
factors. The rationale behind orthogonal or oblique rotation may not be evaluated carefully. 
Finally, the results may be overgeneralized. Errors such as these should be scrupulously 
avoided. 

The reader interested in understanding more about the potentials and pitfalls of factor anal­
ysis should consult such sources as Comrey (1373), Gorsuch (1974), or the more sophisticated 
texts by Harman (1967) or Mulaik (1972). A complicated covariance structure model that in­
cludes factor analysis as a special case, but also subsumes univariate and multivariate an­
alysis of variance, principal components, path analysis, and various other general methods 
(J~reskog, 1973) is presented by Bentler (1976). 

RESOURCES AND REFERENCES 

COMPUTER PROGRAMS 

Factor analytic computer packages exist at most university centers across the country. 
Programs also accompany various tests, such as Comrey (1973) or Horst (1965). Among the more 
well-known statistical packages, the BIHD series and the SPSS series contain factor analysis 
packages. Specifically, the reader may wish to use the BMD08M factor analysis program avail­
able in W. J. Dixon (Ed.), BMD, Biomedical Computer Programs, 3rd Ed., University of California 
Press, 1973; the factor analysis procedure of N. H. Nie, C. H., Hull, J. G. Jenkins, 
K. Steinbrenner, and D. H. Bent, SPSS, Statistical Package for the Social Sciences, 2nd Ed., 
McGraW-Hill, 1975; the general computer program ACOVS for analysis of co-variance structures 
prepared by K. G. J~reskog, G. T. Gruvaeus, and M. van Thillo, available from the Educational 
Testing Service; or the package of factor analysis programs available in SOUPAC, distributed 
by the Computing Services Office of the University of Illinois. A program for exploratory factor 
analysis using the modern scale-free representations (Bentler 1972b, 1976, 1977) is available 
from the author. A target rotation procedure is also available from the author (Bentler, 1971). 
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INTRODUCTION 

Multiple regression and correlation is a data analytic procedure which is well established in 
psychology and the other social and behavioral sciences. When the relationship between one 
variable (the dependent or "criterion" variable) and a group of two of more variables (indepen­
dent variables or "predictors") were to be studied, this has long been the method of choice. 
Indeed, it is difficult to find an applied general statistics textbook intended for graduate 
level work in the social sciences published in the last half century which does not include at 
least one chapter devoted to multiple regression and correlation. As exemplified and applied in 
practice until recently, the method tended primarily to be used in psychotechnological applica­
tions, for example, to predict future outcomes ("criteria" such as college grade-point average, 
rated job performance, length of hospitalization) by means of psychological test scores ("pre­
dictors" such as aptitude and personality test scores, ratings on psychiatric symptom scales) or 
other graduated quantitative variables (e.g., high school rank, years of experience, length of 
prior hospitalization). The purpose of such applications was usually to develop practical form­
ulas for selection, classification or other decision-making functions of a forecasting type, and 
less often for the purpose of scientific understanding of behavioral phenomena. 

During the last decade, however, the scope and generality of multiple regression and correlation 
analysis has so increased as to bear little resemblance to the method as represented in the ~tan­
dard textbooks. By the provision of appropriate methods of representation (coding) of information 
as independent variables, the method has been expanded to incorporate group membership variables 
(nominal or qualiTative scales), nonlinearly related quantitative variables, and conditional 
relationships ("interactions"). Virtually any information (including the absence of information) 
may be represented as independent variables and its bearing on a single dependent variable studied. 
When thus expanded, many problems in data analysis are made tractable by this system, and some 
standard data analytic methods (analysis of variance and covariance, multiple partial correlation) 
are subsumed as special cases. It is this system of general multiple regression and correlation 
analysis (MRC) which will be described and illustrated in this chapter. Although we occasion­
ally use the words "predictor" and "criterion" in conformity with the customary usage, our 
orientation is almost exclusively to the use of general MRC in the explanation of phenomena 
rather than to prediction in the narrow sense of forecasting. 

The scope of this chapter is necessarily limited to an overview of the main features ana-possibi­
lities of MRC; computational details, mathematical derivations, and extensive qualifications are 
unavoidably minimized or omitted. A full length, essentially nonmathematical, textbook treatment 
using the same concepts, terminology, and heuristics is provided by the authors in "Applied Mul­
tiple Regression/Correlation Analysis for the Behavioral Sciences" (1975). (For the statistically 
sophisticated reader, we merely note that the general MRC system is effectively equivalent to the 
general univariate fixed linear model.) 

METHODS AND PROCEDURES 

General MRC is best described by first presenting the major features of conventional MRC and then 
showing hm'i it generalizes via the utilization of ~of independent variables as units of 
analysis. 

CONVENTIONAL MRC 

For clarity of exposition, we will use a running concrete example and its numerical results, em­
ploying familiar variables. Assume a research investigation of factors determining the annual 
salaries of faculty members in a state university system. For a random sample of 100 (=n) cases, 
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we have data on salaries, the dependent variable (Y), and the following 4 (=k) independent 
variables (I .V.s): X = sex (0 for men, 1 for women), X2 = number of years since Ph.D. was awarded, 
X = number of schollrly publications, and X4 = number of citations in the literature during the 
pteceding year. For the MRC analysis, the means, standard deviations, and the product-moment 
correlation coefficients 1 among all pairs of these 5 (=k+l) variables are determined (see Table 1). 

Table 1. Product-Moment Correlation Coefficients, Means and Standard Deviations of the Academic 
Salary Example 

Y Xl X;? X3 X4 

Y Academic Salary 1.000 -.242'" .612'''''< .4631'* .487*''< 

Xl Sex -.242''< 1.000 -.154 .049 -.006 

Xl Years since Ph.D. .612'''''< -.154 1.000 .683*'" .460''<''< 

X3 No. of publ ications .463'''* .049 .683** 1.000 .297''<* 

X4 No. of citations .487'''''' -.006 .460'''''' .297,'<1, 1.000 

Mean 18,029 .267 9.60 7·90 1.27 

Standard 
Deviation 7,481 .443 7·25 4.9b 1.61 

* P < .05 **p < .01 

The Regression Equation 

One of the fruits of an MRC analysis is the set of constants for a linear multiple regression 
equation of the following form: 

(1) 

For our example, the equation derived from the information in Table 1 (~fter some heavy com­
putation) is: 

9 = -3,266* Xl + 364** X2 + 224 X3 + 1,296** X4 + 12,030. 

The numerical constants determined for tQese data are the partial regression coefficients (the 
Bi, i=I,2,3,4) and the Y intercept (A)j Y is the value of Y estimated for a subject by entering 
his X. values in the equation. Now, if the Y values for all subjects were determined, it would 
be thb case that these estimates are the best possible by the "least-squares" criterion. This 
means that if the error (residual) in estimating a subject salary as indexed by the discrepancy 
between the actualAsalary (Y) and his salary as estimated by the equation (V) Were found and 
squared, i.e"A(y-y)l, and these squared "errors" were added for all n subjects, the resulting 
quantity, E(y_y)l, would be smaller than that obtainable from thp. use of any other set of con­
stants in a linear equation for these data. 

The Numerical Constants: The Bs and A 

The constants--the Bs and A--are not merely error-minimizing values, but have important inter­
pretive properties. The partial regression coefficient B. attached to a given independent vari­
able X. is the amount of change in the criterion Y associ~ted with a unit change in X., given 
the r~sence of the other I.V.s in the e uation. For example, an increase of one yea~ since 
the Ph.D. X2 is associated with an increase in estimated salary of $364 (=Bl ) 'for any given 
combination of sex (Xl), number of publications (X3) and number of citations (X4). The latter 
qUGllificationis important--it is what is meant by "holding constant" (or partial ling) these 
other variables. Partialling is a centrally important feature of MRC, since it makes possible 
the determination of the net contribution of predictor over and above that of other predictors, 
i.e., holding these otherS-Constant statistically in research contexts where it is not possible 
to hold them constant by experimental manipulation. Below We will consider yet other ways of 
expressing a variable's partial (net, unique) association with a criterion. 
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Note that for sex, B1 = -3266, with the predictor Xl being arbitrarily scored 0 for men and 
1 for women, thus a unit increase in Xl implies going from men to women, and we see this is 
associated with a decrease in salary (since Bl is negative) of $3,266, holding constant the 
other three variables. This in turn means that after one has allowed for the effects of salary 
on years since Ph.D., publications, and citations, there is a net mean salary difference of 
$3,266 favoring male faculty. Stated differently, these data show that for otherwise comparable 
standing on these other variables (which presumably reflect merit), there is nevertheless a 
sizable (and significant) sex difference in salary. 

A, the Y intercept, is the estimated Y value when all of a subjectls I.V. values (X.s) equal 
zero. In this example, A = 12,030 is interpretable, since zero values are meaningf~1 for all 
four I.V.s. Thus, a male (XI=O) faculty member, fresh from his Ph.D. (X2=0), with neither 
publications nor (necessarily) citations (X3=0,-X4=0), would have an estimated salary of $12,030. 
Assuming that the relationships are straight-line, this estimate would approximate the mean 
salary of such subjects. 

The Standardized Partial Regression Coefficient: S 

When the units in which the variables are represented are arbitrary or otherwise not meaningful, 
the analyst may prefer to work with the standardized partial '-egression coefficients, the Ss. 
These are the regression weights which result when all the variables are rescaled to have a mean 
of 0 and a standard deviation of 1, i.e., z-transformed or standardized. So rescaled, the regres­
sion equation is: 

1\ 

Zy = Slzl + S2Z2 + S3z3 +"'+Skzk' (2) 

For the illustrative example, this equation reads 

Qy = -.193*z1 + .352**z2 + .149 Z3 + _279** Z4. 

The interpretation of a (standardized) Sl remains the same as for a (IIral'J'l) S.: a unit change 
in an I.V.ls standard score (z.) is associated with a change of S. in the depkndent variable 
standard score (Zy), but the uhits now are comparable in the sens~ that each unit is a standard 
deviation on the variable in question. Thus, for example, changes of one standard deviation in 
number of publications (Z3) and in number of citations (Z4) are associated respectively with 
changes of .149 and .279 of a standard deviation in salary. 

Since the z-transformation of a variable is a simple linear transformation, no correlation values 
are affected. It foll~ws not only that the product moment r of Xi and its zi' and of Y with zY' 
is 1.00, but also that the r between 9 and ~Y is 1.00. 

The 11ultiple Rand R2 

The mUltiple correlation (R) of a criterion with a group of k predictors (Xl' X2, ••• Xk)' symbol­
ized as RY.12._.k, is the simple product-moment correlation between the actual criterion value Y 
and the estimated criterion value Y (or ~Y) obtained from the regression equation, explicitly 

RY• 12 _ .. k = ryy . 
It is thus the correlation between the actual dependent variable value Y and its best estimate 
(in the least squares sense) as obtained by the regression equation using the independent vari­
ables. Although the ~omputation of R is not accomplished by the literal application of (3), 
that nevertheless is its definition and most straightforward interpretation. 

In the analysis of relationship, it is very useful to work with squared correlations of all kinds, 
\~hich may be interpreted as the proportion of the variance in one variable which is "accounted 
forti by the other. In what follows we will generally follow the practice of quantifying rela­
tionships in terms of proportions of Y variance variously accounted for. Thus, we interpret 
R?12 ..• k as the proportion of Y variance~accounted for by the group of predictors, i.e., via 
their optimal combination which produces Y. 

In the running example, R~'1234 = .4671** (and RY'1234 = .683**), indicating that when optimally 
weighted, the four I.V.s account for about 47% of the variance in salary in the sample, or, equiv­
alently, yield estimated salaries which correlate .683 with the actual salaries. 
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Whole, Senil'partial and Partial Correlations 

In considering the bearing of each of the predictors on the criterion, MRC provides three dif­
ferent correlation coefficients, whose squares are interpretable as proportions of variance. 
Each offers a different aspect of the relationship of Xi to Y. 

The squared product moment correlation: rYi' The simplest of these is the ordinar~ ("zero-order") 
product moment r between the given Xi and Y, given in Table 1 above. Its square, rYi gives the 
proportion of criterion variance linearly accounted for by the predictor Xi alone, Ignoring any 
relationship Xi may have with the other predictors or their relationship to Y. For example, Table 
2 shows that in our running problem, years since Ph.D. has the largest r?i among the four predic­
tors, .3749 (rY2 = .612), and sex the smallest, .oS84 (rYl = -.242). Number of publications and 
number of citations are intermediate and about equal in this regard: r?3 = .2144 and r?4 = .2368. 
Unlike the next two correlation coefficients to be discussed, each of these values is in no way 
dependent upon the relationship of Xi and Y with any other variables. 

Table 2. Squared Correlation Coefficients of X. with Y: Whole, Semi partial and Partial 
I 

2 sr2 pr? rYi i I 

Xl Sex . OS84'~ .034S* .0608* 

X2 Years since Ph.D~ . 3749~'* .OS31** .0906** 

X3 No. of publications .2144** .0112 .0207 

X4 No. of citations .2368** . 0609'~'~ . 1 026*~' 

R2 -
Y·1234 - .4671~'* 

'~P < .OS 
**p < .01 

The squared semipartial correlation: srr. While r?i gives the proportion of Y variance accounted 
for by Xi, srf (the squared semipartial correlation) gives the proportion of Y variance accounted 
for by that part of the predictor Xi whi'ch is unique to Xi, i.e., the part of Xi which it does 
not share with the other predictors. Accordingly, it is the amount by which the mUltiple corre­
l<ltion R2 would be reduced if Xi were omitted from the analysis and only the remaining 1',.V.s were 
used, 

sr~ = R2 . - R2 . 
I Y·12 .. I .. k Y·12 .. (I) .. k, (4) 

where (i) symbolizes the omission of the given X .. Conversely, of course, it follows that.~r~ 
is the amount by which R2 increases when X. is aaded to a group of other specified variables I 

Clearly, then, as was the case for B. and Si' sr~ depends on what other I.V.s there are in th~ 
system. 

The term "usefulness" h<.ls been used for sr~ and some computer programs designate it as the "uni'~ue" 
contribution of a predictor to a criterion: a term we prefer because it at least implies the 
context of other predictors which define it. The term "part" correlation and the notation 
rY(i.12 .•• k) is also frequently used for sri' 

The meaning of this is clarified by the illustrative problem. For example, the largest sr2 for 
the four predictors is for the number of citations, sr~ = .0609 (Table 2). The number of 
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literature citations (X4), accounts ~niquely (given the presence of the other predictors Xl, X2, 
X3) for 6% of the salary variance. Thus, were X4 to be dropped, we would find that R9.123 would 
~e R?"234 - ~ra = .4671 - .0609 = .4062. Conversely, the addition of X4 to the other three var­
Iables would Increase R2 by .0609 (from .4062 to .4671). On the other hand, dropping number of 
p~b!ications. (X3) from the set would reduce R2 by only .0112 (=sr~), an amount which is not sig­
nificantly different from zero (see below). Apparently, almost all of the variation between 
faculty in number of publications which is relevant to salary (r? '" .2144) is not unique to it­
self--other variables share it, so that when they are partial led ~rom X3, the remainder accounts 
for only 1% of the salary variance. We can see from Table 1 why this sharp drop occurs from r?3 
to sr~, for X3 is largely redundant with X2 (i.e., r23 = .683). This redundancy also acco~nts 
for why the highly salary-relevant years since Ph.D. (rV2 = .3749) accounts uniquely for only 
.0531 (=sr~) of the salary variance (but note also that r24 = .460, another source of redundancy 
in X2)' 

In Table 2 all the squared semipartial values (sr?) are small compared to their squared product­
moment values (r~.). This circumstance is freque~tly encountered in social science data and 
reflects their te~dency to be at least partially redundant. It is not, however, necessarily 
the case that sr? must be smaller than r~ .• One occasionally encounters an X. whose sr? 
exceeds its r2 .• I This phenomenon, calleClI"suppression," can be understood aslresultinglfrom 
one or more o'f~er predictors removing ("suppressing") by partiall ing a portion of the variance 
of X. which is irrelevant to the criterion. Thus partial led, the remaining X. is more highly 
rela~ed to the criterion than X. taken as a whole is; hence sr? is greater th~n r2y .• 

I I 1 

The temptation to add sr2 values of mutually correlated predictors must be resisted. They do 
not sum to R2,--nor does the sum of srf and sr? give the amount by which R2 would drop if Xi and 
X:-were simultaneously omitted. J 

J 

The squared partial correlation: prf. The squared partial correlation coefficient (pr?) of 
predictor X. with Y estimates what tne squared product-moment (r~.) would be for any su~set of 
cases, all 6f whom have the same values on the other predictors. IWhereas sr? gives X.'s unique 
contribution as a proportion of all the criterion variance, pr? gives it as ~ proportIon of 
that part of the variance which ~not related to the other pr~dictors. Thus, sri is a semi­
partial since the other variables are partial led only from X., and pro is a (full) partial 
since the other variables are partialled from both the indep~ndent ana dependent variables. 
They are thus related by 

sr? 
pr? = I 

I --=-,-_'"'R""zr----.--
Y·12 •• (t} .• k 

= 
sr? 

I 

the denominator literally being the proportion or Y variance not accounted for by the I.V.s 
other than X •• A frequently used alternative notation for pr~s ry• 12 k' with everything 
following th~ dot understood as being partialled from both Y and X .. I' ••• 

I 

Because of its central importance in the.application of MRC, we return to the core idea of 
prf, that it is the expected value for r2. for subsets of cases all of whom share the ~ 
values on the other variables. This is 1~e sense in which we say that these other variables 
are "held constant statistically" or "statistically controlled" so that we can estimate the 
relationship of a predictor to the criterion uninfluenced by their relationship to other vari­
ables. Although the logical purity of a controlled manipulative experiment performed on randomly 
assigned subjects is sometimes available as a research method to the social scientist, more 
often he or she must observe phenomena as they exist, subject to variation and covariation due 
to extraneous and uncontrollable factors. Under these circumstances, all that is possible is 
the statistical control of such extraneous factors by the partialling process. 

For example, in the illustr<~ive problem, it was found that number of citations (X4) accounted 
for .2368 (=r3

h
) of the salary variance in the total sample. Since pr~ = .1026, however, we 

can estimate tHat for any subgroup with the same values for the other predictors, for example, 
males 12 years after their Ph.D. with nine publications, only about 10% of the salary variance 
is accounted for by number of citations. Since this value holds for this (or any other) sub­
group which does not vary in these other regards, the 10% figure can be attributed to them, 
while the .2368 value for the total sample inevitably reflects, in part, the fact that faculty 
with more citations are inevitably older and h~ve more publications. 
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That pr~ need not be smaller than rVi is seen from the relationship of sex to salary. For the 
whole s~mple, sex accounts for (r~I~) .0584 of the salary variance, while for a subsample with 
the same years since Ph.D., number of publications and number of citations, sex accounts for 
.0608 (=prf) )f the salary variance. Lest this quantity seem small, recall that measured in 
dollars, it c~me to a sex salary differential of -$3,266(=8 1), 

The Simultaneous and Hierarchical Strategies 

In the illustrative problem above, all four independent variables were simultaneously regressed 
on and correlated with the dependent variable. One result of so proceeding was that for each 
pr~ 'ctor, all the others are partial led in the determination of partial regression and correla­
tion coefficients. 

An alternative strategy enters each predictor succr~sively in a predefined order, and determines 
for that hierarchical order how much each adds to the prior R2. The order selected is deter- . 
nlined by assumptions of causal priority, or by centrality of research interest, or by certain 
structulal properties of the predictors (Cohen and Cohen, 1975, pp. 98-102). The hierarchical 
strategy may be expressed as follows: 

R9.123 .•. k = r91 + sr~'1 + sr~.12 + •.• + sr~.12 ... k-l' (6) 

where the predictors are numbered in their order of entry. The terms of this equation are 
squared semipartial correlations with Y, but ~ those predictors which have entered earlier 
(higher in the hierarchy) are partial led at each stase; not all the others as in the simultan­
eous model. In the illustrative example, the predictorsare numbered in order of presumed 
causal priority: sex (Xl) is tempo;31ly prior to the others, length of career (X2 ) is a neces­
sary precondition for publications (X3 ), which is in turn a necessary precondition for citations 
(Xq ). Table 3 shows the derivation of the values necessaiY for the hierarchical analysis of 
Eq. (6). Each row of Table 3 represents a (simultaneous) MRC for the variables at each stage, 
showing the R2 at the 

Table 3. A Hierarchical Analysis of the Academic Salary Example 

Predictors R2 (cumulative) 

Sex Xl .0584 = R~ .1 
2 rY1 

+Yrs. since Ph.D. XI,X2 .3967 R~'12 
+No. Pub:ications XI,X2,X3 .4062 R~'123 
+No. Citations XI ,X2,X 3 ,Xq .4671 R9'1234 

>'P < .05 
lotp < .01 

R~'1234 = .0584* + .3383** + .0095 

Increment 

.0584 R~'1 - 0 

.3383 R~'12 - ~~'1 sr~'1 

.0095 R~'123 - R~'12 sr3.12 

0609 R2 - 1\2 - 2 
• Y·1234 Y·123 - sr4 ' 123 

+ .0609** = .4671** 

stage, and the increment in R2 over the previous stage due to the addition of a new variable. The 
increments are proportions of criterion variance added by the inclusion of the new variable, i.e., 
sr2 values that partial (only) prior variables. Thus, sex, with nothing partial led, accounts for 
.0584 of the Y variance. When career length (X2) is added, a total of .3967 of the Y variance is 
account~d for; the increment eue to X2 is thus .3383, which is identically the proportion of 
criterion variance accounted for by X2 from which Xl has been partial led (hence, sr~'I)' etc. 

, Years since Ph.D. (X3) i~ of preeminent importance, its increme~t in Y variance being .3383 in 
~ hierardx: Obviously, the increment due to a predictor depends on the hierarchy that -­
specifies at any stage which other predictors have already been partial led from the criterion. 
Were length of career (X2) last in the hierarchy, its increment would be .0531, the sr2 of the 
s i mu J taneous ana I y~ is, hence s r~. J ,4 "b I e 3). Thus, a I though the hierarch i ca 1 model provi des 
an additive partl,ioning of the total ~ variance accounted for by the k predictors in Eq. (6), 
the proport i 011 wh i ch it attaches to each pred i ctor is order-dependen t. Since a different order 
would yield different values, it is clearly important that there be a defensible rationale for 
the order chosen. Some well publicized methods utilize a computer-defined hierarchical strategy, 
where variables are entered into prediction in a sequence according to how "important" they are to 
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predicting the criterion (measured, for example, by sr2). These "stepwise" regression methods 
can be used to select a small subset of predictors from a larger set. 2 

Th~ hierarchical strategy is the MRC method of choice in the analysis of the data of surveys 
and quasi experiments, and in the analysis of covariance and its generalization. 

THE REPRESENTATI ON OF I NFORMAT ION AS SETS Of f~EO I CTORS 

As the preceding material iliustrates, conventional MRC focuses its interpretation on single 
predictors (I.V.:), each a research factor. For reasons of structure, function or content, 
however, the representation of a single research factor of interest to the socia1 scientist may 
well require multiple predictors. In fact, virtually any information in any form may be repre­
sented as a ~et of one or more predictors, and a set of predictors may be treated much as 
single predictors were in the previous section. We will see that these methods of representa­
tion bring into the MRC system: group membership (nominal scale) information, nonlinear rela­
tionships, variables with missing data, and interactive information. Also, by using sets which 
function as control variJbles, one can greatly increase the scope and relevance of data analysis. 

Group Membership or Nominal Scales 

Such research factors a~ diagnosis, type of drug abuse treatment group, place of birth, marital 
status, e'~hnic group and sex provide qual itative information by assigning the ca~es to one of g 
categcries which are mutually exclusive and exhaustive. It is possible by any on3 of several 
coding methods to fully represent any such research factor G but it requires a se': of g - 1 ~ k 
predictors (Cohen and Cohen, 1975, chapter 5). Table 4 illustrates one of the ~hods, effects 
codi~g, by a coding diagram for the representation of ethnic group membership (G) in one of the 
four g~oups: White, Black, Hispanic, and Other. The diagram indicates, for example, that all 
cases in the Hispanic category are coded (given values of) 0 on predictor Xl' 0 on X2, and 1 on 
X3 • Chese artificial values are treated just I ike any other predictor values would be in the 
ensuing MRC analysis. Note that it takes only 3(~g-1) predictors to represent the 4(=g) ethnic 
groups. The order of the columns (as well as the groups) is quite arbitrary and does not 
matter, since Xl, X2, and X3 are treated simultaneously as a set G which completely carries the 
information as to ethnicity. Now assume that the criterion studied is length of prison sentence. 
One can then determine the square multiple correlation R2. (i.e., R~. ) as the proportion of 
Y variance accounted for by ethnicity (which is, jnciden~21t1, identicalYy the squared correla­
tion ratio which would be determined from an analysis of variance of these data).! Moreover, 
this set G can be combined with sets of predictors representing other research factors (F, H, 
etc.) to determir;e, al;,ong other things; the unique contribution of ethnicity, or the contribu­
tion of other factors holding ethnicity constant. 

Table 4. Oldgram for Effects Coding of Ethnicity (G: Xl' Xz, X3) 

Xl Xz X3 

GI White 0 0 

G2 Black 0 0 

G3 t:ispanic 0 0 

Glt Other -1 -1 -1 

In the analysis which produces R~.G' the partial coefficients for the individual effects-coded 
X. h~ve interpretive utili~y. For eXample, A equals the (unweighted) mean of the four groups' 
mban length of sentence '(y), and B2 equals the Blacks' mean minus the mean of the groups' 
means, i.e., the "effect" of membership of G2 (as the term is used in the analysis of variance). 
As another eX5mple, sr~ is the proportion of 'he criterion variance accounted for by the Blacks' 
"effect", i.e., the amount 'by which R2 would drop if the Blacks' mean prison sentence fell at 
the mean of the other three groups' means. The sr2 (or sr) v~:Je thus provides a unit-free 
measure of the departure of one group relative to others with regard to the criterion, and 
therefore may be used to ~,\mpcre this departure among different criteria. 
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Effects coding is only one of several methods of expressing nominal scales; others include 
dummy, contrast, a~d nonsense coding, i.e., different patterns of artificial values from those 
of Table 4. The fdct mLlst be stressed that I'lhichever coding method is used for a set of data, 
the p~.G value (as well as v~lues for semipartial or partial R2 involving G) will remain constant. 
In ot~er words, however coded, the set of predictor values carry the group membership informa­
tion. What changes is the meaning or-the individual predictors, which, when partial led, carry 
different comparisons among group means or combinations of group means. The availability of 
alternate coding methods imparts a high degree of analytic flexibility and relevance. The 
analyst chooses the method whose single predictors carry the aspects of group membership (hypo­
theses, foci) which interest him while being assured that the set taken as a whole represents 
the research factor G • 

.9H.anti tative Scales ar,d Curvi 1 inear Relationships 

Relationships for some variables, and particularly those which involve time, money, counts in 
: general (e.g., of errors), and proportions, are frequently not well described by a straight 
line. When this is known (or suspected) to be the case, it is nevertheless possible to accomo­
date to and describe such curvilinearity using MRC. Here, too, several general and some special­
ized methods are available (Cohen and Cohen, 1975, chapter 6), of which we will here describe 
that of power PQlynomials. 

It is fortunately the case that the relationship between the criterion (Y) and a nonlinear 
predictor (v) of any shape, no matter hovi complex, can be perfectly represented by an equation 
of the form, 

y C+Dv + Ev2 + Fv3 + Gv4 + etc. 

(where C, D, E etc. are constants), provided one goes out far enough. It is an even happier 
circumstance that in the social sciences, the relationships encountered are, with rare excep­
tions, well described by equations in the first two or three powers of the nonlinear predictor 
v. Thus, if we now let v = Xl, v2 = X2, and v3 = X3, Eq. (7) is in the form of the multiple 
linear regression equation, Eq. (1), the constants now being the B.s and A. We have thereby 
used the multiplicity of MRC to represent a curvilinear relationshIp by means of a set V made 
up of linear (v), quadrati, (v2), and cubic (v3) aspects (functions). For example,-rr in the 
academic salary problem we were concerned with the possibility that the relationship with 
number of publications (v) was not straight-line, we could represent it as a set V made up of 
three predictors, v, v2, and v3• Now using these three aspects of the set V, we might find 
R2 = .2889**, in contrast with .2144 when only its linear aspect was used (see Table 2). The 
sfit¥ement "num~,er of publ ications accounts for 29% of the salary variance" is no longer qual i­
fi~d by the term "linearl~'--whatever the shape of the relationship (within broad limits), It is 
likely to be captured by the set V. 

In addition to being "covered" against the possibility of curvilinearity, power polynomials 
make pfJssible an analysis of the shape of the relationship. One proceeds hierarchically, as 
was dC',1e in Eq. (6) and Table 3 .i~- e. However, here the necessity to proceed hierarchically 
aris.:!s from the fact that v2 is I.' a pure measure of the nonl inear quadratic (parabol ic) 
aspect of V; v2 is correlated (usually highly so) with v, which therefore must be partial led 
hom it. Similarly v3 must have both v and v2 partial led from it to measure purely the nonlin­
ear cubic aspect. This is readily accomplished by determining the R2 values cumulatively: 
first for v, then for v and v2 combined, and then for v, v2, and v3 • The increments are then 
found (as in Table 3), and the hierarchical partitioning equation (6) is produced: 

R2 - r2 + sr2 + sr2 
\'·123 - VI 2·13·12 

.2889** = .2144** + .0621** + .0124 

This is interpreted to mean that in addition to the fact that the linear component of number of 
publications accounts for about 21% of the salary variance, allcNing for a (parabolic) bend in 
the line increases by (a significant) 6% the salary variance accounted for, while the further 
curvilinear complexity provided by the cubic term does not provide a significant further 
increase. Given this result, the analyst may then use the regression equation in v and v2 to 
describe and plot the best fitting curve to the data. 
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Other,methods for.copi~g with curv!linear relationships include orthogonal polynomial coding, and 
brea~lng ~he set Into ~nt7rvals whIch are then treated like groups ("nominallzatlon"). Some 
s~eclal clrcumstance~ InvIte representing the set V as a single variable by subjecting the pre­
dIctor v to a rescalIng by means of a suitably chosen monoto~ic nonlinear transformation (e.g., 
log v,~ l/v), and then using the rescaled variable in the analysis. 

Missing Data 

Although various methods are available for coping with the problem of missing data (omitting 
cases, omitting variables, estimating missing values), one which is both simple and effective 
proceeds by conceiving "missingness" as an aspect of the research factor (V) in question and 
incorporating it as a predictor in the set which represents that research factor V (Cohen and 
Cohen, 197.5, chapter 7). T'1is is accompl ished by fi rst creating a "missing data dummy variable," 
Xl' which is coded 1 for th~~e cases where information on the research factor V is missing, and 
a where it is present. One then represents the other aspect(s) of V as X2, Xs, etc., filling 
the blanks where no values are available on a predictor with the mean of the values which are 
present for the other cases on that predictor. We emphasize the fact that these means are in 
no way intended to be estimates of the missing values, but are merely a device to get on with 
the analysis. This gadget may be used either with quantitative or nominal research factors. 

For concreteness, assume that the data for the academic salary study were obtained, in part, by 
a mailed questionnaire, and that in 24 of the 100 responses, lhe item requiring that the respon­
dent list his or her publications was omitted. The research factor "number of publications" (V) 
would then be a set which includes the missing data dich~tomy Xl, and, as X2 • the number of 
publications for the 76 cases where it is available. For the other 24 cases the blanks are 
plugged with the mean number of publications of the 76 cases. X2 is the linear aspect of V. 
(If nonlinear aspects are to be represented by power polynomials, the values which are present 
are simply squared and cubed, their blanks being plugged with their respective means and consti­
tute Xs and X4') Several features of this procedure are worth noting. 

First, the squared product-moment r~l gives the proportion of Y variance associated with the 
"missingness" of V. Only if reI is nonsignificant is it reasonable to suppose that values are 
missing randomly relative to Y. In the example one might well find fYl to be negative, non­
trivial and significant, indicating that omission of publications is azsociated with lower 
salaries (possibly because omission is more likely to occur with few pUblications). If the 
analyst had simply dropped those 24 cases, not only would the sample size (and therefore the 
statistical power) be reduced and the information on the other variables lo~t to the analysis, 
but the remaining 76 cases would no longer be representative of the target population. 

Second, plugging with the mean has the effect of making a group of predictors so treated (~) 
correlate zero with the missing data dichotomy Xl' This in turn results in reI being additive 
with the proportion of criterion variance due to the plugged variable{s), the latter carrying 
the information of the values which are present. Further, the ~ values and A are unaffected 
by the plugging--they are exactly the same and receIve the same interpretation as they would 
were the cases with missing v omitted. 

Third, this method may be used together with any of the methods of representing either quanti­
tative or nominal scales. The resulting set V containing its missing data dichotomy can then 
be treated in MRC together with other sets, much as single predictors were above. 

Finally, when the proportion of missing cases is small, the blanks may be plugged with means, 
but Xl should generally be omitted since its inclusion would adversely affect the statistical 
power of the significance tests with no compensating gain. The results for the treat'd group 
of predictors X. are interpreted normally. 

J 

Interaction Sets 

An interaction between two research factors, for example, U and V, carries information about 
the conditionality of their relationship to the criterion (Y): the relationship of U to Y is 
conditioned by (varies with, is a function of) the specific characteristics of V. That is, for 
different standings on V, the Y-U rejression differs. (The relationship is symmetrical--when 
the above holds, it must also hold with U and V interchanged.) 

Many of the relationships studied in the behavior~l sciences are not invariant over ~hanges in 
other lII(contextual, moderator, &.:;ondi tioning) vari ~bles. For example, alt,hough one car~ldeterrtfine 
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the overall relationship between income (Y) and education (U), it may well be found to differ 
(in degree, sign, or shape) as a function of race (V) or of age (W), in which c~se, an education 
by race (U x V) or education by age (U x W) interaction with regard to income is said to exist. 
In a quasi-experimental comparison of the rated success (Y) of three rehabilitation techniques (V), 
where it is desirable to control for a set of demographic characteristics, i.e., a covariate 
set (U), the finding that demographics relate differently in the three groups, a U x V interac­
tion, invalidates the analysis of covariance attempt to statistically equate the groups on the 
demographic characteristics. 

Note that U and V are represented as research factor sets, each of one or more predictors, and 
each either quantitative or nomina1.lj The interaction between sets U and V is contained in a 
set generated by multiplying each of the ku predictors of set U by each of the kV predictors of 
set V. The resulting UV product set of kU kV predictors, after U and V are linearly partial led 
~ the U x V interaction, i.e., 

U x V = UV·U,V. (8) 

The partialling is accomplished by using the hierarchical model with th~ three sets U, V, and 
UV. One finds the proportion of Y variance due to U x V from RY.U V uv - Ry.U V (a squared 
multiple semipartial correlation) and can test its significance (see'below). Further, each 
constituent predictor of the interaction set can be understood as a given aspect of U by aspect 
of V interaction, e.g., as a difference in slope or in curvature of the Y-U relationship between 
G1 and G4 , and its S, sr, and pr interpreted. There is virtually no limit to the ar .Iytic 
specificity possible in the study of the conditionality of relationships via MRC. Also, the 
method illustrated fo~ a two-way (U x V) interaction directly generalizes to interactions of 
any order. 

SETS AS UNITS OF ANALYSIS 

A case can readily be m~de for the proposition that the fundamental unit of analysis in MRC is 
a set of predictors which represents a research factor or a functional group of subsets of re­
search factors. That any information may be represented as a set, and that sets may be combined, 
treated in tandem, and partial led from each other has already been suggested. In fact, the 
various measures attached to, and operations performed in, conventional MRC with single predictors 
have their analcgues for sets of predictors; conversely, an~lysis with single predictors may be 
viewed as the special case where each set has only one predictor. 

Consider the various measures of correlation and proportion of Y variance as discussed. If we 
replace the k single variables by h sets of variable A, S, C, ... H (made up respectively of kA' 
kB' kC' etc. single variables), we can define for any given set S, whatever its nature, its 
whole, semi partial or partial correlation with the criterion, and their squares as proportions 
of criterion variance. Set S's whole correlation with Y (analogous to ry ') is the multiple 
correlation RV. S (with kS predictors), and R~.S is the proportion of Y va~iance accounted for 
by set S. If we wish to ascertain the proportIon of total criterion variance accounted for by 
B over and above what is accounted for by another set A (however we choose to specify A), 
i.e., set S's ~n(que V variance, we determine the squared mUltiple semipartial correlation, 
R9'(S.A) or sRS analogous to srI of Eq. 4), from 

SR~ = R9'A,S - R9'A' (9) 

where A, S indicates the combination of the two sets of variables. Finally, 'parallel with pr? 
of Eq. (5), if we wish to express set S's unique variance as a proportion of that part of V'SI 
variance not accounted for by set A, we can determine the squared mUltiple partial correlation, 
R~B'A or pR~, from 

R9'A,S - R~'A 
1 - R~'A 

sRZ 
B =-- (10) 

Keep in mind that the analyst is completely free to define the content of sets A and S as he 
chooses. Either may be made up of one or more research factor sets, since the combination of 
sets is itself a set. In particular, set A may be made up of whatever research factors we wish 
to partial (control or hold constant statistically) in studying the Y-S relationship. In 
simultaneous setwise MRC, each research factor may in turn be designated set S and the remaining 

\ factors collectively set A. As another example, to measure an education (U) by race (V) inter­
action, U x V, let set S be the UV product set and set A made up of the U and V sets combined; 
then determine the sR~ or pRfi. The notion of hierarchical MRC also readily g'eneralizes to sets. 
Replacing single variable by set designations, Eq. (6) becomes 
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R4 ~ R2 + SR2 + SR2 + + R4 V·C,D,·.·G,H V'C D·C E.C,D .,- s H.~,D, .•. G (11) 

The values are increments in Rl as each set is aJded suc~essively as with single I.V.s, in a 
predetermined order. Thus, one first finds the cumulative 

R4 R4 ,R2 R2 
V·C' V·C,D V·C,D,E, ••. ' V·C,D, E, •.. H' 

and then the increments for Eq, (11) by subtraction, e.g., 
sR2 ~ R4 - R2 sR2 = R2 - R2 et" D'C Y'C,D Y'C' E·C,D Y·C,D,E Y'C,D' ~. 

It is unnecessary to reiterate the analytic-interpretive possibilities made available by the 
use of research factor sets of predictors and their combinations, since they generalize from 
those described and exemplified for s1ngle variables. It may be apparent to the reader that, 
given our ability to represent any kind of information as sets of predictors, including aspects 
of group membership, curvilinear as well as straight-line relati0nships, the incorporation of 
missing data as positive information, and the representation of conditional relationships, and 
further, given the possibility of holding constant by partialling any research factors from any 
others in appraising relationships to a dependent variable, gener~l_MRC analysis offers a 
uniquely powerful device for the exploitation of research d3ta along whatever line is defined 
by the logic of the research and the purposes of the investigator. 

SIGNIFICANCE TESTING AND POWER ANALYSIS 

Testing for Statistical Significance 

This to[)ic has been delayed to this point because', after the concept of partiall ing a set A from 
a set B is understood, Significance testing for any of the statistics presented above can be 
presented most compactly and simply, indeed using a single very general F test. s 

The formal assumptions underlying the (fixed model) F test are that the entities (e.g., subjects) 
are independently and randomly sampled, that subsets of entities in the population sharing the 
same set of values on the I.V.s have a normal distribution of Y values, and that the V variances 
from subset to subset are equal. It is well known, however, that F (and t) tests are "robust," 
i.e., will tolerate a considerable amount of departure from the distribution assumptions without 
materially affecting their validity. This is particularly true when n is large, which is desir­
able on the even more important grounds of affording adequate statistical power (s!!e below). The 
sampling assumptions (randomness, independence) must, however, be satisfied. 

The null hypothesis under test throughout is that the population parameter value of the observed 
sample statistic equals zero, generally; that popUlation sR~ = R§'A B - R~ A = 0; or that set B 
accounts for no criterion variance beyond what is accounted for oy ~et A In the population. The 
general formula applied to the values determined from the sample is 

R~'A,B ~ R~'A n-kA - ka - 1 
F= x (12) 

1 - R~'A B , 
with degrees of freedom (df) ~ kB for the source (numerator) and n - kA - kB - 1 for error 
(denominator); n is the total sample size, and kA and kB are respectively tne numbers of pre­
dictors in sets A and B. The computed F value is compared with the criterion value in standard 
F tabIE!s.6 Note that although an F test formula can be written for pR~, it is unnecessary since 
it must yield the same result as Eq. (12)--if sR~is significant, so IS pR~, and to identically 
the same degree, 

To specialize Eq. (12) for the test on the significance of an R2, let set A be empty; then, 
nothing is being partialled from set B. Specialized equations exist to test the significance of 
an RL , for the unique contribution to a criterion of a single predictor and for the sign of a 
simple (zero-order) r between two variables. The Significance test for a single predictor may 
be eqUivalently performed as a t~test. Such tests of significance are typically available as 
output from a computer program. 

We have suggested that while the set is an optimal unit for analysis, the predictors which con­
stitute a set are individually interpretable as lIaspects" of the research factor(s) which the 
set represents, and their coefficients can be tested for significance by an F (or ~= t) test. 
However, as the total number of predictors in a research increases, when all are te!>ted for' 
significance, the risk of one or more spuriously significant results (technically, the family-
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wise or investigationwise Type 1 error rate) increases rapidly. To guard against this, it is 
recommended that, with the analysis organized into sets, only those predictors in sets which 
have made a significant contribution are tested for significance. This two-stage requirement 
for asserting the significance of the unique contribution of a single predictor is called the 
"protected t (or F) test" because the requirement that the set be significant protects the in­
vestigator from an unacceptably high risk of drawing spurious positive conclusions. At the 
same time, the protected t-test does not sacrifice statistical power (Cohen and Cohen, 1975, 
pp. 162-165). 

Statistical Power Analysis 

The statistical power of a significance test is the probability that it will reject the null 
hypothesis. For the tests in MRC, this will depend on the "effect size" (a function of the pro­
portion of variance accounted for in the population) n, kA' and kB. When values for. these are 
specified, it is possible to determine the power of the test. Since they can be estimated 
(effect size) or specified (the other parameters) before an investigation is undertaken, that is 
the optimal time to do so. If power is found to be low, one should want to reconsider one's 
plans. For example, all things equal, increasing the sample size (n) will increase power. As 
a practical matter, among those things under the investigator's control, it is the sample size 
which has the mcst important bearing on power. 

By relatively siffiple methods, for the general F test of Eq. (12), and hence for its special 
cases, for any given population effect size, significance criterion, and number of variables 
in sets B and A, one can d~termine powp.r as a function of the 9iven sample size, or determine 
the ner.essary sample size for a desired amount of power. 

Although the methods of power anal,sis in MRC are simple, their detailed exposition and special 
tables require more space than this sbort treatm", t of MRC justifies (see Cohen and Cohen, 1975, 
pp. 144-155). A rough rule of thumb has beer suggested ti,at for typical social science appl ica­
tions of MRC, adequate power (defined conventionally at .80) requires that the sample size be 
at least 25 times as large as the number of predictors to be e~ployed. But such a guide is far 
too rough--the investigator is amply repaid for the modest effort required to do exact power 
analyses for the central issues of the investigation, and on the other facilitate the interpre­
tation of the investigation's results. 

ILLUSTRATIVE APPLICATION IN DRUG RESEARCH 

KcLATING DRUG USE TO ATTITUDINAL AND BEHAVIORAL MEASURES 

The use of multiple regression techniques to provide a focused but thorough analysis among 
psychological, social, and other factors in drug use is elegantly exemplified in a recent stUJY 
by Kendall (1975). The Material for this study was supplied by extensive interviews of 823 high 
school and college students regarding their alcohol and drug usage and a number of potentially 
related attitudinal and behavioral issues. The overall goal was to describe the context within 
which students tended to abuse alcohol and/or drugs, and to explore some possible con~equences. 
We present only a fragment of the Kendall study here. 

Drug use was measured on a scale potentially ranging from 0 (never used drugs), to a maximum of 
33 (never actually reached) which indicated frequent use of seven types of drugs. Because the 
scale units were essentially arbitrary, the independent variables were best described in terms 
of their contributions to Y variance accounted for in specified hierarchical sequences and the 
direction and shape of significant relationships. Had the variables been measured on scales 
with meaningful, commonly understood units, the regression coefficients would probably have been 
of primary interest. 

Since it was the intention of the researcher to produce generalizaLions to students, any qualifi­
cation of the findings associated with sex or school level needed to be discovered or ruled 
out. Therefore, toe variables which first entered the hierarchical sequence reflected sex and 
school level. The three variables coded as contrasts are shown as Xl' X2 and X3 in Table 5. 
Xl compares high school students to college students, and X2 compares females to males. Because 
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Table 5. Variable Sets in Kendall Study of Drug Use 

= School level: -1 
= Sex -1 

high school, +1 = college 
female, +1 = male Set A (~~ lXa Xl x X2 -1 

+1 
high school males and college females 
high school females and college males 

Set B 
(X4 = Religious involvement 

-{ Xs = X~ = ReI igious involvement squared 

-X4 for high school students, +X4 for college students 

Set C 

Set D 

-X4 for females; +X4 for males 
etc. 

D~inking behavior 
XI.2 

Set E 

Set F 

Xu Xl X X12 
Xl9 X.2 x X12 
X20 = X3 x Xl2 
X2 l = Xl x Xu 
X22 = X.2 x X13 
X23 = X3 x X13 

there were different numbers of respondents in each of the four groups, these two variables were 
sO[l,ewhat correlated with each other. X3 is the sex and school status variable product, literally 
obtained by multiplying Xl times X2 for each subject. The net contribution of X3 partialling 
Xl and X2' sr3, carries the interaction effect information, that is, answers the question, "Is 
the sex difference in drug use the same for college students as it is for high school students1 t1 

or, equivalently, "Is the drug use difference between high school and college students the same 
for males and females?" 

As anticipated, females had lower average drug use levels than did males, and high school stu­
dents used drugs less than did college students. In addition, the sex X school interaction was 
significant--the difference between high school and college students was greater for males than 
it was'for females. Since the purpose of including these three variables as set A ',~as to partial 
sex-school level group effects from variables more directly of interest (so as to ?roduce within­
group correl~tions), no detailed findings will be presented. However, as shown in Table 6;-thTS 
set accounted for 2% of the drug use variance, a small but statistically significant amount for 
3 and 819 degrees of freedom (Eq. 12). 

One of the contextual v~riables included in this study was religious involvement, a scale based 
on five items concerned w:th religious attitudes and activities. Since no a priori case could 
be made for a linear relatiun:hip between religious involvement and drug use, this scale score 
(X4) and its square (Xs) were both included in set B. When X4 was added to' the equation, R2 
increased to .068; the negative relationship between religious involvement and drug use was 
significant and not wholly accounted for by sex and schOOl level differences of students on 
both. When Xs was added, a further significant increase in R2 to .084 was found, and with posi­
tive partial coefficients (see Table 6). A negative linear relationship cowbined with a positive 
quadratic relationship indicates a generally downward slope which is concave upward. Specific­
ally, this relationship, when plotted, showed the primary differences in drug use to be between 
those who had no religious inVolvement and those with some, albeit minimal involvement; no 
further decrease in drug use was found among those students with above average religious involvement. 

Table 6. Drug Use Variance Accounted For By Independent Variable Sets 

Set 

Set 

R2 

A .020 
A,B .084 
A,B,C .087 

A .020 
A,D .154 
A,D,B .188 
A,D,B,E .192 

Increment 

• 020*'~ 
.064** 
.003 

.020,h~ 

.134** 

.034*'~ 
.004 

Set added 

sex and school level 
religious involvement 
A x B intera~tion 

sex and school level 
drinking 
religious involvement 
D x B interaction 

-------------------------~--------------------------------~(--~,.-----~ . If.', 4 173 
t 
I 



" 

i ~ 

~ +: 

MRC 

As was mentioned, and is well known in the context of analysis of covariance, an assumption 
necessary for the validity of coriclusions based on net or partial relationship is that the vari­
ables being partial led or covari.d (set A) do not interact with the variables being examined 
(set a) in their relationship to:Y; i.e., that the y-a regression is homogeneous with regard to 
A. As a check on this assumption, an additional set C was created from the product of the set PI 
and set B variables. The resulting six variables shown in Table 6 increased R2 only .003, a 
far from significant amount. Thus, the drug use-religious involvement regression can be pre­
sumed to be the same in all four sex-school groups. The homogeneity assumption was therefore 
considered warranted, and set C was dropped from further consideration. 

Since drinking and drug abuse f~equently occur among the same students, a critical aspect of 
the study was developed in analysei which partial led the effects of drinking (set D) from the 
relationship between drug use and various independent variables. In this way, variables which 
were uniquely related to drug use could be distinguished from variables whose drug use relation­
ship may be attributable to their relationship with drinking. Drinking and drug use were cor~ 
related .39, and drinking added .134 to Ry A; drinking squared added a nonsignificant .004; thus, 
R~.A D = .154. A check on possible interactions between drinking behavior and the set A vari­
aDle~ was now appropriate. When a set containing the relevant product terms (F = A x D) was 
added R~.A D F = .162 was not significantly greater than R~.A D (=.154). Set F was accordingly 
dropped. " , 

Wh~n religious involvement and i'cs square (set B) were now added to sets A and D, RY.A D B = 
.188, a significant increase over R~'A D. Thus, although some portion of the relatlon~hlp be­
tween drug use and religious involvement was redundant with the relationship of drug use and 
drinking, a significant portion has unique--R~{B'A) = .064 and R~{B'AD) = .034. 

Finally, it would be appropriate to check on the proposition that the relationship between drug 
use and religious involvement did not vary for students at different levels of drinking. If 
set E, vlhich includes these interclction terms, did not make a significant contribution, the 
assumption could be considered warranted. Table 6 shows a trivial contribution for this set, 
thus the effect of religious involvement on drug use is not conditional on the level of drinking 
behavior. 

From these findings as a whole, we may conclude that the relationship between religious involve­
ment and drug use is not "spurious"; that is, it is not wholly redundant with the effects of 
sex, school level, or drinking. 

LONGITUDINAL STUDY OF CLINIC RECORDS 

All important area of drug research lies in the investigation of possible changes over time in 
the patient popUlation or in some criterion of success in therapy or rehabilitation. Since 
changes in real life rarely come only one or two at a time, an understanding of how these changes 
relate to each other may be sought. 

As a fictitious example, suppose the director o~ a large drug clinic notices an apparent decrease 
in the average length of clinic contact, which in that context is suggestive of decreased treat­
ment effectiveness. Because both staff and treatment concepts have evolved somewhat over this 
same period, the question arises as to whether the decline is attributable to these changes. It 
is also known that therapy is not equally successful with all types of clients, and that rele­
vant changes in the client group may have taken place over the same period of time. A study is 
therefore undertaken to determine whether changes in the patient population account for the 
decrease over time In effectiveness as represented by length of clinic contact (Y). 

Several sets of variables are taken from the clinic records. (See Table 7.) The first of these 
(set A) is a demographic set--age, sex, ma~ital status, education, and ethnicity. This set 
itself may be subsets--e.g., age and age2; single, married, divorced or separated represented as 
a nominal scale. In addition, it is probably appropriate to consider some interactions, such as 
age x education, or sex x marital status on the hypothesis that edu~ation will not have the 
same effect for young clients that it does for older clients or that the difference between 
married and single men will not be the same as the difference between married and singie women. 
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Table 7. Longitudinal Study of Drug Clinic Records. 

Set A: Demographic Subset Ai: 
Subset A2.: 
Subset A3: 
Subset A4: 
Subset As: 

Set B: Drug usage 

Set C: Employment and Occupation Subset Cl: 

Subset C2.: 

Set D: Interactions between Sets 

Set F: Time of intake 

Set G: Interactions with Time 

age 
marital status 
ethnicity 
sex 
selected interactions among subsets 

occupation: highest, most recent, 
missing 

employment: history, current, 
missing 

A second set 0; variables (set B) reflects drug type, dosages and the duration of the addiction. 
If appropriate, further interactions between variables within this set or acr~ss sets may be 
incorporated. 

A third set (C), representing employment and occupation level and history, may be added. Perhaps 
this information is missing for a good many clients. Excluding these patients might well bias 
the sample, as patients who have never held jobs are more likely to be missing this information. 
On the other hand, it is not safe to assume that missing data necessarily indicate no employment. 
Therefore, one or more dichotomies reflecting the absence of data is added, and the variate blanks 
are plugged with their means. 

Yet another set D of variables, which investigates the interactions of other variables with vari­
ables in this set, may be required. For example, the effects of employment status may differ 
systematically with the age of the client. The effects of missing data may be different for women 
than it is for men, i~ for instance,it was caused by failure to obtain this information from 
women, but indicated an absence of employment for men. 

Finally, the set F, which represents the time variable, and in which the interest is centered, is 
added. This factor might be represented in any of several ways--e.g., by numbering the dates of 
intake consecutively, by coding the years of intake with orthogonal polynominals, or by taking 
linear, quadratic and possibly higher powers of ordinal year of intake. 

As in the KendaJJ study, interactions between the <cet of time variables and other sets should be 
investigated. If interactions were found to be significant, it would be clear that the effects 
of client characteristics on the duration of contact were not constant over time, or equivalently, 
that changes over time in effectiveness were not the Same for all kinds of clients. 

Please note that the r&ther large number of predictors to be employed presumes a rather large 
sample size for this study--at the very least, 1,000. 

CAUTIONS: 
ISSUES IN VARIABLE SELECTION AND WAYS OF COPING 

Lest the foregoing dIscussion misleadingly suggest to the reader that the flexibility of MRC makes 
a proliferation of variables desirable, let us set the record straight. The mere possibility of 
inclusion of ~Imost any kind of information does not make all such possibilities equally desir­
able. On the contrary, automatic explorat!on of all the possibilities comes at very high cost 
indeed, dnd the cost is of several different kinds. First, although it is possible to control 
the Type I error fOI" each test of a partial coefficient via the chosen significance criterion, 
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the investigationwise Type 1 error probability increases as a function of the number of hypo­
theses tested. As the likelihood that one or more variables will be spuriously significant in­
creases, there is a corresponding decrease in the confidence in any given, ~pparently significant 
effect. 

Secondly, a proliferation of independent variables is also likely to lead to increases in Type 
I I error, .• e., decrease in power. This is particularly true when multiple variables are 
included to cover a single construct--as, for example, when several variables are used as a set 
to reflect socioeconomic status. As was seen, statistical significance and power are both 
functions of the unique contribution of a variable. If the construct is best represented by 
what these variables share, their unique effects may be small even in the population. Testing 
the sR2 of the set of variables may appear to overcome this problem, since it includes Y variance 
redundantly accounted for by the predictors in the set. However, for example, if five variables 
are used when two would do--the five accounting for trivially more variance in the population 
than do the two--there is an unnecessaril y I arge numerator df and, therefore, lower power. 

Finally, the larger the number of variables, the more difficulty may be anticipated in interpre­
tation. This is especially true when variables are highly redundant, and when there is an absence 
of specific a priori hypothetical bases for possible findings, Fortunately, there are several ways 
of coping with these general problems. 

First, distinguish between variables whose function it is to test the validity of assumptions and 
those repre~enting real substantive hypotheses. If, as in Kendall's study, some interactions are 
only included as a test of the uniformity of a relationship (the validity of the covariance as­
sumpti'on), nonsigni-l'icant terms may be dropped from later analyses. Similarly, nonsignificant 
power polynomial functions of variables and missing data dichotomies may be dropped if their sole 
purpose was to check on linearity or the unbiasedness of cases with missing data. 

Second, minimize the inclusion of redundant variables by creating scales or summary' indices, by 
prior factor-analyzing sets of variables to reduce to one or a few relatively distinct dimensions, 
or by judiciously selecting a priori among the available variables. 

Third, employ the hierarchical model to test variables represented by clear and warranted hy­
potheses early in the sequence and more speculative variables later. The findings on the later 
variables may be considered more frankly exploratory in nature and in need of future substantiation. 

NOTES 

IThe asterisKs attached to numerical values designate the results of testing for each value the 
null hypothesis that it is zero in the population. One asterisk indicates statistical signifi­
cance at the .05 level, and two asterisks at the .01 level. The methods for performing these 
tests will be discussed later. 

2The hierarchical procedure should not be confused with "stepwise" MRC analysis. Some stepwise 
programs offer the option of entering the predictors in an analyst-specified order ("forced 
stepwis~'), and thus can be used for hierarchical MRC. 

31n the interest of brevity, we do not point out all of the many parallels with the analysis of 
variance/covariance throughout this chapter. In fact, the latter is merely a special case of 
general MRC, which therefore can produce all its results, and more. 

4The conventional standard analysis of covariance model deals with quantitative covariates and 
the effects of a nominal scale (group membership), but the MRC method has no such constraints. 
Since any kind of information may be represented as a set, and any set may be partial led from 
any other, the method sketched above is better called the Analysis of Partial Variance (Cohen 
and Cohen, 1975, chapters 8 and 9), of which the analysis of covariance is a limited special case. 

SAn t'ven more general F test, which allows for the exclusion from error variance due to sources 
other than sets A and B, called Model II error, is omitted from this brief account. It is 
treated in Cohen' and Cohen (1975, pp. 141-144). 

6The .01 criterion should usually be preferred to the .05 criterion when, 
in MRC analysis, many tests are to be performed. This is to prevent the 
(experimentwise) type I error rate from becoming unduly large. 
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COMPUTER PROGRAMS FOR MRC 

Computer programs for carrying out multiple regression/correlation analyses are widely available 
as part of larger packages such as SPSS, SMD, Data-Text, Omnitab, Osiris and PSTAT. Each of 
these packages also includes some provision for transforming, creating, or recod'ng variables 
which may be required for tests of the effects of categorical variables, curvilinearity, inter­
actions, and missing data. Generally, machine transformation is to be preferred to creation of 
"special" variables prior to data punching, for the simple reason that errors in raw data are 
more difficult to check than are program instructions, especially if the sample is large. Nat­
urally, the actual computer instruction is a job which should be handled by an experienced person. 
An ingenious user of any of the packaged programs will be able to accomplish all of the goals of 
the MRC analysis, although some of the desirable output may not be directly available. For 
example, many programs do not provide sr or pr for each variable. However, virtually all pro­
grams provide a t (or F = t 2) test for the partial regression coefficient for each variable from 
which one can determine sri and pr i : 

sr. 
t 

t. 
t 

1 - R2 Y·l2. ... k 
------- , and pr i 
n-k-l 

t. 
I 

Available programs may differ with regard to accuracy as determined by the number of digits car­
ried in the calculations. This is usually a problem only when high mUltiple correlations among 
independent variables are present, as when power polynomial or product terms are included. "Some 
programs also have relatively sharp limits on the number of variables and/or cases which may be 
considered. A check with computer personnel on these issues will usually yieJd a program with 
the characteristics necessary for any MRC problem. 
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INTRODUCTION AND RATIONALE 

ASSUMPTIONS AND ADVANTAGES 

Univariate and multivariate analyses are basically methods for detecting and estimating, in sample 
data, differences between the means 0f populations. The populations may be naturally occurring 
and defined by attributes, or they may be created artificial1y by random assignment to treatments 
in an experiment. It is both a strength and a weakness of analysis of variance that it makes sim­
plifying assumptions about the statistical structure of the data to be analyzed. It assumes first 
that the variables under investigation are measured on a continuum with a uniform unit of scale; 
il assumes further that the distributions of these measures in the populations differ only in the 
location of their central tendency and not in other aspects of shape such as dispersion, skewness, 
kurtosis, etc. For certain inferential purposes, it is in fact assumed that the distributions are 
normally distributed with unknown and possibly unequal means and unknown but equal variances. 

The strength of these assumptions is that they focus on the aspect of the distribution that is 
I ikely to be most sensitive to conditions of environment or treatment to which biological material 
might be exposed. In most biological and behavioral studies, it is not possible to make observa­
tions under widely differing conditions without endangering the integrity of the organisms. As a 
result, most investigations are dealing with relatively small and essentially linear effects of 
the treatments or environments. These effects are expressed almost entirely in changes in the 
means of the distributions. By concentrating the inference on differences between means, the 
analysis of variance most effectively uses the information in the data to detect treatment or en~ 
vironment effects. 

The focus on differences between means also makes sense from a practical point of view. In many 
applied studies, the economic value of the outcome of an experiment is described completely by the 
population mean. This was certainly true in the context of agricultural studies in which R.A. 
Fisher developed analysis of variance, for the economic value of a crop can always be computed 
from the price multiplied by the mean yield for the units multiplied by the number of units. 
Indeed, most of the commonly used indicators of social utility take the form of means (sometimes 
gratuitously so, as in the case of distributions, such as income, where the shape of the distri­
bution may have as important an implication for policy as does the mean). The development of 
analysis of variance has been heavily influenced by this preoccupation with means in practical 
work (see the many examples in Cochran and Cox, 1957). 

CAUTIONS 

If analysis of variance has a weakness in biological and behavioral applications, it IS the as­
sumption that the variable of interest is measured continuously. Especially in medical and social 
experimentation, the outcomes of interest are often better described by success and failure than 
by a quantitative response measure. The statistical properties of these quantal or categorical 
variables demand a form of analysis which differs from analysis of variance in many ways. In the 
past, this has led to two major and distinct methodologies for data analysis--one based on least 
squares procedures for quantitative variables, and the other, based on chi-square procedures and 
applicable to qua!itative data. Recently, these approaches have coalesced somewhat with the de­
velopment of new methods of analysis, based on logistic or log-linear models, that are formally 
similar to univariate or multivariate analysis of variance (Bock, 1975; Bishop, Fienberg and Hol­
land, 1975). But because these methodologies are based on different distributional assumptions, 
they remain distinct in the final analysis and are difficult to combine when studies involve both 
quantitative and qualitative outcomes. The present paper is therefore limited to data that can 
be considered quantitative (i.e., continuous) for purposes of analysis and can be represented on 
a continuum on which the units of measurement are well defined and everywhere comparable. 
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ANOVA VS. MANOVA 

Like univariate analysis of variance (anova), multivariate analysis of variance (manova) focuses 
on means of continuously distributed variables; but unlike anova, does so jointly for more than 
one such variable. Manova is therefore especially suited to human behavioral studies, which 
typically involve a number of qualitatively dis~inct attributes or outcomes, and for which no 
single index of value may be calculated. In the multivariate approach, the several variables are 
analyzed simultaneously, and the investigator or reader may decide for himself the overall meaning 
or importance of various differences that may be found. Numerous examples of the application of 
multivariate analysis of variance to behavioral data may be found in Bock (1975). 

METHODS AND PROCEDURES 

A BRIEF REVIEW OF UNIVARIATE ANALYSIS OF VARIANCE 

The main features of manova can most easily be understood by comparing it with univariate analysis 
of variance in the context of a typical application. Consider, for example, a clinical trial 
~onducted in the form of a randomized experiment. For purposes of the trial, N patients in some 
diagnostic category are randomly assigned to n distinct courses of therapy. At the end of some 
period of trial, the patients are evaluated on multiple measures of outcome clinical-status 
(variates). For anyone such measure, a univarinte analysis of variance may be used to detect 
differences between the means of the treatments and to estimate the direction and magnitude of 
such differences. Formally, the analysis is based on the following model for the given variate: 

(1) 

The model states that the variate Yij' representing the clinical status of subject i in treatment 
group j, is an additive combination of p, the mean score before treatment; aj, the effect of the 
j-th treatment; and a random error e' due to variation of the individuals ~Iithin groups and to 
measurement error. For purposes of lhe least squares analysis--which treats (1) just like a re­
gression equation--it is assumed that the error is independent from one subject to another, and 
that it is distributed with mean zero and constant variance cr2 in all groups. For purposes of 
the subsequent statistical tests, it is assumed further that the error is normally distributed. 
In terms of this model, the investigation of differences between treatment means may be posed in 
the form of the null hypothesis He: al = a2 = ... = an' stating that there are no differences 
among the n treatment effects. The test of this hypothesis under the assumptions of the model is 
carried out quite simply by the anova procedure. First the group means y'i and the grand mean 'i:' 
are computed. From these and the original scores, the so-called analysis of variance table (Table 1) 
Is prepared. Hypothesis Ho is tested by the variance ratio 

F - ssb/(n-l) 
b - ssw/(N-n) 

which, when Ho is true, is distributed as a central F statistic with n-l degrees of freedom in 
the numerator and N-n degrees of freedom in the denominator. It can be shown that this ratio in­
creases monotonically as the sum of squared differences among the treatment effects increases. 
Hence, an observed value of the statistic more extreme than the 100(1-y) percentile of the central 
F distribution is considered evidence of real differences among the treatment effects at the "y-
I eve I of sign i fi cance." Under the assurr,pt ions of the ana I ys is, th i s tes t can be shown to be 
"uniformly most powerful," which means that for any value of the sum of squared differences, the 
probability of dptecting a given departure from the null hypothesis is at least as great with this 
test as with any other test that might be proposed. 

Significance of this F statistic is conventionally required if we wish to claim that we have 
established the direction of any of the treatment differences. Given their significance, we may 
then wish to go on to estimation of the treatment differences so as to determine their direction 
and magnitude. For this purpose, the analysis of variance provides the minimum-variance unbiased 
linear estimator of the treatment differences in the form of the differences between sample means 

~ I = Y.j - Y.j I • (2) 

2 (1 1 ) 
Th~ sampling variance of this estimator is 0 Nj+ Njl , which is 
I inear function of the data that unbiasedly estimates aj - ajl' • 
variance 0 2 In this expression can be obtained from the analys;~ 
within-group sum of squares by its degrees of freedom: 
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a2 = sswl (N-n) • 

From this estimate. 'the standard error of the estimated effect difference may be computed as 

N., + N. 
J J 

sd = a N.N .• 
J J 

and. thence. a confidence interval on the difference as 

~, + t(Y)sd 
J J - N-n (4) 

where t~!~ is the 100 y percent point of Student's t distribution for N-n degrees of freedom. 
This interval provides in one convenient form an expression of both our knowledge and our uncer­
tainty about the true difference as inferred from the data. The probability is 1-2y that (4) in­
cludes the unknown true difference being estimated. 

TABLE 1 

Analysis of Variance for the Simple Randomized Design 

Source of 
Variation 

Mean 

Between treatments 

Treatment groups 

Within groups 

Total 

Degrees of 
Freedom 

n-l 

n 

N-n 

n 
N = E N· 

j=l J 

Sum of 
Squares 

ssm = Ny~, 

ssb = ssg - ssm 

n 
ssg =EN'yf. j J J 

ssw := sst - ssg 

sst 
nN 2 H Yij 

THE MULTIVARIATE GENERALIZATION OF ANOVA 

In the multivariate extension of anova. a model such as (1) is specified for each of. say. p 
observed variables. Thus, the multivariate model may be expressed merely by indexing eac', term 
to denote the variable to which it applies. In (5) and thereafter. this index appears as ~he 
superscript .ok" (in parentheses to distinguish it from an exponent). where k = 1.2 ••••• p. 

/~) '" 11 (k) + ex~k) + E~~) (5) 
IJ J IJ 

For each of these terms, we may refer to an ordered set of variables s~ecified by the range of k 
as a vector. Thus the left member of (5) is called a vector observation. the 11 and ex in the right 
member-are-called vector effects. and E is called a vector error. In this model. the error dis­
tribution is specified by a multivariate normal distribution in Which the vector mean has all 
zero components, and the errors have the same variances and covariances in all treatment groups. 
This specification is conventionally written £ ~ N(~.E). where ~ refers to the p x I vector mean 
and E. to the p x p variance-covariance matrix in which diagonal elements are variances and orf­
diagonal elements are covariances. 

The computations of manova may be expressed compactly in terms 
the vector observations. Thus, the p x I vector mean of group 

, t(·k.~:= 1 u",jy.(k')1-' N u for k:=1,2, ••• ,p 
J j i=l' J 

and the p x I grand mean is 
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In addition, p x p symmetric matrices of various sums of squares and cross-prod~cts of observa­
tions and of means are computed for all variates and pairs of variates. For example, 

S = [~~jY~~)Y~~~J 
t j i IJ IJ 

k=1 ,2, ••• ,p 
l=1 ,2, ... ,p 

which means that St is a matrix whose general (k-th row, ~-th column) element is the quantity 
standing inside the brackets. 

In terms of these operations, the multivariate analysis of variance may be set up, as shown in 
Table 2, in line-by-line correspondence with the univariate analysis in Table 1. Table 2 differs 
only in the substitution of matrices of sums of squares and cross-products for the scalar sums of 
5quares in lable 1. From ~hese matrices, we obtain statistical tests of the multivariate null 
hypothesis Hl: ~l(k) = ~2tk) = •.. an(k) for all k by computing a statistic sensitive to departure 
fr.:lnt equality of the vector effects. 

TABLE 2 

Multivariate Analysis of Variance for the Simple Randomized Design 

Source of p-variate 
Variation 

Grand Mean 

Between Groups 

Group Means 

\~i thin groups 

Total 

Degrees of 
Freedom 

n-l 

n 

N-n 

n 
N l: N. 

j=1 J 

Sums of Squares and 
Cross-products (pxp) 

k=1,2, ... ,p 
l=I,2, ..• ,p 

S [NY~~)Y~~)] 
m 

Sb S - S g m 

S [~N.y (~\(.:)] 
g j J • J . J 

S S - S w t g 

St [~~jy ~~\ ~~)] 
j i IJ 1 J 

A number of statistics have been proposed for this purpose, each with good properties from certain 
points of view. Their computation is simplified somewhat by the fact that each is a function of 
the so-called maximal invariant statistics given by the roots of the polynomial equation in ~ ob­
tained by expanding a determinant, defined in terms of two of the matrices in Table 2, and setting 
it equal to zero: 

ISb - ~Swl = O. (8) 

The alternative test statistics are computed from the 5 = min(n-l,p) non-zero roots of (8); i.e., 
s is the smaller of the two numbers n-l and p. They are as follows: 

Wilks' criterion 

Roy's largest root 
criterion 

Hotelling's trace 
cri terion 

s 
A = II (1 + ~h)-l 

h=1 
8 = ~1/(1 + ~l) 

S 
T = (N-n) l: ~h 

h=1 
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C,R. Rao (1952) has shown that the distribution of a function of Wilks' criterion can be approxi­
mated with excellent accuracy by the F distribution with suitably defined degrees of freedom. 
Because percentage points of the F distribution are easy to approximate numerically, this criterion 
is perhaps the most widely used multivariate test statistic. But Roy's criterion has the advantage 
of slightly better power when departure from the null hypothesis is unidimensional (i.e., "Ihen the 
population group centroids are collinear). Because collinearity is common in behavioral applica­
tions, Roy's criterion deserves special attention. It also supports a system of confidence bounds 
that is sometimes used to judge the significance of all treatment contrasts and all variates si­
multaneously (see Bock, 1975). 

Roy's criterion has been tabled for a wide range of arguments by Pillai, and a convenient form of 
Pillai's tables may be found in Bock (1975, Appendix A) with a discussion of the use of the sta­
tistics in tests of hypotheses and construction of confidence bounds. With respect to the latter, 
however, it must be pointed out that the Roy bounds tend to be overgenerous when the number of 
contrasts or number of variables is large. In these situations many workers prFfer to employ so­
called "protected" univariate statistics such as Fisher's F for testing individual variates, or 
Student's t for testing individual variates and contrasts, on condition that the overall multi­
variate test statistic is significant. This procedure has the experimentwise error rate of the 
multivariate test, and a separately specifiable variablewise error rate, but the comparisonwise 
error rate tends to be larger than its nominal value. If the latter is objectionable, the Tukey 
studentized-range test can be used for judging mUltiple differences. These protected F or stu­
dentized-range tests are useful in directing the investigator's attention to those variables and 
group differences that are most responsible for the significant multivariate effect. 

In contrast to the multivariate interval estimates (confidence bounds), the multivariate point 
estimates are no more complex than in the univariate case. In fact, the multivariate estimator 
is given by the univariate estimator for each variable separately. The multiple univariate esti­
mators are correlated, however," because the original observations are correlated, and hence their 
standard errors do not give a complete description of the sampling variability. The description 
must also include the correlations between estimators. The manova table provides a minimum­
variance unbiased quadratic estimator of the error covariance matrix (9) from which these corre­
lations may be estimated: 

~ 1 
1:=-S N-n w 

Note that when there is just one group (n = 1), equation (9) represents the sample variances and 
covariances comFuted from deviations about the sample means. In that case, the corresponding 
correlation matrix, obtained by dividing the covariances by the standard deviations of the respec­
tive variables, contains the conventional sample correlations. When there is more than one group, 
however, the deviations are taken about the separate group means rather than the grand mean, and 
the correlation matrix then consists of what may be called the common within-group correlations. 
These correlations, and the corresponding standard deviations, provide an estimate of the across­
samples association and variation among the response variables from sample to sample. The unique 
contribution of multivariate analysis of variance, as opposed to separate univariate analyses of 
variance of the data, is in the incorporation of correlations from this source into the statisti­
cal procedure. 

STATISTICAL TECHNIQUES ALLIED TO MULTIVARIATE ANALYSIS OF VARIANCE 

Allied to multivariate analysis of variance, and often included in the computer programs for the 
procedure, are the multivariate techniques of discriminant analysis, analysis of covariance, re­
gression analysis and canonical correlation. These techniques are briefly described in this sec­
tion. 

Multiple-Group Discriminant Analysis 

Discriminant analysis is, among other things, a method of assigning subjects, on the basis of 
their score vectors, to the multivariate population from which they are most likely to have arisen 
(see chapter 12). The technique was introduced by R.A. Fisher for the case of two groups (popula­
tions), but is readily generalized to n groups, Besides classification, discriminant analysis 
serves useful purposes in interpreting differences between groups • 

. ~ 

The generalization is implicit in equation (8), which is the basis for the tests of multivariate 
hypotheses described in the previous section. Corresponding to each of the s = min(n-1, p) non­
zero roots of (8), one obtains a solution to the linear homogeneous equations 
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0, h=l,2, ... ,s 
k=1,2, ..• ,p 

(10) 

(k R.) (k R.) . where Sb' and Sw' are elements In the k-th row and R.-th column of Sb and Sw' respectively. 
Numerically, the solution of this system of equations is a so-called "two-matrix eigen problem,~' 
for which standard computer routines exist (Bock and Repp, 1974). The "eigenvectors" of the 
solution contain the coefficients ahR. of the discriminant function or "canonical variate" corre­
sponding to each of the nonzero roots. Thus, the h-th canonical variate is computed as 

v
h 

= ahIy(l) + ah2y(2) + ... + ahPY(p) (II) 

Because of the invariant properties of canonical analysis, these variates have many interesting 
and useful properties. The best single score for classifying individuals as to their group member­
ship is contained in the variate, vI, corresponding to the largest root of (8). This variate max­
imizes the ratio of between-group to within-group sums of squares and in that sense is the best 
discriminator. I.n fact, when there are only two groups, there is just one nonzero root and the 
corresponding canonical variate is exactly R.A. Fisher's discriminant function. It can be shown 
in the multivariate normal case (Anderson, 1958) that when a critical va1ue for vl is chosen that 
taKes into account the population sizes, the assignment of subjects to groups according to their 
discriminant score above or below this value is a so-called Bayes procedure that minimizes expected 
errors of misclassification. 

Wilen there are more than two groups, there are additional discriminant functions, each of which 
maximizes between-group variation relative to within-group variation and is uncorrelated with the 
other canonical variates. These mUltiple discriminant functions are useful both in classifying 
subjects and in interpreting differences between groups. Because the functions are uncorrelated, 
the square of the distance between any two individuals, or between individuals and the group mean 
is simply the sum of squares of the differences of the canonical variate scores in within-groups 
standard deviation units. This so-called generalized (Mahalanobis) distance can be used to clas­
sify individuals by assigning them to the group for which the distance from group mean to their 
location in the multivariate space is smallest. It also can be used to screen for multivariate 
outliers In data by identifying those subjects who,e generalized distance to the group mean is 
greater than, say, 3 sigma. The scores of those subjects can then be checked for clerical and 
other errors. 

From point of view of interpretation, matters are simplified if the between-group variance of cer­
t~in of the canonical variates, as measured by the corresponding root of (8), is statistically in­
significant or small in practical terms. In that case, an economical summary of the data is 
achieved by representing the group means or individual subjects' scores in terms of the first, 
say, So ~ s ~ p canonical variates. If So can be set as small as 2 or 3, the mean canonical scores 
may be plotted in 2 or 3 dimensions and their relative positions inspected for purposes of inter­
preting group differences. A simple instance of this will be seen in the first example cited below 
under Illustrative Applications. In more complex cases, it may be necessary to give some substan­
tive meaning to the canonical variates in order to interpret the multivariate group differences. 
To the experienced investigator, interpreta~ion is often apparent in the standardized coefficients 
of the canonical variate, taking into accourt the effects of correlation among variates and the 
effects of suppressor variables (see Bock, 1975, chap. 6). If the ~anonical variates can be 
characterized and named, a plot of the group mean canonical scores may then be inspected relative 
to these dimensions, in order to understand how the variables are acting to discriminate between 
groups in the multivariate space. Some good examples of this approach may be found in Jones (1966). 

The same technique can be applied quite generally in multivariate analysis of variance to interpret 
main effects in complex designs and eVen the interactive effects. An illustration of the latter 
is presented In the second of the two examples under Illustrative Applications. The computer pro­
grams for multivariate analysis referred to later in this paper routinely compute canonical forms 
of the main class or interactive effects represented in each test of hypothesis. 

Multivariate Analysis of Covariance 

In studies where the experimental units are human or animal subjects, most of the sampling error 
is due to biological variation among subjects randomly assigned to the treatment groups. One 
strategy for control I ing this variation is to sort the subjects into homogeneous "blocks" before 
assigning them to the treatments. The resulting "randomized block desi,9n" can then be analyzed ef­
fectively in a two-way "blocks x treatment" multivariate analysis of variance. If there are quan-
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titative measures of attributes of the subject that are correlated with the sampling variation, 
this source of error can be reduced during the data processing by means of multivariate anal­
YSis of covariance. Measures used to reduce error in this way are called "c1lntrol variables," 
"ancillary variables," or, briefly, "covariables." In drug trials, a measure of the subjectls 
pretrial clinical status is an obvious choice for a covariable, although other medical or social 
background measures may also serve. In the data analysis, these pretrial measures are included 
as additional variables in the multivariate analysis of variance along with the posttrial response 
measures. The two sets of variables are analyzed together and the within-group correlation matrix 
for all pairs of measures is computed. If the regression of the posttrial meastlres on the pre­
trial measures proves to be nonzero, the analysis of variance will effect a reduction of error 
variance and thus enhance the sensitivity of the experiment. The resulting increase in sensitivity 
of randomized experiments can be appreciable if a good covariable can be found. In studies where 
pretrial measures are not available, it is often useful to obtain measures from first-degree rela­
tives of the subjects, since if there is a social class or familial component of the variation 
among subjects, the responses of the subject and his relative will be correlated. In behavioral 
studies of younger subjects, information obtained from the mother, father, and older siblings is 
a potential source of powerful covariates. 

Multivariate Multiple Regression Analysis 

As a preliminary to multivariate analysis of covariance, it is common practice to perform a formal 
test of the hypothesis of no association between the response variables ~nd the covariables. All 
multiple regressions in the set comprised of each response variable on the set of covariables are 
tested simultaneously. If these regressions are jointly null, the analysis of covariance may 
actually diminish the power of the test of treatment effects, because it produces no reduction of 
the error variance while reducing the degrees of freedom of the error estimate. For this reason, 
the covariates are not ordinarily included in the multivariate model if the hypothesis of no asso­
ciation is not rejected. 

In the case of a simrle randomized experiment with p response variables and q covariables, Xl. x2 • 
.•• , xq , the multivariate statislical model for analysis of covariance is (12): ~ 

The multiv9riate multiple regression analysis tests the hypothesis that the pq regression coeffi" 
cients, ~tlk), in this model are jointly null. This hypothesis is tested after effects due to the 
genera I mean ].I and treatments (l j have been accounted for. It fo 11 o\',s that the test shoul d depend 
upon the common within-groups error variation from which fixed effects have been excluded--hence, 
that the numerical calculations may be carried out entirely with elements of the corresponding 
matrix of correlations obtained from (9). This correlation matrix is partitioned into a part due 
to intercorrelations among the response variables, a part due to intercorrelations among the co­
variables, and a part due to the cross-correlations between the two sets. The least squares esti­
mate from those correlations of the standardized beta weights corresponding to the regression co­
efficients for response variable k are obtained by solution of the systems of linear equations (13): 

f3 (k) + S (k) 
1 r12 2 + + r1qSq 

(k) 
r1k 

r2.1~1 
(k) + S2 (k) + ... + r2q(3q 

(k) 
= r?k 

(13) 

(k) + rq2.(3z (k) + + S (k) rql Sl q = rqk 

If the solution of (13) is represented by ~t(k), t = 1,2 J •••• q, then the maximal invariant statis­
tics for the ·test of the multivariate hypothesis Ho: Std<) = 0, t = 1,2, ... ,q, k'" 1,2, ... ,p are 
the roots of the determinantal eq~ation in p2 expressed by (14). Comparable to (8), the alterna­
tive test statistics computed ~rom the s = min(p,q) nonzero roots of (14), 

(14) 

are given by, 
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Wilks' criterion 

Roy's largest root 
criterion 

Hotelling's tra~e 
criterion 

s 
It = II (l-p2) 

h=1 h 

6 

T = 
s , 

(N-n-q) E p2/~I-p2) 
h=1 h h 

-

In practical work, it may be desirable to test not only the overall association between the two 
sets of variables, but also to test the multivariate partial contribution of each :ovarJable as 
it is added to the generalized regression equation. Provided the order In which the covariables 
are to enter the equation is specified beforehand, these tests of partial contribution are a 
straightforward application of these same multivariate test criteria (see Bock, 1975, pp. 378-379). 
In analySis of covariance, it is advantageous to keep the number of covariables in the multivariate 
model as few as possible, tnus holding to a minimum the number of degrees of freedom lost in the 
test of the treatment means. 

Multivariate mUltiple regression analvsis mav. of course, be used in its own right as a technique 
for investigating asymmetrically the relationships between two sets of variables in a given Po?­
ulation. The asymmetry consists in the fact that one set is treated as the independent variable 
set, often called "predictors," and the other as the dependent variable set or "criteria." The 
technique amounts to doing a univariate multiple regression analysis of each criterion variable, 
in turn, on the whole s~t of predictors. The analysis assesses the power of the multiple pre­
dictors to diminish dispersion in the conditional multivariate distribution of the criteria. 

Canonical Correlat:on 

When structural relationships between two sets of variables are investigated, there may be no 
sense in which one set may be regarded as predictors and the other criteria. In that case, a 
symmetrical concept of relationships between the two sets is needed, and· one possibility is the 
canonical correlation defined by Hotellinq (1936) 1 Given p variables in one set and q in the 
other, Hotelling defines·s = min(p,q) pairs of linear combinations (one for each set of variables 
in each pair) that are maximally correlated within pairs ar,~ are uncorrelated outside the pairs, 
both within and across the two sets. The coefficients of these linear combinations are, in fact, 
just the eigenvectors associated with the solutions of (14), and the squares of their correspond­
ing canonical correlations--as the maximal correlations are called--are just the solutions P~ of 
the determinantal equation. Actually, these linear combinations are identical to the discriminant 
functions in the case where the response measures are regarded as one set of variables and any n-l 
independent contrasts among the n treatment groups are regarded as the other. In an exact sense, 
all of the multivariate normal procedures based on maximal invariant statistics are special cases 
of canonical correlation. 

Perhaps the most useful contribution of canonical correlation to data analysis is in providing a 
large sample test of the dimensionality of linear relationships between the two sets of variables. 
If the sample is large enough to justify treating the canonical variates corresponding to the 
larger canonical correlations as being equivalent to the population expressions, an application of 
Wilks' criterion to the remaining variation, with suitable adjustment of degrees of freedom, as 
given by Bartlett (1947), provides a test of the hypothesis that all of the significant associa­
tions between the two sets is contained in the excluded variates. In behavioral research, it is 
not unusual to find that significant association can be demonstrated, even between large sets of 
behavioral measures, only in one or two dimensions. If these dimensions can be conceptualized and 
named, a considerable simplification in the discussion of the results may be gained. For purposes 
of interpreting these dimensions, it is helpful to examine the first-order correlation structure 
between the corresponding canonical variates and the original variables, possibly after orthogonal 
rotation of this structure (for example,by Kaiser's Varimax procedure). 

ILLUSTRATIVE APPLICATIONS 

The first example is a comparison of popUlations of subjects defined by attributes (diagnosis); 
the data are taken from a study by Kahana (1968) as reanalyzed by Bock (1975, p. 289; 1976). The 
second example is based on a reanalysis of some of the data from a study of drug therapy reported 
by Hogarty, Goldberg and Schooler (1974). 
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A COMPARISON OF PSYCHIATRIC DIAGNOSTIC GROUPS 

Data for this example are measures of psychiatric clinical status, based on the Kahn Mental Status 
Questionnaire (MSQ) and the Face-Hand test (F-H) administered to samples of confused, psychot;c, 
and alcoholic geriatric patients in a study by E. Kahana. The stud! included an experimental 
treatment, but for present purposes, the experimental effect, which proved to be small, is ignored 
and the data are subjected to a one-way multivariate analysis of variance of the diagnostic classi-
tication. The group means y'j(k), the sample sizes Nj' for the three groups (j = 1,2,3), and the f 

common within-group standard oeviations sk and correlations r k' between predictors for g = 1,2 
and k = 1,2, are shown in Table 3. 9 

TABLE 3 

Diagnosis of group means and within-group standard deviations and correlations 
for the Mental Status Questionnaire (MSQ) and Face-Hand test 

Diagnosis Variable 
Group Means N MSQ F-H 

Confused (Conf) 22 7.624 10.085 

Psychotic (Psyc) 17 1.786 1.443 

Alcohol ic (A I ch) 16 2.214 1.366 

Standard deviations 2.466 2.613 

Correlations 1.000 .490 
.490 1.000 

From the quantities in Table 3, the within-group sums of sqL lres and cross-products (SSp) can be 
recovered by the calculation (for n = 3), 

in which rgk = 1 when 3 = k. 

The between-group SSP is computed from the formula in Table 2. The results of these calculations 
appear in the partition of squares and products shown in abbreviated form in Table 4. 

TABLE 4 

Partition of sums of squares and cross-products 

Source of Degrees of Sums of Squares 
Dispersion Freedom and Cross-products 

Between groups 2 419.981 644.797 
644.797 994.416 

Within groups 52 316.172 164.106 
164.106 355.052 

Total corrected for 54 
the grand mean 
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According to (8), the maximal invariant statistics are obtained by solving the determinantal 
equation (15): 

1

419.981 - 316.172A 
644.797 - 164.106A 

Expanding (15) gives the quadratic equation 

644.797 - 164.106AI - 0 
994.416 - 355.052A -

85,326.724A2 - 251,891.552A + 1,872.313 = 0 

from which the quadratic formula yields two real roots 

(15) 

As a statistic for testing the null hypothesis of no multivariate differences between diagnostic 
groups, the likelihood ratio, for example, may be computed from the roots: 

1/(1 + 2.945) x 1/(1 + .00745) = .2516. 

Corresponding to this value, C.R. Rao's F approximation for the distribution of the likelihood 
ratio (which is exact for the case p = 2), gives a p value less than .0001. 

There is no doubt as to the significance of differences between the groups, but the Bartlett test 
of the contribution of the smaller root shows it to be nonsignificant (Table 5). Thus, of the 
two discriminant functions shown in Table 5, only the first is useful in characterizing the score 
distributions of the diagnostic group. This implies that the group centroids (vector means) are 
collinear with the axis of the first canonical variate, as is apparent in Figure 1 at the end of 
this chapter. It is clear that performance on the Mental Status Questionnaire and the Face-Hand 
serves only to distinguish the confused from the psychotic and alcoholic groups. Note that al­
though the Face-Hand test has the larger standardized coefficient in the discriminant function,­
both tests contribute significantly to discrimination. This can be verified by computing, in an 
analysis of covariance, the between-group F statistic for the MSQ, eliminating variation due to 
F-H, treated as a covariate. The resulting F, 18.0 on 2 and 51 degrees of freedom, has a p value 
less than .0001. The fact that both variables contribute significantly to the discriminant func-

~ tion does not necessarily imply that the two tests measure different dimensions of variation; 
however, it may merely signify that they are both unreliable measures of the same dimension and 
that the improved discrimination due to adding either to the function is essentially a "test­
lengthening" effect, analogous to improving the reliability and validity of a test by adding 
items of the same type. 

TABLE 5 

Discriminant functions, canonical variances, and Bartlett's chi-square 

Variable 

MSQ 
~H 

Canonical variance 

X2 
B 

d.f. 

p 

First Function (VI) 
Coefficient (Standardized) 

.1029 (.2539) 

.3256 (.8509) 

2.945 

71.06 

4 

<.0001 
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Second Function (v2) 
Coefficient (Standardized) 

.4536 (1.1186) 
-.2944 (-.7692 

.00745 

.3823 
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EFFECTS OF ALTERNATIVE AFTERCARE PROGRAMS ON THE ADJUSTMENT OF NON-HOSPITALIZED, 
NON-RELAPSED SCHIZOPHRENIC PATIENTS Z 

This example is drawn from data obtained by Hogarty, Goldberg, Schooler, and others (1973, 1974) 
in a large-scale study of posthospitalization maintenance progr~ms for schizophrenic patients. 
From an initial sample of 3711 patients especially selected from populations in three clinics in 
the Baltimore area, approximately equal numbers of male and female subjects were randomly assigned 
to a 2 x 2 desi3n of drug and sociotherapeutic aftercare treatments. The drug treatments consisted 
of a minimum of 100 mg/day of chloropromazine (Dr) vs. placebo (No-Dr); the socio~herapeutic treat­
ments consisted of major role therapy (MRT) conducted by experienced social workers vs. no major 
role therapy (No-MRT). 

The Data 

The number of subjects of each sex ir.itially assigned to the treatment combinations are shown in 
Table 6. Of these, the present analysis deals with measures of behavioral adjustment only for 
patients who continued i" the study for 24 months without relapse or rehospitalization. The num­
bers of such patients, classified by sex, treatment combination, and clinic, are shown in Table 6. 

Survival rates estimated from the data in Table 6 appear to indicate a druq effect and sex x drug 
interaction (females respond more favorably to the drug than males), and this impression is con­
firmed by log-linear analysis of the frequency data (see Bock, 1975, chap. 8; Bishop, Fienberg and 
Holland, 1975). The sex x drug interaction is required for a satisfactory fit of the log-linear 
model, but other two-factor and higher interactions are not. This suggests that interactions 
involving the sex factor should be examined carefully in analysis of the adjustment measures among 
the survivors. 

Group 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 

Sex 

Male 

Female 

TABLE 6 

Initial and final sample composition 

Socio-
Drug therapy Cl inic 

Dr MRT 1 
2 
3 

No-MRT 1 
2 
3 

No-Dr MRT 1 
2 
3 

No-MRT 1 
2 
3 

Dr MRT 1 
2 
3 

No-MRT 1 
2 
3 

No-Dr MRT 1 
2 
3 

No-MRT 1 
2 
3 

Total = 

Patients 
Initial Unrelapsed 
Sample at 24 mo. 

16 2 
12 2 
12 6 
17 1 
13 3 
11 5 
13 1 
12 0 
13 2 
17 2 
12 2 
10 3 
17 9 
20 12 
18 12 
17 5 
22 13 
17 7 
21 2 
20 3 
'6 1 
17 1 
15 0 
16 3 

374 Total =97 

Although many different behavioral assessments were included in the study (see Hogarty. Goldberg 
and Schooler, 1974), only one measure typical of each of four independent sources of adjustment 
ratings will be used in this example. The retained measures are the following: 
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1. SCL FA - Fear Anxiety scale of the Johns Hopkins Symptom Check List (source: patient 
self-report) 

2. IMPS AI- Anxious Intropunitiveness scale of the Inpatient Multidimensional Psychiatric 
Scale (source: psychiatric interview) 

3. ADJUSr - Course of adjustment global rating (source: social worker report) 
4. KAS DISC-Katz Adjustment Scale, discrepancy between expected and actual behavior (source: 

relative of patient) 

For each of these variables the scale of measurement is arbitrary, but the units should be mean­
ingful to persons who are familiar with the rating instruments. In each scale, higher scores 
correspond to more psychopathology and indic~te a less favorable adjustment. 

In addition to the response measures, certain pretreatment information on the subjects was avail­
able and is potentially useful as covariab1es for reducing sampling variation. In the present 
analysis, the following covariables wIll be included: 

- Neurotic Feelings scale of the SCL at hospital admission 1. 
2. 
3. 
4. 

ADM SCL 
ADM IMPS 
ONSET 

- Anxious Intropunitiveness scale of the IMPS at hospital admission 
- Age of subject at onset of schizophrenia 

MO EDUC - Mother's education (arbitrary scale) 

For purposes of all subsequent computations in the multivariate analysis of variance, the data 
may be summarized in the statistics shown in Table 7. These include the means for each response 
variable and covariable in each of the twenty-two nonvacant cells in the design, and the within­
cell correlation matrix and the standard deviations of the respective variables. As would be ex­
pected for scales assessing the same latent trait (adjustment) with reliability typical of rating 
scales, the intercorrelations of the response variables are all positive and moderate in size. 

,-ABLE 7 

Group means and common within-group correlations 
and standard deviations for all variables 

1. Group means 
Response Variables Covariables 

Group SCL IMPS KAS ADM ADM ONSET MO 
FA AI ADJUST DISC SCL IMPS AGE EDUC 

1 15.0 2.0 3.0 6.5 17.0 18.0 17 7.0 
2 6.0 2.0 1.0 5.5 19.5 9.0 19 4.5 
3 8.0 2.7 7.7 5.2 18.3 14.0 26 5.3 
4 10.0 2.0 5.0 5.0 19.0 4.0 12 6.0 
5 28.0 3.3 8.3 7.3 17.3 12.0 26 5.3 
6 20.0 2.8 13.2 6.4 20.6 22.0 24 6.0 
7 40.0 6.0 23.0 9.0 15.0 34.0 21 6.0 

9 13.0 3.0 14.5 8.5 33.5 47.0 20 5.5 
10 2.0 2.0 0.0 5.0 23.0 12.0 15 6.5 
11 7.0 3.0 6.0 5.0 24.0 11.0 18 6.0 
12 4.7 3.3 14.3 5.7 14.3 15.3 18 6.0 
13 17.1 1.4 4.1 5.9 19.9 27.6 27 5.7 
14 11.7 3.3 10.0 5.8 18.5 13.8 21 6.3 
15 7.5 2.7 8.0 6.6 22.3 19.5 27 5.7 
16 14.8 2.0 8.8 8.0 22.4 22.0 20 6.0 
17 16.8 3.8 13.3 7.3 18.5 11.8 26 5.7 
18 14.3 4.0 11. 1 6.9 22.1 20.3 28 6.3 
19 28.0 4.3 15.0 10.5 29.5 51.0 15 6.5 
20 9.3 2.0 20.7 8.0 19.3 16.7 37 5.7 
21 0.0 3.0 2.0 6.0 18.0 8.0 18 4.0 
22 28.0 2.7 0.0 7.0 14.0 30.0 25 7.0 

24 11.3 11.0 6.0 17.7 24.0 19 6.0 

(Table 7 continued on next page) 
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(Table 7 continued) 

2. Correlations and Standard Deviations 

SCl IMPS \<AS ADM ADM ONSET MO 
FA AI ADJUST DISC SCl IMPS AGE EDUC 

SCl FA 1.0000 
IMPS AI .4652 1.0000 
ADJUST .2651 .4141 1.0000 
\<AS DISC .4450 .2476 .4213 1.0000 
ADM SCl .1995 .0936 .0534 .3554 1.0000 
ADM IMPS .0391 .2504 .1180 .1395 .2250 1.0000 
ONSET -.1708 -.1848 '.0656 -.1344 -.1000 -.0229 1.0000 
MO EDUC -.0153 -.0657 .0734 -.0310 -.1525 -.0482 .4051 1.0000 

S.D. 10.9339 0.8726 8.9233 2.1009 5.5450 12.9669 9.8719 1.1558 

The Analysis of Regression 

The first step in the analysis of these data consists of statistical tests of the contribution of 
the covariables to the multivariate linear model for the group means. For this purpose, a suit­
able statistic is the likelihood ratio (Wilks' criterion) for the multivariate hypothesis of no 
within-cell correlation between the response variables and the covariables versus a general alter­
native. The p-vaJue for this statistic proves to be .186 on the null hypothesis, consistent with 
no association. However, jf a similar statistic is computed for the successive partial contribu­
tion of each covariable (ordered in terms of their expected potential tor error reduction), the 
corresponding p-values are: 

Covar;able added 
to the regression 

ADM SCl 
ADM IMPS 
ONSET 
MO EDUC 

Multivariate p-value 
(11 response variables) 

.026 

.230 

.550 

.846 

Although its effect is lost in the joint test, the ADM SCl, as the best single predictor, shows a 
p-value small enough to suggest that at least this scale be retained as a covariable in the 
analysis. Its inclusion is unlikely to have any great effect on the result, but since the cost 
is only one degree of freedom lost from the error estimate, the significant result (p = .026) in­
dicates that some reduction of error will be gained. The remaining covariables make no additional 
contribution and may be omitted. The indication that onset and mother 1 s education are negatively 
related to outcome pathology, although plausible, is not statistically significant in these data. 

Tests of Alternative Models 

The next step is to test the design~factor main effects and interactions after including the co­
variables in the model. In this multivariate analysis of covariance, the likelihood ratio statis~ 
ti~ is again a convenient criterion for a joint test of effects in the four response variables. 
Because the subclass numbers for the surviving subjects are highly disproportionate, a nonorthog­
onal analysis, requiring a specification of the order of effects, is required. If the prinCiple 
that factors \."ith greater a priori expectation of effect appear first is followed, the order of 
elimination of effects shm·m in Table 8 is plausible. The effects testdd include all two-factor 
interactions and the one three-factor interaction (Sex x Drug x MRT) that is of some interest. 
The remaining effects are tested jointly in the residual. 
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Effect 

Constant 

Cl ini cs 

Sex 

Drug 

MRT 

Sex x Drug 

Sex x MRT 

Sex x CI inic 

Drug x MRT 

Drug x Cl inic 

MRT x Clinic 

Multivariate Analysis of Variance 

TABLE 8 

Results of nonorthogonal multivariate analysis of covariance 
(order of elimination from top downward) 

Degrees of Multivariate p-value 
Freedom (4 response ~ariable) 

Test supp:'essed 

2 <.lIOl 

1 .751 
1 021 

.650 

.398 

.644 
2 .144 

.053 
2 .253 
2 .412 

Sex x Drug x MRT 1 .162 
Residual 6 .699 

Total 22 (number of nonvacant cells) 

In the more extensive data analyzed by Hogarty, Goldberg and Schooler (1974), a significant Sex 
x Drug x MRT effect was found. In the present data, significance is not achieved (p = .162), but 
tbe p-value is sufficiently small to encourage some inspection of this aspect of the data. In 
particular, the univariate F-tests for this interaction show that any possible effect is confined 
to the SCL FA scale: 

Effect Variate £. 

Sex x Drug x MRT, SCL FA .020 
Eliminating two-factor IMPS AI .634 
Interactions and main ADJUST .726 
Effects KAS DISC .919 

To locate the source of this complex interaction in the SCL FA scores--that is, to identify the 
particular eel I (s) that contribute substantially to the interaction--it is helpful to compute 
residuals of the cell means after subtracting expected values from a model of lesser rank from 
which the Sex x Drug x MRT term is excluded. These residuals are shown in Table 9 in raw form 
and mUltiplied by the square roots of the subclass numbers to reflect their varying precisions. 
A large ~ontribution to interaction arises from a single male subject in Group 7 under the NoD rug­
MRT conoition and a single female subject in Group 22 under the NoDrug-NoMRT condition. If the 
scores for these two subjects are excluded from the analysis, the Sex x Drug x MRT in~~raction is 
no longer significant (p = .226). Since the effect, if real, is limited to the patient self-report 
and may depend fortuitously on two particular subjects, it should perhaps not be interpreted on 
the basis of the present data. If this point of view is accepted, there are no significant effects 
due to sex in the adjustment data, and the statistical model for the data is considerably simplified. 

Fitting the Reduced Rank Model 

The foregoing considerations suggest that a rank 7 mod61, consisting of one covariate (ADM SCL), 
constant, clinic, Drug, MRT, and Drug x MRT effects, should give a good account of the data. The 
multivariate analysis of variance associated with the fitting of this model, shown in Table 10, 
supports this conclusion; the residual variation is not significantly greater than the within-cell 
variation. 
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TABLE 9 

Residual symptom check list (SCL FA) means 
after fitting two factor (rank 7) model 

Factor SCL FA 
Group Adj usted Residuals 

Sex Drug MRT CI inic N Residuals xlrf 

1 1 2 .9 1.3 
2 2 2 -5.5 -7.8 
3 3 6 0.0 0.0 
4 2 1 1 -11.2 -11.2 
5 2 3 11.1 19.2 
6 3 5 5.5 12.3 
7 2 1 1 23.3 23.3 
S 2 0 
9 3 2 - 4.1 - 5.8 

10 2. 1 2 -12.7 -18.0 
11 2 2 - 4.7 - 6.6 
12 3 3 .1 .2 
13 2 1 9 1.9 5.7 
14 2 12 .5 1.7 
15 3 12 - 1. 8 - 6.2 
16 2 1 5 - 7.6 -22.4 
17 2. 13 .6 - 2.2 
18 3 7 - 1.2 - 3.7 
19 2. 1 2. 5.6 7.9 
20 2. 3 - 5.5 9.5 
21 3 1 -11.1 -11.1 
22. 2. 1 1 16.7 16.7 
23 2 0 
24 3 3 5.4 9.4 

TABLE 10 

Results of multivariate analysis of covariance for a rank 7 model 

Degrees of Likel ihood 
Effect Freedom Ratio p-value 

Constant 1 

CI inic 2 <.001 

Drug .008 
MRT .536 
Drug x MRT 1 .010 

Residual 16 .552 
Total '" 22 

Estimated effects with standard errors under this model are shown in full-rank form in Table 11. 
There are, essentially, 68% confidence bounds for the contrasts listed. The two degrees of free­
dom for clinic effects are arbi,trarily assigned for purposes of estimation to the simple contrasts 
of Clinics 1 and 2. with Clinic 3. Drug and MRT effects are estimated as treatment condition minus 
no treatment. The Drug x MRT interaction term is parameterized as 

(Drug, MRT - Drug, NoMRT) - (NoDrug, MRT - NoD rug , NoMRT). 

The only substantially interesting terms in Table 11 are, in fact, just these estimates of the 
Drug x MRT interactior.. For all variables, they are obviously large relative to any other esti-

195 



Multivariate Analysis of Variance 

mated contrast. As presented in Table 11, their magnitudes depend on the units of measurement 
of the several scales and cannot be compared directly. If they are standardized as follows by 
dividing by the reduced common within-group standard deviations, however, the interactive effects 
are seen to be similar in magnitude in all variables: 

SCL FA· IMPS AI ADJUST KAS DISC 

Drug x MRT -1.046 -1.540 -1.312 -1.628 

For a more intuitively understandable representation of the interacti·ve effect, the estimated 
effects in Table 11 may be used to estimate means for populations represented by the Drug x MRT 
treatment combinations. Because the design is nonorthogonal, these means are not estimated by 
the corresponding subgroup sample means, but must be reproduced from the fitted model including. 
the covariate adjustment and interaction term. The means computed in this way, shown for the pres­
sent data in Table 12, are best estimates of the means that would be estimated directly by the 
Drug X MRT marginal means if the design had been orthogonal. 

TABLE 11 

Estimated effects for rank 7 model 

Res~nse Variables 
Effects seL FA IMPS AI ADJUST KAS DISC 

Constant 5.78±4.82 2.73±0.39 8.64±4.01 4.07±0.8B 
CI inic - Clinic 3 6.77±2.85 -0.63±0.23 -4.02±2.37 0.49±0.52 
CI inic 2 -Clinic 3 3.29±2.60 0.68±0.21 0.~2±2.17 0.34±0.48 
Drug - NoD rug 2.21±2.75 -0.69±0.22 -3.14±2.29 -0.38±0.50 

MRT - tloMRT -O.62±2.79 0.24±0.23 1.9B±2.23 0.4B±0.51 
Drug x MRT -11. 29±5. 68 -1.35±0.46 -11. 77±4. 72 -3.22±1.04 
Regression on ADM SCL .3932:: 225 .015+.018 .086+.187 .135+.040 

TABLE 12 

Estimated Drug x MRT subclass means 

Treatment Expected Means 
Combination SCL FA IMPS AI AD.JUST KAS DISC 

Drug MRT 11.71 2.47 6.83 6.08 
NoMRT 18.06 2.90 10.78 7.22 

No Drug MRT 15.94 3.90 16.21 8.15 
(Placebo) NoMRT 9.81 2.87 7.86 5.95 

As would be expected if the response variables were fallibly measuring the same underlying trait 
(adjustment), the pattern of interaction revealed in the expected cell means is essentially the 
same in all measures; thUS, reading down each column of Table 12 we find the pattern of "Iow­
high-high-low" across the two factors for all dependent variables. This suggests that a still 
simpler characterization of the interaction could be obtained by computing a linear combination 
of variables that represents best, in some sense, the underlying interactive effect. The coeffi­
cients of such a combination are given by the discriminant function maximizing the squared inter­
active parameter relative to the within-group error estimate. In this instance the coefficients 
of this function, in both raw-score and standardized form, are as follows: 

SCL FA 
IMPS AI 
ADJUST 
KAS DISC 
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Raw Coefficients 

.0006 

.5021 

.0227 

.3195 

Standardized 

.0063 

.4707 

.1966 
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The function weights all variables positively, but gives greater weight to the psychiatric and 
fami ly ratings, presumably because they· are the. more reI iable indices of the Drug x MRT inter­
action. The unit of scale of the function is, of course, arb.itrary" and has been chosen so that 
the mean discriminant scores shown in Table 12 are standardized (in sigma units) in the common 
within-g.roup variation. When these scores are disptayed graphically in Figure 2, they reveal 
clearly the nature of the interaction (which is significant at the 0.6% level): the unrelapsed 
patients maintained on chloropromazine combined with sociotherapy show less pathology, but those 
maintained on the drug alone are less well adjusted than the NoDrug, NoMRT controls. Similarly, 
patients receiving sociotherapy while not on drugs are less well adjusted than the controls. 

Hogarty, Goldberg and Schooler (1974) discuss this interaction in some detail. The synergistic 
effect of drug and sociotherapy is extremely plausible and easy to accept. The apparent deleter­
ious effect of the sociotherapy in the absence of the drug Is not at all plausible, however, and 
suggests some tendency for selective survival of only the better adjusted patients among those 
receiving neither drug nor sociotherapy (see, however, Hogarty, Goldberg, and Schooler, 1974, 
p. 615). 

Canonical represpntation of the group means 
(standard score units) 

2 

Alch. 

Psyc~ 2 3 Conf. 

Figure 1. Canonical representation of the diagnostic group centroids. 
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Figure 2. Canonical representation of the Drug x MRT interaction (p=.006) 

NOTES 

lAnother is covariance structure analysis (Joreskog, 1970). 

2Data for this example, supplied by Dr. Solomon C. Goldberg, Psychopharmacology Research Branch, 
National Institute of Mental Health, are derived from Hogarty, G.E.; Goldberg, S.C.; and Schooler, 
N.R. Drug and Sociotherapy in the Aftercare of Schizophrenic Patients, III Adjustment of Non­
relapsed Patients. Archives of General Psychiatry, 31:609-618, 1974. 
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RESOURCES AND REFERENCES 

COMPUTER PROGRAMS 

At the present time, the best known, most widely available computer programs for multivariate 
analysis of variance and allied techniques are MULTIVARIANCE (Finn, 1974) and MANOVA II (Cramer, 
1975). These programs carry out univariate or multivariate analysis of variance for any design, 
balanced or unbalanced, complete or incomplete. At the option of the user and where the data 
permit, the calculations include multivariate multiple regression analysis, discriminant analysis, 
and canonical correlation. 

The MULTIVARIANCE program also has special provisions for analysis of repeated measures. By "re­
peated measures" is meant measures of the same subject on more than one occasion with the same 
measuring instrument. Since the same instrument is used, it is assumed that the measurements ob­
tained are commensurate for purposes of computing sums and differences. Thus it is meaningful to 
obtain averages for each subject over all occasions or to subtract scores from one occasion to 
another in order to compute gains. (A typical form of repeated measures data is that resulting 
from a cl inical experiment in which "each subject serves as his own control," i.e., where the sub­
ject is measured with the same instrument both before and after a treatment intervention.) On 
somewhat restrictive assumptions, it is possible to analyze repeated measures data using a uni­
variate "mixed-model" analysis of variance. But under much less restrictive assumptions the an­
alysis may be carried out in the form of a one-way multivariate analysis of variance aimed at 
testing differential change among the treatment groups. Basically, the multivariate approach to 
repeated measures analysis consists of transforming the data into a nuwber of a priori contrasts 
among the repeated measures and applying the multivariate analysis of variance to these contrasts. 
The MULTIVARIANCE program facilitates this type of analysis by providing for automatic generation 
of the transformations corresponding to these contrasts in experimental designs of any complexity. 
Both multivariate statistical tests and the conventional univariate mixed-model analysis can be 
extracted from the same MULTI VARIANCE run. 

The MULTIVARIANCE and MANOVA II programs are distributed by International Educational Services 
(not-for-profit), P.O. Box A3650, Chicago, Illinois 60690. 

Certain aspects of multivariate analysis, including discriminant analysis and canonical correla­
tion car be carried out with the BMD routines distributed by the Health Sciences Computing Facil­
ity, University of California, Los Angeles, California 90024 (see Dixon, 1975). These routines 
have been extended by Wilkinson (1975) to include basic features of multivariate analysis of var­
iance. The use of dummy variables and multiple regression techniques for multivariate analysis 
of variance have been suggested (Woodward and Overall, 1975), but this approach does not handle 
estimation of effects in a comprehensive way and cannot be recommended in general. 

Examples in this paper were prepared with MULTIVARIANCE, with the exception of the preliminary 
log-linear analysis in Example 2, which was done with the MULTIQUAL program of Bock and Yates 
(1974) . 
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INTRODUCTION AND RATIONALE: 
AN AID TO THREE PROBLEMS 

Broadly conceived, discriminant analysis is a system of multivariate statistical techniques that 
provides an integrated approach to the solution of three distinct but interrelated problems often 
encountered by researchers in various fields--particularly the behavioral and social sciences. 
The three problems (or perhaps it would be better to call them three aspects of an overall research 
problem) are: (a) to determine whether or not significant differences exist among two or more 
groups of individuals in terms of several descriptor variables (significance testing); (b) if such 
differences exist, to try to "explain" them in terms of a smaller number of "underlying factors" 
than the original descriptor variables (explanation of group differences); and (c) to utilize the 
multivariate information from the samples studied in assigning a future individual to one of the 
several groups studied--assuming that the individual must be a member of one or another of these 
groups (classification). 

The reader will recognize that (a) is precisely the problem addressed by multivariate analysis 
of variance (MANOVA) in its simplest form (one-factor design). For this reason, discriminant 
analysis is often characterized as a follow-up or adjunct to MANOVA, focusing on aspect (b), 
the explanation of group differences in terms of a small number of underlying factors. This 
aspect, which may be referred to as "discriminant analysis proper," bears a certain resemblance 
to factor analysis. The difference is that, whereas factor analysis seeks to explai~ individual 
differences on a large number of attrihutes in terms of a small number of factors, discriminant 
analysis seeks to do this for group differences. 

The third aspect, (c), of discriminant analysis is more properly referred to as a classificat:on 
£rocedure, but since this is often the ultimate goal of many practical research endeavors, we 
include it under the general rubric of discriminant analysis. In fact, this aspect was the 
primary focus when two-group discriminant functions were first developed by Fisher in 1935. The 
shift of emphasis to aspect (b) is a relatively recent development, as is the extension to 
situations for which aspect (a) corresponds to MA~JVA of factorial and other designs. 

METHODS AND PROCEDURES 

THE GEOMETRIC APPROACH 

As the starting point of discriminant analysis, we look for the linear combination (i.e., a 
weighted sum) of the original variables such that the F-ratio for testing the significance of 
the differences among the several group means on this linear combination is larger than that for 
any other linear combination of the original variables. The idea is perhaps best grasped by 
looking at the geometric representation of what is involved. For this purpose we take the 
simplest case of two groups (e.g., drug users and nonusers) and two variables (e.g., two per­
sonality attributes such as introversion and egocentrism). 

Let us denote the two groups by U and NU, and the two variables by Xl (= introversion) and X2 
(= egocentri~m). A linear combination of Xl and X2 is any expression of the form 

where vI and v2 are suitable weights applied to the two variables in forming their weighted sum. 
For instance, we might take vI = 3 and v2 = 4, in which case 

203 



I, 

Discriminant Analysis 

To get a person's V-score, we would multiply the Xl-score by 3, and to this add 4 times the X2-
score. 

The reader should imagine finding the V-score for everyone in the tv-o groups in the above manner, 
then_imagine calculating the F-ratio for testing the significance of the difference between Yu and YNU, the two group means en v, Once the V-scores have been calculated for everyone, the 
task 1~ no different from the situation in which Y was the observed varioole to begin with. (Of 
course, tn the two-group case a t-ratio is ordinarily used instead .of an F-ratio, but since t 2 = F 
in this case, we may, for consistency, imagine calculating F rather than t.) 

The value of the F-ratio will, of course, depend on what relative weighl3 we choose for Xl and X2 
in defining Y. For instance, consider another linear combination 

Y' = 10XI + 3X2' 

This vlill give rise to a different F-ratio, say F', and we may compare F (resulting from the Y 
above) and F' to see which is larger. To determine the pair of weights VI .and Vz that give rise 
to the largest possible value of the F-ratio is the task of discriminant analysis. 

To describe the above developments geometrically, it is necessary to associate the algebraic 
process of forming a linear combination with the geometric operation of determining a new axis in 
the plane defined by the original Xl and Xz axes. There is one modification we need to make in 
the definitions of Y and VI. Namely, the weights must be such that the sum of their squares is 
unity, in order for the scale unit on the new a~ls (Y or Y' as the case may be) to remain the 
same as that on the Xl and X2 axes. Since only the relative weights for Xl and Xz matter in deter­
mining the resulting F-ratio value, such a modification is always possible. (We need only divide 
each weight by the square root of the sum of their squares.) For instance, the three linear com­
binations 

YI 3XI + 4Xz 
Yz 1.5XI + 2Xz, and 
Ya •6X I + .8Xz 

will all lead to the same F-ratio value since the relative weights attached to Xl and X2, respec­
tively, are in the ratio 3:4 in each case. Of these, Ya alone has the property that the squares 
of the weights sum to unity [(.6)2 + (.8)2 = .36 + .64 = 1.00J. This will therefore be taken as 
the "representative" of the class of linear combinations comprising Yb Yz and Ya among others, 
and will be denoted by Y without subscript. 

The new axis Y corresponding to the above linear combination may be drawn by plotting any point 
whose (Xl, Xz) coordinates are proportional to .6 and .8 (e.g., 6 and 8), and connecting that 

Figure 1. 

10 

9 
y 

6 (7,6) 

o "--t---!--+-+--t-+--I-+--I--f-+ X 1 
10 

The axis corresponding tQ the I inear combination Y .... 6X 1 + .8X2, the point P representing 
a person with scores 7 and 6 and Xl and X2, respectively, and its projection onto the 
Y axis. 
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point with the origin, as shown in Figure 1. Also shown in figure t is the point P representing a 
person who scored 7 points on Xl and 6 points on X2' If we drop a perpendicular from P ~nto the 
Y axis--that is, if we project P onto the V axis--we arrive at a poin.t on the V axis whose sca')e 
value is 9. This is precisely the V-score obtained from the linear combination formula: 

V = (.6)(7) + (.8}(6) = 9.0. 

This is what is meant when we speak of associating a linear combination with a new axis, or of 
drawing the axis cvrresponding to a given linear combination. 

Now suppose that the two groups U (drug users) and NU (nonusers) had the following means on Xl 
and X2: 

7.0 5.0 

X2 U 6.8 X2,NU = 4.5 , 
When the point (7.0, 6.8) in Figure ~--called the centroid of Group U on Xl and X2--is pr~jected 
onto the Y axis, we get the V-mean, VU' for !his group. Similarly, the projection of the Group NU 
£entroi~, (5.O, 11.5), onto the V axis gives YNU ' the V-mean for Group NU. The distance between 
Vu and VNU gives a rough idea of how well the two groups are differentiated along the dimension 
represented by the Y a;~is. But further refinements are necessary before we can use such a dis­
tance as a measure of se~~ration of the two groups. 

,0 

9 

6.8) 

, 
" ... 

• (5.0, 4.5) 

3 

o L--I--t--I--f-+--if-+--ir--t--l-)(1 
3 G a ,0 

Figure 2. The projections of the Group U centroid (7.0, 6.8) and the Group NU centroid (5.0, 
4.5) onto the axis V = .6X1 + .8Xz • 

Before describing these refinements, however, let us see how well (or poorly) the two groups are 
differentiated along the dimension represented by the other linear combination cited above, 
Y' = 10XI + 3X2, or its llrepresentative,ll 

V' = .96Xl + .29X2 . _ 
The V' axis, the centroids of the two groups in the (Xl, X2)-space, and their projections Vu and 
VNU onl0 th~ V' axis are shown in_FiguLe 3. Comparing this with the preceding figure, it appears 
tnat IV - vNul is greater than IY~ - vNul--that is, that the two groups are better differentiated 
along t~e V axis than along the V' axis. However, we must make the refinements alluded to abovp. 
before coming to a definite conclusion. 

The refinements consist in taking into consideration the variability of scores on the two linear 
combinations Y and Y' besides the means. If the standard deviations of V are much larger than 
!hose of yl in the two groups, this might offset the fact that Ivu - YNul is larger than Iyu -
YNul, since the magnitude order might be reversed when the differences are standardized. 
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(And it is the standardized difference that determines the magnitude of t, and hence of the F-ratio.) 
The variabilities of scores on each linear combination are reflected geometrically by the sharp-
ness or diffuseness of the distribution of the projections of points (individuals) in each group 

8 . 

4 -

:, .. 

1 -

o 

(7.0, 6.8) 

(5.0, 4.5) 

. 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 

\ 
\ 
\ 

B 9 10 

y' 

Figure 3. The projections of the Group U centroid (7.0, 6.8) and the Group NU centroid (5.0, 
4.5) onto the axis yl = .96X1 + .29X2 . 

onto that axis (y or yl as the case may be). Using just one group to avoid cluttering, we might 
have a scatter of points as shown in Figure 4. The projections of this scatter of points onto 
two axes yl and yll have distributions with markedly different diffuseness: that for yl is much 
more diffuse than that for yll. (The previous axis Y has been replaced by a new axis yll in order 
to accentuate the difference in variability from yl.) Thus, a numerically smaller difference on 
V" may represent a greater "real" difference than a numerically larger difference on V'. 

10 

6 -

3 -

o ~-+--7-~--~--t--+--~~~~--+-I~Xl 
10 

Figure 4. The projection of a scatter of points onto two axes, V' and ylI, to illustrate the 
difference in diffuseness of the projected distribution depending on the orientation 
of the axis. 
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When the standard deviations besides the differences between the means are taken into account-­
that is, when standardized mean differences are compared--the degree of differentiation between 
two groups is measured by the amount of overlap of the two distribution curves: the smaller the 
overlap, the greater the differenti~tion. Thus, the probiem of finding th,e I inear combination 
of Xl and X2 that results in the largest possible F-ratio translates, geometrically, into the 
problem of finding a new axis such that the distributions of the projections of points in the 
two groups onto this axis have the smallest possible overlap. Figure 5 (in which the previous 
V axis reappears) shows that, of the three axes V, VI, V", the first one shows smallest overlap 
between the projected distributions of Groups U and NU. 

6 9 10 

Figure 5. Projected distributions of Groups U and NU onto three axes, Y, V' and V", showing 
the different degrees of overlap of the two distributions along the different axes. 

THE ANALVTIC METHOD 

Thus, in the simplest case of two groups measured on two variables, discrilninant analysis can, 
in principle, be done geometrically by the "eyeball ing" method. But, of course, in practice 
this would be very tedious and inefficient. It would be impossible if either the number of groups 
or the number of variables exceeds two. The analytic method which does the same thing as the 
geometric approach outlined above can be applied to cases with any number of groups and any num­
ber of variables. It calls for solving a matrix equation of the form 

(~:e~ - A~)~ = 2.., 
where W is the within-groups sums-of-squares-and-cross-products (55CP) matrix and B is the between­
groups-55CP matrix. These matrices have as diagonal elements the within·-groups sum of squares 
(55 ) and the between-groups sum of squares (55 ) in the usual ANOVA sense, respectively, for the 
sev~ral variables taken one at a time; their of~-diagonal elements are the corresponding sums of 
cross products between pairs of variables •. ~{l~ is obtained by finding the inverse of !:!.. and 
mUltiplying it by B. The v is an unknown vector which, when solved for from the equation, gives 
the weights vI, \12-; .•• ' v -to be applied to the original variables Xl' X2, ••• , Xp. The A is an 
unknown scalar (an ordina~y number) which, when solved for from the equation, gives a number 
proportional to the F-ratio--more specifically, the ratio 55b/55 --for the linear combination 
defined by lIsing vI, v2, .•• , v as the combining weights. w p 

The v and A obtained by solving the above equation are called an eigenvector and eigenvalue, 
resp.ectively, of the matrix !:!..-1~. (Other terms used are characteristic vector and characteristic 
root; also latent vector and latent root.) Although we set out to find the linear combination 
resulting in the largest F-ratio, we end up getting several linear combinations, because the 
equation we solve yields several eigenvector-eigenvalue pairs. To be specific, the number of 
such solution pairs is equal to the number of original variables or one less than the number 
of groups, whichever is smaller; we denote this number by r. Thus, We have eigenvectors 
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.!I" V,.2 ••••• v associated respectively with eigenvalues AI. A2 ••••• h • which are arra' .... d in 
descending or~r of magnitude. Consequently. the elements of vI. whichrwe denote by vII, v12 • 
•••• VIp. form the weights of the linear combination -

VI = Vll)Cl + V12X2 + ..•• + VIpXp 

that results in the largest possible F-ratio. or. equivalently. the largest SSb/SSw ratio, namely 
hI' This linear combination VI is called the first discriminant function. 

The second discriminant function, 

V2 = v2IXI + v22X2 + .•. + V2 pXp, 

uSing as combining weights the elements of ~. the eigenvector associated with the second largest 
eigenvalue h2. has the following property: it has the largest SSb/SSw ratio (h2) among all 
linear combinations of Xl, X2, .•• , Xp that are uncorrelated with VI in our total sample. The 
third discriminant function V3, which uses the elements of ~ as combining weights, has the 
largest SSb/SSwratio (h3) among all linear combinations of the X's that are uncorrelated with 
~ VI and V2; and so on down the line. 

Thus, solving the equation (W-IB - hl)v = 0 yields r discriminant functions using as combining 
weights the elements of ~}. i2,-... ,-~, respectively. These eigenvectors and their associated 
eigenvalues hI, h2 • ••• , h ltogether with the Wand B matrices) provide all the information 
necessary for the three aspects of discriminant-analysis cited earlier. 

THE THREE ASPECTS 

Significance Testing 

As mentioned earlier, this aspect is the same as that which is ordinarily treated under MANOVA. 
Therefore, we here confine ourselves to pointing out that all the information necessary for testing 
the nu,. hypothesis that 

l!l = !!2 = ••• = ~K 

(where the ~'s are the population centroids, and we have K populations) is contained in the 
eigenvalueS-AI' A~, •.. , h of W- 1B. The three commonly used test criteria--(i) Wilks' likelihood­
ratio criterion, lii) Roy'~ largest-root criterion, and (iii) Hotelling's trace criterion--are all 
simple functions of AI, h2, .•• , A. Thus, whenever we carry out a discriminant analysis, we 
automatically have the necessary q&antities for carrying out the significance test of the corres­
ponding MANOVA problem. It is for this reason that we can regard MANOVA as one aspect of dis­
criminant analysis--although some authors prefer to speak of discriminant analysis as Gn adjunct 
to MANOVA. (The two views differ only in focus, and we shall not argue that one view is correct 
and the other, wrong.) 

Explanation of Group Differences 

By "explanation" here is not meant a causal or etiological explanation, but simply a parsimonious 
description in terms of the discriminant functions which constitute the "underlying factors" 
alluded to in the Introduction. As mentioned earlier, the number of discriminant functions is 
equal to the smaller of the two numbers, p (the number of original variables) and K-l (where K is 
the number of groups). Usually the number of groups is much smaller than the number of variables, 
so that using K-l discriminant functions to "explain" the group differences constitutes a con­
siderable decrease of variables from the original p. 

In practice, the number of discriminant functions that one needs to consider may be even smaller 
than K-l, because only the first few may have sufficiently large discriminant power--i.e., large 
SSb/SSw ratios. The procedUre for determining the number of discriminant functions that are 
statistically significant is too involved to be described here. 1 For most practical purposes, 
a simple rule-of-thumb will suffice. This consists in examining what percentage of T = h} + A2+ 
••••. + Ar is accou~ted for by the first discriminant function by itself, the first two discriminant 
functions taken together, and so forth. That is, we may compute 
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and retain as many discriminant functions as are necessary to make this Index adequately large 
(say .15 or greater}. 

The actual procedure for describing group differences in terms of the retained discriminant 
functions takes two forms. One is to examine the magnitudes and signs of the standardized 
discriminant function weights--that is, the elements of v. each multiplied by the standard 
deviation of the particular variable--and thereby to detetmine what kind of person would tend to 
score high (and what kind, low) on each discriminant function. Then the groups which have large 
means on a given discriminant function are characterized as consisting predominantly of the kind of 
people who would score high on that function, and vice versa. (By "kind of person" here is meant 
a person with a particular pattern of scores on the descriptor variables~) The details of how 
this is done are best illustrated in the context of a rear example, and are hence deferred to a 
subsequent section. 

The second way for characterizing group differences more closely parallels the approach used in 
factor analysis to interpret the factors obtained. This is to examine the structure matrix, which 
is the matrix of correlations between the original variables and the retained discriminant 
functions. The interpretation of the structure matrix is described in chapter 9. 

Classification 

Historically, discriminant analysis has been associated with the problem of classification. 
Fisher first introduced two-group discriminant analysis as a tool for classifying an iris of 
doubtful species membership in one of two species on the basis of various botanical measurements. 
Since the number of discriminant functions is the smaller of the two numbers p and K-l, there is 
only one discriminant function in the two-group case. Classification in this case is a simple 
matter. We need only compute the discriminant function score for the individual to be classified 
(that is, the person of uncertain group membership, but who is known to be a member of one or 
the other of the two groups) and determine to which of the two group means on the discriminant 
function the individual's score is closer on the standardized scale. 

The relevance of this phase of discriminant analysis to drug research is obvious. Assuming that 
we have antecedent measures on several variables for drug users and nonusers, we may construct 
a discriminant function to differentiate between these two groups. We may then obtain measures 
on these same variables for a new group of individuals, compute their discriminant function scores, 
and identify those who are likely to become users so that special, preventive steps can be taken 
for them. 

When there are more than two groups (such as users of different kinds of drugs) among which we 
wish to differentiate and into one of which we want to classify an individual of uncertain group 
membership, the problem gets more complicated. Suppose there are three groups. We then have two 
discriminant functions, and must consider distances in a plane rather than along a single discrim­
inant function axis. The two-dimensional counterpart of the standardized distance that was used 
in the two-group (single discriminant function) case to measure closeness of a given point to a 
group mean is called Mahalanobis' generalized distance. (In fact, this concept is applicable in 
any number of dimensions.) Althou~n its algebraic definition is too technical for our purposes 
here, a general idea of what it means may be grasped through a geometric illustration. 

In Figure 6 is shown a particular percent ellipse for some group--say the 90% ellipse--centered 
around the centroid of the group. This means that when the discriminant function score com­
binations of ell individuals in that group are plotted as points on the (Yl, Yz) plane, 90 percent 
of these points will lie inside or on this ellipse. (Thus, the elliptical region_is analogous 
to the corresponding percent interval in the univariate case, which extends from Y - 1.645sy to 
Y + 1.645sy when the distribution of Y is normal.) Given any percent ellipse, any two points 
on the ellipse are said to be egui-distant from the centroid M ~ the generalized-distance~, 
regardless of the difference in their ordinary (Euclidean) distances from M. Thus, for example, 
points A and Bare equi-distant from M in the generalized sense, even though A is closer to M 
than is B in the ordinary sense. Also, any point on or inside the ellipse is said to be closer 
to H in the generalized-distance sense than is any point outside the ellipse--regardless of which 
is close to M in the ordinary sense. Thus, point C is closer to H than is point D, in the 
generalized-distance sense, even though the opposite is true in the ordinary sense of distance. 

Passing through any point A, there is one and only one applicable percent ellipse centered around the 
centroid M of a Group G, and this ~Ii II enclos-e, say, P% of the points in that group. The same 
point A wi~l lie on a unique P'% ellipse centered around the centroid H' of another group, G'. 
Then, depend i·ng on whether P < P-' or P > pI, po i n t A is sa i d to be closer (i n the genera J i zed -
distance sense) to the centroid M of Group G or to the centroid M' of Group G' • 
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Figure 6. Illustration of proximity as measured by Mahalanobis ' generalized distance: A and B 
are lIequ i-distane ' from M (the center of the eliipse); C is "closer" to M than is D. 

Using the measure of generalized distance just outlined, we can determine, for any point (repre­
senting an individual), which of three group centroids it is closest to in that sense. We would 
then classify the individual in that group. In practice all this is done algebraically without 
the need to construct ellipses, and the procedure generalizes to any number of discriminant 
functions. 

There are other classification procedures besides that based on generalized distance--for example, 
a procedure based on probability of group membership. Discussion of these procedures would take 
us too far afield. The interested reader is referred to Overall and Klett (1972), Rulon et al. 
(1967), Tatsuoka (1971), or Tatsuoka (1974). 

ADVANTAGES) LIMITATIONS) AND CAUTIONS 

SIGNIFICANCE TESTING 

The advantages of the first phase of discriminant analysis--significance testing--are described 
in the chapter on MANOVA. In brief, whenever multiple criterion variabl~s are used (as will 
usually be the case in behavioral and social science research in general, and research on 
drug abuse in particular), MAN OVA is the appropriate method for significance testing; using 
separate univariate F-tests (or t-tests in the case of two groups) for the separate criterion 
variables taken singly is to be avoided. 

EXPLANATION OF GROUP DIFFERENCES 

The second phase--explaining group differences parsimoniously--is all but unique to discriminant 
analysis, so it is difficult to discuss its advantages and disadvantages in comparison with 
alternative techniques. The only alternatives available, to my knowledge, are nonlinear and 
nonparametric extensions of the standard linear discriminant analy~'s--which asSUmes a multi­
variate normal distribution for the descriptor variables, although not in the second phase ~ 
se. While nonlinear discriminant analysis, utilizing higher-degree and product terms in the 
discriminant functions, will naturally improve group differentiation (j .e., yield a larger SSb/­
SSw ratio) in the sample at hand, the functions may not hold up as well on cross-validation. This 
point has been made by Bentler and Eichberg (1975) in connection with mUltiple regression analysis, 
and the comment holds with equal force in conjunction with discriminant analysis. 

With regard to nonparametric discriminant analysis--i.e., discriminant analysis utilizing only 
ordinal data--it is obvious that this is a "last resort" with considerably decreased statistical 
power. It seems preferable to look very hard for transformations that will generate variables 
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that at least approximately follow a multivariate normal distribution. Such transformations are 
discussed in many textbooks on experimental design (e.g., Edwards, 1968; Kirk, 1969; Winer, 1971) 
for univariate analysis. Although transforming individual variables to univariate normality does 
not guarantee multivariate normality of their joint distribution, the chances of achieving 
approximate multivariate normality are improved. 

CLASSIFICATION 

The third aspect--classification--is probably the most important one in practical applications 
such as early detection of potential drug abusers, with a view to offering them counseling and 
preventive treatment. Unfortunately, it is also the phase that is most fraught with problems. 
Most of these problems, however, are not peculiar to classification procedures as an aspect of 
discriminant analysis, but are inherent in all classification methods whether or not they are 
preceded by the computation of discriminant functions. Indeed, the reduction of dimensionality 
by means of discriminant analysis is, to a large extent, inessential in this high-speed computer 
age, ~ long ~ classification ~ the sole purpose. (It was crucial at the time when Fisher first 
developed discriminant analysis as a tool for classification, for it was then practically infeasible 
to consider, say, 15 to 20 variables each time an individual was to be classified in one of two 
groups.) The computations for generalized distances can now be done almost as quickly using an 
original set of 15 to 20 predictor variables as they can be done with three or four discriminant 
function scores, once a set of preliminary, nonrecurring calculations (such as getting the in­
verses of the group covariance matrices) are done. 

The most devastating of the problems relates not to classification procedures themselves (with or 
without discriminant functions), but rather to the design of the study. It will nevertheless be 
discussed here because there seems to be a tendency among many applied researchers to think that 
using a powerful analytic tool will somehow make up for a sloppily conducted experiment or care­
lessly gathered data. The problem in question concerns the chronological order of observing the 
"predictor" variables and defining the groups into which future individuals are to be classified. 
For instance, if personality measures are obtained on groups of drug users and non-users after 
they have been so identified, there is no guarantee that the users' personality pattern i-s---­
conducive to drug usage rather than being a consequence thereof. If the latter is true, then 
the personality pattern found to be peculiar to the users' group may be totally useless in 
predicting before the fact who are likely to become drug users and who are not. Thus, measures 
antecedent to the individuals' subsequently becoming users or remaining nonusers are necessary 
as bases for prediction for future persons. Such data are admittedly difficult to collect, but 
nothing else will permit valid prediction. The seriousness of the problem of inadequate data 
bases is signalled by the fact that, in a recent survey of studies of drug abuse in adolescence, 
Braucht, Brakarsh, Follingstad and Berry (1973) could list only two (Jones, ~968; 1971) that 
actually used antecedent data in discussing personality differences between abusers (problem 
drinkers in these instances) and nonabusers. 

The requirement of having descriptors measured prior to formation of the groups does not hold in 
the following situations: (1) when the attributes defining ~he groups accrue to the subjects at 
birth--e.g., race, nationality, parents' socioeconomic status, etc. In this case it is obvious 
that the pattern of descriptor-variable scores does not conduce to membership in the groups, but 
vice versa. (2) When we can be reasonably sure that membership in the different groups does not 
cause systematic differences in the descriptor variables to be used. (3) When the purpose of 
the discriminant analysis is simply to describe group differences (as in what is often called a 
~ study), and there is no intention to use the discriminant functions for predictive pur­
poses~-i.e., to classify a future individual in one of the several groups on the basis of resem­
blance to current group members. 

Other problems confronting classification procedures are more technical in nature, but the applied 
researcher needs to be aware of them in order to seek expert help when necessary. Broadly stated, 
these problems have to do with the choice of a "target function" 1:0 optimize (i.e., either to 
maximize or minimize). The generalized-distance approach outlined earlier minimizes the total 
proportion of cases misclassified--i.e., the percentage of false positives and false negatives all 
told. It may be desirable, instead, to minimize the total number of misclassifications. In that 
case, probabilities of group membership (rather than generalized distances from group centroids) 
have to be considered. If, furthermore, the relative costs of different types of misclassification 
(e.g., false positives versus false negatives) are to be taken into consideration, more compli­
cated decision rules must be invoked. ThUS, the researcher needs to have a clear idea of just 
what target function the researcher wishes to optimize, collect data accordingly, and select the 
appropriate classification rule for the purpose. 

211 



Discriminant Analysis 

DATA FORMAT AND OTHER CONSTRAINTS 

As indicated earlier, the ideal situation is when the descriptor variables follow a multivariate 
normal distribution in each group. Furthermore, the mathematical model for the significance 
testing phase requires that the population covariance matrices of all groups be identical. (This 
is the multivariate counterpart of the homogeneity of variances assumption in univariate ANOVA.) 
Fortunately, the significance tests are fairly robust (i.e., continue to be approximately valid) 
in the face of minor violations of these assumptions. When the departure from multivariate 
normality and/or equality of covariance matrices is drastic, suitable transformations need to 
be made. 

The second phase of discriminant analysis, the construction of best-differentiating linear com­
binations of the original variables, does not require any distributional or equality-of-covariance­
matrices assumption. The linear combination using as combining weights the elements of VI, the 
eigenvector associated with the largest eigenvalue of W-IB, always will have the largest-SSb/SS 
ratio regardless of how the variables are distributed.- Thus, for example, the inclusion of w 
dichotomous variables poses no problem so far as this phase is concerned. 

In the third phase, classification, the multivariate normality assumption again becomes important 
if the numerical values of the likelihoods or probabilities of membership in the various groups 
are to be taken seriously. The equality-of-covariance-matrices assumption is not quite as crucial, 
since classification rules that allow for unequal covariance matrices may be adopted. However, 
the meeting of this assumption (together with the multivariate normality assumption) does 
guarantee that classification results based on the discriminant functions will be identical with 
those based on the entire set of original variables. 

Missing data always pose a problem when many variables are involved. Measures on the several 
variables are often taken at different testing sessions, and inevitably some people will be ab­
sent from some sessions. Persons with missing data on a substantial proportion of the variables 
(say 20% or more) should probably be eliminated from the sample. For those lacking scores on only 
a small proportion of the variables, several ways for supplying the missing scores are available. 
The simplest of these is to assign the m~an of that variable in the group to which the individual 
belongs, and this is probably adequate for all practical purposes. Of course, any method for 
supplying missing data is applicable only in the first two aspects of discriminant analysis. In 
the third phase, no individual with any missing data should be considered for classification. 

TERMINOLOGY 

The field of discriminant analysis is unfortunately plagued with a lack of consistent terminology 
among its theoreticians and practitioners. Even the key term, "discriminant function," has two 
different usages. The sense in which we have been using this term here--as a linear combination 
which maximizes (absolutely or conditionally) the SSb/SS ratio--is fairly standard within the 
behavioral and social sciences. However, mathematical s~atisticians and applied statisticians in 
the biological sciences tend to use the term in a different sense: as a linear (or quadratic) 
function which indexes the likelihood of an individual's being a member of a given group. Thus, 
there is one discriminant function, in this sense, for each group (instead of a total of K-1 func­
tions in the sense we use the term). One calculates an individual's discriminant function value 
with respect to each group, and classifies the person in that group for which that person's score 
is the largest. Thus, this use of the term "discriminant function" focuses solely on the clas­
sification aspect of discriminant analysis. The reader is warned that the BMD computer program 
(Dixon, 1973) for discriminant analysis computes discriminant functions in this sense. 

Another nonuniversal use of terms is that of "criterion" or "predictor" variables. This may be 
amazing (since the two terms are practically antonyms), but it becomes understandable when we 
realize that the descriptor variables play different roles in the different aspects of discrimi­
nant analysis. In the significance testing phase, it is natural to refer to the descriptor 
variables as "criterion variables," since they are the dependent variable in the analysis-of­
various sense. On the other hand, in the classTfTcation phase, it is more natural to call these 
same descriptor variables "predictors," since they are used for predicting the group membership 
of a new individual. The reader should develop a flexible stance on seeing the same set of 
variables called by different names depending on the context. 

Another problem in terminology is the likely confusion between "classification" and "taxonomy." 
Although the usage is not universal, most writers speak of "classification" when referring to the pro­
cess of assigning an indiviodual to one of several well-defined, preexisting groups. "Taxonomy" (or 
"typology"), on the other hand, usually refers to the process of forming groups where none were hitherto 
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recognized. Thus, when a psychiatrist diagnoses a patient to be a schizophrenic, he is engaging 
in classification, whereas if a researcher proposes to identify several distinct subtypes withir. 
what was hitherto treated as a single, undifferentiated class of schizophrenics, he is concerned 
wi th taxonomy. 

ILLUSTRATIVE APPLICATIONS 

NONDRUG RESEARCH: A NUMERICAL EXAMPLE2 

Employees in three kinds of jobs in Trans-America Airlines were administered the Activity Pref­
erence Questionnaire (APQ) consisting of three bipolar scales: Xl = Outdoor/Indoor preferences; 
X2 = Gregarious/Solitary preferences; X3 = Conservative/Liberal preferences. (A high score on 
each scale signifies that more activities of the first-named type were chosen compared to those 
of the second-named type.) The means of the three groups of employees on each of the three scales 
were as follows: 

Group n Means on: 
Xl X? X3 

Passenger Agents 85 12.59 24.22 9.02 

Mechanics 93 18.54 21. 14 10.14 

Operat ions Control Persons 66 15.58 15.45 13.24 

The within-groups SSCP matrix 'vi (which requires the individual scores for computation) and the 
between-groups SSCP matrix! (which can be computed from the information given above) were: 

['6
7

.83
01 351.6142 76.6342 J 

351.6142 4406.2517 235.4365 

76.6342 235.4365 2683.3164 

W = 

and 

B = 

['57
2

.7441 
-773.0506 273.6214 ] 

-773.0506 2889.3193 -1405.9955 

273.6214 -1405.9955 691.6068 

The next step is to compute the inverse W- I of Wand postmultiply it by ! to get ~-I!. the matrix 
whose eigenvectors and eigenvalues we need. We-find 

[ 

.4133 

.~(l! = -.2142 

.1090 

-.2462 

.7063 

-.5789 

.0937 ] 
-.3418 

.2851 

The eigenvalues are obtained by solving the characteristic equation, 

which in this instance becomes 

The two (which is one less than the number of groups) nonzero roots of this equation are the 
des ired e i genva 1 ues:. 

Al = 1.0805, A2 = .3241 
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The eigenvector associated with each of these eigenvalues is then computed by the method described, 
e.g., in Tatsuoka (1971, pp. 119-121). The results are: 

[

- .3524] 

.7331 

-.5818 
[ 

.9145] 

.1960 

-.3540 

and 

Hence, the two discriminant functions are 

and 
-.3524Xl + .7331X2 - .5818X 3 
.9145Xl + .1960X2 - .3540X3 

Yl has the largest possible SSb/SSw ratio among all linear combinations of Xl, X2 and X3, the 
value being 1.0805 (= Al); V2 has the largest SSblSSw ratio, .3241 (=A2), among alII inear 
combinations of the X's that are uncorrelated with Vl . 

Next, we carry out the significance test. Normally, this would have preceded computing ~l and Y2, 
because if no statistical significance is found, there would be no point in computing the 
discriminant functions. We computed ~l and ~ right after obtaining A] and A2 to highlight the 
association between the eigenvalues and eigenvectors. We choose to use Wilks' likelihood-ratio 
criterion A among the three test criteria mentioned earlier. This is related to the eigenvalues 
Al and A2 by the formula 

so the numerical value for this example is 1/(2.0805)' (1.3241) = .3630. (Unlike most siqnificance­
test statistics, smaller values of A signify greater statistical significance.) The significance 
of this value may be tested by computing Bartlett's chi-square approximation: 

V = -2.3026[N-1 - (p+K)/2J 10g/\ 
(where N is the total sample size, including all three groups; p is the number of variables, which 
is 3 in this example; and K is the number of groups). This is distributed approximately as a 
chi-square with p(K-l) degrees of freedom. For our numerical example, we have 

V = -2.3026[244 - l' - (3 + 3)/2J log.3630 
= (-2.3026)(240)(-.4401) = 243.2, 

which, as a chi-square with p(K-l) = 6 degrees of freedom, is significant far beyond the .001 
level. 

The next question is whether to retain only the first discriminant function or both. The first 
function accounts for 

A1/(Al + A2) = 1.0805/(1.0805 + .3241 = .7693, 
or about 77% of the total discriminatory power. It is probabiy a toss-up, whether to retain one 
or both functions. We choose to keep both for illustrative purposes. It will now be instructive 
to plot the centroids of the three groups on the two discriminant functions. 

The means on the two discriminant functions for the three groups are calculated by substituting 
the means Xl, Xz and X3 for each group in the formulas for the discriminant functions given earlier. 
For example, the Group 1 mean on Vl is 

Yl 1 = -.3524(12.59) + .7331(24.22) - .5818(9.02) = 8.07. , . 
Similar calculations for all three groups on both discriminant functions yield, as the three cen­
troids in the (VI' V2) space, the following three points: 

(8.07, 13. On , (3.06, 17.51), (-1. 87, 12.59) 

These are plotted in Figure 7 to give a visual impression of the way in which the three groups 
are differentiated (or separated) in the two-dimensional discriminant space. It is clear that 
the three groups are about equally separated along the first discriminant axir, (V l ), while Groups 
1 and 3 are indistinguishable along the Yz axis, which sets these two groups apart from Group 2. 

Our next task is to look for an interpretation of the two discriminant functions. Taking the 
option of examining the standardized discriminant weights, we need to mUltiply the weights earlier 
obtained (i.e., the elements of ~l and ~, respectively) by the within-groups standard deviations 
of the three variables. The latter are proportional ~o the square roots of the diagonal elements 
of the within-groups SSCP matrix W given earlier. We see that, in this example, the within-groups 
standard deviations for the three-variables differ very little from one another (about 63:66:52), 
so we may take the raw score discriminant weights displayed earlier as they stand. 
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Figure 7. Centroids of the three groups in the discriminant function space. 

YI has a large positive weight (.73) for X2 (Gregariousness) and substantial negative weights for 
X3 (Conservativeness) and Xl (Outdoor Interests). Thus, when we ask the question, "What type of 
person will score high on VI?", the answer is clearly, "A person who has gregarious tendencies, 
is I iberal in outlook, and has indoor as ag·ninst outdoor interests." However, since the weight 
for X3 is about I! times as large (in ebsolute value) as that for Xl, we may conclude that VI is 
essentially a "Gregarious-Liberal" dimension. The fact that the three groups go from high to low 
in the order, Passenger Agents, Mechanics, and Operations Control Persons (cf. Figure 7) on 
this dimension is consistent with our usual perception of the characteristics of these groups, 
given the above interpretation of the YI dimension. 

Examination of the relative weights for the three original variables on Y2 shows that the latter 
is almost exclusively an "Outdoor Interests" factor. That the Mechanics (Group 2) are set quite 
apart from the other two groups on this dimension accords well with our stereotype concerning 
this group (remembering that we are talking about ~irline mechanics). 

DRUG-RELATED RESEARCH 

Most empirical studies concerning drug abuse involve (either solely or among other things) a 
comparison between users and nonusers or among users of different types of drugs in terms of 
demographic and/or personality variables. Hence, all of these studies could potentially have 
used discriminant analysis as one of their analytic tools. In reality, very few drug abuse 
studies seem to have employed this technique. In fact, in the limited search conducted in con­
junction with this chapter, only one article was found that utilized discriminant analysis. 

Krug and Henry (1974) administered the Sixteen Personality Factor Questionnaire (16 PF; Cattel, 
Eber and Tatsuoka, 1970), the Motivation Analysis Test (MAT; Cattel, Horn, Sweney and Radcliffe, 
1964), and a questionnaire asking about the frequency and recency of usage of amphetamines, bar­
biturates, LSD, glUes/aerosols, and marihuana, along with certain other pertinent biographical 
matters, to a total of 563 young men and Women in their high-teens. Great care was taken to 
assure anonymity and immunity (under the Drug Abuse Prevention and Control Act of 1970) in order 
to secure frank, honest answers relating to drug use. (The authors suggest that they have been 
successful in this attempt, since a substantially larger percentage of the sample, 30% or 171 
persons, admitted to using at least one drug than found in most other studies.) 

The 16 PF measures 16 factor-analytically derived dimensions of the normal adult personality. 
The MAT, based on Cattell's work on the objective analysis of human motivation, measures drive 
level (the "un integrated component," abbreviated U) and drive satisfaction (the "integrated 

,-- component," or I) in each of ten behavioral areas such as Career Interest (Ca) and Attachment 
to Home (Ho). Thus, there were a total of 36 descriptor variables. 

215 



Discriminant Analysis 

Among other things, the authors investigated sex differences in patterns of drug usage, cor­
relations between use of different pairs of drug types (e.g., a female who uses glues and aero­
sols is more likely also to use amphetmaines than she is to use LSD as well). However, we 
shall here review only their discriminant analysis to differentiate the users from nonusers in 
terms of the personality and motivational variables. 

The authors chose to use stepwise discriminant analysis (analogous to stepwise mUltiple regres­
sion), in which the computer program selects the predictor variables to include, one by one, on 
the basis of their contribution to increasing the SSb/SSw ratio. This method, as against the 
standard way of including all the variables at once, is preferable when the number of variables 
is very large, especially if the sample sizes are not commensurately large (say, if the smallest 
group size is less than three times the number of variables.) 

The single discriminant function (since there are only two groups), with the combining weights 
suitably rescaled and an additive constant included so that the resulting scores range from 1 
through 10 with a mean of 5.5 and a standard deviation of 2.0 in the total sample, was found to 
be 

v = -.16G + .151 + .22Ql - .12Ho(U) - .18Na(U) + .19SE(U) + .18Ho(l) 
+ .17Na(l) -.21SE(I) + .16SS(I) + .30Pg(l) + 1.72. 

The variables entering into this discriminant function (numbering 11, or only about one-third 
of the entire set of variables, it should be noted) are identified as follows: G = Conscientious­
ness; I = Tendermindedness; Ql = "Experimentingr'~ss" (socially); Ho(U) = Attachment to Ho;ne 
(Unintegrated component); Na(U) = Self-Indulgent Satisfaction (Narcism), Unintegrated; SE(U) = 
Conscience Development (Superego), Unintegrated; Ho(l) = Attachment to Home (Integrated component); 
Na(l) = Narcism, Integrated; SE = Superego, Integrated; SS = Concern for Social Reputation 
(Self Sentiment), Integrated; Pg = Destructive Drive (Pugnacity), Integrated. The first three 
of these are from the 16PF, and the rest are scales of the MAT. All variables are expressed on 
a standardized scale called the sten (for "standard ten") in which the mean is 5.5 and the 
standard deviation is 2.0 in the population:- (The reason standardized rather than raw scores 
are used is that the sample includes both men and women, and a given raw score usually represents 
a different degree of extremeness on the personality dimension, depending on the sex of the 
subject. The sten scores are based on separate norm tables for the two sexes.) 

Before going on to an interpretation of the discriminant function, let us make a few comments 
about its formal characteristics. First of all, it should be pointed out that the function is 
so oriented that drug users tend to get high scores on V, and nonusers. low scores. Next, thp 
presence of an additive constant (1.72) may have puzzled the reader, for in our previous discus­
sion none was present. This is a completely arbitrary matter, since an additive constant does 
not affect either SS or SS (both being based on deviations from means), and hence also the 
ratio SSb/SS, In tRis stu~y the additive constant was included (besides the weights' being 
proportionalYy rescaled) to force the discriminant function scores to have a sten scale, just 
as the predictor variables do. Similar adjustments may be made if the researcher wishes to 
have the discriminant scores come out on a T-scale, with a mean of 50 and a standard deviation 
of 10 and so on. 

Now to proceed with the interpretation, we recall that one way is to ask the question, "What 
kind of person--i.e., a person with what sort of personality pattern--will tend to score high 
on the discriminant function?" Since, as mentioned above, V is so oriented that drug Ysers 
tend to get high scores on it, this amounts to asking what sort of personality (and motivational) 
pattern tends to go along with drug use. Examination of the magnitudes and signs of the weights 
associated with the respective variables gives us an answer to this question. Note that, in 
this case, we need not convert the weights to standardized form since all variables already are 
measured on a standard (sten) scale, with common standard deviation 2.0 in the population. 

Looking first at the three 16PF variables, we note the signs of the weights (which are nearly 
equal in magnitude) are -, +, + for scales G, I, and Ql respectively. Referring to the descrip­
tions of the variables given earl ier, \"e see that a person who scores high on V (i .e., one who 
tends to be a drug user) is low on conscientiousness and high on "tendermindedness" and social 
experimentation (i .e., countering established social norms or mores). This syndrome seems to 
fit our stereotype of the drug user--except, perhaps, the "tenderminded" aspect. It should be 
pointed out that this term is used in the 16 PF in a sense not necessarily in complete agreement 
with the most common usage. It may help to note that the term is used as an antonym to "tough­
mindedness" in the sense of "rejecting illusions." A person high on I tends to be attention­
seeking and flighty. 
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Interpretation in terms of the MAT scales is more complicated in that eight scales are repr~sen­
ted, and there are unintegrated (drive level) and integrated (drive satisfac.tion) components. 
Three behavioral areas are represented both on the unintegrated and integrated components, while 
two occur only in the integrated component. Let us take care of the latter first. According to 
the weights (both positive) for 55(1) and Pg(I), those whose drives for high "social reputation" 
and pugnacity (destructiveness) are satisfied tend to score high on Y (i.e., tend to be drug 
users). The second of these may fit our stereotype, but the first will probably run counter to 
it. However, if we recall that we are dealing exclusively with youths in their high-teens, we 
realize that "social reputation" in this stratum is possibly enhanced by a stance of rejecting 
the established mores. 

We now come to the three behavioral areas that are represented both in their unintegrated and 
integrated components on the discriminant function (always with opposing signs for the two 
components, it should be noted). The high-Y person (who tends to he a drug user) is low on Ho(U), 
drive for home attachment, but high on Ho(I)--i.e., satisfaction of this drive. This is not as 
paradoxical as it may seem at first, for the person with a low drive for home attachment will 
easily be satisfied with the (low) level of attachment he has. In the narcistic area, high 
degree of satisfaction (i.e., a facile satisfaction of the drive) may go along with a low drive 
as such. Finally, in the superego (SE) area, a high level of aspiration is often associated. 
with a low level of achievement (satisfaction of the drive), and may lead to drug use as an es­
cape. The authors also cite evidence that a high unintegrated component score coupled with a low 
integrated score (a combination that would be conducive to a high Y-score in this instance) is 
indicative of dynamic conflict in that area. 

In sum, it may be concluded that the discriminant analysis in this study yielded reasonable and 
intuitively appealing results, which in turn suggests that the definition of the user and nonuser 
groups was a valid one. In many ways, this study is a highly sophisticated one from the metho­
dological standpoint, but unfortunately it, too, suffers from the almost universal problem of not 
having descriptors measured before the onset of drug use. Thus, intuitively appealing as the dis­
criminant function is, it r.an only be regarded as descriptive, but not necessarily predictive, of 
dIfferences between users and nonusers. 

NOTES 

IThe interested reader may refer to Cooley and Lohnes (1971); Rao (1952); Rulon, Tiedeman, 
Tatsuoka and Lang~uir (1967); or Tatsuoka (1971). 

ZSince real research problems using discriminant analysis usually involve a large number of 
variables, we first present a contrived example in a nondrug context, and defer a real example 
to the next section. Source of data: Rulon, Tiedeman, Tatsuoka and Langmuir (1967), by per­
mission of the publishers, John Wiley and Sons. 
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