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ABSTRACT 

Beck, Allen R., The Art and Methods of Criminal Justice Forecasting~ 
Doctor of Philosophy (Institute of Contemporary Corrections 
and the Behavioral Sciences), May 1978, Sam Houston State 
University. Huntsville, Texas. 

The purpose of this study is to examine fore~asting methods 

from social and technological fields that could be applied to the fore-

casting of prison population and other criminal justice concerns. The 

study is designed to meet informational needs for an audience of varying 

levels of statistical sophistication,such as researchers, planners~ 

and administrators. General forecasting concepts and theory, as well 

as techniques, are discussed. 

Sixteen forecasting methods have been selected from a larger 

list of techniques that could be considered for use in the field of 

criminal justice planning. These sixteen methods are presented in ten 

modules that are grouped into three general categories: subjective 

methods, naive methods, and causal methods. Each forecasting method 

is ~resented and evaluated according to a uniform format which facilitates 

comparison among the techniques. The steps of technique application are· 

illustrated using either data obtained and analyzed for the study, or by 

examples drawn from correctional research literature and relevant social 

science research. Many of the illustrations concern' the forecasting of 

prison populations in order to present a common basis for discussion. 

The study of prison population forecasting methods indicates 

the need to avoid equating quaE ty of the forecast to complexity of cal-
, 

culation and to standards borrowed from cross-sectional analysis in . 
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behavioral r~search. A method synthesized within this study, Sub-

jective Extrapolation, presents the basic considerations that the 

analyst should address in forecasting prison population by naive 

and causal methods. 

Forecasts of prison population are shown to include many 

utility concerns other than accuracy. The consideration of accuracy 

represents only the single-future exploratory forecast. Other con-

siderations of forecasting, such as multi-alternative possibilities 

and normative forecasting, are examined. 

The role of prison population forecasting is shown not to 

be simply that of determining a prison population at a given point in 

the future. Forecasts are constructed for a variety of purposes in 

planning and, as such, may reflect differences in the nature and type 

of information presented. 

The study also examines the pitfalls in forecasting. 

Problems are shown to arise both f1'om the manner of using forecasting 

.!echniques and from wi thin the correctional environment in which the 

forecaster works. 

iv 

Charles M. Friel, Ph.D., 
Supervising Professor 
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CHAPTER I 

STATEMENT OF THE PROBLEM 

The Need for Forecasting in Corrections 

,Corrections J in 1977 J faces the problem of overcrowding. 

At the start of 1976, there were 250,000 inmates in state and federal 

institutions. In comparison to 1973, this is nearly 55,000 more 

inmates, roughly a 35 percent -increase ih prison population. Never 

before have so many persons been incarcerated in U.S. prisons. 

(Gettinger, 1976). Prison space does not exist to humanely house all 

of these persons J nor has a solu.tion to the problem been formulated.' 

In 1976, Richard Velde, speaking before the convention of the American 

Correctional Association~ urged administrators to begin planning on 

"the hard decision of how.to best cope with the population increase." 

In the last ten years, national emphasis on prison population 

planning cannot be wholly characterized as the reactive approach to 

planning which is indicated in Velde's statement. In 1973, before the 

rise of the present prison popu1atipn problem, the NationaI Advisory 

Commission on Criminal Justice Standards and Goals sought to establish 

a policy on construction of prison faci1:i,ties. Hciviever, the effective 

,; lj.)fe-span of that recommendation, which would limit construction, was 
't., 

but one year; in 1974, the dramatic increase in prison population began. 

This suggests that the influential committee members were insensitive to 

crucial characteristics of the Criminal Justice System and to the need 

for exploring alternate futures. It is doubtful that the mechanisms of 

-~ - -~-~~----
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prison population growth are so erratic t~at planning must become 

a discontinuous, yearly event. Such short-sighted planning falls 

within Dror's (1968) characterization of government planning as a 

process of "muddling through" and incremental innovation. 

Certain features of politics and government may always 

produce a degree of "muddling through" and incremental innovation. 

Ideally, the administrator should possess the capability to question 

and limit that process. However, in regard to forecasting, he is 

hampered from the st&rt by conditions beyond his control. 

Tugwell's (1973) investigation of planning and policy-making 

brings to light an aspect of planning not possessed by administrators 

in the Criminal justicE: System, because that area, futurist~c thinking, 

is poorly developed. In Tugwell's assessment, policy-making or any other 

rational, action-oriented choice can be broken into components or 

tasks: 

1. Normative Thinking. 
of values and goals. 

The clarification and specification 
(What is good?) 

2. Scientific Thinking. The explanation of behavior, both 
static and dynamic with predictive intent. (How do 

. things work?) 

3. Futurist Thinking. The elaboration of possibilities and 
iTternatives. (What is possible and what is probable?) 

4. St.!ategj c Thinking. The specification of action paths 
or sets desjgned to attain desired outcomes at estimated 
cost. (How can T get what I want?) [p. ix] 

These four components exist in any rational,' action-oriented 

choice even though they may be unconsciously executed. Most planning 

in the Criminal Justice System draws upon tasks 1 and 4, normative and 

strategic thinking, and sometimes task 2, scientific thinking. However, 

" 
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futuristic thinking, task 3, is not often called upon because 

of its primitive state. 

To this point Dror (1968), directs his argument: "If 

current problems are to be successfully managed and not allowed 

to develop into crises, futures research must be incorporated into 

public policy making" [p. 40]. 

Objectives of the Study 

Research into the area of futuristic thinking, particularly 

forecasting, is the basis of this study. The genera+ framework of, 

the study is built upon four aspects: (1) methods employed in fore-

casting, (2) assumptions und(:lrlying these methods~ (3) guidelines for 

using these techniques, and (4) problems in using the techniques. 

~he above four aspects could be applied to any field of 

forecasting whether in business, science, or met(:lorology. Within these 

fields, the kinds of methods vary, as shown in Figure 1. For example, 

'there are qualitative (subjective) methods which differ from time-se~ies 

methods for business forecasting. The methods~lso vary according to 

the period of time being forecasted; causal methods of forecasting the 

immediate business future may not be the same as those employed in 

causal long-range hus:iness forecasting. 

Although Figure 1 may not be exact in depicting the number 

of forecasting methods, the point to be made is that the range of methods 

is so broad that coherent investigation calls for narrowing the focus of 

study. In this instance, it has been the decision of this investigator 

to select the form of forecasting most familiar to the correctional 

.--- -.-.-,~---
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Figure 1. Methods of Forecasting 

administrator (prison population forecasting l ) within the. 'framework 

of the four general aspects indicated above. In this manner, the 

study will provide the correctional administrator with a familiar 

starting point upon which to expand working knowledge. This ground- 0 

. work of knowledge can then be used a.s a basis for generalizing to 

other kinds of situations in which forecasting may be employed. 

In this study, the genera.l research objectives are: 

• Develop a classification which the administrator and fore­
cast analyst can use to select forecasting techniques 
according to such considerations as cost, time requirements 

Iprisons and corrections \'li11 be treated as similar terms 
to refer to all of the programs under the auspices of the various 
state departments of correc.tions. For example, this includes commu­
nity-based programs, as \'le11 as medium and maximum security facilit.ies. 
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for constructing the forecast l data requirements, exper­
tise required, strengths and weaknesses of technique, and 
time perspective of forecast. 

Identify techniques used for prison population forecasting 
and evaluate their strengths and weaknesses. 

Identify techniques used in allied social science fields 
which can be applied to prison population forecasting. 

Identify the role of forecasting in the criminal justice 
planning process. 

The objectives of this study intend to examine the art 

of criminal justice forecasting. This study does not purport to 

5 

open the future to scientific determination of what will happen in 

the Criminal Justice System. Social forecasting is an art and, as 

such, it must not mislead the analyst or forecast user into perceiving 

that the future can be determined with an air of certainty. 

Explanation is forthcoming as to the reasons for mistaken 

perception of forecasting as a borrowed form of scientific prediction. 

Many other considerations will be discussed, such as the pitfalls and 

sources of forecast error the analyst may encounter in using fore-

casting techniques J calculating forecasts, and from problems arising 

within the environment in which he works. 

Defining the future· of the Criminal Justice System is a 

difficul t process. IIad this process been easy. this study would not 

have been necessary. An essential point to be held in mind when 

l> 
exploring this study is that defining the future is an art not to be~ 

taken lightly and one in which some will find their work more readily 

accepted than others. In addition, the reader should hold in:abeyance 

the desire to find the best predictor of the future until all of the 

t\ 



Ii " 

I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

d 

'I 
I 
'I 

"I 
I 
I 

6 

roles of forecasting have been examined. 

State of the Art of Social Forecasting 

In 1969, Duncan described the state of the art of social 

forecasting which seem~ not very different from today's state: 

A 'state of the art' report on social forecasting should, in 
all honesty, be quite brief. Such an art, in the sense of a 
coherent body of precepts and practices, has not yet been 
developed. It would be misleading to claim that social fore­
casting is carried on in a continuous and concerted fashion' 
as one could claim in regard to, say, economic or business 
forecasting [po 40]. 

There is one exception, demographic forecasting, which 

has developed a pattern of practice and precepts because of the 

length of ' its existence. In that area, more forecasting information 

exists than for any other social area (Duncan, p. 41) .. 

Wilkins, in 1970, assessed that the only form of forecasting 

applied to the Criminal Justice System was projection of prison popu-

lations and similar types of estimation. There seemed to be a "sur-

prising paucity" of forecasting methods in the field of jurisprudence, 

law, and criminology. 

During the period of 1970 to 1976, the major emphasis on' 

forecasting in the Criminal Justice System arose in the area of modeling. 

Models were constructed that ranged fro~ such concerns as simulation of 

the overall Criminal Justice System to individual court simulation. 

Chaiken et a1 in Criminal Justice Models:" An Overview (1976), reviewed 

forty-si.x applications of modeling. 

In 1976,.Project Still' produced what it considered to be "an 

in:itja1 exploratory effort at applying forecasting methods to problems 
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in the Criminal Justice System" [p. 347]. In scope~ the study 

involved only a few forecasting methods. This work~ however, 

7 

did not identify the previous efforts in prison population pro­

jection or modeling as part of this "initial exploratory effort." 

This disparity of viewpoints about what comprises forecasting is 

related to Duncan's comment about the state of the art. There 

appears to have been no systematic or concerted effort to build a 

body of knowledge about forecasting in the Criminal Justice System. 

Outside of the Criminal Justice System, several theorists 

in economics such as Becker and Harris, have constructed economic 

models of deterrence. Although these models are general in nature 

and have limited forecasth1g content) they represent the possibility 

of applying techniques from other fields to forecasting problems in 

the Criminal .Justice System. 

.' 
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CHAPTER II 

THE DEFINITION AND NATURE OF FORECASTING 

'fhis chapter calls attention to the definition of fore-

casting a.s a misused and poorly understood concept. To clarify 

\oJhat \'Ii11 be presented as forecasting, a definition of forecasting 

will be formulated which narrows the focus of study. Forecasting 

will be vi~wed, also, as an undertaking influenced by expectations of 

the user. 

Definition of Forecasting 

TI1ere is no consensus of the definition of forecasting. 

Kendall and Bucklandls A Di~tionary of Statistical Terms (1971) 

states that "'Forecasting' and 'prediction' are often used synony-

mously " [po 58]. Various outcomes of intuitive processes may 

also be termed predictions J forecasts> or even fall into the classifi-

cation of prophecy. This flexibility of terminology frequently results 

in difficulty of communication. The social researcher with training in 

psychology is 'likely to interpret forecasting as prediction because 

of his experimental orientation in applying. statistics to social 

settings. l In order to .clearly understand forecasting and its uses, 

forecasting must be distinctly differentiated from prediction, intuition, 

and prophecy. To this end, four forms of dealing with the future will 

be compared across five utility characteristics" 

Ipsychological research was chosen for this example because 
much of. the research in cQrr~cti6ns is conducted by persons with back­
ground in psychological statistics as opposed to business statistics. 
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Figure 2,' The Relati va Utility Characteristics of Four 
Approu ... lIes for Dealing with the Future 

In Figure 2. the relative utility of each approach is 

deplcteu ln block shuding. A totally shaded block indicates an 

9. 

absolutl: regard for the utili ty characteristics. Partially filled 

blocks indicate a partial concern and. as such. represent a relative 

('ompar ison of methods. The "X" in the hlock for intuition in the 

last 1'o\oJ il1di~atos that the relative yalue is not established because 
. . 

of tho synonymous meanlng of·judgement and intuition. 

r; 
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Regard for Certainty and Time 

Our first consideration of Figure 2 involves two utility 

characteristics, certainty and time. These two characteristics are 

frequently encountered in the literature as intertwined. For the 

purpose of developing clarity in definition, certainty and time are 

graphically distinguished. This will be the only instance in which 

two utility characteristics will be discussed together. 

Seeming'ly, at first glance" the chart betrays common con-

viction about certainty and time. The question may be asked, are not 

all methods of dealing with the future concerned with certainty? Yet 

the chart seems to show that only prediction and prophecy make state­

ments of f5t-~rlr:.€;lrtainty. And, how is it that prophecy can make exact 

statements about th~,date of occurrence and that prediction appears 
\\ ' 

) 
not to do that? Th~:se apparent incongruities are really not as 

confusing as commuri definition suggests. To go beyond this nebulous 

miXture of meaning and to clarify definition is the goal of the 
" 

follbwing section. 

It should be noted that when we speak of "prediction" we are 

borrowing a term from the physical sciences. Therefore, in the quest 

for clarity. prediction and forecastin~ \'1i11 not be used as interchange­

able term:-; in th'is di.ssertation to refer to man's social future. 

Prediction~ in the scientific sense, "seeks a statement of 

outcome if certain conditions ,are met" [McGrath, 1974, p. 71]. Prediction, 

then, inVOlves two elements! conditions (or a situation) and an event 

Cor outcome). In prediction~ the relationship between the situation and 
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outcome, if properly established, must hold not only for the 

past, but for all future observations of the same phenomena 

(Cox, 1931). 

Time enters into the concept of prediction in sort 

of a roundabout way, as Nisbet illustrates: 

When the astronomer 'predicts' an eclipse he is merely 
vouchsafing that part of a well known astronomical 
regularity that happens to be capable of statement in 
public-pleasing terms of a certain day, hour or even 
minute [1971, p. 21]. 

Essentially, a prediction is timeless. The outcome 

11 

of a prediction need not be announced for any given time, but· may 

be regarded as the (!onsequence of a pa:J;,ticular situation whenever 

the situation occurs (De Jouvenel, 1967). Jantsch, who is well 

knowrt as a cOJ1temporary researcher of forecasting techniques, goes 

so far a.s to define prediction as "an apodictic" (non-probabilistic) 

statement on an absolute confidence level about events which can 

occur in the future" [1967, p. 15]. This definition, which denotes 

strict determinism is not, however, wholly acceptable in the physical 

sciences, particularly physics. 2 Jantsch's definition is presented 

2The notion of strict determinism which arises from Newton's 
principles has been challenged by contemporary science. The forefront 
of this challenge has been adva)&ced in the argument of "uncertainty pre­
sented in quantum mechanics. This branch of physics d,eals with energy 
and small particule (atomic) phenomena. Brillouin in Scientific. Uncer-
!ainty and Information, "(1964) asserts: ----: 

Determinism assumes a 'mustj' the cause must produce such and such 
effect ..• but such stJ.'ict determinism cannot be accepted ... 
Causality accepts a st!atement with a 'may': a certain cause may 
produce such and such 'effects with certain probabilities and cer­
tain delays ... This distinction is very important. A law of 
strict determinism may be based on (or contradicted by) one single 
experiment: the effect is present or it is not ..• A probabilistic 
causality requires a very large number of experiments, before the 

~~~_IL; __ ~------~~---------
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here to the reader to emphasize that prediction can approach, with-

in certain limits, a point of high confidence in describing the 

relationship of causal events to outcome. 

\fuen a person speaks of prediction from a regression 

equation, what is being predicted is merely the points on which the 

regression was based or other points drawn at random from the same 

population (Keyfitz, 1972). lfuat this means is that the data comes 

from the past, such as from observations over a period of time or 

from an experiment. The future is not involved; data do not come 

from the future (an impossibility, of course) nor do they come from 

estimated future conditions (which are quite possible to construct) 

Prophecy, like prediction, deals with certainties of the 

future, but for different reasons. Prophecy regards the future as 

pre-existent in the mind of the supernatural. Therefore, the prophet 

can claim to make statements about the future with complete confidence 

law of probability, can be approximately stated [pp. 69-70]. 
This argument does not mean that the deterministic approach to phy­
sical science shoUld be abandoned. The Encyclopedia Britannica (1911) 
interprets the impact of the uncertainty principle and quantum 
mechanics: 

... ordinary physical processes appear to be so fully in accord 
with the law of Newton. Planck's element of action (ml equation 
denoting a movement of particules) is, for example, far too fine­
tuned to have any bearing on the driving of an automobile ... In 
other words, Newtonian dynamics must represent a special caSe of 
quantum dynamics appropriate to cases where the action is very 
large compared to elementary quantum ... As a result, one of the 
most important philosophical implications of quantum mechanics 
concerns the apparent breakdown of the causality principle in 
atomic phenomena [Vol. 18, p. 919]. 

Tho' interested reader may refer to Heisenberg's work, !,hysics and 
Phi!~.2l?!!Y. (1958) and Ca.pek' s The Philosophical Impact of Contemporary, 
Physic.~ (1961) Chapters XV and XVI. 
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as to the likelihood of even occurrence and the time it will 

happen. Often, thoughJ prophecies are offered in timeless 

statements. 

The,prophecies of Nostradamus illustrate what we 

are talking about in regard to certainty and time reference. 

Nostradamus, a figure of sixteenth century France, is described 

by Robb (1961). Nostradamus was 

an involuntary prophet, though ~e wisely cultivated his 
God-given faculty by prayer and meditation .,. [He] loJOn 
extraordinary fame and repute as a doctor curing thousands 
in the plague years by unorthodox remedies. 

13 

Nostradamus published his first book in 1555, Les Vrayes Centuries, 

(The True Certainties) and became so famous that he was summoned to 

court by Henry the Second and his wife, Catherine de Medici (p. 9). 

In 1566, just before his death, Nostradamus wrote: 

In the year seventeen hundred and nine heavens will be -witness 
That one will hardly be able to exchange gold for wheat 

Robb, who by now you recognize as seeking "to prove that 

prophecy is a scientific fact".[p. 7] declares that this prophecy 

of Nostradamus was a "hit" and not a miss. For, in 1708-09; France 

suffered a terrible winter and spring in which the year's new crop was' 

spoiled by unexpected cold weather and the period was a "year of despair 

.•. loin which Kjng] Louis was in such need of money that he sold a 

service of gold plate to raise a few hundred thousand francs" [po 49]. 

This example of Nostradamus' prophec~es reflects both the 

concern for certainty and precise time of happ~hing. Nostradamus did 

not say that the event could have been avoided by human intervention 

or that other futures were possible; in addition, the date is specifically 



,:r< 
(,-

I 
~I 

I 
I 
I" 
I 
I 
I 
I 
·1 

I 
I 

(.:~~~.\ 

i:: 

I 
I 
I 
I 
I 
I 
'I 

designated. Nostradamus also offers another form of prophecy: 

In the year \.men a one-eyed man reigns in France 
The Court will be in a very grievous trouble: 
The Great One of Blois will kill his friend; 
The Kingdom put in evil and double doubt [Robb, 
p. 47]. 

This form of prediction leaves the time element open for the 

believer to decipher. This is the most common practice. 

Forecasting is unlike prophecy and prediction. It 
\ 
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does not make statements with absolute3 certainty about the future. 

Forecasting seeks to move in the direction of certai.nty, although 

certainty is not seen as achievable. Forecasting assumes that the 

future is unknowable because forecasted events which involve human 

input are subject to influence from a variety of sources. The con-

struction of alternative futures in forecasting is one of the means 

of developing a greater sensitivity to possible future changes. 

This assumption of uncertainty is unlike tnat· of prophecy~ which 

asserts that the events which are foretold are beyond the creative 

will of man and cannot be changed by intervention (Lompe, 1968). 

Furthermore, prophecy, like prediction, has no need to seek greater 

sensitivity to possible future changes through construction of alter-

native human futures. 

ForecasUng also constructs probabilistic statements about 

the various future possibilities (Bestuzhev, 1969). Frequently, a 

forecast is abbreviated and the probabilistic statements are implicit, 

\ 3In this context, "absolute" is used to connote the ability 
to achieve the maximum attainable certainty within the limits of scien­
tific prediction. 

L-______ ..;.... __________________________________ _ 
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giving the appearance that only one future alternative is 

explored. Although a forecast may take this form, it does not 

mean that the forecast is offered on an absolute lev?l;c.~~·in 

prediction and prophecy. 

Forecasting is similar to prediction in that it 

involves the collection of historical data. But to that data 

15. 

is added information about anticipated future conditions and 

changes (Johanns~n and Page, 1975). This expanded scope of data 

collection to incorporate hypothetical d.ata generation lowers the 

similarity between prediction and forecast. For this reason, fore~ 

casts are not subject to the same positive proofs required of pre­

diction because, in actuality, the data for forecasts have not yet 

occurred (Meinert, 1973). 

--:::.-:~­
~.--' 

Forecasts usually do state a general or specific time­

frame for the occurrence of events. One of the objectives of fore­

casting is to relate time to outcome. This causes the forecast to 

be more global in nature than prediction. For example, the forecast 

must consider both a. wider range of subevents and the likelihood of 

those subevents occurring in a timely pattern to facilitate develop­

ment of anticipated trends. Unlike prediction, forecasting often 

.considers the effect of intervention on oU1come and time. This 

consideration encompasses both what could happen if intervention did 

not occur and what could be changed if intervention could be planned. 

Such consideration is far removed from the timeless quality of 

prediction in which the situatiori is followed by a specific event. 

Intuition, as shoW)1. in Figure 2, is similar to forecasting 
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in regard to certainty and time. As in forecasting, a decision-

maker may make a single intuitive statement about ·the future which 

he professes to be certain. However, examination of the intuitive 

process will disclose that he formulated several future alternatives 

and chose the one he preferred. 

There appears in Figure 2, also, to be some inherent' 

difference in the relative concern for certai'nty and time between 

the approaches' of intuitio~ and forecasting. As will be seen, 

intuition, being less formalized, does not as thoroughly investigate' 

alternative futures nor the time element in occurrence of subevents. 

Objectivity of Method 

Returning to Figure 2, objectivity of method can be seen 

as an outstanding feature of prediction. The use of the scientific 

method in prediction establishes a rigorous procedure oy which data 

can be examined ,and evaluated by other investigato~s. 

'Forecasting ,may incorporate many of the mathematical tools 

of prediction; however, forecasting is not an exact science because 

of the role of, subjective input. Subjective input is a part of both 

forecasting and intuition, although in Helmer and Rescher's view, fore-

casting can he more of an exact science than intuition. They see an 

exact !)cience a.s "a formalized reasoning process" and an inexact 

science as an "informal process" [po 25]. In formalized reasoning, 

the objective is to replace implicit methods with explicit methods, 

based on a combinati.on of data and theory (Martino, 1972). As will be 

shown later, the Delphi method is an example of an explicit reasoning 

CJ 



--:; 
!, , 

IJ 
I !; 

II 
II 
11 

I 
I 
I' 
I 
I 

I 
I 
I 
I 

17 

process. 

Martino's reference (above) to "theoryll as an element 

of explicit methodology concerns the forecaster's assessment of 

future relationships of conditions and outcomes. ·De Jouvenel 

(1962) points out that it is important to explicitly construct 

this "intellectual sC.affolding" to support the forecast. Emphasis) 

he adds, should also be placed; on using all causal relationships 

that can be found to build this intellectual scaffOlding (p. 117). 

To illustrate this idea, an excerpt is drawn from Project Star's 

Impact of Social Trends on Crime and Criminal Justice. (1976): 

Negroes can be expected to see~ equality of treatment 
in prisons just as they are seeking it in other areas 
of society. Prison riots involving black inmates and 
white guards, therefore, can be expected to increase 
in frequency and intensity during the 1970-1980 decade 
[po U7]. 

This excerpt displays a theory of causal relationships 

within a time frame. Thus, as. forecasting strives for greater 

objectivity, the subjective b~comes formalized and implicit reB;soning 

is explicitly stated. Because of this, Zarnowitz (1968) feels that, 

in principle, a forecast should be verifiable with regard to method 

and development of constructs. This is not the same proof required 

of predict jon, although these criteria are more rigorous than those 

for intuition. 

Regard for Social Constraints 

Figure 2 depicts prediction as involving little or no 

concern fox social constraints. The timeless predictive relationship 

\\ 
:') 
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between the situation and outcome exists outside of the influence 

of humalf intervention. For example, an eclipse will occur regard­

less of man's opinion that it might not be desirable to experience 

the darkness, and man's intervention cannot· influel'ice the relation­

ship of earth and moon. 

ForecastIng, on the other hand, must develop an awareness 

of social constraints. A forecasted future state of affairs must be 

. both ~ plausible and imaginable product of th~ present state. Social 

desirability and resources are examples of constraints that influence 

the course of man's behavior, e.g., public health in the future will 

be affected by governmental plans, funding capabilities, and response 

of the public. Of course, the effort to attain accountability of 

social constraints will be less than perfect. No forecast can possibly 

be so comprehensive as to account for all eventualities and accidents. 

Intuition, being less formalized than forecasting, may not 

as extensively investigate social constraints. Both intuition and 

forecasting are affected by personal bias; furthermore, the same person 

can be involved in both processes. It becomes apparent, then, that the 

difference reflected in Figure 2 is one of mechanics, whic,h in fore-

cas·.~ing lessens bias and directs a wider evaluation of constraints. 

The last approach to consider in this utility category, 

prophecy> is similar ,to prediction in that it is not conce:tned with 

social constrai.nts. The prophet asserts that unquestionable divine 

inspiration or magical influences have guided him to foretell man's 

actual future. !lis prophecy exists as truth regardless of questions 

about feasibility or social desirability. 
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The Use of Techniques and the Place of Judgement 

I 
The final utility consideration of Figure 2 reflects 

the manner in which the technique is used in regard to the 

I decision-making process. Prediction and prophecy seek to replace 

human judgement. The goal of prediction is to establish scientific 

I laws about situation and outcome, and prophecy seeks the "truth" 

about the future. In contrast, Cooper-Jones (1974) points out that 

I the place of forecasting is not to replace judgement, but to enhance 

I it. Forecasting accepts that the future is unknowable and that human 

intervention influences the course of events. Forecasting is a tool 

I of planning. 

I Reevaluating the Popular Definition 

I 
This definition of forecasting is the piecing together of 

various ideas. As such, it may differ from definitions in common 

I usage. For example, weather forecasting, according to this definition~ 

would be classified as prediction. You will recall that prediction has 

I been defined as projection into the future of data from the past. The 

I 
• nebulous status of weather prediction exists because, many of the environ-

mental relationships between situation and outcome have not been dis-

I cove'red. Weather is a science in the poor state of development, much 

similar to manls early attempts to explain and predict the movement of 

I the planets. 

I 
Weather prediction differs from forecasting in rnllch the same 

way that astronomy differs from forecasting. The astronomer.J in seeking 

I 
,I) 
'."~. 
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to predict the paths of the planets, does not seek to evaluate 

the influence of society's wants and capabilities. The heavenly 

bodies operate independently of man. Forecasting, on the other 

hand, seeks much subjective information. 

20 

Probability is expressed in weather prediction because 

the scientist is uncertain that he is dealing with the appropriate 

underlying scientific principles. A weather prediction expresses 

a hope that it is actually identifying the relationships. The state 

of the art of weather prediction has yet to develop sufficiently 

sophisticated instruments to obtain and interpret the information 

required. 

In'forecasting, no instrument can be built that can detect 

data that have not yet occurred. Furthermore, we cannot assume that 

today's data and inference about man's behavior apply exactly to the' 

same population of data in the future (Keyfitz, 1972). 

Images of the Future 

The images of the future that we create are intimately 

related to the time concepts that we hold. Today, we entertain a 

great number of time concepts unrecognized by ancient and primitive 

man. Today, when thinking about the future, we apply various concepts 

according to personal criteria. Our image of the future may also 

influence the choice of forecasting technique. In evaluating the 

use of forecasting, applied time concepts may be as important as 

element. of choice as is the fOl'ecaster's fondness for a particular 

'tool, such as regression analysis. 
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Basically, man has five perspec~ives through which he 

vlews the future: circle, straight line, balance, zig-zag line, 

d . 1 4 an spl.ra. 

The Circle 

21 

The circle represents man's most primitive thinking about 

the future. The origins of this perception go back to antigui ty and 

are still reflected· in religious literature. The circle has been, 

perhaps, the longest surviving notion of the future. 

Early agricu~tural man's view of the future was restricted. 

Progress was not a common part of future thought until near~y the 

nineteenth century. For ancient man, seasonality was probab ly the 

basis of his time concept. During primitive ages, seasonal tasks 

developed into traditions sanctified by usage and surrounded by ritual. 

This repetitive life-style required neither planning nor foresight and 

included no notion of time other than the seasons. E1iade (1954) 

. identifies this, setting as the foundation of man's early concept of 

religion. This early concept of religion established that life was' 

an eternal repetition of archetypal patterns constructed by the gods. 

Because of thiS viewpoint, the ancient intellectual may have been 

~._"4_i ___ · ______ _ 

4Lewinsohn's work stimulated the development of these 
five perspectives. It should be noted that his presentation in 
Science, Prophecy and Prediction (1961) mentions only four time per­
spectives. Only in the graphic presentation of the circle, straight 
line, and balance is there agreement of his illustration with the 
illustration of the five perspectives. The discussion of the five 
perspectives is only vaguely similar to Lewinsohn's explanation, 
Although, credit must be given to him for the stimulating start he 
provided for the development of this wri tel" s five time perspectives. 
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CIRCLE 

STRAIGHT LINE 

BALANCE 

ZIG-ZAG LINE 

SPIRAL 
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Theme: Nature repeats ~tse1f. 
Historical events a;-e believed 
to occur in a periodic schedule. 
Once that schedule is known, 
future events can be determined. 

Theme: Continuance of a trend. 
- Events are perceived as part 

of a continuing rise or fall. 
The eventual trend has a basic 
direction in which fluctuations 

'may occur without af!ecting 
the general direction. 

Jheme: Nature displays a tendency 
towards equilibrium. 
- Fluctuations from equilibrium 

are counterbalanced by other 
eve:l1ts. If the upsettirlg event 
can be identified, then the nature 
and magnitude of the offsetting 
events can be determined. 

Theme: Actions and reactions/ 
causes and effects over time. 

Social occurrenc'es are viewed 
as a discontihuous series of 
situations, each involving an 
action and re~ction. Man's 
assignment of cause and effect 
is related to his level of sophisti­
cation. 

Theme: Progress occurs at an 
increasing rate. 
- The future is becoming increasingly, 

complex. One innovation may 
stimulate several other innovations 
which brings,about a mushrooming 
effect. 

Figure 3. 'Time Perspectiv~s for Viewing the Future 
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inclined to interpret all of the events of the day, be they 

famine, war, or wretchedness~ as part of the yearly repetition 

of archtypal patterns. In this light, change was irrelevant 

and differences in one's yearly life were meaningless and with-

out impact on man's future. 

The circle also exists in the greatest writings of 

the Classical Period. Plato's Republic, which was to become a 

model for the numerous later versions of utopia, was based on the 

circle concept. His utopia did not deal with the emergence of a 

perfect world, 'but rather the return to the perfect state which 

had existed before. His period of time, he evaluated, was an 

inevitable period of degeneration prescribed by the cyclical nature 

of time (McHale~ 1969). 

Early Judaism and Christianity sought to repudiate this 

circular notion, the doctrine of regeneration. The early Judeo­

Christian philosophy interpreted events as disclosing the will of 

God, rather than reflecting a repetitive pattern. Thus) a sense of 

history developed and events were viewed as individually meaningful. 

For Christianity., the coming of Christ established a benchmark in 

the evolution of religions. Once and for all times, the redeemer of 
I 

mankind came; he did not return every year as had been the tradition 

portrayed by the doctrine of regeneration (EUade, 1954). History 

began to develop a meaning of its own and man's future was no longer 

circular. Man could now control his destiny and modify his future. 
\\ 

JUdaism and Christianity did not, however, totally develop 

a time perspective which excluded and prohibited notions of cycles 
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and repetition of patterns. Religious thought in the middle ages 

embraced cyclical astral theories. Many prominent religious 

philosophers believed that cyc1e~ and periodicities of history were 

governed by the stars which reflect a cosmic or divine regularity 

CEliade, 1954). 

The liturgical structure of contemporary Judaism and 

Christianity impart a theme of repetitive and cyclical existence. 

'. Judaism reflects a preoccupation with the seasonal rituals developed 

in earlier agricultural life. The Christian Ii turgical year contains 

a circular ,theme based on the repetition of the Nativity, Passion, 

Death, and Resurrection of Jesus. In the sense of its deep mystical 

drama, th~' Christian experiences regeneration and expectation of the 

events of the coming year and years. 

Religion is not the only conveyor of the ,circular theme. 

For example, man I s study of science involves theories in which 

phenomena are represented as following circular motion. Also, man's 

observations during everyday experiences sensitizes him to those 

notions of seasonal regularity which ancient man perceived. However, 

religion has been the focus of this discussion of the circle because 

it is cne of man's most influential forms of socialization which is 

~ct;vc in developing the circular perspective from childhood. 

3~~traight Linc_ 

The second time perspective through which contemporary man 

views the future is symbolized by the straight . line . As mentioned 

earlier j the element missing from the ancient I s view of the future 

II. 
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was that of material progress. Not until the late 1700's did 

progress play an active role in futuristic thinking. In 1763, 

in what might be considered the first serious attempt to repre­

sent the future, an unknown writer in England described the 
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English world as he foresaw it in the twentieth century (Clarke, 

1969). His work, Reign of King Geor~ VI, 1900-1975 J merely 

extends his experience of an unchanging, non··technica1 life. If 

anything were to be different at all, he contended it would be in 

the quantity, not quality, of materials. There would be more ships 

of the existing design, more carriages and bigger armies. Even 

America would remain as a happy British Colony. 

Two events in the latter part of the eighteenth century 

brought about a revision in extrapolations which had been based on 

"more of the same." In 1783, the Montgo1fier brothers accomplished 

the first manned balloon flight. Also, in this period, the steam 

engine was invented. Quickly, man's hopes of the future changed. 

This was reflected by'a spurt in the growth of literature and art­

\,/ork depicting the app! ication of ne\'l inventions to future life. 

The straight line perspective is commonly found in today's 

futuristic thinking. However, extrapolation has not developed to the 

point that it reflects the procedural rigor of deduction (De Jouvene1" 

1967). Rather j it is a general process in which present knowledge is 

carried forward. Usually. this is an unconscious process in which the 

mind transfers ideas ga,~ned from the individual's limited contact with 

the total world j e. g. I ide[!s gained from newspapers become pseudo­

knowledge about the future. 
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The average man may purposefully shape future thought 

to conform to the straight line perspective. Lewinsohn (1962) 

contends that the average man prefers tangible forecasts that are 

extensioi'lsof what he knows. This extension of knowledge need 

not be totally optimistic; pessimistic forewarnings have also been 

popular. The preference for this perspective is apparently satisfied 

if the individual can recognize that the future is an extension of 

his established logic of the way life is and should be. 

This process of carrying an idea "straight" into the 

future does not seem to be a trait restricted to the average man. 

Jantsch (1967) observed experts working on scientific and technJcal 

parameters. The results of supposedly sophisticated intuitive pro-

cesses were found, also, to be linear projections. Thus the straight 

line perspective appears to be a favored way of viewing the future. 

The Balance 

The third time perspective for viewing the future is repre-

sented by the balance. This perspective is the embodiment of the con-

cepts of. equilibrium and homeostasis. 

Religion, again# appears to have been an early source for 

this notion of time. In Judeo-Christian writings# God is portrayed as 

maintaining a spiritual halance. Man I s sacrifices are rewarded and his 

mi.sdeeds arc offi'et by compensation for th(~ human victim# and punis,hment 

follows to even the record. The offsetting punishment is not limited to 

tho individual in his lifetime nor to the individual; his descendants or 

affiliated group could suffer his atonement; in the end# right counter-
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balances wrong. 

The idea of equilibrium was established in mechanical 

analogies in early science; however, before the eighteenth century, 

it had not been applied to social behavior (Clark, 1931). In 1776, 

Adam Smith introduced equilibrium as part of a formal theory into the 

emerging social sciences field. Smith's notion of the "invisible hand" 

in Wealth of Nations described how an equilibrium price could be estab­

lished in relation to supply and demand. Leon Walras expanded and 

groomed the concept of market equilibrium and today equilibrium theory' 

is an essential part of the framework of mathematical economics. 

In the biological sciences, equilibrium arose as the prin-

ciple of homeostasis. According to this principle, the organism or 

the interaction of organisms maintains and restores steady states and 

condi tions. Cannon, a physiologist at Harvard, described the principle 

and coined the term "homeostasis" in 1932. He also became one of the 

first to postulate the relevancy of homeostasis to group social pro-

. cesses. 

This perspective, the balance) implies that the mechan.isms 
(\ 

of balance can be described and man may be able to detect the;~vents 

which inte;rrupt equHibriuni. In evaluating these events, man seeks to 

estimate the weight of the disturbing influences so that he can assess 

the extent of the opposite swing of events which will restore future 

balance. It j:; man's goal in this perspective to idlimtify disturbing 

events and foretell the coming of offsetting events. 
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,. 
,iITheZig-Zag Line 

" -

The fourth perspective, the zig- zag line) appears 

at first to be composed of small segments of the straight line. 

Such composition would imply that the future is ·a series of 

short trends arising from one another but proceeding in different 

directions. This, however, is not the nature of the idea. The 

difference lies in the assignment of cause and effect. The zig-

zag perspective assigns cause and effect to events, but the straight 

line assumes continuance of a trend without a specific search for 

underlying causes and. search for outcomes. The future in the zig-

zag perspective is a ser;ies of cause-effect situations occurring as 

discontinuous s,egments; the last outcome does not necessarily give 

rise to the next situation: The idea of discontinuity between seg-

ments accounts for the historical irregularity of accident and the 

unpredictable. By stretching the time frame of a segment, as in 

global .assignment of cause-effect, this perspective can be made to 

resemble the straight line. 

This zig-z.ag perspective develops out of man's earliest 

contact with the world around him. Both primitive and contemporary 

man share these early life experiences. 

As so~n as the child can hold anything, that is when 
after three months, the play with objects begins. 
In a thousand ways the child gives himself a little 
lesson in physics and geometry [Stern, 1928]. . 

W11i tehead (1929) says also that Ithe human organism 

develops a "causal feeling." For example, isudden exposure to bright 

light and the following. reflexive eye blin~ will be .formulated into 
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ff 1 · 5 a cause-e ect exp anat10n. 

Man's experience of reasoning is different from his physio-

logical experience. An adult's assignment of causality to events 

outside of physiological experience does not exhibit the uniformity' 

of explanation found in the "causal feeling." Other factors seem 

to be at work in man's logical rationality. Hume (1911) postulated 

that rational assignment of cause and effect to two events is a 

function of the relationship between the objects and of man's 

experience. Basically, he says, three conditions must be satis .. 

fied: (1) the two events must be spatially contiguous, (2) one 
'-~l 

event precedes the other, and (3) the two events have been observ&_1 

in thjs spatial and temporal relationship many times before. For 

example) if a person says that poverty c.auses crime , it is implied 

that poverty and crime are spatially contiguous, that poverty pre-

cedes crime, and that many cases of crime are associated with poverty. 

Hume denies that there is any necessary connection between two such 

events and that the experience of the observer supplies the link. 

When applying Hume's concept to the zig-zag line, we will find tnn.t' 

one man's interpretation is not identical to another's, even when 

the same situations are observed. Each man's zig-zag line proceeds 

in diffcrent dircctions. 

Sophistjcatior. is, of course, a guiding element 

SPiaget and other child psychologists have conducted exten­
sive research on the progressive stages of growth of causal thinking 
iii the child. Al though such work is interesting. stich concepts are 
not central to the zig-zag perspective. 

I) 
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in the production of ideas of causality. Lower levels of 

sophistication tend to limit selection of causal factors to 

one or two of the most obvious conditions. Imitation and 

mystical thinking often assist in satisfying the need to explain 

the question of "Why did it happen?" On the higher level, the 

ob~erver attempts to identify the less obvious but essential con­

tribut~ng conditions of causality. For example, the sophisticated 

viewer is less likely to accept the notion that thunder causes 

lightening, or that poverty causes crime . 

The higher plane of causal thinking is ~haracterized by 

at least two additional features. First, the assessment of cause 

and effect in social situations will consider that the magnitude 

of an action and reaction are not necessarily the same. For example, 

cruel repression of people by an uncaring government may not result 

in an equally cruel or violent revolution. Change in government can 

occur in small steps or as a peaceful revolution in which one leader-

ship is replaced by another without terrible turmoil (Lewinsohn, . 

1961). The second feature of greater sophistication is identified 

by Be1l (1967): 

... most models of [social] change assume the introduction 
of a new clement and some determinate consequence, which 
can be charted. But change actually proceeds, on the basis 
of action and reaction, and consequences ofte'n 'react back' 
and change the original variable itself. Social change 
should be regarded, therefore, as a series of stages that 
exemplifies such a process [pp. 66-67] . 

. Sophistication is not a uniform state of rationality 

which, when reached, will prevail throughout all thought. Abel 

(19~2) points oU,t that whenever adults are presented with unfamiliar, 

.... 
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complex problems, they may make the same errors in judgement 

,as children. Both adults and children rely on two "pre logical 

structures": the lack of synthesis and an excessive degree of 

synthesis. Thus, we might expect the adult's thought about the 

future to reflect some regression to pre logical patterns of 

analysis. Certainly, few efforts could be more complex and' 

unfamiliar than attempting to "explain" the future. 

In illustration of the zig-zag perspective, it may be 

seen that man's history reflects an evolution of the notion of 

causality from lower to higher levels of sophistication. Laurendeau 

(1962) conjectures that primitive man may have attributed life-like 

qualities to inanimate obj ects. e. g., since man's body gave off 

heat and the sun also was warm, the sun was alive. The Etruscans 

held that all phenomena were sent by the gods to acquaint men with 

their demands (Beajeu, 1963). Classical Greek thought reflected 

the remnants of animism. Thales) the "inventor of physics and 

philosophy" expressed "All things are full of soul" and Aristotle 

alluded to "vi tal forces" and the "prime mover" as influences in 

causation (Brumbaugh, 1964). In the seventeenth century, Zi1sel 

(1970) notes, man had outgrown primitive animism and begun to see the 

world wit~ the eyes of an engineer. Engineers were able to produce 

the effe;ct they desired if they know the cause. The causal mode of 
, " 

explaJ7.ation attributed to the engineer gave rise to a basic, and 

previously unknown, conception: 

tn a well-governed state there are laws which are prescribed 
by the government and, for the most part observed by the 
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ci tizens. Lawbreaking is rare and is punished when 
detected. Let us now suppose the government to be 
omnipotent and the police to be omniscient. In this 
case laws would always be observed. The seventeenth 
century began to ,compare nature with such a perfect state, 
ruled by an almighty and omniscient king. Thus the re­
current associations of natural p'rocesses were named 
natural 'laws' by scientists who investigated them-­
especially if they had succeeded in expressing the regu­
larities by mathema.tical formulas. The term 'law' became 
so common that people soon began to forget that it 
originated in a metaphor; the idea arose that all events) 
withol.)t exception, were subject to na.tural la.ws [po 810]. 
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In the nineteenth century, this mechanical determinism 

of the seventeenth century was tempered by the development of the 

social sciences. 

Today~ man seeks to maintain a philosophical balance 

between determinism, religion, and the urge to regress to prelogical 

patterns of assigning causality. The educated man, hopefully, more 

often accepts the discontinuity reflected by the zig-zag perspective 

than the poorly educated man. However, we' can expect that the com-

plexity of attempting to view the future will often evoke less than 

the most logical response. 

The fifth time perspective is represented by the spiral. 

This category contains those assessments of the future activity for 

which the rate of change is greater than that signified by the straight 

line. 

In 1737, Giovanni Battista Vico suggested that progress 

does not occur in a straight line, but in a spiral, whose every turn 

is higher and more advanced than the last. His theory expressed in 



'I 
I 
I 
I 
,I 
I 
I 
I 
I 
·1 
I 
I 
I 
I 
I 
I 
I 
I 
I 

"New Science,ll though popular today, did not catch on and was 

largely forgotten (McHale, 1969). 
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Today. the two fields in which non-linear growth is 

most discussed are those of demography and technology. In demo­

graphy, one of the early theorists to apply this time perspective 

was Velhu1st. In 1838, he constructed a mathematical equation which 

would avoid the irrational features of the straight line in describing 

population growth. His formulation, ml exponential curve, when 

graphed proceeds in a symmetrical S-shape. His explanation accounts 

for the rapid growth of population in early stages and the decline in 

grO\'Jth in later stages. Unfortunately, his work was based on too few 

observations to yield reliability of results (Reed, 1936). 

Alvin Toff1er's Future Shock (1970) is representative of 

contemporary concern for the ever-increasing rate of social ana 

technological change. The base of this change, technological ~dvance-

ment, is perceived as providing a catalytic stimulus for growth. 

Toffler points out that "ninety percent of all scientists who ever 

lived are now a1~ve, and that new discoveries are being made every 

day" [po 27]. The e'\lidence shows, he contends, that the time between 

the steps of technological ideas and generation 6f new ideas is being 

reduced. There are more scientists working on an explosion of ideas; 

as a result, change in technical and social spheres is occurring at 

unprecedented speeds. 

The time perspective of the spiral may engender the viewer 

\\lith an unea~y anticipation of the future, an anticipatLon in which 

, :-;oC'icty l'Jill encounter difficulty in keeping pace with, technological 
" 
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I innovation',. ,This viewer senses that the expectations of his 
,) 

parents and grandparents may be radically different from those 

I he, and his children may have to develop. 

,I These five time perspectives may be clues to man's 

anticipations about the future. In highly structured situations 

I involving a low1evel of subjective input, individual differences 

in application of time concepts may not be detectable. However, 

I in situations' calling for the application of judgement, it is 
',' 

I 
likely that different individuals will describe different futures 

given the same set of data. The future one constructs may be a 

I reflection of basic cognitive systems which arise as part of the 

interaction of personality, education, and experience. 
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CHAPTER III 

THE RISE OF FORECASTING 

In working toward an understanding,of the nature of 

contemporary forecasting, the influences in the evolution of 

forecasting will be reviewed. The rise of forecasting will be 

separated into stages of development. The general nature of 

each stage wlll be indicated, the important contributors to thought 

in each sta.ge will be identified, and events highlighting the spirit 

of the period will be briefly presented. 

Forecasting's General Pattern of Growth 

Except for the experiences in economic and demographic 

forecasting, there has been little attention paid to forecasting 

of social and political trends. Population forecasting 'emerged 

first, stimulated by an interest of rule:rs to determine the size 

of their countrie's. Economic forecasting evolved more slowly. The 

eatly economic theorists, such a,s Adam Smith and Leon Walras; did 

not apply econOJ.llic theory to specific situations. Morganstern (1954) 

suggest? that they perceived their abstract concepts as tQO compli" 
\1 

cated to be portrayed in working models which would be capable of 

numerically manipu1at ing essentj.al variables. 

Although population forecasting developed before economic 

forecasting,. economic forecasting has been.theunderiying force in 

the growth of present-day for~~casting. Cox (1931) asserts that this 

is a result of the interest in gathering and summarizing general 
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business conditions. Impetus for the interest in business derives 

from four areas: 

1. The recent rapid accumulation of economic statistics, 

2. The development of statistical techniques, 

3. The study of business cycles, and 

4. The urgent need of men of affairs to make prompt 
and appropriate adjustments to the increasingly 
frequent ~hanges in business conditions [pp. 348-9]. 

After World War It, forecasting was spirited forward by two 

other developments., The electronic computer was built and marketed 
\ 

in mass quantities. Today, computers' can be found in nearly any 

organization of substantial size. The second development was decisi9n 

theory. When operations' research and information technology fostered 

interest in decision theory, the mechanics of planning and decision-

making'also fell into the spotlight of interest. 

The Stages of Forecasting Development 

The history of forecasting can be depicted in four general 

stages. The earliest stage does not reach beyond the sixteenth 

century. Be£:ore that; the elements of forecasting basically did 

not exist. Prophecy and other forms of divination, although they 

dealt with the future, did not directly influence the growth of 

forecasting. 

The Formative "Period of F~recasting 

The sixteenth and seventeenth centuries introduced the 

conditions and elements e~sential for the rise of forecasting. The 
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Formative Conditions 
,1st stage 

- 16th & 17th Centuries 

2nd stage 
The Edge of Progr~ss 

- 18th Century 

The Age of Extrapolation 
3rd stage 

- 19th Century 

4th stage 
The Age of , Intellectual 
Technology 

- 20t.h Century 

Figure 4. The Four Historical Stages of Forecasting 

sixteenth century marks the development of an awareness of data 

collection. Information gathering services for merchants in 

Venice and the private organization of the Juggers of Ausherg 

flourished. They demonstrated that a trade advantage could be 

gained through the timelyccllect~on of information on national and 

international Il1arket conditions. In Germany, during this same 

period, "Staatenkunde" was formulated. Staatenkunde was a collection 

of general information and numerical observations about the German 

, 
" 
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states. This information of political ~~terest became a popular 

topic in the training of the many statesmen for the various German 

'1 
states (Westergaard, 1968). 

During the early seventeenth century, the idea that social 

topics could be subjected to quantitative analysis gained prominence. 

Lazerfeld (1961) identifies some of the influences behind this idea 

as part of the intellectual climate of the Baconian era, the desire 

to imitate the success of the physical sciences, the rational spirit 

of,capitalism, and the development of a more impersonal and abstract 

basis, of administration necessitated by the increasing size of 

countries. It was also during this century that insurance systems 

arose, and that the mercantile belief postulated that the size of 

population was a crucial factor in the power and wealth of a country. 

These influential factors added an impetus to the social sciences 

which never before had been experienced. 

During this formative period} four men stand out as impor-

tant contributors to the foundations of forecasting. The probabilistic 

basis of forecasting owes its beginning to a mathematician, who by the 

age of sixteen had already become famous. Pascal, in 1654, applied 

mathematical axioms in a manner which gave rise the theory of 

probability. Later in the 1600's, the brilliant work of ~acques 

Bernoulli contributed greatly to probability theory. From his sensi-

tivity to the application of mathematical concepts, he was also able 

---.~':. lw:stc~ga:~;. comprehens~~ly presents the evolution of 
stat I st.LCS from the tl,me of Staatenkunde up to the twentieth century. 
'fhll-; work, Contributions to the HistoIlY of Statistics (1968) was also 
the major source for information on Graunt and Petty. 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I~, 

I 
I 

Ii " 1/ 

I II' 

to formulate a distinction between "knowing" and "opining" 

which remains applicable to the distinction between knowledge 

and forecast. In Ars Conjectandi (1713), which was published 

after his deat~) he expressed: 

.,. with regard to things which are certain and 
indubitable, we speak of knowing or understanding; 
with regard to other things, of conjecturing, that 
. t .. 2 
~s 0 say, op~n~ng. 
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The other two men who stand out during this period were 

the Englishmen, John Graunt and William Petty. Graunt was a 

haperdasher by trade and Petty was an Oxford professor and physician 

to the English Army in Ireland.. These two men were friends, colla-

borators in statistical work, and founding members of t~e Royal 

Society (of statisticians). Graunt was interested in counting 

the population of England. This effort brought fame to him because 

England had been concerned about the effects of the plagues on the 

country's popUlation. He wrote only one book, Natural and Political 

Oh~~tions upon the Bills of Mortalitl (166l). 

Petty's work was related, in part, to Graunt's. Petty 

labeled his endeavors "Political Arithmetick," which was also,the 

title of his book, published in the late 1660's. By definition, 

Political Arithmetick was "the art of reasoning by figures upon things 

relating to gove;rnment"[Davenant, 1968].3 In 1687, Petty appears to 

have made one of the earliest-population projections based on collected 

2This quote from Bernoulli (1713) appears in De Jouvenel, 
The Art of Conjecture, 1967~ p. 49. 

3Davenaut's seventeenth century statement is quoted in, 
Westergaard) 1968, p. 41. 
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data. In his Five Essays in Political Arithmetick, he estimated 

the population of England'by drawing upon Graunt's wqrk for birth 

and death rates and by such other means as estimating the popu­

lation of London by determining the number of houses. With this 

information, he projected that England's populat~on would double 

in 120 years, a figure much larger than the actual eighty-three 

years. The ambitiousness of this projection and other efforts in 

his essay are characteristic of the early enthu!;iasm of statisticians. 

to overstep the limitations of their data. For example, Petty also 

attempted to determine the increase of the world's population since 

the Great Flood of Noah. 

The spirit of this early formative period of forecasting 

may also be reflected in two occurrences related, to forecasting. 

Francis Bacon, one of the seventeenth century's intellectual 

leaders, criticized prophecy in T.he Essays or Counsels: "Of 

Prophecies" (1625). So grave did he perceive the social harm 

caused by prophecies that he suggested "severe laws to suppress 

them.", Prophecies, he claimed, gained their falsely received credit 

in three ways. Pirst, "men mark when'they hit, and never when they 

miss." Second. prophecies are the'mere statement of tradition. The 

prophet is not foretelling the future, rather he ,is collecting infor-

mnti.on. Third, the prophets "have been imposters, and by idle and 

crafty brains merely contrived and feigned after the event past" [po 

142]. This criticism of prophecy by Bacon is likely to reflect the 
--:;:, 

feelings of the early social science pioneers who had to struggle to 

sort mysticism from fact and to establish reHable methods of data 
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analysis. 

In 1644, the first non-religious fiction of the future 

appeared. ,Francis Cheynell wrote Aulicus: His Dream of the King's 

~udden Coming 'to London. According to Franklin (1970), this was a 

political tract resembling "a plodding exercise in progressivist 

dreaming" [p. 26]. At least, it signifies a break from the dominat.ion 

of religious influence on futuristic thinking. 

The Edge of Progress 

In the second stage of forecasting occur the beginnings of 

the developme,nt of man's idea of progress. The eighteenth century 

opened with only a fair degree of agreement on progress which was 

envisioned in only one field, that of science. This opinion of 

progress changed during the eighteenth century. The great philoso-

phical surge of the French Enlightment helped to modify man's expec-

tations of social change. Adam Smith's work ushered in a new era of 

thought, wh ich would apply mathematical concepts to economics. 'Later 

in the century, the public became excited about new technological 

developments, such as the manned balloon flights and the invention 

of the steam engine. So, by the end of the eighteenth century, man 

began' to perceive progress as a concept applicable to his social, 

economic, and physical well being. He was now speculating what life 

could be if it could be different than envisioned by his ancestors. 4 

Four men should be identified as adding to the growth of 

4Sidncy Pollard presents similar ideas on man's notion 
of progress in 1',!1c I~ea of Progress, 1968. 
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thought on forecasting in the eighteenth century. Turgot and 

5 Condorcet are names to be linked \'/i th the philosophy of progress. 

Turgot became one of France's most bxilliant administrators. In 

1750, at the age of twenty-three, he delivered a Latin discourse 

which included, the first philosophy of progress. This work, On the 

Successive Advances of theHllman Mind, included a logical analysis 

of how progress could be predicted, even though the advent of inven-

tion is chancy. Turgot concluded that innovation depends on the 

general state of society. When conditions are right, those geniuses 

who are mixed with the rest of mankind will be stimulated into 

action (Pollard, 1968). 

Condorcet was a French nobleman, philosopher, mathematician, 

and one of the leaders of the French Revolution. His famous work, 

Sketch for a Historical Picture of the Progress of the Human Mincl, 

was written while in hiding in an interval between his public dis-

grace 'after being president ,of the French Legislative Assembly and 

his miserable death in a police cell. This work formally introduced 

to the world an important concept in forecasting, the cuncept of 

extrapolation (Gilfillan, 1£68). Condorcet saw history as a sequence 

of types of society, each arising logically and necessarily from the 

precedjng one. Carried within each type are the seeds of the next 
.-" ,-'';.. . 

type to :;rI:;',,:,;~,(Pol1ard, p. 81). In these thoughts of Condorcet and 
.. \' '.;.' 

5;:1~- the reader interested in the works of Turgot and 
Condorcet and in examining the impact of their efforts, two sources 
may be recommended: ' Pollard's The Idea of Progress, 1968 and 
(;1 Ifi Han's "1\. Sociologist Looks at Technical P,rediction" in 
Bright,'.Jmnes R. (ad.) Technological ~orecasting for Industry and 
90ve~ent (Englewood Cliffs, N.J.: Prentice-Hall, 1968, pp. 3-34). 
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Turgot, progress was established as having a role in thinking 

about the future. This had been an element missing from man's 

earlier fascination for prophecy and divination. 

The third person of interest, during the eighteenth cen-

tUrY was the p:o:st writer to formulate a word which carries today's 

connotation of'forecasting. Maupertuis adopted the term "prevision" 

which in French has come to mean forecast or foresight, rather than 

foreknowledge. While president of the Academy of Berlin in 1752. 

he published his ~etters which contain the idea of prevision. 

Our mind--that being whose chief property is to perceive 
itself .and what is presented to it--has. in addition, two 
other faculties, memory and prevision. The one is a 
retracing of the past, the other an anticipation of the 
future. The greatest difference between the mind of man 
and that of an animal lies in these two faculties. 6 

He emphasized that both man's memory and prevision are 

imperfect. However, as man's memory or history of the past improved, 

so would his prevision. This usage of "pr6vision" differed from the 

old usage which implied a possession of ·complet'e knowl~dge about the'· 

future. 

Near the close of the eighteenth century. an interest in 

demography was stimulated by the concern over the great; increase in 

population in England and Europe. Into this spotlight of interest 
, CJ 

carne a writer from an outside social discipline, with a theory 

developed from 'i deas of his contemporaries. Thomas Mal thus, during 

hi.s career, was an English clergyman associated with Jesus College 

----------------
6De Jouvenel translates and describes Maupertuisl ideas in 

The Art of Conjecture, 1967. 

~\ 
'" 

~. 
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at Cambridge, and the first profess()r of political economy 

at the East India Company's Haileybury College. Malthus' con-

cerns in Essay on·Population (1798) lie primarily with economic 

growth, of which population growth was an element. 

I think that I may fairly make two postulata. First, 
that food is necessary to the existence of man. 
Secondly, that the passion between the sexes is 
necessary, and will remain nearly in its present state. 

These two laws ever since we have had any knowledge of 
mankind, appear to have been fixed laws of our nature; 
and as we have not hitherto seen any alteration to them, 
we have no right to conclude that' they will ever cease 
to be what they are now, without an immediate act of power 
in that Being who first arranged the system of the uni­
verse; and for the advantage of his creatures, still 
executes, according to fixed laws. all its: various oper­
ations . 

. .. Assuming then, my postulates as granted, I say that 
the power' of population is indefinitely greater than the 
power in the earth to provide subsistence for men. 

Population, when unchecked, increases in a ge'ometrical 
ratio. Subsistence increases only in an arithmetical 
ratio [pp. 11-14]. 

Because of this theorizing in his vlOrks, some have attri-

buted to him the role of forecaster of popUlation. However. he 

rna&~ no quantitative projections. although he subjectively estimated 

that without checks, population would tend to double every twenty-

five years. Accordirtg to Page (1973), Malthus' basic model is more 

sophisticated than some of the numerical prOjections which followed. 

For example, the assumptions a.nd reasonings of the model were made 

explicit, thus permitting evaluation of his ideas by others. Also, 

he identified the possible determinants of birth and death rates 

nnd established other relationships which avail themselves to analysis. 
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If Malthus' model is used for quantitative projection, an aspect 

for which it is not strictly suited, the population forecast for 

England for 1801 to 1901 would have been overstated by 350 percent. 

The eighteenth and nineteenth century popularity of 

Malthus' model seems to stem, not from its mathematical reliability 

but, partially for its political use to justify retention of Poor 

Laws and the policy not to intervene in the Irish famine. 

The eighteenth century also experienced the beginning of 

an important governmental practice, of which forecasting is an 

inherent element. The first budget of the coming year's revenue 

and expenditure was instituted in France. In the late 1700's. Baron 

Joseph-Dominique Louis proposed that the state had a right to tax 

according to future needs. However, what those future needs would 

be could not be clearly established. In answer to the question of 

goals, the French president, Villele. decreed that, since he knew 

the figures from the year before, that would be the basis for'the 

next year's budget. Fortunately for the French,. they had unde.r-

estimated past expenditure and also kept on-going expenditure low 

(Lewinsohn, 1961). Thus, the success of the first budget derives, 

not from skillful forecast or planning. but from error. 

The Age of Extrapolation, 

The nineteenth century ushered in the age of e.xtrapolation. 

From the last q.ccade of the previous century. the number of imaginative 

predictjons and forecasts increased until, by the end of the ,century, 

extrapolation had become a favorite means of studying progress (Clarke, 
;·1 
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1969). Man's progress in indust~ia1ization and scientific 

innovation excited the imagination. For the first time in the 

history Qf literature a writer, Jules Verne, was able to make 

a fortune using science as material for stories.' Interest in 

the future was also reflected in the growth of population and 

economic forecasting l• 

In the 1800's in America, territorial expansion and 
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immigration sparked government interest in population forecasting. 

For the American forecaster, the naive method of simple extra-

polation prodLi~ed rather accurate population estimates; however, 

this was not the case with the British. The difference in 

accuracy cannot be attributed to skill or exceptional tools, 

rather the British did not experience the consistent rate of 

growth found in America (Page, 1973).7 

The economic crises of 1825, especially, lead an interest 

in the development of a ,theory of crisis. By the end of the nine-

teenth century, a considerable body of observations had been for~ 

mulated. These efforts established a framework for the theory of 

business cycles in the twentienth century (Mitchell, 1913) .. The 

analys:i s 'of hus1nes,s cycles is one of the most important and origi­

nal .economi c devel~pments of the period. Also during :the nineteenth 

century. the blossoming of statistics supported the development of 

7A consistent rate 
straight line. If the rate 
would not be a satisfactory 

I 

of growth Itlould be 
were to fluctuate, 
forecasting tool. 

represented by a 
simple extrapolation 
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However, not all of the events of 

the nineteenth century followed the path away from mysticism. 

Among the incongruities of the period was the recrudescence of 

Tarot cards and prophecy which had been popular during the 

eighteenth century (Rakoczi, 1970). Progress and scientific 

thought had arisen in the minds of the learned researc,her, but 
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the attitudes of the general public had not become as sophisticated. 

Among the contributors to forecasting in the nineteenth 

century, fiv.e men appear in the vanguard of the new art. J. B. 

Say _, fj rst academic teacher uf economics and practical businessman, 

became known for "Say's Law." His work of 1803 may be said to 

"stand at the fountain-head of the scientific analysis of cycles ll 

and to mark the point at which economic thought broke away from 

pre-analytic thought on business cycles (Schumpeter, 1954, p. 739). 

In 1862, Clement Jug1ar, a Frenchman,; became the first to 

extenSively apply statistics to buttress the analysis of historical 

information of business cycles. For example, he used time-series 

materials, that is, the periodic measure of prices, interest rates, 

-----------
BGnc of the century's most importa.nt contributions to the 

r;ise of mathematical forecasting was the advance of statistics . 
. Francis Galton in 1877 conducted hjs famous studies on sweet peas 
in which he obscrveua "regression" of seed sized toward the aver.age . 
.Karl Pearson picked up the idea and developed the equation for co:re­
lation. There followed a period of concentrated work by Pearso? lTI 
which he groomed or developed othe.r statistical ideas, such as fitting 
frequency curves,. Chi Square, and probable error. Strictly speaking ,­
the theorY' of correlation was not a unique discovery) rather it was .a 
synthesis of' ideas from the earlier theories of probability (Westergaard, 
1968) • However, Pearson IS contribution was so impressive th'at by some 
he may be called the "Founqer of the Science of Statistics" (Walker, 
1969). 
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and central bank balances to detect a ten-year bu~iness phase. 

This analysis involved the sophisticated intertwining of facts 

and theo,ry, a remarkable achievement for a physician who had no 

formal economic training. According to Schumpeter (1954), Juglar 

ranks as one of the greatest economists of all times and is the 

ancestor of business cycle analysis. 9 

There appeared in 1815 one of the earliest references 

on long-term forecasting by quantitative projection. Elkanah 

Watson, an American, applied the idea of a constant rate of popu-

l'ation growth to the three existing census counts to construct 

decennial estimates to the year 1900. Several of the estimates 

were reasonably close, but by 19·00 his method produced a 33 per-

cent oversta~e"ment. Watson's assumption of a straight line as a 

rate of gTowth is representative of the bulk of the mathematical 

projections made during that century. Although Verhulst, in 1838, 

suggested using an S-shaped (logistic) curve (Reed, 19%). 

Later in the century, Bonynge, an American, introduced 

what was to be the predecessor of modern population forecasting. 

llis "method of components" divided the population into homogeneous 

groupings,e.~., whites, slaves, and free Negroes. For each group, 

a separate projection W(l$, constructed and by summing a11 of the 

group estimates, .the.tota~ population estimate was formed. This 

approach permitted a more detailed analysis of growth rates for each 

. 9Garfield Cox in "Business Forecasting" (1931) ~lso 
describes in a concise manner the nature and role of Juglar's 
work iJl economic forecasting. 
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group, and could make more apparent the consequences of different 

growth rates for the various components than would be recognized 

in a simple aggregated projection. Theoretically, it would have 

been possible to analyze the effect on population growth of 

abolishing slavery by assuming that the growth rate of now-freed 

slaves would approach that of the Free Negro. Although such an 

estimate would have been wrong, the principle of being able to 

investiga~e the impa.ct of policy planning had been introduced (Page, 

1973). 

Quetelet and Durkheim are names that appear linked to fore~, 

casting in the Criminal Justice System in a round-about manner, 

They did not actually formulate a numerical estimate of the future 

size of the criminal population, but their theories suggest a fut~re . 

constancy in the rate of crime. Adolphe Quetelet, a Belgian, was 

known as a nineteenth century leader of statisticians and sucgessful 

organizer of statistical projects. He is distinguished as the,;first 

on a systematic basis to call attention to the kinds of behavior 

which could be observed and identified through statistical analysis. 

.In 1827, he began analysis on a pool of dat\a which included data 
I, 

on criminals. From that effort, not only did he derive what he 

called the "average man," but he found what he beheved to ·be certain 

social regularities. Among these regularities were three distinctive 

groups of behavior ("moral" characteristics) which involved human 

cho·j ce of action: suicides, rates of marriage, and crime. About 

crime, he contended, there was a constancy in .rates from year to 

year w.i thin age groups (Landnu and Lasarsfeld, 1968). 
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Emile Durkheim, professor of education and sociology 

at the Sorbonne, was interested in applying philosophy to 

poli tical and social problems. His efforts we're a maj or con-

tribution to the development of modern sociology. In one of 

his shorter books, The Rules of Sociological Method (1895), he 

hypoth~hzes that punish~ent is meted out at a constant rClte: 

In a society in which criminal acts are no longer 
committed, the sentiments they offend would have 
to be found without exception in all individua.l 
consciousness, and they must be found to exist with 
the same degree as sentiments contrary to them. 
Assuming that this condition could actually be rea-
lized, crime would not thereby disappear; it would 
only change its form, for the very cause which would 
thus dry up the .sources of criminality would immediately 
open up new ones ... There is no occasion for self­
congratulation when the crime rate drops noticeably 
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below the average level, for we may be certain that this 
apparent progress is associated with some social disorder. 
Thus, the number of assault cases never falls so low as in 
times of want, with the drop in crime rate, and as a reaction 
to it, comes a revision in the theory of punishment, or the 
need of a revision in the theory of punishment [pp. 66-72]. 

This quotation is presented here for a particular purpose. 

Later, when considering various forecasting techniques, Durkheim's 

concept will need to be entertained as one of several possible 

underlying assumptions. In this quotation, Durkheim implies that 

there is a socially expected average number of crimes which will 

be punished. He. is not referring to a consistency in the number 

of criminal acts committed, but to a stability in the percentage of 

people punished by a society. It is not too great of a logical leap 

to say that Ourkheim also speaks about a trend in prison populations; 

as the size of the general population grows, so proportionately will 
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grow the number of persons incarcerated. lO 

T~e~e of Intellectual Technology 

The twentieth century is called the "Age of Intellectual 

Technology\! by Bell (1973). The distinctive feature of this cen-

tury is the "effort to define rational action and to identify the 

means of achieving it" [po 30]. 

We know more of economics than the Political Arithmetick 
of Sir William Petty who'started us out with tnumber, 
weight, and measure'. ' We have clearer conceptual dis­
tinctions than Herbert Spencer and his primitive efforts 
at establishing social differentiation. We have more com­
plex statistical tools than Pearson or' Galton. What is 
more important, perhaps, is that we have a better appreciation 
of method. For what method allows us to do is to reformulate 
insight into consistent explanation [Bell, 1964, p. 846].11 

Forecasting in the twentieth century has grown to the 

point that distinctive fields of specialization can be identified. 

In their order of evolution, the oldest field of forecasting is 

population forecasting, next arose business forecasting, then 

t,echnologica1 forecasting, and lastly sociological (and political) 

forecasting. These fields did not evolve as entities characterized 

by unique techniques. ''the fields are primarily differentiated by 

the: fact that their experts do not cross disciplinary lines. 

Techniques) though, have been borrowed from each other. For ~xample, 

sociological forecasting has drawn upon 'techniques developed for 

"---io--'-,--
. Blumstein and Cohen present this thesis in "A Theory of 

the Stab\;]i ty of Punishment," Journal of Criminal Law and Criminology, 
1973, pp. 198-207. 

llDaniel Bell speaks to great length on the change in twentieth 
century America from that of the past. See p13.rticu1ar1y The Coming, 
o;-Rost-Industrial Society (1973) , Toward the Year 2000: Work in)" 
Progress (1968), and "Twelve Modes of PredictionuA PreliminarySUrting 
of ' Approaches in Social Sciences" (1964). 

---~----------------~-------------- .. - ---' 
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technological and population forecasting--the Delphi technique. 

from technological forecasting and component projection from 

population forecasting. Although some borrowing has occurred, 

Jantsch (1969) points' out that "cross-fertilization" between 

fields has not been as great as one might expect or as would 

appear feasible. 

The 1900's arrived with a ready interest in the study 

of economic crises and a concern for scientific management. 

Industry, by this time, had inc.reased in complexity of organization 

and production. Business leaders began to seek increased profit-

ability through innovations to reduce costs of fluctuating oper-

ations. Experiments to stabilize business conditions were conducted 

by prominent manufacturers. In 1908~ after the depression) Dennison 

Manufacturing Company introduced a comprehensive program to 

l1regu1arize l1 business operations. These efforts were based upon 

reorganizing sales to secure orders during slack periods and to 

systematically produce inventory during those low periods to off­

set times of high demand (Metcalf, 1975). 

America was the first country to establish organizations 

specializing in forecasting business conditions. This, to a great 

extent. was attributable to the fact that Europe did not experience· 

such great fluctuation in business conditions. In 1904, R. W. Babson 

established the first commercial service to provide information to 

private clients. In 1910) he published the "Babsonchart" which 

became widely known. This chart provided a single index or barometer 
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f b . d" 12 o USlness con ltlons. At about the same time~ the first 

chart based on business cycles was published by Brookmire. 

This was composed of three indices: credit supply, stock prices, 

. 13 14 and volume of buslness (Cox, 1931). ' 

After World War I, a movement was afoot by engineers to 

maintain their social involvement which they had experienced during 

the war. On November 19, 1920, representatives of nearly 100 

national and local engineering societies met to form the Federated 

American Engineering Society., They elected Herbert Hoover, who at 

the time was outgoing president of the American Institute of Mining 

and Metallurgical Engineers, as their first president. The next 

day Hoover called for "an investigation of industrial wastes." 

The ensuing report, "Waste in Industry," was to become the "thin 

point of the wedge" of Hoover's campaign to rationalize America's 

l2The Babsonchart "combined into a singie weighted index 
of general business a large number of time-series representing 
agricultural and industrial production, interest rates, and comodity 
prices ... In so far as Babson's forecasts were based upon this chart, 
they were said to be inferred primarily from the relation of the COIll­

posite index to the line representing normal" which has been deter­
mined by adjustments for seasonal variation (Cox, 1931, p. 349). 

13See Victor Zarnowitz, "Economic Prediction and Forecasting," 
International Encyclopedia of the Social Sciences, Vol. 12, Edited by 
David L. Sills (New York: Crowell, Collier and MacMillan, 1968), pp. 
425-438, for greater detail of the development of business forecasting. 

l4Economic cycles as commonly defined incorporate two character­
istics: (1) the sequences of actual economic quantities do not display 
a uniform (monotonic) increase or decrease, but reflec,t an irregular 
time pattern for'the various economic values; (2) these fluctuations 
do no~ occur independently, but display an association to one another, 
such as a lagged, leading, Or instantaneous relationship (Schumpeter, 
1935). ' 

" 
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economic policy (~letcalf 1 1975).15 

As Secretary of Commerce in 1921, Hoover stated that 

the role of government was "to mobilize the intelligence of the 

country, [so] that the 'entire community may be instructed as to 

the part they may play ... "' "Prevention rather than cure'" was 

Hoover's philosophy. The provision of better data on production 

and business cycles, etc. would overcome the "indifference of 

management. " The idea was to take scientific management out of 

the privacy of industrial shops and apply it as a market/economic 

principle. This ideology went beyond Adam Smith's Invisible Hand 

concept without imposing governmental control; an informed business 

sector would promote self-regulation. The strength of this 

position may have been reinforced, at least in Hoover's mind, by 

the popularity of the 1921 Unemployment Conference and Committee 

on Unemployment and Business Cyc~es. 

The role of forecasting, but not necessarily the quality, 

changed in the 1920' s. :Before that time; forecasting had been the 

domain of private interest. In 1929, the possibility of social 

forecasting gained governmental attention when" Hoover appointed the 

Research Committee on Social Trends, which was to be headed by the 

most prominent of all business cycle researchers, Wesley C. 

~-'-~-----

l5Forecasting literature makes numerous references to Hoover's 
influence. One of the most comprehensive analyses is Metcalf's article, 
"Secretary Hoover and the Emergence of Macroeconomic Management" (1975). 
Much of the information about Hoover presented in Chapter 2 is' drawn 
from Metcalf. 
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Mitchel1. 16 Out of this committee I s efforts came a report in 

the form of a collection of descriptive articles concerning 

. h' 'l d 17 recent ~storlca tren s.· With the exception of the first 

chapter, population forecasting, the future was left to the 

interpretation of the reader; the past and present were presented 

in a passive manner, with only a superficial concern for tomorrow; 

possible future conditions (alternatives) were not explored. 

What the reader found was a myriad of disconnected ideas which 

Hoover hoped would "help all of us to see where. social stresses 

are occurring and where major efforts should be undertaken to deal 

with them constructively," 

Although the governmental report, Recent Social Tr~nds, 

straddled the edge of forecasting, the work of the Natural Resources 

Committee may be seen as entering the realm of forecasting. In 

1932, Hoover appointed a National Resources Commi tteec to investigate 

technological trends. The committee's major public report, which 

appeared five years later, Technological Trends ~nd National PolicZ, 

attempted not only to envision a trend, but to estimate futurEI 

16Harold F. Dorn in "Pitfalls in Population Forecasts and 
Projection" Journal of the American Statistical Association) Vol. 
45, No. 251 (September, 1950)l pp. 311-334, expresses that for 
demographers this was the first time that they were recognized as· 
a particular group and given endorsement because of their special 
abilities to forecast population changes. 

17Two of the articies, Chapter 12 and Chapter 28, dealt with 
trends in the Criminal Justice System. The first is "(!:rime and Punish­
ment" by Sutherland and Gehlke, which is sort of a "what has happened 
anf! what is happening now ll kind of article. The other article is "Law 
and Legal Institutions" by Charles E. Clark and William O. Douglas. 

Ii! 
-~--------....::..--------------------...... - -~ .. ~ .~. 
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impact and raise questions relative to policy choices. Govern-

mental interest in forecasting finally emerged as part of 

Hoover's initiative to stimulate economic self-regulation by 

'business. 

In 1936, Keynes' work added substance to the body of 

economic forecasting. H,is General Theory of EmJ?loyment provides 

a theoretical framework for construction of macroeconomic fore-

casting models. Not only was this theory of interest to private, 

researchers, but government could not justify intervention into 

the public economic machinery. The level of economic activity 

could be measured and inspected to determine how intervention in 

various economic sectoT~ would affect possible future outcomes. 

Clarke (1970) indicates th~lt Keynes I work "became a sacred text with 
" 

forecasters, and plannel's" <[p. 379]. However, full realization of 

Keynesian theory in forecasting had to await the computer's capacity 

for manipulating complex macroeconomic models. 

In 1939, the begimrings of an explicit niethoc,1ology for 

subjective forecasting arose from the work of Pendr~y of Westinghouse. 

Pendray liasked fifty outstanding scientists and engineers what new 

developments in' their workshops were most likely to affect the life 

of the average man in the next twenty-five y:'ears" [po 344}. He then 

wove a 'description of future progress by fusing their ideas together 

and by infusing his own judgement as well. A year later 8 liven , 

editor for the New Republics went one step further by taking a 

"pledge they [the scientists] would not be quoted by name" 
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[1941].18 In these efforts of Pendray and Blivan, the apparent 

simplicity of approach should not obscure an important shift 

in methodology in subjective forecasting. The shift was from 

reliance upon a single expert's description of his expectations 

to a methcd which seeks to elicit from a group of experts a core 

or consensus of ideas around,Jwhich possible futures can be con-

structed. In addition, Bliven counteracted potential distortion 

of individual opinion by establishing anonymity; a practice now· 

employed to avoid peer pressure and exposure to criticism .. These 

characteristics are essential elements in the more sophisticated 

Delphi process later deve1Qped by the Rand Corporation. 

In 1944, Von Karm~n, an eminent U.S. scientist in the 

field of gas dynamics and propulsion systems, instituted what may 
. 19 

be considered as the first comprehensive forecast. 

• He put much emphasis on the evaluation of alternative 
combinations of future basic technologies, i.e., on 
the assessment of alternative options. 

• He considered basic potentialities and limitations, 
functional capabilities and key parameters, rather 
than trying to describe in precise terms future 
functional sys-tems. 

• He replaced intuitive thinking by thorough and com­
prehensive analysis in a well defined time-frame [Jantsch, 

18Gi1fi11an (1968) offers nearly the same analysis of the 
work of Pendray and Bliven. However, Gilfillan does not identify 
that a major difference in Pendray's and Bliven's work is to be 
found in the pledge of anonymity. 

19Jantsch (1967) describes this as the "first technological 
forecast in a modern sense" [p. 273]. It should be ;noted that 
Jantsch is only dealing with the field of technolog~~al forecasting. 
Van Karman's work as interpreted in Chapter 2 by this writer is ~lso 
identified as the first comprehensive forecas:t of any field. 
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1967, p. 273]. 

The forecasts derived from Von Karman's efforts 

recognized the possibility of supersonic aircraft and ICBM's. 

His classic work was the forerunner and guideline of later 

periodic U.S. Air Force forecasting efforts and has found 

application in contemporary social forecasting. 
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World War II fostered the growth of the "establishment 
)) 

prophets." Beginning with/the work in operations research in 
Ii 

predictive systems control, such as the application of refined 

mathematical probability techniques to problems of weaponry aiming, 

the role of the expert gained in prominence. During the cold war 

era, the military was a large consumer of the services of the 

think-tank philosophers (McHale) 1969). In 1948, the best known 

of the think-tanks~ the Rand Corporation, had its beginning. Out 

of that Qrganization came such innovations as the technique of 

systems analysis, the military cost/effectiveness system, the 

- -- --- ---Planning-Prograrnming-Budgeting System (PPBS), the descriptive 

scenario technique and t.he Delphi technique. The scenario technique, 

which is often associated \>Jith forecasting, was pioneered at the 

time by Kahn. It was devised as a manner of desc:ribing hypothe­
\ 

tic.a1 sequei~ces of events in political-military contexts, for 
. )) 

instance in-"-the analysis of international relations as affected by 

varioust1ses of sophisticated weapons-systems. HeJ,mer, also at 

Rand, developed the Delphi techniqt).e' of forecasting as a method 
, 

for>ystematicalJ.y collecting opinion from. ~ panel of experts. 

l:'"',' '.-, 
_,,--~_'-,,-::::..~. __________ '----____ ~ ____ ~ __ J __________ _ 
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This technique is one of the most important developments in 

b · . f . 20 . h h 1 su Ject~ve orecast~ng. Later, ~n anot er c apter, t1e 

Delphi technique will be reviewed in greater depth. 

In the 1960's, study of the future became an industry 

not necessarily limited to military work. Besides Rand, other 

organizations such as the Hudson Institute, founded by Kahn who 

left Rand, and the Institute for the Future undertook future 

oriented research. Government agencies during the 60's let 

innumerable contracts to these organizations. The scope of the 

forecasting field should not be over-emphasized, however. The 

actual number of persons identified as forecasters (in non-business 

and non-demographic fields) was restricted to a small number, 

probably near 20-30 in the United States (McHale & McHale, 1976). 

The first World Congress of forecasters in Oslo in 1967 was 'com-

posed of approximately thirty participants. The surging interest 

in forecasting \'ias reflected in the attendance of the Second World 

Congress in 1970, which was attended by over 250 persons. 

,~ trademark of the 1960's in economic forecasting was the 

development and testing of multi-equation econometric models and 

the refinE!ment of time-series methods (Fogler, 1974). However, 

some of the glitter of business cycle forecasting faded. Cycle 

theories did not appear to perform well B:fter World War II. But 

Lewinsohn (1961) points out that some of the disappointment may 

---"-'20The De-lphl-~echnique was dev.eloped during the 1950' s > but 
was classified and therefore not released to the public Until 1966. 

ii 
)>-:: 
if 
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have been lIa little too rash" because cycle theories should 

have been accepted as tentative; furthermQre, he notes, there 

seems to be no good reason why theorists should give up looking 

for economic rhythms. If the assumptions and premises of eco-

nomic models are held as tentative, it is possible that changing 

economic relationships can be accepted without abandoning the 

practice of forecasting. For example, the expansion. to a world 

market will, as Drucker (1976) expresses, "cause marketing men 

to rewrite their rules" [p. 20]. 'The question challenging business 

cycle forecasting now is: Can the new relationships between eco-

nomic factors be identified, or must other theories be developed? 

In the non-economic field, one of the catalysts of fore-

casting interest of the 60's came out of the work of Ralph Lenz, 

a member of the Aeronautical Systems Division of the Air Force 

Systems Command. Lenz, in 1962, published a small monograph, 

. Technological Forecasting, which was based on his master's thesis 

ten years before at M.I.T. This work established a system for 

'classifying and ordering technological forecasting techniques. 

Included was a framework for identifying application requirements 

for each type and combination of types (Bell, 1973). The logical 

perspective he developed facilitated communication between researchers 

and the research on methodology. 

In the 1970's, the practice of forecasting has been .drawn 

closer to government planning, according to Starling (1974). For 

example, Congress has moved both to establish the Office of Techno-
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logical Assessment and to require that environmental impact 

statements accompany federal development grant applications. 

The trend in government appears to be toward increasing 

interest in forecasting as a part of planning. 

Recent history portrays technological and business 

forecasting as developmentally preceding sociological fore-

casting. Jantsch (1967)~ although, asserts that "forecasting 

in the political and social areas is more or less developing 

parallel to technological forecasting" [po 110]. And 

Bestuzhev-Lada (1969) comments that the slow development of 

sociological forecasting has been. the partiat' result of mis-

placed emphasis: 

Sociological forecasting is still far behind economic 
forecasting, largely because it is frequently treated 
as a subsidiary of the latter. The forecasting of 
demographic processes and of the development of public 
health services, education, and so on, is UIldoubted1y 
of great economic importance at present, and, in fore­
casting, sociology and economics are as closely linked, 
as are science and technology, military affairs and 
politics, geography and outer space. But to study human 
personality and society on a purely economic level and 
only as related to productive forces [although this is 
of prime importance] would be to over-simplify historical 
materialism. Man and society are relatively independent 
entities, and therefore sociological forecasting is an 
independent entity ,;3..S is socio10gy--which we know, is 
not merely a branch of economics [po 531]., . 

Looking back at sociological forecasti1.lg,we can see 

61 

"what it isn It" perhaps with greater clarity than "what it is." 

Duncan (1969) has pointed out that it isn't well structured as 

a field of knowledge. Dror (1968) has indicated that it isn't 

used effeGtive1y in governmental planning .. · And, 'McHale and 
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McHale (1976) determined that it isn't the dontain of many 

specialists in government. Yet, as will be indicated in the 

I next chapter, forecasting isn't necessarily a concept foreign 

to administrative thought. 
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CHAPTER IV 

SELECTION AND COMPARISON OF 
PRISON POPULATION FORECASTING TECHNIQUES 

The student of criminal justice forecasting stands on 

top of the proverbial iceberg. The techniques popularly used are 

only part of a number of methods that could be used. A compilation 

of a1l methods most likely would appear as a large dictionary' of 

brief descriptions. The dictionary format, although c.omplete, would 

not provide the reader with a coherent discussion of forecasting 

principles and concepts. An alternative approach to the dictionary 

format is that of selecting a few techniques applicable to prison 

population forecasting and di:;,cussing them in a relatively non-technical 

manner. Such a discussion could attempt to present concepts and 

technique requirements that would gener~lize to. .similar methods. 
, 

The audience for a handbook of selected criminal justice 

forecasting techniques ranges in sophistication from the expert 

statistician to those in planning and administration who emphasize 

skills other than statistics. The presentation of information about 

forecasting may not be as difficult as the diversity of audience 

needs might imply. General information about forecasting has not 

been widely taught. Some forecasting concepts are part of education 

in economics; however, that information tends to be specialized and 

does not span the majority of techniques relevant for criminal justice 

forecasting. Those persons experienced in behavioral science research 

are familiar with predictive techniques but are most likely not steeped 
Ii 

in forecasting concepts. Thus, the audience for a handbook of 

" -------- ---~---------- ~~---- - --

,,' 
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forecasting methods share a common need for introduction to 

elemental concepts and techniques of forecasting. Such an intro­

duction would not be all things to all people, yet most users would 

find some part of the study to be of interest. 

In this study of techniques for forecasting prison population, 

the emphasis will be plac~d on selecting a few techniques rather than 

cataloging all techniques. This study, also, will downplay technical 

knowledge to focus on an intuitive inspection of concepts ?nd methods. 

For example, the laterC::.~:tscussion of multiple regression is high-

'lighted with illustrations,' analogies, and examples, but does not 

delve deeply into the mathematics of calculation. Such discussion 

assumes that a forecaster who would consider using a technique can 

obtain a formula for calculation or use a computer program but is 

less likely to find information about the problems and requirements 

of forecasting with the technique. The planner and decision-maker who 

are users of forecast information also do not need to explore math~-

matical mechanics of multiple regression. Their concern is usually 

directed toward pragmatic considerations of finding out what the 

technique does, how well it forecasts, and how much it costs. Although 

addressing these considerations is decidedly a pragmatic orientation, 

the reader seeking mathematical information is not forgotten. Numerous 

references and an annotated bibliography are provided for the techniques 

and concepts. For those readers interested in exploring a wide range 

of forecasting t'echniques, a listing of fored"asting techniques with 

references has been included as an appendix to this study. 

I' 

" 

The. selection of techniques applicable to prison population 
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forecasting was no easy task. AIl objective survey of criminal 

justice forecasters as to what should be included, of course, 

was impracticable because there is no group specifically iden-

tifiable a5 criminal justice forecasters. This meant that the 

process of sellJcting forecasting te'chniques CQuld, at best, be 

an arbitrary undertaking supported by a screening process. This 

screening process occurred in three steps. 'rhe first step was 

to identify the techniques which could be used in forecastin~ in " 

the behavioral science field. This list is presented in Appendix 

B. 

The second step was to review prison population forecasting 

methods being used in the various states. Rather than replicating 

a recent study, agreement was reached with the Florida Department 

of Offender Rehabilitation to share the results of their 1977 sur-

vey. That unpublished survey is presented in Appendix C. The 

. results of the survey disclosed that three classes of methods are 

most often used in the various states: 

• Least squares (Simple regression) 

• Multiple regression 

• Flow models (Simulation models) 

Because these three methods are popular, they were selected for 

inclusion in this discussion of prison population forecasting techniques. 

The third step was to select from the list of techn,iques 

twenty other techniques which appeared to be relevant to prison popu-

lation forecasting. By reviewing forecasting literature and presenting 

the list to other researchers in forecasting, additional techniques were 
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selected for inclusion in this study. 

The Techniques Selected for this Study 

The final list of methods contains sixteen techniques 

which will be discussed in ten modules: 

Subjective Forecasting Methods 

1. Delphi Technique 

2. Matrix Forecasting 

• Cross-Impact Matrices (CIM) 
• Matrix Ranking 
• Matrix Volume Forecasting 

3. Scenarios 

• Single Forecast Scenarios 
• Multi-alternative Scenarios 
• Planning Scenarios 

Naive Forecasting Techniques 

4. Subjective Extrapolation 

5. Simple Least Squares 

6. Smoothing Techniques 

• Moving Averages 
• Exponential Smoothing 

7. Indicator Forecasting 

Causal" Forecasting 

8. Multiple Regression 

• Mit 1 tiple Regression' with Al ternati ve Data Sets 
• ltllpacted Forecast with Surprises 

9. Flow Models 

10. Simultaneous EquaticiTI Forecastin.g 
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This list of techniques reflects four considerations of 

selection. First, as mentioned above, some of the techniques such as 

.Ii 
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Least Squares, Multiple Regression, and Flow methods are included 

because of current use in prison population forecasting. Second, 

the methods of' Delphi, Matrix techniques, and smoothing were 

included because of strong recommendation of other forecasters. 

Third, the emerging application of Indicator forecasting an'd 

Simultaneous Equation model~ seem to be areas of developing interest. 

And fourth, the concepts of Scenarios and Subjective Extrapolation 

are included because of general misunderstanding of concepts in 

practice of criminal justice forecasting. 

This selection of techniques attempts to present a well-

rounded starting place for an evaluation of the state of the art and 

in a sense is a forecast of techniques that may find application in 

future efforts of forecasting prison population. A theme woven 

throughout these ten modules is that of developing an awareness of 

forecasting's potential as a tool available to the correctional 

decision-maker. This theme not only looks at the possible benefits 

of the tools, but of the weaknesses and caveats surrounding their use. 

The Format for Presenting the Modules 

Each of the ten modules is arranged in a similar manner. 

The format shown in Table 1 is designed to facilitate comparison of 

.techniques. 

The format category which may provoke the greatest problem 

for the reader is that of "accuracy "II 1'hrou~hout these te'b. modules, 
" 

the problem of accuracy will be in/~estigat~d" from various perspectives. 
If ;, , 

The message fundamentally being pres~nted is that ~cc~racy is rela.tive. 
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TABLE 1 

Utility. Characteristics 

. Subjective 'MethOds ' 'Time'8eries'artd'Projections Models and Simulations 

Subjective' Simple 
Extra- Least Indicator Multiple Flow Simultaneous 

Sceriarios Delphi, '.Matrices poliltion Squares', F.o~~cas ting Smoothing Regression Modell; !:quati{)ns ---
Forecast Span 
(Immediate, 

. Short, Medium. Long Medium Medium Immediate Immed. Immed. Immed • Short-Med. Immed. Meidium 
Long) . Long Long , Short Short Short Short Short 

Ease of Under-
C) 

standing 
technique Easy Medium Medium Easy . Medium Meditun Medium Difficult Medium Difficult 
(Easy, Medium. 
Difficult) 1\ 

\'. 

ft~sistance Need-
.ed to make fore-
.cast (None, None- Sophis. None- None None- Sophis. Routine Routine None- Sophis. 
Routine. Sophis- Sophis. Sophis. Routine Sophis. 
cated) 

Cost of making 
forecast (Low, Low- Medium Med.- Low Low- Low Low LO\'I- Low- Medium-
Medium, Costly) Med. Costly, Med. Medium High High 

Time to make 
forecast (Days~ Days- Months IVe~k:;-: Days Days Days Days Days Weeks- Weeks-
Weeks~ Months) Weeks Months Months MOllths 

Number of 
variables being 
analyzed (1~ Many Many Many One One ~lany . One Several Several- Several 
Several. Many) Many Many 0\ 

00 

Data Require-
ments (None. None None None Low Low Exten. Low Mad-Ext. Low-~xt. Exten. 

Lo\~. Medium, \\ 

Extensive \' ,\ 
\\ 
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Relative j though, not in the sense of refusing to take a stand, 

out relative in terms of the user's data~ his needs, and his 

actions after receiving the forecast. If indeed the future is, 

in part, man-made, the notion of accuracy becomes moot when the 
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de,cision-maker finds what paths into the future are open to him. 

in the (.on:;ider~tion of a man-made future, the concern for usefulness 

of the information appears more important than "accuracy." No 

forecast can promise a sneak-preview of the future, therefore, an 

evaluation of accuracy may also consider utility of the information. 

The notion of accuracy is downpiayed in this study. The 

concept of accuracy borrowed from the behavioral sciences (cross-

sectional analysis) is avoided because it may lead the reader to 

expe~v a simple, straight-forward comparison of techniques which 

would disclose the best predictor . No doubt, the sl~arch for a 

most accurate m~thod for all times is an appealing thought. Such 

an effort. though, conjures in the mind the image of Don Quixote 

riding forth in a chimerical quest. 

Fonm.t for Presenting the Selected Metho<Js 

Definitioll!' of the F.orecastingMethod 

~ What it does 
• Basic structure 

Brief History of the Method 

Case IllustratioI1(s) -.::, 

• Selected examples from criminal justice literature, 
hypothetical illustrations, analysis of actual data, 
and relevant examples bO:t;{,~wed £r<'lm other fields 

!\ • Objective of the illustrJr:r6n is to demonstrate the 
II steps of constructing forecasts. I, 
I' 

{? 

,~~--~--~--~~--------~\~)------ ---- --------
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Assessmen.t of As·sets and Limitations 

Assumptions: Asks what the method or manner of data 
usage assumes. 

Span of forecast: Considers the forecast span in 
relation to five time periods: 

• Now to next year 

• Short-term future (1 to 2 years) 

• Middle-range future (2 to 5 years) 

• Long-range future (5 years to 15 years) 

• FaT future (15 years +) 

Accuracy/Usefulness 

Unique Limitations/Considerations 

Communicability of Results 

Time Required to ProduC'e Forecast 

Resources and Cost Requirements 

Transferabili ty 

• Staff or consultant requirements 

~ Equipment 

• Data 
• Estimated total cost 

• Assessment of applicability to prison population 
forecasting and other correctional use 

It Ease of application 

Comparison of Techniques 

70 

As mentioned briefly in the discussion of accuracy, the 

comparison of forecasting techniques may more appropriately be mad~\ 

in regard to relative qualities rather than to absolute standarc,ls. 

The construction of a table ~or comparing techniques provides aIt 

overview of the general comparisons and can serve as a reference 

() 

o 

r) 

__ ~~~J __ ~~L ____________ ~ ______ ~ 
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'l fior tentative matching of forecasting problem to tool. 

The utility of a particular technique depends in a 

large part upon the constraints with the planning and research' 

environment. Application of a technique to conditions other than 

those reflected in Table 1 would weaken the basis of the tabular 

comparison. 

Table 2 compares the utility considerations of the 

techniques. These considerations relate to those sections of 

the module format which assess assets and limitations of the 

methods. 

Table 2 presents a breakdown of resource requirements which 

are also r;J:fiected in the format for module discussion. l 

Presentation of Modules 

The ten modules will be presented in chapters which 

logically correspond to their assigned categories: subjective 

methods, naive meth~ds~ and causal methods. These three categories 
, I 

are general and may differ from other categorizations of techniques. 

For example, several of the techniques could be seen as straddling 

several categories. This assignment of techniques to categories.~ 
(f 

~lthough arbitrary, is designed to provide a logical framework for 

discussion of forecasting concepts. 

I . 
'Tables I and 2 draw upon ideas for tabular comparison of 

forecasting techniques developed by Arnold Mitchell in Handbook of 
jPorecasting Tec~nigues. Menlo Park J Calif.: Standford Research 
Institute, 1975. 
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Subjective Methods 

- - - - -

TABLE 2 

Resources Needed to Forecast 

Time Series and Projections 

Subjective Simple 
TyPe of Resource E:<trapo- Lea.st Indicator 

lation Squares .. Forecasting Scenarios Delphi Matrices 

Data 
Historical 
Expert Opinion 

Personnel 
Gereralists 
Methodologists 
Statisticians 
Computer Programmes 
Questionnaire & survey 

, experts 

Physical 
Computers 
Programmable Hand 

Calculators 
~'Existing Computer 

ProgrslllS 
Statistical packages 
Data Banks 

x 

X 
X 

? 

l' 

x x 

x 
X 

x 

X 

X 

X 

x x 

X 

? 

X 

X 
x· 
X 

x 

x 
X 
X 

x 

·X 

- -.- - -
(I 

'MOdeis'and'Simulations . 
Multiple Flow Simultaneous 

SmOothing Regression Models' Equations 

x 

x 
X 

? 

X 

X 
X 
X· 

x 

x' 
X 

x 
1 

x 
X 
X 

x 

x 
X 
X 

x 

X 

X 

x 

X 
X 
X 

X 

X 
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CHAPTER V 

FORl3CASTING PRISON POPULATION 
·BY SUBJECTIVE METtlODS 

Introduction. 

Three forms of subjective forecasting are discussed in 

this chapter: the Delphi technique, matrix forecasting, and 

scena:rios forecasting. Each form of forecasting is presented in 

a separate section of this chapter . 

Subjective forecasting methods draw upon'the opinion of 
\ 

experts instead of analyzing data about previous pris!>J;,t populations. 

Delphi is a technique specifically designed to obtain subjective 

estimates of future states and events. Matrix forecasting and 

scenarios construction are not as concerned as Delphi for infor-

mational gathering, rather focus more upon the process of analyzing 

obtained subjective information. 

Not all subjective forecasting techniques approach the future 

in the same manner. For example, the Delphi technique and matrix fore-

casting are exploratory methods, that is, they seek to determine what 

the future may grow into. On the other hand, scenarios construction 

adds a normative concern to the exploratory information. In the norma-

tive outlook, the future is viewed as m~n-made and composed of decisions 

open to the correctional administrator. The normative future is similar 

to a decision tree that evaluates the variations on the general theme of 

present and future trends. 

L-_~":""""" ____ --,-________________ ~ __ ~ ___ _ 
-- ~- .. --~---.. ~-- J 
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pelphi Technique 

,', 

Not surprising is the fact that expert opinion is the 

most called upon means to seek cues about the future. Neither 

would it be surprising to forecast that expert opinion will 

persist in popularity d\lring our lifetime. In practice, expert, 
( ",' 

opinion is offered 8.5 a service. Purchase of/,this service contains 

both elements ofsppraised past performance and hope--hope that the 

problems disturbing the decision-maker are not outside of the expert's 

appraised competence. The place of expert opinion in corrections 

seems to be that of compensating for a lack of theory and proven 

practices. Unlike busin.ess, corrections has no general::theory of 

economics to guide market behavior. The value of expert opinion is 

enhanced by the consideration that in times of difficult decisions, 

man is responsible for the final say, and that machines and equations 

are secondary tools. 

The informed reader, no doubt, recognizes that there are 

problems in using expert opinion. Perhaps the most well-known problem 

is bias of opinion. Other problems include the reluctance of the expert 

to give advice which runs counter to his pt1blicly ann~unced posi;tion; 

also, the expert may hesitate to make recommendations disfavored by 

superiors or his clientele. 

Expert panels l seem to be the favored manner of using expert 

opinion in forecasting (McHale & McHale, 1976). However, when experts 
,:1 

lThe term "expert panel" as used in this"paper includes both 
the forum in Which opinion papers are read and discussed and groups 
assembled in any manner to share ideas about a topic. 

II 
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are placed in groups, additional problems are brought into play. 

In groups, experts behave like people in general; they are con-

cerned with social dynamics. Groups of experts will establish 

statu!,? and power structure. Innovative ideas from low status 

persons are not accepted as readily as ideas from those of high 

staiius;) The powerful seek, to validate their opinions by coercing 

group acceptance. Othel.~ 11lembers act to protect the integrity elf their 

expertise by reluctance to offer ideas. Frequently, the gro~p attends 

to criticism of opinion rather than the process of exploration and 

synthesis of concepts. Discussions of complex questions tend to become 

oriented toward seeking solutions rather than defining the problem and 

investigating alternatives. In general, conduct of the group resembles 

an ebb and flow of attention in which short periods of intense concern 

for the topic seem to drift. 

Given these additional problems, what accounts for the fact 

that expert panels are a favored way of forecasting? Basically, this 

preference stems from several issues. First, inference would suggest 

that if one expert is valuable, a group of experts is more prized. 

Second, groups of experts are sought to validate policy_ In practice, 

a grollp of experts may offer real input into problem solution or exist 

as a tool to validate an already formed position. 

~proving Performance of Expert Groups 

The usual procedure for improving group performance is to 

overlay formal structure for directing interaction. Such overla.ying 

onto ~xpert groups overlooks the possibility that experts ~~y resist 

'; 
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structure. We must consider that the expert achieved his status 

of publicly acknowledged expertise in a free market place. A 

closed structure of interaction represents a process of establishing 

expertise. Of course, there are a variety of structural overlays 

characterized by different interaction patterns. For example, the 

imposition of Robert's Rules of Order on the meeting of correctional 

experts would offer little stimulus for increasing production of 

innovative ideas. 

We maybe guilty of expecting too much from techniques that 

promise to resolve problems of face-to-face communication. Some group 

methods perform well with a homogeneous group selected on the basis of 

specific personal characteristics. 2 However, a meeting of correctional 

experts cannot be envisioned which would not include opposing m~xtures 

~uch as outgoing and reserved personalities. 

If the problem of group dynamics caT\l1ot be resolved at this 

time, perhaps the problem should be attacked from a different perspective. 

That is, if group interaction among experts is not amenable to direction 
',: ,-\ 

which wou14 facilitate free communication, then the emphasis ~)face-to-

face communication should be downplayed during the phases of problem 

identification and generation of alternatives. Such phases could be 

conducted before the occurrence of a face-to-face gathering. Taking 

this line of thought one step further, it might be reasoned that if the 

2Group methods such as the Nominal Group Technique eNGT) 
described by Delbecq, et al (1976) and brainstorming lnay best work 
wi,th middle managers and researchers. ,Such correctional experts as 
directors of state agencies and deans of law scJ100ls may not be 
responsive to the polling of their opinion because of inherent pOlitical 
considerations and time requiremepts. ' 
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sole purpose of assembling experts is to develop a forecast, then 

a face~to-face meeting may not be necessary. However, given the 

inclination of governments to prefer assemblage of experts to 

validate later action, the advent of communication without a later 

meeting hardly seems plausible. 

Let us pause for a moment and envision a hypothetical 

situation in which correctional experts collectively forecast prison 

. population trends and alternative futures before meeting to recommend 

action. In our vision," the process begins when the national project 

leader contacts thirty arbitrarily selected correctional experts. In 

his call he explains his de,sire for their assistance and that they 

,"ill be paid for offering their opinions, which will be presented at a 

meeting six months hence. Irt$tead of preparing papers on their 

opinions, they will be paid to participate in a polling process of 

several rounds of questions. Their responses are to remain anonymous, 

known only to the project pollers. As the hypothetical scene progresses, 

we see the experts assembling at the meeting six months later. The 

project leader describes what the' majority saw as the trends affecting 

prison popUlations in the next twenty years and the variety of alter-

native ways of coping with those trends. After this briefing, the 

members begin their discussions to develop policy recommendations. In 

this example, we have seen the beginning of a meeting in which the 

membership has beeJi informed of the maj ori ty I s opinion without the 

interference of disruptions 'of face-to-face communication. The meeting 

that follows may experience the-problems of face-to-face communication. 

However, the critical first phase of policy development has not been 

IJ 
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sidestepped. The adoption of recommendations by a forceful few 

is made more difficult when trends and alternatives perceived by 

the majority challenge their assumptions. In this brief example, 

the Delphi technique was employed in a novel fashion, as the pre-

cursor to a meeting of experts. 

History 

In the early 1950's the Rand Corporation was hired by the 

Air Force to forecast Russian military air strategy. Researchers 

assigned to the project devised a series of questionnaires inter-

spersed with controlled 'feedback which would elicit the opinion of 

experts. Their objective was to forecast the most likely use of . 

Russian bombers for a long-·range strike, likely U.S. industrial 

targets, and the number of atomic bombs required to reduce American 

industrial (~tput by a prescribed amount. Partially, because this 

technique for polling experts was linked to military applications, 

not until 1963 was the technique described to civilian forecasters. 

The neme assigned to the technique was drawn from ancient Greek 

history; Delphi was the most famous oracle, consulted by kings and. 

philosophers for nearly 500 years. 

As practiced. Delphi applications seem confusing to many 

observers. Confusing because variants of the original method also 

carry the name Delphi. Argument abounds as to Delphi's applicability, 

its theoretical structure, and credibility. The potential user of 

Delphi forecasts should keep in mind that no set or rigid framework 

characterizes this general method. Al though Delphi· is described as. a 
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tltechnique~" only through inspection of the actual procedures can 

the user appreciate the usefulness of forecasted information. 

The 1976 McHale and McHale survey indicates that Delphi 

had been employed ill about 5 percent of forecasting efforts con-

ducted by industry and gov~rnment. A majority of effort has been 

in the technical and economic areas. An up-to-date scanning of Delphi 

literature indicates that health care and education have been the 

major focus of Oelphi application in the social welfare field. 

Description 

The majority of Delphi applications share five general 

characteristics: 

• Concern for topics which are not suitable for statistical 
analysis 

• Anonymity of r3spondents 

• A succession (iteration) of opinion polls involving 
the same respondents 

• Use of Likert-type rating scales during at least one 
round of opinion polling 

6) Simplicity of data analysis 

The generality of these characteristics attest to the possi-

bi l'i ty that Del phi forecasts may be similar j.n a few maj 01' respects and 

mar.kedly different in others. 

Delphi's greatest promise is in the treatment of topics which 

are not suitable for statistical analysis. For example. a forecast of 

society's value trends and their impact on prison popUlations lies 

beyond quantification. Usually, Delphi is applied to topics for which 

thecri tical variables ,cannot be COUl1ted or readily observed, for which' 
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data may be incomplete or not available. fOr which the laws of 

causality may not be well understood 7 and for time periods extending 

beyond the short-range applicability of most statistical methods. 

Anonymity of respondents reduces inhibitions associated 

with group processes. Although in many Delphi forecasts the 

respondents recognize they are hlembers of an identifiable group of 

persons, their opinions are not individually identified. In the 

instance of particularly sensitive topiCS, an increase in group size 

may provide safety in numbers. 

Delphi is not a one-shot questionnaire~ although its question 

format is the equivalent of a questionnaire. The Delphi process 

involves the polling of the participant's opinion at least twice. The 

usual form of Delphi begins with several open-ended questions (3-5 

questions). Out of the responses of this first round, the research~r 

constructs statements or propositions representing identifiable trends 

and ideas about the future. These statements become the material of 

the questionna.ire for the second round. The third round uses the same 

statements with the addition of feedback to the respondent about the 

group's opinion for each statement. The objective of the ~epeated 

polling is the achievement of consensus which denotes the trends and 

sItuations perceived most likely by the experts. A mechanism central 

to this procedure for eliciting consensus is the expert's intuitive 

analysis of, complex and ambiguous information. 

Likert...;type scales are the mi:ldium for recording opinion on 

each questionnaire statement. Likert scaling assigns numbers to a 

judgmental dimension.. For example, the frequ~ntly used numbers 111" 

o 



--- ----~ 

I" 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
'I 
I 

"I 
I 
I 
I 

81 

through "4" (and "1" through "611
) divide the concept of important/ 

non-important into four grades: 1 - Very Important, 2 - Somewhat 

Important, 3 - Somewhat Un.important, 4 - Not Important. The use 

of an even-numbered scale avoids the fence-setting response of a 

middle or neutral choice, e.g. "3" on a five-point scale represents 

neither an important or unimportant opinion. 

Data analysis is relatively simple. Analysis usually begins 

with tabulation for each statement of the number of times each number 

1-4 (or 1-6) was chosen by the group. The group's opinion Ror the 

statement may be represented by either the median (the point in the 

middle of the group), the mode (the most popular choice), or the raw 

mean score (the average rating of the group). To describe the range 

of disagreement on the item) the interquartile range is frequently 

given. This measure roughly indicates the most concentrated area of 

opinion by chopping off the infrequent~ very divergent responses on 

3 the extremes of the range. The median, mode, raw mean score, and 

interquartile range are very easy to calculate. As will be noted later, 

simplicity of analysis has its drawbacks. 

Delphi applications inspired by Gordon and Helmer's original 

work in 1963 emphasize the attainment of consensus to determine the one 

best estimate of a future situation. Feedback was an essential feature 

of this process. When the expert indicated an opinion which varied 

from the group, he was informed in the next round about his extreme 

--,"-' -------
3The interquarti1e range indicates the value below the median 

that encoY!lpasses one-qu~rte,r of all responses I and the value above 
includes the upper-most quarter of responses. 
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position and asked to provide the basis of his rationality. His 

reasoning was shared in an anonymous fashion with the group duritlg 

the next round. In this manner the entire group shared the same 

information on which to base opinion. The polling continued until 

consensus was reached. Of course, this process involved more than 

three rounds. 

Variants of the general Delphi method usually share the five 

characteristics discussed earlier. The most frequently encountered 

versions are identified below. 

• Closed Form--This, the most popular variation, omits 
the open-ended questions. All statements are con­
structed by the researcher. The objective is to 
identify the most popular statements in two rounds of 
polling. 

• Form for Idea Gener~tion--This form uses only rounds 
one and two. It is concerned with generating ideas 
by experts and only the general identification of the 
most favored statements. 

~ Standard Format with Added Rating Scale--Added to the 
Likert scale is another assessment, such as flN"-IIF" 
for Feasible/Nonfeasible. 

• Standard Format with Different Rating System--This form 
asks for estimation of dates, weights: and other numerical 
measures. It usually omits Likert scales. This rating 
method may restrict intuitive analysis, thus is not as 
favored. 

• Polling of Groups uf Experts--This procedure differs only 
in selection of experts and analysis. Experts are compared 
according tospeciali ty'~ i. e. ~ lawyers, police chiefs, law 
enforcem~nt educators. 

• Polling of EXl?erts and Non-expel"ts--This version is similar 
to the preceding variant except 'that non-experts, such as 
policemen, may be compared to experts. " 

• Non-forecasting Applications--The Delphi format may also be 
applied for the identification of ideas, goals~ value:5, etc. 

'" I"~ 
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The wide variation of Delphi format reflected above suggests that 
I ,:' 

the format varies according to research objectives. Generally , 

speaking, when the Delphi process contains more than two rounds, the 

assumption can be drawn that consensus is the objective. 

An example of the Delphi method is presented below. This 

example illustrates the gene;ral Delphi technique using open-ended 

questions in the first round and separate polling of two groups, 

experts and non-experts. 

Example 

A Delphi poll on the trend of police values was conducted in 

1972-73 by Cooper (1974) as a research project at the Center for Urban 

Affairs, University of Southern California. This Delphi forecast is 

discussed in the sequence which typifies the general Delphi method. 

These seven steps are: 

1. Identify the basic Delphi question and target group 

2. Develop first round questions 

3. Select and contact experts 

4. Prepare and mail first round questions 

5. Analyze. round two returns and prepare and mail round two 

6. 'Analyze round two returns and prepare and mail round three 

7. Analyze round three returns and prepare final report 

In describing Cooper's Delphi forecast, actual findings are 

referred to only when necessary to clarify procedures followed. The 
, ,.]} 

results of his study are presented in "Professionalization and Unionization 

. of PO.l1ce: A Delphi Forecast on Police Values," (1974). 

I 
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Step 1. Identify the basic Delphi question and general 

target group. If the topic to be forecasted is not clearly defined~ 

the application of Delphi may turn out to be both a frustrating 

experience for the res'pondents and an expensive exercise producing 

non-sensical results. Cooper, though, has'developed his general 

topic before choosing Delphi. SE~vera1 contacts with other researchers 

helped to determine the appli~abi1ity of Delphi to the topic. At the 

same time, he elicited the assistance for the development of the 

questions and questionnaire construction. 

His target group was generally identifiable as educators in 

law enforcement, a group to which he belonged. A second group for 

comparison could be draMl from a special program at the university. 

Step 2. pevelop first round questions. In order to lessen 

personal bias and'oversight, Cooper sought assistabce in developing the 

\\ 

open-ended questions of round one. An ~xperie:nced Delphi forecaster and 

an expert in aesthetics joined him in constructing and evaluating open­

ended questions. They strove to avoid both narrow questions whi,ch would 

focus on only a few police values and broad, vague questions which might 

confuse and frustrate respondents. Their efforts produced ~hree . 

questions. Each question directed attention to a logical segment of 

future time: continuing trends, changing trends, and new trends. 

Specifically, these three questions were: 

1. What have been the significant trends in the changing 
attitudes and values of police officers concerning their 
professional role and the institutions within Which they 
function during' the last ten years? 

2 . During the next thirty years, do you expect these trends 
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to continue in the same direction at the same rates, 
or do you anticipate significant ~hanges? Please 
explain. 

3. Do you expect any new trends in values and attitudes 
to emerge du:t'ing the next thirty years? Please' 
explain. 

Step 3.' Select and contact experts. The selection of 

experts was not a random or value-free procedure. Rather, as Cooper 

states 

Since the Delphi process involves a designed sample of persons 
who are presumed to have particular knowledge and/or experience 
in the field under invest:\\gation, rather than a random sample, 
it is assumed that a relatively small number of individuals will 
represent the considered knowledge of a very wide range of inputs 
from other individuals [po 24]. 

Directories of several organizations for criminal justice 

professionals were scanned by the researcher and an associate also 

familiar with the organizations' membership to identify candidates 

for the Delphi panel. The initial list of candidates contained 122 

persons, a majority of whom were educators in law enforcement. 'fhese 

persons were not contacted prior to the mailing of the first round· 

questions. 

Within a week to ten days of the mailing every person on the 

list who could be found had been called about the project. Sixty 

experts were found who would participate. 

A second panel of fifty-two non-experts was also selected 

but did not participate in round one. These panelists were seasoned 

police6fficers of various ranks sent to the university by their 

= 
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agencies for an in-service training program. 4 

Step 4. Prepare and mail first round questions. The 

first round appeared in the form of a letter which invited partici-

pation, explained the purpose of the study, described the Delphi 

process and general amount of participation, presented the three 

open-ended questions~. and indicated that a call would be forthcoming 

to answer questions about the study. 

The three open-ended questions appeareQ near the center of 

the letter. The panelist was instructed to respond in his own written 

manner. A stamped return envelope was enclosed for the response. 

Step 5. Analyze round two returns and prepare and mail 

round two. The response to the open-ended questions was "extra-

ordinarily full." The response ranged from or.e-half page to seven 

pages in length. The typi~al response was two to three pages of typed 

copy. 

Out of these responses, 164 statements were selected and 

cross-checked by resea.rch associates to assure that all ideas and 

them.es had been identified and were not dupli~atec1. The original 

wording was retained as much as possibl~. Not only would this wording 

indicate to the respondent that his opinions had indeed been used, but 

4Although COQper's panel was not randomly selected, he did 
not consider inclusion of members as self-selection. The students 
were not voluntarily enrolled in the university but sent as part of 
an eleven week in-service program for police personnel. Out of ~h.ese 
students, only those with at least two year's experience and all 
majority of their service remaining were chosen. By rank, there ~Iere 
five patrolmen, eleven sergeants~thirteen detectives, six lieutenants, 
one captain, and sixteen from othe!' areas. relat~d to law enforcement, 
such as probation, II 

.\. 
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the questionnaire would exhibit the richness of a variety of 

, writers. 

The 164 statements were grouped into sixteen identifiable 

themes and presented under thrt}e general headings: Trends of the 

I~ast Ten Years I Continuing Trends During the Next Thirty Years I 

and New Trends During the Next Thirty Years. Likert sca1e$ were 
~/ 

the response media for each statement.. 

An example of the round two questionnai!e is shown below. 

Trends of the Last Ten Years 

V. Past Trends in Attitudes 
TOl>Jard Roles as f'brceived 

\ 

1. Younger offi6rs have 
tended to expect more or­
ganizational changes and 
greater participation in 
decision making. 

(Circle one number which designates 
your assessment of the statement.) 

HIGHLY 
AGREE 

1 

SOMEWHAT 
AGREE 

2 

SOMEWHAT 
DISAGREE 

3 

HIGHLY 
DISAGREE 

4 

The round two questionnaire was mailed to Panel A and 

delivered to members of Panel B. The instruction,s for round 2 

included a requested date for return of respl/nse. Follow-up by the 

r.esearcher after that date helped to increase the return rate. 

Step 6. Analyze round two returns and prepare and mail round 

three. The responses of the two groups were not combined in analysis 

but kept separate. The items on which consensus had been attained were 

identified. 
\ , 

Cooper's rule of thumb determined cons~msusto be the 

" 
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matching of the median and interquartile ral'lge. For example, if 

the median response for an item was a "3" and the interquartile 

range also fell entirely with responses indicating "3", then no 

further polling of the statement was necessary. This analysis was 

sufficiently simple to be calculated with desk top calculators and 

with the assistance of several persons. The main feature of the 

task was the great number of times the same calculations had to be 

performed; the calculations had to be performed on each group's 164 

items. 

The format for round three was nearly identical to that of 

round two except that in the left margin a letter "C" was placed by 

the items on which consensus had been reached by that particular 

panel. In the margin beside the other items, the median score and 

interquarti1e range were listed one under the other, i.e., median = 2, 

range = 2-3. In round three, the panelist was asked to reconsider his 

response given this new information about his group's percep.tion of 

the statement. 

Step 7. Analyze round three and prepare final report. The 

analysis of consensus used in prior steps did not permit suspection of 

the percentage of agreement. Cooper arbitrarily specified that 65 per­

cent agreement about a st~tement was significant. For example, if 65 

percent or more of Panel A selected "4", this indicated a general 

consensus.. With this information he was able to compare percentages 

of agreement between Panel A and Panel B. For example, he fDund that 

88 percent of Panel A (experts) and 98 percent of Panel B (in-service 
~ . 
\) 
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policemen) felt that "younger officers have tended to expect more 

organizational changel? and greater participation in decision-making." 

This identification of ftems receiving significant leveJ,s 

of response facilitated three additional evaluations: 

• Identification and inferentjal interpretation of 
relationships among those items receiving significant 
responses. 

• Identification and interpretation of areas of convergence 
or divergence between the two panels. 

• Assumption that the strongest consensus judgments are 
those concurred by both panels. 

Part of the. statements displaying significant agreement 

could be grouped into two maj or trends: movements among police 

officers toward professionalization and unionization. This represent~ 

an agreement of both panels on 39 items. Fifty-four other items were 

grouped into secondary trends: education~ attitudes toward society~ 

police hierarchy, and police roles. 

This illustration of Delphi demonstrates the technique's 

ability to draw ideas from experts and determine which ideas are 

intuitively most likely. 

Delphi shares the assumption upon which brainstorming is 

based. This is the assumption that structured group interaction is 

capable of prod.ucing more ideas of value than the sum of ideas produced 

by the members alone or in an unstructured group. In the Delphi method, 

this premise is generalized to assume that directed interaction is also 

)the best means of identifying which of the group's ideas are most 

II 
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important. 

A second a'ssumption contends that feedback is a positive 

influence. This assumption has been subject to debate. Efforts 

to confirm the exact role of feedback have not been conclusive. 

For example, the original form of Delphi required that a response 

deviant from the majority's response be justified in writing and 

shared with the group in the next round. In this way, consensus 

could be reached through consideration of all information. However, 

experience suggests that the process of intellectualizing during 

justification and later group consideration interferes with the 

intuitive reasoning of expert opinion. The question is, how much 

feedback and what kind is required for group consensus? The evolution 

of Delphi seems to be in the direction of presenting only the median 

and range without justification of deviance. 

The third assumption is partially related to the second 

assumption. This assumption holds that the iterative process improves 

the group's judgment. However, observation of various Delphi appli­

cations suggests that repeated rounds may only narrow the range of 

opinion without influencing the median. Thus, the user must ~ecide 

whether it is important merely to identify the opinion that may be 

agreed upon or to continue until the majority agrees. On the one hand, 

this consideration pertains to the problem of credibility and, on the 

other, to the limitations of added time and expense required by fUrther 

polling. 

The fourth assumption asserts that random selection of experts 

is not required. Regardless of the validity of this assumption, the 
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reader, no doubt, realizes that: trust is an element of using a 

forecast as an input to decision-making. Not all experts are 

equally respected, thus it is important to explicitly describe 

~l 

the selection of Delphi participants. As is now the practice, 

adequate justification· is rarely given nor are the names of panelists 

disclosed. Of course, if the decision-maker selects the experts, 

selection ceases to be a problem unless he seeks to validate his 

position publicly or shares his forecast with others. 

~~!1 of Forecast 

Delphi has been applied to a variety of time spans. A 

range of twenty to thirty years is very frequently associated with 

Delphi forecasts. ,Periods shorter than two years may be more 
, \ ~ 

appropriately und(~rtaken by methods requiring less time to complete. 

Accuracy 

The accuracy of Delphi has also been a topic of debate. To 

a great extent, assessment of accuracy depends upon the decision-maker's 

opinion of the experts' qualifications. Almanac studies, that is, the 

forecasting of little known past ~vents given relevant data, have often 
J 

been cited as indicative of successful Delphi forecasting. However, 

disagreement among critics suggests that not "all almanac studies are 

supportive. Generally speaking, there is no clear-cut formula for 

evaluating a,ccuracy When using experts to forecast complex events. 
I 

Since the Delphi process b.cks a rigid methodological structure, 

this writer suggests that particular attention be paid to five aspects 

\.,rhich could distort results: 

L-. ___ ...:.:... ________________________________________ ~ ___ _ 
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3. 

Structuring f)f 'i:J,ue.stions--poorly written questions 
will fail to:eHcit response and assess opinion. 
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Drop-out of exp~~rts- -if many drop out and some stay) 
one must ask hON the 'absent opinions would have 
influenced the :Iresul ts. 

Number of items·"-too many items may result in fatigue 
and "agreeing to get it over with." 

4. Pitfalls pf simp,lte analysis--one of the most ObV1;OUS 
pi tfalls is the fact that the median) mode, and raw 
mean score cannot represent polarized opinions (bi­
model distribution). These measures seek to identify 
a single region of agreement. 

5. Bias of selection--one man's expert may be another's 
narrow-minded advocate. 

Accuracy also involves the question of how many experts is 

enough. Delbecq et al (1975) suggest that thirty well-chosen experts 

in a single speciality area are sufficient. No doubt, panel size would 

increase in a multi -special ty £'c;l'eca~t of prison populations. 

The application of Delphi may encounter different interp,aoe­
(I 
;! 

tative patterns in prison population forecasting than in technol~gical 
\, 

forecasting. The experts polled in technological forecasting may be 

those involved in making the questioned developments occur. In the 

social sciences there are no such experts. "The use of Delphi in social 

forecasting is likely merely to distill journalistic im~ressions about 

social change in the elites ,::onsul ted" [Encel, 1976, p. 142]. Accuracy 

as viewed in this perspective of actual involvement in chal1ge, bec9ffies 

more general in meaning for prison ~opulation forecasting than for 

technological forecasting. 

Delphi views the world in rather sim,plistic terms. There are 

no mechanics for determining which social trends might interact or the 

--- ------------
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results of such interaction. The format of Delphi would also 

permit experts to assign high probabilities to mutually exclusive 

events. This mechanical weak~~ss confuses the meaning of prob-

ability of occurrence. 

~nique Limitations/Considerations 

In order to enlist the participation of experts, the 

Delphi project must be openly supported by a high status administrator. 

By themselves, persons of lower status, such as junior researchers, 

will not elicit adequate expert participation. 

Delphi forecasts should be conducted by researchers trusted 

by the decision-make .. '. The absence of universally accepted guidelines 

for Delphi thrusts the researcher into the position of making crucial 

judgmen~s at critical points in the process. 

The Delphi process could be used to mold, as well as sample 

opinion. For this reason, many respondents may be suspect of successive 

rounds that do not reflect the content or wording of their earlier 

responses to the open-ended questions of round one. Delphi variants, 

having nci,ppen-ended questions and being composed only of statements 

constructed by the researcher, could also arouse suspicion. 

Sommunicabili ty ,. of Resu~ ts 

The communicability of Delphi results is high. Written or 

spoken communication does not of necessity require complex charts, 

special jargon, or mathematical symbols. 

Ii '~.' 
Tifne \' 
- ... .j,.~ 

The minimum time to conduct a three round Delphi by experienced 
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Delphi researchers is estimated by Delbecq et al (1975) as 44-1/2 

days. This, of course, assumes no hitches or problems. The 

majority of Delphis take much longer. Probably a time range of 

five months to a year is more realistic for a full three round 

Delphi. Shorter versions would, of course~ require less time (and 

expense). 

Resources and Cost 

Since the Delphi format is essentially a questionnaire; the 

statements and polling forms should be developed by someone competent 

in questionnaire construction. Such persons are not normally found 

in the research departments of state correctional agencies. Although, 

inexperienced researchers may provide the legwork of collecting and 

tabulating results. 

A large study involving many experts may necessitate com­

puterized data handling. Smaller projects may require only desk 

calculators and several clerks for assistance. 

Project cost depends upon the design. If experts are to be 

paid to offer their opinion, cost rises rapidly. In a small project, 

for example, Cooper's research, the cost was estimated at $2,500. His 

maj or expenses were postage, telephone', and assistants for data analysis. 

His salary was not included in this estimate . 

. Considering everything except paying experts, a low estimate 

for a mailed three round questionnaire would be $5-10,000. Other 

estimates have been fOllhd in the range of $10-50,000 (Mitchell, 197~). 
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TransferabiE tl. 

Delphi is not the instrument of choice for forecasting 

short-term prison population changes. The greatest potential of 

Delphi appears to be in determining trends 5-30 years away. Such 

applications have merit for the developing of policies and standards 

for prison construction. 

Delphi's time and cost requirements indicate that this is 

more than a casual tool employed by a research staff. Efficient 

application dictates that the total responsibility for forecasting 

cannot be delegated to staff researchers by the high level decision-

maker. If he is unable or unwilling to offer minimal support and 

participation, it is doubtful that he will accept or apply th~ results. 

As envisioned earlier, Delphi forecasting could be employed 

as the precursor to a meeting of experts working to formulate govern­

ment policy on prisons. As such a part of a larzer program, Delphi 

could serve as a much needed communication tool. 

Matrix Forecasting 

Matrix forecasting is a family of techniques which attempts 

to fill the methodological gap between subjective and objective methods. 

Subjective methods tend to identify future events and trends, but do 

not consider how these occurrences would affect one another. Objective 

methods, on the other hand, may be able to deal with interaction of 

events but suffer from lack of data. Thus, a gap exists because 

subjective methods generally fail to assess interaction, ruld objective 

methods could assess interaction but cannot perform without data. 

--------'------------'----'----------'---------~-~---------------.. 
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Matrix forecasting attempts to supply data by subjective means 

and provide an objective method of calculating interaction. 

The basic characteristic which distinguishes this family 

is, of course, the matrix. A matrix is a box-like affair having 

rows and columns in which data are placed. 

A B C D 

If this development 
occurs A ~ t ! -

B t ~ - ~ 
C - - ~ t 
D t ~ ,-~ 

Figure 5. Basic Form of the Matrix 

How will it 
affect this? 

The construction of a matrix facilitates evaluation of ' 

the question, "How does one factor 'impact' or affect the likelihood 

of occurrence of another?" For example. in the figure above. the 

matrix illustrates that Factor B has been judged to increase the like-

lihood of the oCcurrence of A, not to affect C, and lessen the possibility 

of D's occurrence. Instead of arrows and dashes, the matrix boxes can 

be filled with the numerical ,estimate of the impacted likelihoods of 

occurrence. 

The Toots of matrix forecasting are imbedded in two kinds of 
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probability theory: conditional probability and subjective 

probability. Conditional probability was essentially described 

in the paragraph above when it was shown that the development 

of Factor B affected the occurrence of A in a positive manner, 
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C not at all, and 0 negatively. In terms of probability theory, 

the occurrence of A, C, and D is said to be "conditional" upon the 

occurrence of B. 

Conditional probability theory works for events whose 

probability of development are known. This is the quandry of social 

forecasting--the probability of development of social events is 

unknown. Therefore, to apply conditional probability theory to 

social forecasting, the probability of deve1opme,nt has to be estab­

lished by intuitive methods. This process of intuitive estimation is 

part of the role of subjective probability theory. The other part of 

the role is that of assigning numerical estimates instead of arrows or 

dashes in the matrix. 

An example of conditional and subjective probability theories 

applied in the social forecasting matrix may be reflected in the 

possibility of outlawing handguns and reinstating the death penalty by 

1985. In this example, outlawing handguns may be represented in the 

matrix as development B with the subjective estimated likelihood as 

.65 of developing by 1985. The reinstating of the death penalty may be 

represented as Factor C and estimated ~ubjectively to have the likeli­

hood of development as .50. The questibn raised by the matrix is 

"What is the likelihood of reinstating the death penalty if handguns 

are outlawed?" The experts assembled in this hypothetical situation 
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to conduct matrix forecasting agree that the development of B 

(handgun control) would affect the likelihood of CIS occurrence. 

They assess that the likelihood of reinstating the death penalty 

would be lowered from .50 to .30 if handguns were outlawed. 

Represented in ~he matrix. the impact of B on C would appear as 

the value .30 in the box formed at the\;;intersection of row Band 

column C. 

The Cross-Impact Matrix (CIM) is the conceptual centerpiece 

around which other matrix techniques have evolved. CIM proposes an 

optimal approach for blending subjective and objective methods into 

matrix forecasting. The other members of the matrix family of 

techniques attempt to compensate for the weaknesses of CIM and to 

propose methodology for problems not suited to CIM. 

CIM arose out of the research by Gordon and Helmer on Delphi. 

The Delphi technique seemed appropriate as an instrument to elicit 

expert opinion; however. the structure for evaluating future events 

yielded incongruous results. The technique did not guide experts to 

avoid assi.gning high probabili ti-es of outcome to mutually exclusive 

events. This problem of assessing event pl'obabili ties was partially 

resolved by Gordon and Helmer in the dp.sign of a futures game created 

for the Kaiser Aluminum Company. Concepts from the game were then 

incorporated in an analytic procedure for the matrix. 

The CIM analysis revises the initial probability estimates 

assigned to fut'ure ev~nts by the poning of experts. e. g.. in the 

'\':1 
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Delphi survey. The data analyzed by the CIM analysis are not the 

initial probabilities but the second set of estimates established 

by the experts - - the condi tional probab i 1i ties of impacts. The 

"Cross" aspect of Cross-Impact Matrix analysis derives from the 

manner of analyzing the matrix data. In Figure 5 above, as \'las 

pointed out, Factor B was found to positively affect or impact the 

likelihood of occurrence of Factor C. If, however' ~ the development 

of Factor B was preceded by Factor A, then probability of Factor B 

would be raised. Indirectly, Factor A would affect Factor C through 

B. For example, if a portable, small-scale metal detector (Factor A) 

was developed, then as hypothetically shown, the likelihood of out­

lawing handguns (Factor B) would be positively impacted and raised. 

The probability of reinstating the death penalty, Factor C, is thereby 

indirectly impacted by the development of portable metal detectors. 

Within the matrix there are other permutations or patterns in which 

the sequence of the events may occur. For instance, in the matrix 

having four factors (4 X 4) twenty-four different chains of events 

could be determined. As more factors are added to a matrix, the 

number of chains increases and the matrix analysis becomes more complex 

to follow. The analysis simulates the occurrence'of events in a complex 

social environment. The outcome of this analysis is to revise the initial 

probabilities of events established by the experts. 

CIM was first applied in 1968 in a retrospective study of 

event probabili t~es behind the deployment of the minuteman missle. 

The first forecast of the future with CIM was also conducted in 1968 

and deal t with American transportaticm. Since that time a variety of 

____ ~'ll~~· _____________________________________ ~ ________ ~~r~ ________ __ 
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mathematical procedures for analyzing elM have been proposed, yet 

little actual application of elM to social problems appears in fore-

casting literature. The writings on elM seem restricted to a very 

few sources. Theodore Gordon, at the Futures Group, has created a 

eIM computer analysis program which he markets. Despite the lack of" 

elM application, the method is frequently mentioned among the major 

forecasting techniques. 

elM is only one of several ways of evaluating matrix infor-

mation. Simpler mat~ematical procedures have been proposed that would 

avoid elM problems and broaden the subject matter of matrix analysis. 

Examples of elM and alternative techniques will be presented below. 

A hypothetical example of elM has been cor..strUl';ted because' no 

example of criminal justice application has been found. Before inspecting 

the example, the reader needs to assume that a Delphi surveyor other means 

of polling experts has identified and estimated the initial probabilities 

of events which would influence the growth of prison population. Listed 
" \~\>' 

below in Figure 6 are four events selected from the hypotheti(~l pool of 

events: 

Figure 6. 

Probabili ty of 
Ev~!!t or State Occurrence before 1990 

1. 90% of the nation's major police 
departments will keep records on com-
puter. .70 
2. Formal pretrial diversion pro graIns 
will increase by 30% nationally.' .70 
:3. Two-thirds of .th~ maj or cities will 
have habitual offender prosecution pro-
grams ..50 
4. Two-thirds of the states will have 
enacted' determinate sentencing legislation. .60 

Hypothetical future events and the ini tiallyestablished 
probabilities .~ 
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These four events/states are placed into the rows and 

columns of a matrix as illustrated in Figure 7, The initial 

probabilities for the events have been placed in parenthesis. 

'-:-

b/) 
s:: 

oM 
U 
s:: 
Cl.> 

s:: .f-l 
0 s:: 

til s:: 'M Cl.> 
f-I 0 .f-l til 
Cl.> • .-1 ;:l 
.f-l til U ru 
;:l f-I ru .f-l 
p.. Cl.> til t'd 
e > 0 s:: 
0 • .-1 f-I • .-1 
U "0 ~ ~ 
Cl.> ru· Cl.> (j) 

f-I f-I f-I .f-l 
0 0 0 Cl.> 
~ :; :E 0 

More computers ~ .75 .60 .65 
( .·70) 

More diversi.on .85 ~ .55 .60 
(.70) 

More prosecution .85 
(.50) 

.65 ~ .60 

Determinate Sentendng .60 .80 .50 ~ (.50) 

Figure 7. Matrix of Conditional Probabilities of the' 
Events in Columns Given that Each Row Event 
Occurs 

Source! Hypothetical data 
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The matrix above also reflects the conditional probabilities 

estimated by the experts. For example, the developmertt of computeri-

zation 9f police Tecords will raise the 'likelihood from .50 to .60 

that habitual offender prosecution programs will arise in ,the major 

citiesi of our cQuntry by 1990. 

The analysis of cross-impacts in this hypothetical exa.Tirpl~~ 
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will be conducted by a simulated computer program. The program 

selected for this analysis involves six steps (Rochberg, et al., 

1970): / 
! 

1. An event is selected at random from the list. 
For example, event number 2 could be selected 

. (more diversion). 

2. A Monte Carlo routine "decides" the event. 
This routine generates a random number between 
o and 1: The generated number is compared to 
the initial probability ,of the event. A decision 
rule specifies that if the random number is less 
than the event I s initial probability, then the 

'event is considered as having occurred. 

3. The probabilities of the remaining events are 
"adjusted" or modified by a formula which 
assesses interactions (the cross-impacts). 

4. Steps 1-3 are repated with those events which 
have not bee'a decided. 

5. The computer repeats steps 1-4, beginning with 
the original or initial probabilities. In the 
instance of a large matrix, this process is 
"played" up to a 1000 times. The results of 
play establish the "final" or revised probability 
of each event. 
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Th~ number of times the event "occurred" in the program 

determines the event probability; e.g., if event 2 (more diversion) 

occurred 750 times out of a 1000, its revised probability would be 
;1 
'~\ 
,35. The revised probabilities for the four events in an interactive' 

environment appear as illustrated in Figure 8. 

J-n Figure 8, the initial and revised probabilities do 

'-Inot coincide. The analysis suggests that in a complex and interactive 

social environment the probabilities of the four events may be higher 

than originally estimated. An increase in probabilities need not 

\\ 
" . " _____ -'-_______ ....... ______________ --'1., ___________ _ 
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Event 

1. 90% of the nation's major 
police departments will 
keep 'records on computer. 

2. Formal pretrial diversion 
programs will increase by 
30% nationally. 

3. Two-thirds of the major 
cities will have habitual 
offender prosecution pro­
grams 

4. Two-thirds of the states 

Initial 
Probability 

.70 

.70 

.50 

will have enacted determinate 

Revised 
Probabili ty 

.84 

.75 

.66 

sentencing legislation. .60 .61 
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Figure 8. Results of hypothetical Cross-Impact Matrix Analysis 
of events affecting prison population growth. 

always be the case. A larger matrix with more factors or a matrix 

of different factors may just as readily reflect decreases in 

revised probabilities. The question of how many events should be 

considered in a matrix iS I of course l subjective. The selection of 

events and assignment of probabilities has an important bearing upon 

the outcome of analysis. 

Exampl~ of Simplified Matrix Analysi~ 

Methods other than ClM have been suggested for matrix 

analysis. Some alternative methods attempt to overcome problems of 

CIM--others present novel ways of assessing impacts. 

The following example addresses the problem of calculating 

a version of cross-impact analysis without computer simUlation. The 

c events that will be assessed are those appearing in Figure 8 above. 

The maj or 4ifferonce in calculation is that numerical probability and 

impacts are \assessed in a simpler form. 
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How will 
it effect 
this? 

=21 

=19 

=20 

=18 
t 
t 

Relative Ranking 

Figure 9. Matrix analysis to determine the relative ranking of 
developments by relative strength of Influence on other 
events (Source: Hypothetical Data) 

The matrix was constructed by asking experts to identify 

positive and negative impacts with pluses and minuses. The strength 

of impact is judged on a 0 to 10 scale indicating negligable to every 

strong impact. For example, the de~elopment of habitual offender 

prosecution programs would have a strong positive influence on the 

conversion to computerized police record keeping. This impact is 

relatively easy to understand; the implementation of prosecution programs 

could call for better h~bi tua1 offender identification and follow~up 

capabilitYI etc. 

The objective of this form of matrix analysis is to determine. 

the 'relative ranking of the events according to their importance in a 

------~-~-- -----~ 
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complex interactive social environment. To obtain this ranking 

one merely sums the rows. The event or development having the 

largest sum is the most influential. 
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This method of ranking does not reveal forecasted impact 

in probabilistic or numerical figures of prison population,. This 

tool is helpful in identifying which future trends may strongly 

influence the growth of prison population. 

~xamE.!e of Matrix Assessment of Numerical Effect 

The resulting effect of the occurrence of an event on 

prison population cannot be estimated by the Cross-Impact Matrix 

or by the simplified matrix above. Increases or decreases attributed 

to a particular event can be estimated by asking the experts to 

evaluate the event's numerical impact on the flow of offenders. An 

example of such a procedure is drawn from the 1974 study of the federal 

court caseload volumes conducted by the Battelle Institute. In that 

study~ a panel of criminal justice experts generated a list of thirty­

two possible events \'Jhich might impact thirty-three selected case' 

filing categories. The impact of the events were estimated as shown 

in Figure 9. 

The assessment of impact on volume can be estimated by the 

experts. This assessment evaluates the cnange per 100 cases filed that 

will be brought about by the event. The numbers in the m~trix represent 

the case volume after the estimated increase or decrease per 100 cases 

is accounted for. For example, in Figure 10 decriminalization of drug 

use is estinlated to reduce by seventy cases per 100 the number of Marijuana 
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Case Categories . 
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Possible Future Events I-l • .-1 
~ ~ u 

Increased decriminalization 
of drug use 88 30 

Increased legal assistance 
to welfare and low income 115 131 
groups 

Increases in non-judicial 
handlings of prisoner 88 
complaints 

Increased regulations on 
firearms 

Figure 10. Impact of .. events on the volume of Federal 
court case-filing categories 
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HO\~ will it 
affect this? 

Source: Hooper, R.C, Forecasts of Case Filing 
Volumes in the Federal District Courts, Richland, 
Washington: Battelle, ·Vol. 1, pp. 55-60. 

Tax Act filings. By adding the impacts per 100 cases filedJ"the 

case categories forecasted from historical data can be modified to 

~;how how the future trends could be inlpacted by surprise events. 

This method of matrix analysis copld be applied to prison growth as 

well as court case-filing volumes. 

II 

., 
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~ssumptions, 

In this and the following section on matrix forecasting, 

elM will be the primary focus of evaluation, although some of the 

information will apply to the family of matrix techniques. Seven 

assumptions are identified for discussion below: 

1. The assumption of expert awareness: The basic 
inputs, the events and conditional probabilities 

'are generated by a group of experts. The polling 
of expert opinion assumes that complex intuitive 
models of the future can be ve~balized and that 
as such, these models resemble the future reality. 

2. The assumption of meaningful probability: Even 
though statements of subjective probability are 
personal in meaning, elM assumes that experts commonly 
understand the metric or basis of assessment being 
used. In addition, it is assumed that a meaningful 
and accurate correspondence exists between subjective 
probability estimates of one-time occurring events 
and statistical probability of events that occur 
repeatedly over time. A weakness of this assumption 
is that at best a loose relationship exists between 
subjective and objective probability. 

3. The assumption of an atheoretical environment: 
Probability statements are reflections of the behavior 
of a system and as such cannot depict the system's 
structur~., Very different system models could pro­
duce the same 'behaviors,. Matrix analysis is, in this 
sense, atheoretical because it assesses behavior rather 
than structure. 

'4. The assumption of value-free forecasts: Matrix analysis 
is restricted to events and does not consider political 
values and processes. This avoidance of opart consideration, 
although it may be implicit in event estimation, gives rise 
to the forecaste:,c' s claim of value-free forecasting. 

5. The assumption of a binary world: Matrix analysis accom­
modates only binary combinations (pairs) of events. The 
matrix concept of conditional probability does J?ot recognize 
that more than two events may interact. 

,6. The assumption of randomness: InClM Monte Carlo simulation 
decides the sequence of events in a chain by a process of 
random selection. This process may introduce logical 

" 
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inconsistencies into event chains. Some events 
are more likely to precede other events in 
development. This introduction or randomness 
distorts the play of matrix analysis and thereby 
affects the meaningfulness of the revised proba­
bilities. 
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7. Assumption of" finality: ClM assumes that the final 
(revised) probabilities more accurately represent 
the real event probabilities than do the initial 
probabilities estab1ished by the polling of experts. 
Yet, if theJEmtire ClM analysis were to be played 
again using the revised probabilities as initial 
probabilities, the outcome would be a new set of 
different probabilities. CIM may assume finality 
but the process is unable to converge on a stable 
set of revised probabilities. 

Span of Forecast 

Events within matrices are usually estimated in logical 

blocks of time, such as 5-10-20 years into the future. A forecast 

span less than five years is unlikely to be encountered .. 

The Cross-Impact Matrix technique should be considered a 

crude device. A matrix forecast is highly speculative and at best 

provides.a "ball-park" estimate. 

Accuracy of elM forecasts is difficult to interpret. .The 

CIM is constructed in terms of probabilities rather than numbers of 

inmates. A sp~cific meaning of probabilities evaluated at the end of 

the forecast pet'lod must interpret how occurrence or non-occurrence of 

equally likely events relates to accuracy. That is, does non-ocaurrence 

of a high probability event represent a missed prediction, and the 

~ccurrence of another equally high probability event represent an accurate 

ptediction? 
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AClM forecast of prison population would necessarily 

be an inter-disciplinary undertaking. This effort would require 

input by experts in a variety of social fields. However, no 

specific methodology has been developed which would limit expert 

opinion only to those events within the area of the individual's 

"~xpertise" Gordon, et al (1970) suggest that matrix cells be 
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classified as to requisite skill and then solicit input accordingly. 

Co~"!}i~abilit.y of Results 

The basic method of estimating impacts is not difficult 

to explain. However, the presence of seemingly rigorous mathematical 

calculations tends to imply precision not possessed by theinatrix 

forecasting technique. The essential message to be conveyed is that 

ClM is a process of investigating the future via expert judgment .. 

Time Considerations ------_._--
Six to eight months would probably be required to accomplish 

a ClM forecast of prison population. Most of that time would be spent 

in select~ng and polling experts. Actual computer analysis requires a 

few. hours at the most, using the available prepared CIM analysis program. 

Resources ------
:The primary ClM resoUrce is that of experts from a variety 

of social fields. Representation shoUld not be limited only to criminal 
,J ~ 

justice pers6nnel. Experts from other areas such as economics and 

dE}mog1'aphy are needed. 

. The person conducting the ClM researc.h would expectedly be 
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very sophisticated in statistics. For this reason, a consultant 

may' need to be employed to construct the forecast. 

A computerized ClM analysis program is available from 
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The Futures Group, Inc., in Glastonbury, Connecticut. The rental 

fee for first year use is $3000 and approximate cost per run is $20. 

Overall, a ClM forecast appears to be rather expensive. 

Perhaps the expense and resource requirements place ClM beyond 

consideration of casual research. projects typically found in state 

correctional agencies. 

I~2-nsferability 

Although matrix forecasting may occasionally be offered 

as a method for forecasting prison population, its forte appears to 

be that of explorative research. This recommendation does not 

necessarily relegate elM or other types of matrix forecasting to a 

lesser standing than such techniques as naive projection of risk 

population. Rather, ClM takes a place beside other speculative fore-

casting techniques. 

An important quality of matrix forecasting is the potential 

of exploring to determine which possible future events could most 

dramatically affect prison population growth. . This heuristic c;:tpabili ty 

may be of some aid in evaluating policy preferences for the planning of 

corrections. Perhaps this is more than can be said for most of the 

naive and some of the c$usal forecasting techniques. 

o 
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Scenarios Forecasting 

A tool which offers promise~ but not a rigid form for 

prison population forecasting, is scenarios construction. This 

tool holds the potential of reducing the bias in expert opinion 

III 

and of reveal~ng hidden reasoning in forecasts. Scenarios con­

struction, though, lacks a strong methodological tradition to guide 

inte~ested but unacquainte1j researchers. In practice, scenarios 

writing ranges from an intuitive art exemplified by Herman Kahn's 

work to a structured and computer-assisted process found in some of 

Clark Abt's forecasts. Before the potential of this method can be 

realized, general guidelines must be defined. The proposal of such 

gu~delines is the intent of this examination of scenarios construction. 

In its simplest form> a scenario is ~erely the written 

description of a forecast. It is communication in words ra.ther than 

graphs, charts, and numbers. In contrast to the simple form, the 

vigorous form involves the development, explanation~ and justification 

of a forecast containing alternative futures. The simple and vigorous 

practices differ significantly. The former establishes only the vehicle 

for relating a single opinion, while the latter seeks to portra)r a some­

what pliant future of alternative paths. 

Expert opinion is enhanced in several ways through vigorous 

application of scenarios construction. Multi-path scenarios call 

attention to a wide range of alternatives and establish a basis for 

assessing choice between strategies. In such scenarios, the expert 

illustrates the functioning of various principle and issues underlying 
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the envisioned outcomes. Details pfton in'lplied, such as evaluation 

of possible future cause-effect relationships and identification of 

decision/branching points of alternative futures, are made explicit. 

This process not only conveys more information to the reader, but 

stimulates the expert to examine his opinion and develop a "feel" for 

the forecasted conditions. 

Essentially, there appear to be three types of scenarios: 

• Single-future scenarios 

• Multi-alternative scenarios 

• Planning scenarios 

The single-future scenario presents the future with no 

alternative paths. This scenario is fundamentally an argument supporting 

the expert's interpretation of "what's in store." Such forecasts offer 

little advice as to how various decisions might affect the course of 

events. 1he decision-maker, if he accepts the forecast, must either 

fatalistically await the foretold condition or reactively plan to avoid 

an undesirable future. Characteristically, the single-future scenario' 

involves the analysis of a few easily identi~iable social trends. This 

analysis assumes that global trends evolve slowly and that change is 

signaled by disruption in cultural behavior. An example of the singJ,e­

future scenario is Alvin Toffler's Future Shock (1970). Toffler's work 

reflects the characteristic "if-then" development of theme. The "if" 

is derived from identification of trends and their signals, and "theni! 

assumes non-interruption of the evolution of results. The rigidity of 

the "if~then" forecast precludes reevaluation of variation in outcome. 

Because of this rigidity, the single-future scenario should 'be respected 

·~,t~. ~---- -~-------

c, 
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as only one of many possible interpretations about "what's in 

store." 

The multi-alternative scenario and planning scenario 
'l 
\\ )both present more than one possible future. The difference between 
//' ,,1',<, 

c/ these two lies in the attention to decision points available to the 

administrator. Multi-alternative scenarios tend to describe fore-

casted possibilities in a cursory fashion. The forecast is often 

described as general waves which propose to sweep the reader into 

va';d.ous alternative conditions. Even though the analyst may address 

several futures and elicits reader interest, specific attention is 

not directed toward deCision-making alternatives. Rather, ~he 

alternatives tend to be evaluated in terms of probable combinations 

of trends evoking anticipated outcomes. Herman Kahn's well-known 

work, The Next 200 Years (1976) is an example of the general format 

of mUlti-alternative scenarios. 

Planning scenarios also present alternative futures but 

differ from multi-alternative scenarios in the focus on identification 

of decision points and paths sensitive to actions of the decision-maker. 

Rather than viewing the future as a. wave, the reader is supplied with 

several major themes and tentative branching points which might be 

considered in planning. SUC11 scenarios tend to be the product of a 

structured search for alternatives. An example of such a structure 

process is found in Abt' s Scenario Generation Methodology: 

• Scenario variables are derived in an explicit manner 
using content analysis of expert forecasts. 

• Scenarios are generated in sufficient detail for 
planners to identify the threats to the, [social] 

1\ >, 

______ J 
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environment and derive the missions, tasks, and 
systems needed to countt::r them. 

• The establishment of a ranF>e of possible relation­
ships between variables promotes ex~mination of 
alternative futures. Examination is not limited 
by bias about classes of possible relationships. 
A random number generator rather than bias deter­
mines the paired relationships. 

• By having an envelope, or range of possible 
scenarios, one can examine more than one possible 
future. In addition, the range can be divided 
into classes of strategies formulated for each 
class and current plans designed to meet the set 
of probable futures rather than a singl~ event 
[pp. 194-214]. 
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As described above in Abt's methodology, the search for 

alternatives is an important aspect of scenario construction. The 

specific technique suggested by Abt is just one of several manners 

of exploration. The analyst could select from a menu of methods 

V/hich includes: 

• Delphi technique 

• Decision Trees 

• Factor Listing 

• Cross-Impact Matrices 

• Morphological Analysis 

• Counterplanning 

The major features of planning scenarios appear in the 

intertt to communicate policy considerations and in the effort to 

objectively identify alternatives. These features distinguish planning 

scenarios from single-forecast and multi-alternative scenarios. 

Th'e term "scenario" was first used as a synortym for movie y 

_____ ~~-------------------------~----------------11 



I 
I 
I 
I 
·1 
,I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
'.1 

l15 

script. In forecasting, the term was initially applied to 

descriptions of political-mi1~tary projections. In those early 

scenarios, the analyst set out to describe hypothetical sequences 

of the cold ~ar. This articulation seemingly helped the analyst 

to develop a "fee'l" for cri tical decision points and bl'anching paths 

emanat~ng from these points. Cold war scenarios were constructed on 

a wide variety of possible world crises and stored for immediate 

reference by the President, Department of State, and selected military 

advisors. 

Herman Kahn, then a researcher at Rand and Hudson Institute, 

popularized the concept of scenarios construction. His early scenarios 

for public readership, On Thermonuclear War (1963) and On Esca1a~ 

Metaphors and Scenarios (1965) introduced such catchwords as "overkill" 

and "megadeaths." His ,:two works were descriptions of first' and second 

nuclear "strike" strategies. 

The role of scenario writing in forecasting often seems to 

be in dispute' because it appears not far removed from older forms of 

conjecture such a~ science fiction and utopian literature. Scenario 

writing, though J is a step beyond opi11ion constructed without benefit 

of a definite data set or methodology. Scenario writing stands for 

more than persuas:i.ve reasoning. 

In criminal justice forecasting, scenarios construction has 

not been enthusiastically embraced. Greater emphasis has been placed on 

opinion statement. The solitary effort of Project Star's The Impact of 

Social Trends on Crime and Criminal Justice (1976)~ differs from many 

statements of expert opinion in its depth and data base, although its 

L-__________ ........ ________________ --'-________ ~ ___ . __ .. -- .. 
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format is that of a single-forecast scanario. 

Example 

Since multi-alternative and planning scenarios offer greater 

forecast information, the discussion of methodology will focus on those 

methods: the single-future forecast scenario will be omitted. Although 

not specifically defined elsewhere, the construction of scenarios involves 

five steps: 

1. Selection of objective 

2. Specification of time horizon 

3. Determination of basic elements (variables) composing 
scenarios 

4. Identification of alternatives within basic elements 

5. Formulation of scenarios and integration of elements 
and alternatives into written units 

These basic steps are succinctly illustrated in E1boim-Dror's 

"Some Alternative Futures of Educational Administration," (1971). This 

work discusses alternative paths of educational development and in a 

general manner attends to decision points. Because of the general 

treatment of decision points, this work \~ou1d fall under the c1assifi-

cation of the multi-alternative scenario. 

For ease of referral, the title of E1boim-Dror's work will be 

referenced as "Educational Alternatives." 

Step 1. Select o,bjective. In "Educational Alternatives," 

the forecaster specifically states that his purpose of analysis is to 

"be suggestive and only to provide some distinctive prototypes of 

alterl}ative future developments 
!j 

" From this statement of purpose, 
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the reader is able to quickly deduce the orientation that the 

forecaster adopted in constructing the scenario. The topic is 

seen as addressing a broad audience rather than a select group of 

educational decision-makers who desire to focus on studying partic-

ular issues. 

Step 2. ~cify time horizon of forecast. In "Educational 

Alternatives," the time horizon was specified as "about 30 to 50 years 

from today." By restricting the horizon to the not too distant future, 

the forecaster pointed out that his forecast did not need to include 

forecasts of technological innovation which might impact education. 

Step 3. Determine basic elements composing scenarios. In 

this step, the forecaster selected twenty-five elements (variables) 

which would be considered in each scenario. By selecting these elements, 

the forecaster is, establishing a basis for constructing and comparing 

the alterr:ative futures. Arbitrarily, the forecaster divided the elements 

'into two homogeneous categories. One category, "Assumed Conditions J " 

contained nine elements about the conditions of the country and world in 

general. This category contained, for example J "Demography," "Domestic 

Poli tics," and "Culture." The other category, "Characteristics of Edu­

cational Administration," contained sixteen elements about education, 

such as "Organizational Structure," "Pattern of Work,1i and "Curriculum." 

The process of selecting elements and classifying them wil~ 

assist in the later step of identifying and sorting ideas about the future . 
for inclusion in scenarios. Rather than construGting scenarios in a 

'hit-or-miss fashion, the forecaster is building a comparative 'basis for 
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examining administrative action under va:dous conditions. • 

Step 4. Identify alternatives within basic elements. The 

goal of step 4 is to identify the possible alternatives that might 

occur for each element. In "Educational Alternatives," the major 

source through which alternatives for the elements \'lere identified 

was forecasting literature of all fields. For example, for the element 

Culture, it was found that three basic groups of alternatives existed 

which could be defined as distinctive outlooks on the future: an 

evolution to a Hedonistic Culture, an Empirical Utilitarian Culture, 

and a Self-development Oriented Culture. 

Not all of the alternatives identified for the twenty-five 

elements were found in the literature. Those alternatives which were 

found in 1i terature helped to establish the general theme of the prospec-

tive scenarios. But within the themes, gaps in some of the elements 

were not filled by ideas from literature. The identification of alter-

natives for blank elements was a matter of postulating alternatives that 

would fit the theme. 

The development of alternatives was similar to the construction 

of a table of information. The rows of the table were the twenty-five 

comparative elements. The columns of the. table represented the different 

scenario themes that were developing. The identification of alternatives 

was then a matter of filling in or arrang:i,Jl.g infoTmation within the boxes 
/. . 

formed at the functions of the rows and C~lumns. 

$.tep 5. Formulate scena.Tios and integrate elements and 

alternatives into written units. In the final form of the table, four 

~-----------------------,~.--.:.-



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

119 

scenario themes were evjdent. Each scenario theme represented a 

different path into,the future. These scenarios were labeled by 

number for the purpose of identification, 1. e. t "Prototype I of 

Alternative Futures of Educational Administration:" "Prototype 2 

of ......... , It etc. 

In the description of the twenty-five elements in each 

scenario, the forecaster set out specific conditions which would pro-

mote a particular administrative orientation. Some of the conditions 

such as presence or absence of war, were not controllable in an edu-

cational environment; other conditions such as approaches to teaching 

methods, were amenable to control. 

The finished product of "Educational Alternatives" is a 

narrative describing the four themes: 

Prototype 1: Educational policy-making characterized by wide 
citizens' participation 

, Prototype 2: Direction of all educational policy issues by a 
central political body 

Prototype 3: Policy-making determined by major interest and 
pressure groups 

Prototype 4: Policy-making by a merit elite of which highly 
trained professionals constitute an important 
part. 

Within each scen~rio theme the twenty-five comparative elements are 

described as they might exist in the future. The description of Prototype 

3 is most like today's trend in education. Prototype 2 is one of the 

future themes dissimilar to tbday's and as such offers an interesting 

example to examine. In this prototype, highly trained professionals play 

a key role in establishing educational policy. 
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The educational complex is geographically concentrated 
but rich with a variety of different organizat:i.onal 
structures, learning programmes) methods and procedures. 
The formal structure is very flexible and open to experi­
mentation and constant improvement and change processes 
... The educational system of the elite resembles 'develop­
ment clinics,' where highly intelligent and motivated 
students each pursue their own self-development with help 
of individualized learning programmes .... The educational 
system for the masses is more guided and adapted to their 
limited capacities .... Teams of administrators and teachers 
work closely together with other educational personnel in 
professional peer groups, where the main authority is profes­
sional knowledge and creativity [po 72]. 
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The four scenarios, or as Elboim-Dror ealls them, descriptions 

of prototypes, can be visualized as branches growing out of the present. 

The substance of each branch are the different combinations of controllable 

and uncontrollable trends. Although, aesthetically pleasing~ these four 

paths may not represent the entire range of the most likely futures. TIle 

process of identifying alternatives and categorization reflects the basic 

view of the future held by the forecaster. The forecaster, as in the 

example of "Educational Alternatives," often does not state what alterna-

tive did not fit into the four basic themes that were developed into 

scenarios. 

Pausing once more to inspect the example "Educational AUer-

natives," Elboim-Dror describes an interesting concept that was realized 

in step 5. This concept could also be realized in correctional forecasting. 

Elboim-Dror points out that 

Our description of alternative future of educational administration 
illustrates that specific conditions imply specific future develop­
ment of educational administration .... Our analysis of developments 
and of al ternati ve futures points to an existing dualism in per­
ceiving future developments in organizations and in educational 
administration. According to thi$ perception, organizations and 
management develop as rational,~ efficient, quantitative o:rganizations" 
or as qualitative, humanistic and moral ones; bureaucratic or 
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gemocTatic ones; egalitarian or hierarchial ones l centra­
lised or decentralised ones, and so on. It seems that 
this tendency to think in dichotomies is very misleading 
and harmful for future planning [p. 74]. 

In retTlOspect, the mUlti-alternative scenario as illus-

tratled in "Educational Alternatives" is broad-based and without 

specific detail or attention to crucial decision points leading 
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toward a particular future. In some aspects, the educational scenario 

examined above is similar to the present state of conjectuTal activities 

about prison growth found in criminal justice literature. However, the 

activities of conjer;ture about future prison development lack the 

scenario's clarity in the specification of elements of growth and 

possible alternatives. Such broadened consideration found in JIl1ulti­

future scenarios could find fertile soil in the forecasting efforts of 

the criminal justice academic community. 

Assumptions 

In multi-future scenarios (multi-alternative and planning 

scenaTios) construction, it is assumed that simple trend extrapolation 

constitutes an inadequate forecast. Drawing from the thoughts of Popper 

(1957), we can say that trends exist but their persistence depends upon 

continui ty of specific initial conditions in a particu.1ar environment. 

To overlook this dependence on a set of unvarying initial conditions is, 

in Popper's wOTds,. Ilia central mistake." If trends aTe treated as uncon-

di tional ~ they may indeed carry us irresistably in a specific dirl~ction 

into the future. 

Multi-future scenario;; construction assumes t;hat a sing,le-view 

forecast is miSleading because the future is unknowable.,: The dist()rtion 
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of perception of single-view forecasts arises from the inference 

that the identified causal relationships are necessary conditions 

rather than sufficient conditions. The single-view forecast ignores 

t.he possibility that several paths may lead to the same outcome or 

that "sufficient" conditions interacting in a multi-faceted world 

can y~eld different outcomes. 

Single-future scenarios also tend to assume that the future 

is surprise-free: That is, the future is described as logically 

arising from readily identifiable trends. "Wild-card" or unexpected 

events and trend changes are not considered explicitly in the sing1e-

future scenario. 

Span of Forecast 

Scenarios construction is a long-range forecasting method. 

Periods greater than five years and within 10-50 years seem most suitable 

for planning scenarios. Longer time periods tend to enter into the 

realm of entertainment and speculative fiction. 

Accuracy 

Accuracy is difficult to assess for several reasons. First, 

if a scena:rio is employed as a normative device, that is for exploration 

of alternative paths to an objective, the forecast may become se1f-

fulfilling. Secondly, the question is raised about what is acceptable 

partial accuracy. Since scenarios involve a number of alternative 

futures, how is a "hit" or Ilmiss" for one of the alternatives to be scored? 

Then, too, are the missed alternatives really missed or should they be. 

evaluated on some scale of supporting creditibility? 

[) 

I, 
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The perception of scenario accuracy rests, in part, 

on the creditibility of the writer(s). This creditibility is 

I enhanced when the writer specifies the sources of information 

and spells out his assumptions. By doing so, the reader is per-

I mitted to evaluate the objectivity and basis of the forecast. 

I Communicabili .!:l. 

I 
, Scenarios are the most easily communicated form of fore-

cast. A scenario appears as an understandable and familiar form 

I~ 
of .discussion. 

I 
§pecial Limitations/Considerati~ 

Well-built scenarios convey sufficient detail for consider-

-I ation in planning, yet limit the precision of analysis. The objective 

is to identify paths and decision points. Further detail would create 

-I the problem of proliferation of e:h."}Jla -_ 'Hons which \'1ould obscure the 

'I 
general course of events. 

Several of the greatest drawbacks of scenario methods arise 

I from the reader's weaknesses. Readers are prone to posi ti vely eval'late 

well .. written stories and ignore poorly written ones. A well-written 

I- single-future scenario may impart a lasting impression which interferes 
:J 

I 
with the appraisal of alternatives. In addition, readers tend to assess 

alternatives for the purpose of selecting which is the "true" future. 

'I The presentation of a range of alternatives tends to imply that all 

possible alternatives have been identified I Such interpretation inhibits 

"I further search for other possibilities. 

" 

I 
Check-lists are commonly employed in developing alternatives. 

~. 

I 
<, 

L-~ __________ ~~~ ______________ • __ ~ __________________________ __ 
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Listing helps to identify important elements and their variants; 

however, the listing approach by itself does not identify possible 

effects of interaction between the elements. More sophisticated 

methods such as Cross-Impact Analysis (CIM) must be employed to 

study interaction. 

Scenarios are often written by one person. In some 
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instances this presents no problem, yet frequently individual inter-

pretation results in self-centered views. Scenarios, then, become 

a fan~y \'lay of selling the expert's opinion. For example, the situation 

can arise in which alternatives may be developed that are so removed 

from reality that only the expert's view seems plausible. This 

problem can be partially avoided by using structured exploratory fore-· 

casting techniques for identifying alternatives and by circulating 

drafts of proposed scenarios to cooperative critics. 

~e~9urces/Cost/Ti~~. 

The basic resource is, of cours~, a skilled analyst. The 

process of scenarios construction is such that it can be learned by 

criminal justice experts. Scenarios construction is not necessarily 

the domain or anyone person or field of study. The selection of a 

scenarios forecaster should consider the person's familarity with 

decision points and mechanics of the Criminal Justice System. 

The time and cost of scenario construction hinges upon the 

purp'ose, depth and length of the analysis and description. At the least, 

a well-constructed scenario would require a few weeks • 
• D 

o 
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:!'ransferability 

Scenarios construction seems best suited to forecasting 

prison population on a national rather than state level. Such 

appJication should draw considerable attention. The high level of 

communicability should stimulate wide readership in this topic which 

is already one of national interest . 

One benefit not to be overlooked is that of applying 

scenarios to the normative forecasting of criminal justice objectives. 

This application could assist policy makers in evaluating alternative 

paths to correctional objectives. They would be able to assess 

correctional objectives in light of current trends, decision points, 

'and resource trade-offs. Thus, in prison population forecasting, 

scenarios construction. could serve as a double-edged tool, fUnctioning 

both in an exploratory and normative capacity. 
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CHAPTER VI 

FORECASTING PRISON POPULATION 
'> BY NAIVE METHODS 

Introduction 

Four forecasting methods are presented in this chapter 

on naive forecasting: subjective extrapolation, least squares, 

smoothing techniques, and indicator forecasting. 

"Naive forecasting" is not a name describing the skill 'or 

character of the forecaster. The name connotes that the forecast has 

not sought to inspect why prison growth has developed in its particular 

pattern or why the analyst might expect that pattern to continue. As 

will be pointed out in the chapter, tools for analyzing data are not as 

restricted in time-series application as in the behavioral sciences' 

cross-sectional analysis. This lowering of restrictiveness adds a 

quality of flexibility to these naive methods which enables the fore-. 

'caster to begin to look behind his data for the why's and wherefores'of 

prison growth. Although,. naive methods cannot be turned into causal 

forecasting methods> this ~hapter steps beyond the general thought of 

tec~nique application to investigate naive forecasting from the standpoint 

of an informed rather than totally naive view of the pa?t and future. 

Generally speaking, naive forecasting is an exploratory rather 

than normative outlook. Again, because of the flexibility of technique 

application in time-series analysis, concepts about a normative perspective 

arise in this discussion of naive forecasting. 
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Subjective Extrapolation 

Subjective extrapolation, as such, is not specifically 

descr:i,Led in forecasting literature. The process incorporates the 
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practices of subjective projection and extrapolation, yet is not as 

narrow as are the incorporated methods. The purpose of constructing 

the concept is to identify an implicit process practiced by experienced 

forecasters~ The content of the process is drawn from scattered hints 

that appear in various forecasting literature. 

Trend extrapolation is the projection of a pattern of the 

past into the future; it i.s essentially the estimation of mathematical 

relationships from known relationships. This process of estimation 

inVolves both trend identification within data, such as within yearly 

counts of prison population, and the projection of that trend. Charac-

teristically, .a trend displays a history of continuous change with little 

fluctuation in magnitude. Very often trends appear to be unidirectional, 

although non-linear trends may be encountered. 

Extrapolation may be performed with or without use of mathe-

matical tools. The type of 'extrapolation referenced in this section does 

not involve statistical tools. The reader will find that subjective 

extrapolation is unlike the common form of extrapolation sometimes mentioned 

in literature. The' basic difference lies in the process of subjective 

analysis, which occUrs not only in the identification of the trend~ but in 

the phase of Pt;ojection as well. 

Subjective extrapolation is an important tool taken. for granted 

by the experienced forecaste'r, and too often ignored by the novice. 
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Unfol'tunately) there is a tendency for the novice to equate 

sophistication of for(:}cast with complexity of mathematical tools, 

rather than to sophistication of the forecaster. The practices 

which emanate from this misconception are marked by unrealistic 
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claims, misapplied methods) and shallowness of reason. By analogy> 

we might compare the forecaster to a mechanic. The mechanic starts 

with a set of tools and a problem. He does not apply complicated, 

gleaming new instruments when simpler and perhaps well-worn devices 

serve t~e purpose. He also depends upon his knowledge of basic tools 

to make adjustments in the application of elaborate instruments. It 

is difficult to imagine a good mechanic who does not skillfully use a 

screwdriver or set of wrenches. In the case of the forecaster, sub-

jective extrapolation is one of the basic tools. Without awareness of 

basic tool concepts) the output of his effort may resemble the automo-

bile stalled because a screwdriver could not be found to adjust the 

carburetor. 

Five steps seem to characterize the general proce!5s of 

subjective extrapolation: , 

1. Adjusting data 

2. Plotting data 

3. Examining data for consistent patterns 

4. Identifying assumptions 

5. Estifnating possible future variability of patterns 

These five steps suggest that this is not the naiv~~ procedure of drawing 

a line through da t\ points and extending it into the future'. 
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History 

~/ Sinc~ the five steps identified above may not be found, 

pet 5e, in forecasting literature, there cannot be a specific date 

ascribed to the birth of the technique. Essentially, subjective 
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extrapolation evolved from naive forecasting methods such as simple 

projection. Naive forecasting dates back to the early efforts to 

record the population of European countries. As a spin-off of 

counting the population, a trend would be projected into the future. 

Because such simple projections are concerned with.only two variables, 

time and population, without concern for causes or disturbances, such 

methods are defined as "naive." Later, statistical formulas were used 

to project these two variables. Although these formulas are more 

complex than early projections, their lack of regard for other variables 

places them in the category of naive techniques. 

The five-step process of subjective extrapolation Tests 

somewhere near the dividing line between naive and causal methods of 

forecasting. The emphasis on assessment of assumptions and identifying 

future changes in pa.ttern seems, however, to establish this version of 

extrapolation as a, causal ml~thod. 

Step'];. Adjusting data. The first task is to examine the 

data for error or bias. ~aany flaws exist in the National Prisoner 

Statistics (NIlS). Over the years~ the NPS data collection effort has 

varied in forlhat for collecting data and in the number of states reporting. 

Even recent data may not be sui table for comparing state to state. For 

ex.ample, in Idaho, female inmates are transferred to Nevada I s women I s 

/ I 
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prison at Carson City. Some~ if not most, of these women are 

released directly from the Nevada institution. However~ on paper 

they are readmitted to Idaho corrections and shown a second time 

as released. This practice inflates the true picture of women 

inmates in Idaho (U.S. Dept. of Justice, 1977). Such a problem is 

reminiscent of Herbert Stein's comment to newsmen when he was president 

of Nixon's Council of Economic Advisors. The problem then was the use 

by the news media of raw, unadjusted figures to report a rise in the 

cost of living. He said, "To look at these figures in an unadjusted 

way is like looking out of the window at night and saying there is an 

eclipse. ,,1 

Few, if any, experienced forecasters would venture an 

affirmative statement about the future that is based on data for which 

they have little familarity. Forecast credibility quickly dissipates 

when the decision-lnaker discovers erroneous or misleading data were used 

to construct forecasts. 

Step 2. Plotting data. There is more to plotting data than 

the marking of values of a time-series> i.e., yearly counts of prison 

population, on graph paper. First to be considered is the number of 

years to be plotted. Analysis of data by subjective or mathematical 

means is very shaky for a few data points. The ~nalyst should keep in 

mind that if mathematical methods, such as regression analysis, cannot 

deal with less than 15-20 data points (years of information), then 

IThis quote is referenced in Chambers, et aI, An Executive's 
Guide to Forecasting. N.Y.: John Wiley & Sons, 1974. 
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subjective analysis may also have similar limitations. This hypothesis 

can be examined visually. Figure 11 shows a plot of Texas prison popu-

lation from 1930 to 1976. 
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Figure 11. Texas Prison Population, 1930-1976 

Source: Texas Department of Corrections 

2 The years 1965 to 1970 have been enclosed in a rectangle. 

Given only the data points in the rectangle, an extrapolation of the 

trend would suggest that 1971 and the following years would be char-

acterized by slightly declining growth. As the reader can readily see~ 

this is insufficient data upon which to construct an intuitive estimate 

2Five years of data were selected for this example because 
this writer has encountered CJ forecasts based on this number of data 
points. Unfortunately, the forecasts were not accompanied by warnings 
about the problem of few data points. 
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of the next year. You will notice that the eye hns the tendency 

to want to inspect \vhat happened before the period 1965 so that 

the nature of the pattern can be evaluated. 

A longer period of data would be of benefit to the 

analysis if it included a variety of disruptions representative of 

those expected to be found in the years of the forecast. Such in-
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formation might suggest clues about the effects of possible similar 

future disturbances. Of course, not all possible future disturbances 

can be identified; however. many changes in laws and revision of social 

service programs are discussed one to two years before the changes are 

enacted. Other changes. such as war or power failures in ci ties' ~ may 

not be foreseeable. However J the forecaster may be alert to the possible 

long-term effects occurring after various types of unforeseeable events. 

An extrapolation based upon a period of calm, though, should be exaooined 

to determine if it is representative of the more distant past and of 

the possible future. The analyst must begin to peer behind his data 

to become familiar with the phenomena being forecast. 

This writer wishes to digress for a moment to point out that 

adjustment of the data must meet the test of rationality~ In a particular 

Southern state, which will not be identified here, researchers faced the 

problem of having too few yearly data points to feed into. their forecasting 

technique. They needed over fifteen and had only three years of data. So, 

they transfo;'med the data into monthly figures and conducted the analysis. 
~;: "-

Then they projected future yearly prison populations. No doubtj the astute 

analyst would have forewarned them that such manipulation of data is not 

a reasonable solution to insufficient data. Similarly. we would find in 
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Figure 11 abQve, that if the few data points in the rectangle are 

transformed into monthly figures, the put90me is the sa~e. 

The actual plo~ting of data should ~nvolve at least two 

graphs and perhaps more. The most common form of pl·ot is accomplished 

Qn common (arithmetic) graph paper. This form of plot facilitates 

the ins~ect~on for trends in absolute change. That is, if prison popu­

lation were to grow by SOD inmates each year, those years, would appear 

to lie in a straight line. The second manner most frequently recommended 

is to plot the data in logarithms. This is an easier process than 

might be expected. Semi-logarithmetic graph paper (a common item) per-

mits direct plotting of the data; the scale of the graph paper automatically 

sets data into log form. An advantage of this plot is that a constant 

rate of growth, for instance IS percent per year, would appear as a 

straight line. This transformation also smooths the data so that regu­

larities are easier to identify.3 

There are several reasons which would justify the extra effort 

of plotting data on semi-logarithmetic paper. First of all, the comparison 

of several prison populations of greatly different sizes would be difficult 

to accommodate on .ari thmetic paper because of the range of the scale,. 

Figure 12, below, illust~ates the use of semi-log paper to compare three 

prison populations of different sizes. 

Secondly, the comparison of the absolute change does not impart 

as much information as the comparison of differences in rate of growth. 

3The reader interested in finding more information on plotting 
may refer to Robert Parsons, Statistical Analysis: A Dec~_MakinJi 
~!p!ch, N.Y.: Ha..rper\ & Row i 1974. 

',"1 
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All states 

Federal Prison 
Texas 

Figure 12. Yearly Prison Population of the states 
combined, the Federal Prison System & Texas 
Source: National Criminal Justice Information 
and Statistics Service 

For instance, a change of 100 inmates may be relatively unimportant 

to a state like Texas (prison population of 20,711' in 1976), but 'to 

South Dakot'a that represents a growth of 30 percent (from 1975-76). 

A third justification is suggested in the evidence that 

some human and biological popu1atiol1s and economic time-series d~splay 
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periods of a constant rate of change. 4 If prison populations have 

any similar underlying characteristics, and at this point theory 

does not deny the possibility, then the semi-log plot may be re1e-

vant. 
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Step 3. Examining for consistent patterns. Extrapolation 

is often thought to be the drawing of a straight line through data 

an,d projecting the future. However, this is not a wholly satisfactory 

manner of forecastin.g prison populations and other criminal justice 

time-series. In Figure 12,5 a rectangle encloses the period 1948-61, 

a period of fourteen years of apparently steady growth in the federal 

prison population. 

4pittenger discusses the concept of constant growth rate 
of population in various projection models. See Donald B. Pittenger. 
~jecting State and Local Popu1ati~. Cambridge, Mass.: J.B. 
Lippincott, 1976. 

5The data for Figure 12 specifically were compiled from': 
U.S. Law Enforcement Administration. National Criminal Justice Infor­
mation and Statistics Service. (1) Itprisoners in State and Federal 
Institutions on December 31, 1976." March, 1977. (2) "Prisonel's in 
State and Federal Institutions on December 31. 1975." National Prisonlar 
Statistics Bulletin No. SD-NPS-PSF-3 J Feb., 1977. (3) Sourcebook of 
Criminal Justice Statistics--1976, Report No. SD-SB-4, 1977. (4) Source­
book =6£ Criminal Justice Statistics--1975, Report No. SD-5B-3, 1976:- (5) 
Sourcebook of Criminal Justice Statistics--1974, Report No. SD-SB-2, 1975. 
Washington, D.C.: Government Printing Office. The reader should note 
that successive reports of NPS frequently modify previous reported data. 
For this reason, 'all of the above references were used to compile the 
dat~, ;n this fl,1g,\~~!'}~ 

", The $1" 'i5"; f,)a from 1970-76 represent only those inmates having a 
sentence greate\:;<'(~l.iln one year and one day. Before 1970, the reporting 
basis varied from state to state. Over time, the reported procedurels were 
changed during the times various different agen.cies were in charge of 
collectirtg the data. Precise manipulation of prior 1970 data is not 
recommended because of important reporting incongruencies. For example, 
a, real change < (growth) in a state I S prison population could be hidd.en by 
changes in reporting procedures. The problems of reporting are wel1-
documented in the above references. 

o 

~---~-----------~-~-----" ~--,- - - ---- ~-----,--,.-----,----;-' -~ 
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An extra.polation of the data in the rectangle would 

portray a straight line of continual growth which would grossly over-

estimate the years to come. 

A straight line is the easiest of the various shaped lines 

to subjectively draw th~?ugh data when portraying the basic pattern of 

a trend. Although many extrapolations of criminal justice data use only 

the straight line, there are other patterns such as the simple parobola 

and growth curves, which may be tentatively identified by visual inspec:": 

tion. 6 The procedure for-fitting a straight line through data is 

relatively straightforward, if you will excuse the expression. You 

need only to lay the edge of a clear ruler through the data so that an -

approximately equal number of data pOints fall above and belm'l the edge 

l".1ne. The ruler should be adjusted until the distances of the various 

points above the edge are roughly equal to the distances below the line. 

A t'l'end line has been fitted to data in Figure 13, below. 

For some naive forecasters, the fitting of a straight line 

through prison data is an enlightening experience. However, the process 

is deceiving because it reduces reality to an artistic exercise. The 

simplici ty of the process is fraught with problems. Specifically, three 

of these problems should be brought to the reader's attention'; randomness, 

number of data points, and closeness of fit. 

The conditions of line-fitting are best met in data which 

reflect a constant trend and in which the fluctuations of the data points 

6The subjective inspection of data can only tentatively identify 
if data fit a non-linear, curve. Substantiation of that identification should 
be left to mathematical methods. 



I 
·1·': .. 

';:;: 

~), "I 

I 
I, 

~I, 

I' 
I 
I 
I 
I 
I 
I" 
I 
I 
I 
I 
I 
I 
'I 

137 

occur randomly around the trend line. The requirement of randomness 

is a problem because time-series data are frequently non-random. In 

Figure 13, the data points occur in sequential "swings" around the 

trend line. 
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Figure 13. Texas Prison Population, 1930-76 

In other words, the data move in more or less uniform 

directions around the trend line. This means that the departure from 

the trend line is not happening by chance. In this instance~ the trend 

. line is not the be.st estimate of the expected value of the year to be 

forccasted~ 1977. We would expec~ thei~77' data point to be nearer the 
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sequential path of dots than near the trend line. Either a 
ti 

different method of forecasting or data transformation to remove 

the non-random influence is required. 7 

Fitting lines to a few data points has been mentioned 

before in this discussion of subjective extra.polation. Further 
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discussion of this consideration does not seem out of place because 

the forecaster will be faced many times by limited data on prison 

populations and other criminal justice topics. There is no easy 

way of projecting a line from a few data points. This writer has 

. found various suggestions in the literature about the number of data 

points. Among these are two suggestions which must be cautiously 

evaluated. First is the recommendation that the number of data points 

should be roughly equal to the number of years being forecasted. The 

logical leap in this assertion would lead the forecaster to assume 

that if only a few data points are available, then only a few years 

can be forecast. Looking back at the rectangle in Figure 11, it is 

shown that a few data points will not reliably estimate the next year 

to come. A second suggestion, mentioned in the literature, is that in 

fitting a straight line to a few data points, the fit must be very 

'.c1ose. This idea is also misleading aIld would appear to be related to 
• 

the problem of few data points in Figure Ii. A short trend may be 

7For further information on this problem, the interested 
reader may refer to W. Sullivan & W. Claycombe, Fundamentals of Fore­
casting. Reston, Va.: Prentice-Hall, 1977. Also see: Morris Harrillu-rg) 
Statistical Analysis for Decision Making. 2nd edition) N. Y .: Harcourt 
Brace Jovanovich, 1977. 

--- -- -----------~------ .~------------~'.-~ 
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identified by a close fit,S but projecting that trend is 

another issue. 

Step 4. Identifying assumptions behind trends. Dr~wing 

a trend line through prison population data points should involve 

more than a pencil, ruler, graph paper, and a list of numbers. 

Unfortunately, examples of criminal justice forecasting can be found 

which seem to go no further than the mechanical exercise with these 

tools. It stands to reason that the more acquainted the forecaster 

becomes to the social forces behind the data, the greater the likeli­

hood that asensibi'e proj ection can be constructed. For example J the 

correctional administrator is in contact with various sectors which 

affect corrections, such as lawmakers, criminal justice agencies, and 

the public. Because of this awareness, he may be able to more 

accurately use subjective extrapolation than are some researchers who 

have little awareness of the environmental factors which generated the 

9 data. 

In order to avoid forecasting gibberish, the analyst should 

identify the assumptions underlying the data. This means questioning 

the use of a single straight line. An informed critic will quickly 

recognize that the causes of prison population growth may change over 

8Sartoriu$' & Mohn illustrate various considerations in curve 
fitting in Sa.le~ 'Forecasting: A Diagnostic APEroach. Atlanta, Ga.: I Georgia State University School of Business Administration, 1976. 

9This assertiort must be evaluated cautiously. The statement 

I
', '> does not ~,m:pJ:y that intuition is necessarily better "than intuition 

assisted/bY tools. Intuition by itself may over-react to perceived 
"influences. The role of tool use is to challenge capricious estimation 
of trends. 'I ,', 
j.; ,.,',', 

."'t~t~,:;~tlc,;;,c"""",,,C'~'--" C"'""'~' .,.,c." ," .,. 

b -.-L_f' ______ '_\" ______ "'--___ ,-"--_______ , _______ , ___________ ~__ ___ _______ _ __ J 



I 
I 

I 
I 
I 
I 
I 
I 

I 
I 
I 
I' 

~- "~~y'~ -.~"",j-, 

I 

140 

time. However, a single straight line ass~gns equal weight to all 

data \1Ii thout regard for changes in causation. Rather than selecting 

a single trend to characterize his data, the analyst may choose to 

represent the various trends by broken lines with different slopes. 
" 

Figure 14 illustrates the beginning of such an interpret?;tive process. 

20 

18 

rn 16 Q) 

~ 
l\f 14 e 
s:: 

H 12 
ft-t 
0 

10 " 0 

rn 
'0 S 

., 
s:: 
l\f \ .' 
rn 6 . . ::s • • • I 

0 .. ,... . : 
~ 4 E-4 

21 
i • i • , • , • 6 • 1930 )5 Q.Q lt5 50 55 60 (-.5 ~/O 75 

·Years 

Figure 14. . Texas Prisop Population, 19:30-76 
(partially trended) 

Without a great deal of knowledge about the prison data, the 

observer may begin to assess the most likely trends. For example, it 

would seem reasonable to fit the war years, 1939-45, with a straight line 
. , 

sloping downward. The short period thereafter, 1946-47, may be part of 

the following years, 1948-64, or independent of that period. From 

appearances, the yeo1's 1948~.64 seem to be relat,ed; however, in light of 

the many social di sturbances dur,;-ng that length of time, it is possible. 
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:that these data are generated by several different forces acting 

at different times.l~ The remaining two periods appear to be dis-
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tinctly characterized, although the final period reflects inconsis­

tent growth, which means th'at the uniformity of a trend may not be 

anticipated in the future. A single straight line drawn through all 

the data would identify only the general direction of populat~on 

growth. For planning purposes, the analyst is usually requested to 

present a forecast that is not so broad. 

The unrelenting chartist--the person devoted to hand drawing 

lines--may reach f?r his French curve when a single straight line can­

not be drawn. However, the results of this practice are not likely to 

improve on the information gained from a series of discontinuous trend 

lines. To draw curves, the data must support the assumption of a 

systematic and continuous influence acting on society and the Criminal 

Justice System to produce fluctuation in prison growth. 

In the process of identifying the assumptions behind the 

trend(s), the forecaster is able to begin to compare behavior of the 

influences behind the present trend with those which might exist tomorrow. 

In 1961, the Federal Bureau of Prisons constructed a forecast in which 

the analysts evaluated the historical influences on prison growth, but 

laThe forecaster may begin to check for continuity of 
underlying causes, ,such as growth of the young offender risk group 
and its relation to prison growth. These relationships may be plotted 
and subjectively ~nvestigated'or examined by statistical means. Before 
assuming linearity in a lengthy period of population growth, the relation­
ship between population size and the proposed independent variables should 
be graphed. . 
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d Od - 1 ft 'bOl"11 1 not eva uate u ure POSSl 1 ltles. The ~;eader should once 

more refer to the rectangle in Figure 12 to gain an idea of the 

nature of prison growth at the time of the 1961 forecast. The 

researchers took efforts to identify various laws and to relate 

them to various past surges in prison growth. However, close scrutiny 

by this writer of the proj ection of the tren.d line (not shown here) 

disclosed that the forecast was made by drawing a line through the 

last four years, 1958-61, and projecting th.e trend to 1966. No mention 

in the forecast is made of changes that weTe then occurring or that 

were being contemplated for legislation. The resulting forecast over-

est:lmated the actual population in 1966 by approximately 5,000 prisoners. 

The year after the forecast~ the federal prison population began to 

decline to the twelve year low in 1968. 

in contrast to the federal prison forecast, the 1977 Sta.te 

of Colorado Master Plan takes ,the plunge and explores the impact of 

h 0 0 f 0 - 1 0 12 c anges ln assumptlons upon uture prJ.son popu atlons. The forecast-

(not shown here) presents a future trend line which branches into three 

possible paths. Each path represents the best estimate of the effect 

of 1;hree variations of assumptions on the trend of prison growth. Also, 

the forecast includes an evaluation of the possible impact of changes in 

lIThe forecast being referenced in this discussion appears in 
HThirty Years of Prison Progress ll published by the Bureau of Prisons in 
1961. This pamphlet seems to have been intended for general distribution 
and not used in specific planning. However, the circulation of this fore­
cast to agencies and legislators may ~ in fact, influence the expectations 
of the reading audience. In this sense, information used to influence the 
public may be conside'red as an important forecast. 

l2Coloradoemployed statistica.l methods in part of the forecast. 
However, their manner of dealing with assumptions is relevant to this 
discussion of subjective extrapolation. 

" . 
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criminal laws upon prison population. The Colorado forecast 

demonstrates that the investigation of assumptions may impel the 

analyst to alter the simple straight line trend to establish a 

basis for evaluating several likely courses of action. 

Once identified, the assumptions should become part of 

the text of the r)forecast. 
I Ij 

The inclusion of this information permits 

the decision-maker to readily examine the premises of the forecast. 

The analyst should state within the forecast the basic underlying 

factors behind the trend and the possible disruptions which might 

deflect it. 

Step 5. Estimating variability of the extrapolation. In 

behavioral science statistics (cross-sectional analysis), the estimation 

f f 'd . 1 t' t b d 13 'f' h d o con 1 ence lnterva s or es lma e an s specl les t e expecte 

variability of prediction. Subjectively, this estimate band is placed 

l3Since the calculation of confidence intervals is accomplished 
. by statistical means, the term "estimate band" i~ used to connote a. 

similar concept derived in extrapolation by subjective means, Strictly 
speaking, a probability statement would be difficult to determine for 
confidence intervals by subjective means. To avoid confusion of pro­
cesses, the term confidence-interval will not be used in reference to 
subjective extrapolation. In subjective extrapolation, we are dealing' 
with dispersion of forecast estimate--from this is drawn the notion of 
estimate bands. . 

In behavioral science statistics (cross-sectional analysis), 
confidence intervals deal with sampling and the probability of con­
structing an interval which will most likely include the value being 
sought. Because time-series data of yearly prison population are not 
sample values nor is this form of forecasting a sampling procedure, the 
term "estimate band" seems more appropriate than confidence interval. 

The concept of forecast errors and confidence intervals may 
be further investigated by the interested reader in Sullivan & Claycombe, 
Fun~~ta}.E... of ForecastinK' Many other texts, such as Runyon-Haber I s 
fundamentals o~.Behavioral Statistics. discuss confidence intervals. 
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around both sides of the trend line so that the data points fall 

within this range or band as shown in Figure 15. 
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Figure 15. Texas Prison Population, 1930-76 
(Estimate bands depicted by broken lines) 
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In subjectively detarmining the distance of the estimate 

line above and below the trend line, the analyst should first identify 

which side of the trend line exhibits the most widely removed data 

poirtts. A line should be drawn on that side so that it is parallel to 

the trend line and encloses all of that side's data points. The distance 

from the trend line to the estimate band is also the distance to be used 

to establish the estimate band on the other side of the trend line. In 

the case of a very removed data point, which occurs one time only, the 

\\',.malyst may decide not to incluce the point within the estimate band. 1\ 
1\ 

\\ 
__ When doing this, he should be aware of the possible cause of the unusual 

_ . ___ l'-------~ __ .--'..~ __ ___.:... ____ _'"'_~ ________________ • _______ _ 
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data point and should have judged that it will not occur again. 

Such an exception did not occur in Figure 15. 

The estimate band establishes an interval which encom-

passes the data points. The wider the estimate band, the more 

distant the actual population value may lie from the trend line. 
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On the other hand, the narrower the band, the greater the potential 

of the trend line to represent the future population value (given 

that the trend does not change). 

This information provides the decision-maker a clue of 

how well the trend line can predict. Since the trend line does not 

really exist but is an abstraction, we must consider that the value 

to be forecast may vary. The wider the variance, the less information 

the forecast can impart. For example, if the trend line above indicates. 

that the best estimate of 1977's prison population is 15,000 inmates, 

plus Or minus 2,000 (width of the estimate band), the decision-maker 

has little useable information. It will be difficult to allocate 

prison resources based on a forecast of 13-17.000 inmates for n~~t year. 

The decision-maker can do just as well without the forecast. Thus, the 

width of the estimate band helps the decision-maker determine the use-

fulness of the forecast for his particular planning need. 

The concept of estimate bands and confidence intervals is 

not germane to forecasting and time-series analysis. Rather, the basic 

idea has been borrowed from behavioral science statistics (cross-sectional 

analysis) without fully reconciling the underlying theoretical differences. 

In mathematical methods of forecasting, when time-series data are serially 

corr~lated (sequentially OCCUrring around the trend line), the formula for 
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confidence intervals seriously underestimates the interval. Further-

more, unlike cross-sectional data, the unknowable nature of the future 

makes it difficult to assume that variation in the past will hold in 

the future. The key to construction of estimate bands resides in the 

skill of the forecast~r; if the forecaster is familiar with the social 

forc'es influencing the trend, then his informed judgment would seem to 

support the specification of a subjectively established estimate band. 

The forecaster can modify confidence intervals established by mathe-

matica1 forecasting techniques, as well as the estimate bands which 

are established in subjective extrapolation. If he assesses that the 

shape of the confidence interval will not hold for future assumptions, 

there is no violation of theoretical doctrine when the interval is 

subjectively modified. 

In these five steps of subjective extrapolation presented 

above, the reader may have found several new concepts. One of the' \, 
\ 

'\ 
fundamental notions being conveyed is that informed judgment may be 

\ 

of \\ 

greater value than strict reliance on statistical principles which are 

not wholly applicable to the task of forecasting. A well-prepared fore-

cast presents the logical basis for the forecast and an estimate as to 

h f 1 h . f ' b 14 h h d 1 '1 t' ow use ute 1n ormat10n may e. ,T ese met 0 0 og1ca sugges 10ns 

l4 In 1976, the office of the Comptroller General recommended in 
a report to Congress that the Federal Prison construction plans should be 
better developed and supported. In the text of the report are found these 
major recommendations to the Bureau of Prisons: 

--Maintain a range of estimates of expected population with specifi­
cation of the possible 'variations (both higher and lower). The con­
stru~tion program should satisfy the minimum estimate of projected 
popu1a:tion. 

\ 

\ 

--Explain in more detail the indicator used to forecast population and 
the importance, interrelationships) and consistency of their use. 
[Comptroller General, "Report to the Congress: Federal Prison Con.­
struction Plans Should be Better Developed and Supported," Washington, 
D.C.: U.S. General Accounting Office, No. GGD-76-10, April 27,1976. 
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can. be applied to a forecast with several alternative futures, as 

well as to a single trend. 

Assumptions 

Simple linear extrapolation, unlike subjective extrapolation, 

i.s more likely to assume that: 

• present trends will continue at the same rate 

• population is a function of time, rather than underlying 
factors 

• other trends in other fields will not arise to influence 
prison population growth. 

Subjective extrapolation shares the assumption with other 

subjective and mathematical methods that there is order in the course 

of events. Unknown influences are not unknowable, rather they are 

hidden from the forecaster's efforts to collect data that describe them. 

Of course, accidental influences, such as power failure, may never be 

fc;reseeable. 

Sp~n of Fo:r:~t/ Ac~racy 

SinGe subjective extrapolation is basically concerned with 

data, the span of the forecast shareS, data restrictions. Implicitly, a 

long-term forecast deals with that time period which extends beyond con-

tinuity of present structural relationships. Thus, the extrapolation of 

relationships from present data would not apply to long-term forecasting. 
'I 

Subjective extrapolation seems to be of greatest potential 
" 

value for the short term of one to five years. The further removed the 

;'forecast target, the greater the likelihood of change from the present 

trend. Some writers sugge,<;t that confidence intervals tend to fan out 
',\ 
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. h h f' 15 Wlt te passage 0 tlme. In the medium range, six 'to fifteen 

years, mathematical trends should be regarded as general indicators 

of growth of prison population. Of course, this reference to range 

of forecast is very general. Some criminal justice time-series may 

be volatile, that is, characterized by rapid changes. In some 

instances, the structural relationships between causes and effect 

may be rapidly changing. Thus, the span of the forecast should relate 

to the characteristics of the phenomena being forecast rather than to 

a hard and fast classification of time periods. 

Simple linear extrapolation performs best during periods of 

relatively constant growth and not so well during erratic periods. In 
.. 

some instances, extrapolation has been found to provide as good or better 

forecasts than methodologically complex procedures. Subjective forecast 

accuracy is, of course, largely a function of the analyst's knowledge 

of the Criminal Justice System and of the underlying socio-pplitical 

influences. 

Replication of subjective extrapolation by another forecaster 

may be expected to reflect disparity of results. This may be a desirable 

condition during periods of high uncertainty of trend. The decision-maker 

m,ay gain greater insight. from several forecasts describing possible out-

comes of various alternative courses of action than would be gained from 

a single forecast of high consensus. 

------------------
lSSee for example L.R. Klein "Forecast Errors: Predictable 

But Unavoidable." The Wharton Magazine Economic Newsletter, Fall, 1976, 
pp. 47.,.48 and Morris Hamburg, Statistical Analysis for Decision Making: 

1) 
II 
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Considerations/Limitations 

Extrapolation is frequently employed as the starting 

point for other forms of forecasting. The extrapolation is used 

as a reference or guide against which to compare results. 

Straight-forward projection, without modification, often 

yields embarrassing forecasts. Only a naive forecaster would prefer 

a trend line without explanation. An unmodified projection. can be 
\( 

expect~d t.omiss turning points when the trend chang~s" direction. 
: . 

Prison population does not exist independently of housing space 

restI'ictions and program capabilities, even in times of serious over-

crowding, A straight line projection does not evaluate such constraints. 

The decision-maker reviewing a forecast should assess the 

bias of the forecaster. The cha-ice of the shape and slope of a sub-

jectively constructed trend tlnd ihape of the estimate band should be 

free of bias resulting from the forecaster's desire to please an 

audience or to mold faC'ts to. fit a theory. 

Communicability of Res~~ 

Extrapolation is one of the most frequently employed methods 

of forecasting and is therefore very familiar to the decision-maker. 

Unfortunatelyp many extrapolations are misleading because the trend 
il 

proj action is either not accompanied by an estima"t'e of the variability 

of the forecast or by an indication of possible future changes impacting 

the trend. 

The addition of this information must be in a form easily 

understood, otherwise the decision-maker may turn to more familiar but 
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less informative forecasts. 

Time/~~sources Required 

Subjective extrapolation may be among the quickest and 

least costly of all forecasting techniques. Few tools and complex 

computations are necessary. Depending upon data availability~ purpose 

of the foreca.st, and analysis to be performed, the forecast construction 

period may require only a few hours to a few,days. 

The person selected to prepare the forecast should not only 

be well informed, but should be knowledgeable of these basics of time-

series analysis. A great majority of behavioral science researchers do 

not have experience in time-series analysis. Predictably, their fore­

casts will reflect this deficit. 

Trans ferabil i ty 

Subjective extrapolation, as defined in the five steps above, 

is not being practiced in the Criminal Justice System. Many of the basic 

concepts are applicable to othe1' forms of forecasting, even if subjec~ive 

extrapolation is not used per se. However, there is much to be said for 

a well-thought-out subjective forecast when compared to naively con-

stl'ucted maehematical projections. 

Adoption of the concepts of subjective extrapolation may be 

brought about through criticism in correctional literature of the short-

comJlngs of presently used methods. Sophistication in forecasting may be 

a s1;ate of skill, rather than the ability to copy formulas from pages in 

a statistical manual. 
{'I 
\1 
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Least Squares 

In the previous section on subjective extrapolation, 

the essential elements of extrapolation were discussed within the 

framework of a non-mathematical approach. Not mentioned in that 

section was the fact that extrapolation can be accomplished by a 

fHmily of methods. This family of extrapolative methods can be sub-

divided into subjective and mathematical groups as suggested below. 

Extrapolation 

Subjective Mathematical 

I I 
Subjective Extrapolation 

I 
Simple Least Squares 

I 
Envelop Curves 

I 
Multiple Regression 

r 
etc. etc. 

Figure 16. The Family of Extrapolative Methods 

Th~ reader fami,1iar with behavioral scienc,e statistics (cross- ' 

sectional analysis) will notice that simple least squares is not described 

as regression forecasting. Explanation is forthcoming in this section as 

to the l'eason for th'i.,s definition. 
;i 

In the classification of Figure 16, simple least squares and 

those subjective methods shown are generally considered to be naive fore­

casting methods. Multiple regression is considered as a causal forecasting 

method. This reclassification into naive and causal methods is not meant 
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to confuse the reader but to point out that t~e object of this 

section's discussion, least squares, can be classified in several 

different manners. 

Many of the concepts in this section are the developmental 

offspring of the ideas of subjective extrapolation. Rather than 

treating the various forecasting methods as unique and separate tools, 

the family of extrapolative forecasting should appear as additive and 

compleillentary concepts. Just as subjective extrapolation laid. a 

foundati('rll £01.' the exploration of least squares, least squares will, in 

turn, provide information useful in the exploration of multiple regres-

sion. 

History of Naive Mathematical Forecasting 

The identification of a pattern in data and the drawing of a 

. line through that pattern is referred to as curve fitting. The line 

drawn through the pattern may be either straight or curved; the notion 

behind the practice is to represent the trend or relationship of,e1e~ 

ments by a uniformly shaped line. 

ln the 1930's, curve fitting was a popular practice in 

business and economics. The assumption behind ,this practice was that 

the past and future are part of a continuum. Finding the pattern of the 

past, therefore, would disclose the future. The econometrician has since 

recognized that economic activity does not behave in such a predictable 

pattern. 

In other areas of the behavioral sciences, the development of 

data analysis ditd nc)t parallel that of economics. In the behavioral 
1.7· . 

',:: 't' , 

.,' 

iiM_' 
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sciences upon which correctional research draws heavily, the primary 

thrust was in cross-sectional analysis. Cross-sectional analysis 

deals with samples;, that is, the researcher has only a fraction or 

sample of data about a phenomena being investigated. If he acts 

according to certain concepts of probability, he can draw inferences 

about the data he does not possess. This type of statistics is "cross­

sectional" in the fact that what the researcher has is a represen-

tative section of all the data. For example, a correctional researcher 

could take a sample (under certain probabilistic conditions) of the 

number of years served and vast-prison adjustment so that he could study 

the effects of incarceration. TI1en, with mathematical tools, he could 

draw a trend line through his data which would indicate, for example, 

that the longer the time spent in prison, the more likely the person 

would be to return to prison. Given a particular number of years spent 

in prison~ the researcher could identify via his trend line, the chance 

of pr;~;t-prison success. Thus, he predicts success from number of years 

served. There is no time limitation to this prediction; the prediction 

should.hold for 1970, 1981, or any other date during which the present 

form of incarceration exists. Cross-sectional analysis is essentially 

timeless. 

For' the researcher in corrections, forecasting calls for 

methods of time-series analysis. Unfortunately, time-series analysis 

and cross-section analysis are not generally taught together. For 

example, an inspection of sixty behavioral science statistics textbooks, 

including both advanced and introductory work, disclosed that only three 

mentioned time in data analysis and only one devoted more than one page 
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. 16 to study of time-series ana1ysls. This finding suggests that 

those correctional researchers schooled in the behavioral sciences, 

such as sociology and psychology, may lack familiarity ",ith the 

basics of forecasting via time-series analysis. 

If confusion'about forecasting techniques were to exist, 

the most likely areas would involve those in which cross-sect~orial 

analysis resembles time-series analysis in formula but not in theory. 

For example, both types of data analysis share the formula for curve 

fitting. However, time-series analysis often uses the formula without 

the probability theory which characterizes application in Cl,'OSS-' 

sectional analysis. Forecasting does not assume that social phenomena, 

such as law-making or crime, behave according to probability.theorY.17 

l6The i:-esearcher examined sixty-three behavior statistics 
books on the shelves of the university (Sam Houston State University) 
library and those being used in on-going coursework in psychology and 
sociology as indicated by university bookstore sales. The identifi­
cation of popular statistical texts included such wor1cs as Kerlinger's 
Foundations of Behavioral Research and the manual for SPSS (Statistical 
Package for the Social Sciences). In all) sixty books were reviewed. 
The key words used in the examiDation were: time, time-series, cycle~ 
and forecasting. Although this ~eview of literature on behavioral 
statistics is not a random sample, this researcher feels that the results 
are representative of the literature. 

l7Robert B~own in Smoothing, Forecasting, and Prediction (1962) 
identifies ,three essential elements of probability models: 
(1) Probability distribution that is relatively stable; changes that 

occur over time are very 'gradual. 
(2) Successive observations should have no important serial correlation. 

The observations may reflect a seasonal influence but the knoWledge 
of arrival yesterday is of no particular' help in forecasting today's 
time or arrival. 

(3) The essential description of the phenomena should be contained in a 
probability distribution. 

These criteria are not met by many social phenomena. The 
exception ,includes a class of events such as the dlspatching of police 
cars. 
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Karl Popper has written: 

Long-term prophecies can be derived from scientific con­
ditional predictions only if they apply to systems which 
can be described as well-isolated, stationary and recur­
rent. These systems are very rare in nature; and modern 
society is surely not one of them [1963, p. 339]. 

The forecaster cannot say, as does the behavioral researcher, that 
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a probabqity interval can be constructed that can specify the like-

l "h d" f " h t 1" f f t " 1" 18 1 ,00 0 spannlng t e ac ua Slze 0 a u ure prlson popu atlon. 

As Popper points out, this aspect of.man's,social future may not 

behave according to probability theory. 

In time-series an@lysis, the formula for curve fitting is 

called least squares. In cross-section analysis, the same formula 

accompanied by probability theory, is known as regression analysis. 

"Regression," in a sense, is a misnomer. Francis Galton, cousin of 

Charles Darwin, gave the name to the formula as a result of an appli-

cation rather than for its mathematical structure. In a study of 

heredi ty , Galton found that fa.thers whose height was significantly 

different from the height of all fathers, had sons whose heights 

tended to be average. This tendency in inheritence to revert to the 

average, Galton ident:i.fied as a "regression" to "mediocrity." So as 

a result of designing a method of investigating the heights of fathers 

and sons, the name regression became affixed to the formula of least 

squares in cross-section analysis. 

• __ - ""'\._.ro-- _._.-.. - .... _,. 

18 
Morris Hamburg, in Statistical Analysis for' Decision Making 

(1977), states for instance, that in time-series of most social phenomena 
that (a) the dependent variable is not random, (b) deviations from the 
regression line are not random, and (c) the observations are not inde­
pendent. 
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§imp~e Re~ression and Least Squares Defined 

The formula for simple regression and least squares is 

no more than a mathematical method of drawing lines through data. 

The researcher has the choice of either judgmentally drawing the 
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lines as described in the. section on subjective extrapolation or 

using a mathematical tool. The major advantage of the mathematical 

tool is that several persons possessing the same data will draw 

identical trend lines. 

The computation of formula for least squares and simple 

regression is a mathematical version of subjective extrapolation~ 

In the mathematical formula, the slope of the trend line, that is, 

its direction, is identified and the starting point from which it 

originates is established. 

Beginning 
Point ~ 

~ 
a2 I _.J Slope 

Figure 17. Basic consideration.s in calculating trend line 

t' 

. The slope of the trend line (ratio of al to a
2
) is fixed by the patte:rn 

. of the data (not shown above) and the beginning point is the place or: 

reference at which the trend line crosses thie vertic1e boundary (axis') of 
'i' 
\\\ . 
i{ ... 
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the graph. 

Prediction is the mathematical way of reading the 

graph. Rather than visually inspecting the graph for the values 

of interest, the observer inserts a value, such as a particular 

height, say 5'9", into the formula and receives the predicted 

value. such as 165 pounds. By slightly vaTying the formula for 

simple regression, curved lines may be fit through data. 
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If the reader will recall that subjectively, a trend line 

is drawn through data points by laying the edge of a clear ruler so 

that an approximately equal number of data points fall above and below 

the edge. The ruler is adjusted until the distances of the various 

points above the edge are roughly equal to the distances below'the 

line. Similarly. in the formula for least squares, the distances are' 

consideTed. Except in least squares, the formula seeks to adjust the 

trend line so that the sum of distances from the line (distances above 

added to distances belm.,) is smaller than the sum resulting from any 

other path the line could take. 1be values of the distances are 

squared so that 'a problem ?f dealing with plus and minus values is 

avoided. Thus, the formula became known as least squares because the 

best fitting line has the smallest sum of squared values. 

A trend line is a naive forecastilig method, therefore i 

stands as a neutral device for descril;iing past data. The manner in 

which the future is forecast is left to the analyst. For example, he 

may assume that the past and future will 'be alike and therein extend 

the trend line. On the other hand, he may consider that the trends of 

the past are likely to' change and thus modify the path of the projected 
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trend. However, he cannot assume that the future can be dis­

covered by a simple mathematical formula. Any trend line which 

surpasses existent data is drawn at the whim of 'the forecaster, 

not open mathematical theory. 
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Just to keep in perspective what it is that a mathematical 

calculation of trend line is achieving, the definition of trend line 

should be reviewed. By definition, a time-series trend line is that 

underlying general pattern of growth (or decline) which is consistent 

in direction, marked only by a slowly changing rate or direction. 

Prison populatio~ growth does not specifically fit the concept of 

trend. Growth has been marked by sudden spurts, rapid declines, and 

other irregularities. Thus, when trend lines are drawn in data on 

prison population, the lines do not precisely fit and must be re~\ognized 
i' 

as general and broad indicators of prison growth. This means that a 

naively-based trend line cannot precisely predict to the man future 

prison populations. All forecasts will, to some degree, be inaccurate; 

only by luck will a forecast demonstrate pinpoint accuracy. 

One of the very few published examples of the fitting of 

lines through prison population data in the spirit of the atheoretical 

approach of least squares is found in the work of Tim Carr of the 

Georgia Department of Corrections (1974). His work appears as more of 

an exploration investigating "what if" propositions than an effort to 

forecast an inevitable future. These "what if" propositions are derived 

by varying the length of the base period of the' forecast. For example, 
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prison admissions are displayed in Figure 18 below. 
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Figure 18. Projection of Quarterly Admissions from 
Courts Based on Last 12 Quarters, Fall 1971 _ 
Fall 1974. 

Source:1 Tim Carr, "The Georgia Population: The Outlook 
Until 1980," R~search Publication for Georgia Department 
of Offender Rehapilitation, July 1, 1974, p. 11. 

In this extrapolation, the question is implied, "what if" the 

admissiQns of inmates from the courts continues at the same 

rate as in the last twelve quarters? In a second extrapolation, 

159 
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Figure 19 below, the question is asked, "what if" admissions 

from courts continued at the rate evidenced in the last four 

quarters? 

5,000 

.--- -"., 
I t 
I I 

t 

1,000 

t " __ ........ 1 

Ol~-""'t -----:-, ----, -- '--:,-----.-,--
1972 1974 197G 1978 1900 

Figure 19. Projection of Quarterl¥ Admissions from 
Courts Based on Last Four Quarters, Fall 
1973 ~ Fall 1974. 

Source: Tim Carr, "The Georgia Population: The Outlook 
Until 1980," Research Publication for Georgia Department 
of Offender Rehabilitation, July 1, 1974, p. 13. 

These two extrapolations reflect the effects of changing 

assumptions. The base period, that is, the assumption about future 

rate of prison growth, establishes a different sloped trend in each 

case. 

An example of fitting curved lines to data and projecting 
,1 

that curvelinear pattern is also found in Carr's work. Only ,a modifi-

cation of the basic least squares formula is required to fit curved 

ii 
(J 
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lines. In Figure 20, below, the last four quarters of total 

prison population are used as the base period for the extrapolation. 
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Figure 20. Curvilinear Projection of Prison Population Based 
on Last Four Quarters, Fall 1973 - Fall 1974 

Source: Tim Garr, "The Georgia Prison Population,H 
Georgia Department of Offender Rehabilitation, 1974, 
p. 27. 

As mentioned earlier, these examples of line fitting and 

projection should be considered as an exercise. For instance, Garr 

states, "no reasonable person can truely believe that the population 

of the Georgia prisons is going to be between forty and sixty thousand 

by 1980 ..• ". Thh:: disclaimer for the extrapolation in Figure 20 

above, does not make his effort valueless. Perhaps Garr is stating 

what many other criminal justice forecasters have not--that curve fitting 

is an aid to evaluating assumptions, and as such, is the beginning rather 
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t.han the objective of the forecasting process. 

The Ran&e of Estimate 

In the discussion of probability and least squares 

above, it was pointed out that a forecaster could not assert 

that a future event would fall within a specific interval. For 

example, the forecaster cannot specify that 99 out of a 100 times 

of resampling, the future Texas prison population would lie between 

19,500 and 20.,000. This inability to use probability statements 

does not totally hamper the forecaster's efforts to present some 

picture of future prison population variability. A reasonable 

man might justifiably assert that prison population growth is 

bounded by certain system constraints, such as court caseload 

capacity and the arrest capability of the police. Thus, an eval-

uation of past ups and downs (variability) of prison population may 

establish clues to a range of variability that could be drawn around 

the trend line. 

In sUbjective extrapolation, past variability is described 

by a subjectively established range which encompasses all past data 

points. A m~~ematical counterpart GfS,this subjective process is 
i:/ 

found in cross-sectional analysis. This .mathema;tical counterpart, 

confidence interval, looses descriptive power when applied to serially 

correlated time-series. Serial correlation, in effect, Catis'6'3;~e 
.-.. --~) . 

range to be underestimated. This means that the conffderwe interval 

no longer conveys meaningful information to the user. 

If the forecaster uses a mathematical calculation to 
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establish the first approximation of the range of estimate and 

then modifies that approximation to compensate for underestimation, 

he is essentially following the subjective procedure for constructing 

a range of estimate. This writer sees no justification in charading 

precision for a process that is subjective. It would be more 

apPl'JprifLt;;: to Uf5e. the subjective process throughout. 19 This is a 

sensitive point and is, perhaps, one of the qualities that separates 

the art of forecasting from the science of prediction. The fore-

caster must, at times, be an informed analyst not bound by lines and 

fOtl;~,,"'~,9.,S. Pictorially, he may desire to describ.ehis naive forecast 

by trend lines and a range of estimate. However, he should not 

expect to foretell the future by crystal ball, formulas or computers. 

Assu~ti~ 

The assumptions surrounding least squares seem to fall 
\ 

into seven general categories that are somewhat interrelated: 

1. Assumption of the closed system. 

Basically, this assumption implies that influences of 
the past will continue in an undisturbed manner. The 

19Erich Streiss1er, in "Pitfalls in Econometric Forecasting" 
(1970), asserts 

the best stati.stician is he who remember that even the confi­
dence limits of a forecast, calculated by common estimation pro­
cedures, can be next to point1ess~ this pr~cedure mistakenly 
assumes that we have to reckonDllly with the same variation as 
that regist~red in the past. It 'i~cords random variations of a 

"\\basical~y constant system, not the systematic variation of the 
dri~t o£,,~oeia1 systems. The great problem of economic forecasts 
is not what they are s(ibj,ect to error, Qut that we must always 
remain ignorant--more or less ignorant, 1t/,;\S true! nevertheless 

"basically ignbrant--about the size ,of the(~~'ror ,we commit [po 55]. 

o 

/i 
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environment which contains prison population 
growth is closed and beyond outside influence. 
This assumption overlooks the possibility of the 
collision of prison population growth with other 
major social trends which could drastically alter 
the path of the trend. New trends which do not 
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now exist and therefore are not represented by the 
trend line may arise as the result of war, scientific 
discoverYJ social disturbances, or failures with 
man's physical environment. This assumption is also 
known as the surprise-free future. 

2. Assumption of simplicity as the best representation. 

A single tr.end line appeals to the need to reduce 
uncertainty in the realm of decision-making. The 
single trend line assumes that a complex process 
can be adequately repre::;ented by a simpte construct. 
The least squares calculation to closely fit a line 
to data merely says that the net effect of many social 
forces could be summarized for a period of several 
years. Summation, in itself, does not attest of the 
ability of the technique to forecast. 

3. Assumption that mathematics substitutes for informed 
expertise. 

The fitting of a line through data via mathematical 
calculation implies that a scientific choice;has been 
made which will result in better forecasts. ' The process 
of calculation seems to mask the simplicity: of the under­
lying assumptions which must be considered bj'the 
decision-maker. 

4. Assumption of futility. 

A single line implies that the future is inevitable. The 
future is represented as an on-rushing great wave. Regard­
less of the actions of the decision-maker, the trend,estab­
lished by the past will continue. This assumption ~~~ores 
the possibility that identification of the pattern rfeed­
back] of the past may spark the decision-maker to action 
to overcome historical inertia. Acceptance of this 
assumption is dangerous to decision-making and planning. 
New programs and modification of procedures may be down­
played because of perceived inability to affect, the trend 
in corrections';. 

5. Assumption of man's independent <.actions. 

The addition of probability theory to projection of social 

o 
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trends would suggest that past actions do not influence 
future behavior. Man is depicted as waking up in the 
morning with a blank mind and clear slate.' His actions 
of today are made independently of previous behavior. 
This view of man overloo~s his goal-oriented social 
philosophy. Under this assumption, prison population 
growth is'portrayed as the collective result of criminal 
happenings which occur randomly but in relation to a 
general collection of causes, such ~s number of youth in 
the population--man IS pursuit for sodal control does not 
affect the supposed random character of prison population 
growth. This assumption disregards the possibility that 
political decisions, such as legislation against drugs 
impetus to swell and lessen prison population as the 
decisions of politicians evolve. 

6. Assumption that trends are laws. 

The attempt to represent a time-series, such as prison 
population growth, by a single straight line infers 
that a trend is a homogeneous unit with a quality of 
permanence. The single straight line ignores the 
possibility of a series of social trends, each char­
acterized by different slopes. The single trend blends 
into a nebulous whole a great number of dissimilar 
periods of social behavior, thus implying a general 
social law when none can be espoused. 

The ability to forecast with least squares rests upon the 
, , 

stability of the social trend. If the time-series remains stable during 

times of sudden shocks and varying events, then naive methods of extra-

po1ation may perform as well as more complex methods. The stability of' 

trend i~~lies that the social institutions involved react in habitual 

manners, tending to continue chains of reactions already initiated. 

Corrections and the Criminal Justice System, however, do not appear to 

be stable systems in this ~lense, rather their behavior would be classified 

as volatile. A volatile se:t'ies displays erratic and changing behavior. 

For example, societal response to crime is not uniform but is marked by 

:r.eactions of varying type and' intensity. For the volatile time-series, 

(( 
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one of the greatest failings of least squares and other naive 

methods is the inability to detect turning points, that is, when 

the trend is going to change direction. In practice, forecasts 

of volatile series tend to be evaluated on the basis of infreguency 

of failure J;'ather than on frequency of success. An analogy (Jf this 

practical evaluation is that of a blind man crossing the street. The 

worth of his white cane is appreciated not in the number of times he 

crosses successfully, but in the number of times he is hit by cars. 

Likewise, the practical evaluation of least squares may cause the 

person concerned with non-stable (volatile) patterns of prison growth 

to be wary of this technique of forecasting. 

For the volatile series, the ability to forecast may rest 

in the understanding of the driving influences. This requirement of 

understanding would suggest that a single naive trend should be",accom-
1\ . 

panied by a full description of the underlying assumptions. Such 

documentation may not affect the forecast, but it would convey to the 

decision-maker "the basis by which to evaluate the utility of the fore-

cast. Another implication of thi~ need for understanding is the call 

for the construction of causal models which incorporate the driving 

factors into the fo:r.ecast method. A third implication, perhaps the 

overriding one, is that a forecast of a volatile process should not be 

accepted on face value. The least squares forecast should be considered 

'.; 

in light of the decision-maker' s experience and sociaI' awareness,> When 

the forecast differs trom the decision-maker's eStimate, he may desire to 
; ij 

check both the assumptions underlying his estimate and those of the fore-

cast. 
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Accuracy of least squares, in part, is dependent upon 

itu application. The forecaster should be aware of both the nature 

of the time-series and of the best transformations to use, such as 

the logarithmetic transformation. Pittenger (1976), for example, in 

a study of methods for forecasting general population, was unable to 

demonstrate least squares with arithmetic data because of "finding no 

examples of populations that had experienced constant numerical growth 

for several decades. Such population growth [he assesses] is very 

raTe ... " [p. 47] This evaluation of least squares application seems 

appropriate for many series of prison population. Few records of 

prison growth reflect a steady rate of arithmetic growth for several 

decades. 

Accuracy of a single trend forecast may be a moot point. If 

the d~cision-maker acts upon the basis of the forecast to change the 

direction of prison population growth, he is, in effect, nullifying the 

forecast. Thus, the single trend forecast may be beyond assessment of 

accuracy because of the inability to determine what would have happened 

if no action had been taken. 

Time span and accuracy of least squares would seem to be 

intertwined. However, the issue is not nearly this'c1ear-cut. Literature 

on the topic is filled with contradictory statements. For this reason, 

the following discussion avoids matter-of-fact statements and, instead, 

will review several general ,considerations of time span. 

As briefly noted abOVE)' in the section on accuracy, a volatile 

\, 
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time-series, such as prison population, may be difficult to fore­

cast for any length of time. Stable patterns, on the other hand, 

raise the confidence of the forecaster to extend the trend into the 

future. 

till obvious problem of the extension of the trend is that 

absurd or impossible forecasts may ensue. For example, the reader 

will recall that Tim Carr warned that the Georgia prison population 

was not likely to reach the level indicated by his least squares 

projection. 

The further into the future the forecast, the more removed 

we become from experience and the more d.ifficult forecasting becomes. 

To use Brown's analogy (1963), forecasting is similar to the military 

problem of tracking manned aircraft. We can only fore)';ast the volume 

of space in which the target will be found in the next few minutes. 

The boundaries of this forecast are established by the aircraft's 

physical capability to maneuver. The size (width) of the forecast 

boundaries grow with the passage of time. Likewise, the further 

into the future we extend a least squares forecast of prison popu-

lation, the wider the range of estimation (confidence interval) 

becomes. 

Not onl)~.is time span of tile prison population'f('Jrec:ast 

beseiged by the problem of volatility, but the least squares appli-

cat~on, a1so~ faces a data problem. Accuracy of the short-term forecast 

is obviously related to accuracy of the data. However, the forecaster 

cannot assume that recency of data necessarily implies accuracy. For 

example, the NPS (Natio11al Prisoner Statistics) reflect that recent 

r'=; !J ,,~, 
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using 1976 data this year may fin,a that the next NPS report 

reflects a different magnitude for 1976 data. On. the state and 

local level, this data collection problem may not be as critical, 
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although the decision-maker should not discount the possibility that 

even recent data is an approximation. Thus, the forecaster seeks 

refuge from time span problems by restricting the application of 

least squares to short-range forecasts. 

Uses of Least Squares/Transferabilit~ 

Lea,st squares as the sole method for decision-making offers 

little solace for the correctional administrator. However, the role 

of least squares is not defined by such restricted use. Five other 

uses of least squares in forecasting can be identified. First, least 

squares may be used as the basis of input of expert opinion by iden-

tifying various signals, in the criminal justice environment. For 

example, Project Star, which presents a general forecast of the criminal 

justice future, employs numerous projections to buttress discussion of 

trends. Sec.ondly, straight lines and curves may be fitted to various 

time-series for the purpose of comparison. In this way, trends among 

various state prison populations could be studied. You will recall, 

Tim Carr evaluated prison population growth with reference to intake 

20 An example of such discrepan'cies is readily detected in the 
NPS (National Prisoner Statistics) Advance Report for Dec. 31, 1976 and 
the NPS Sulletin for Dec .. 31) 1975. The 1975 Bulletin indicates that 
the 1975'population of all state institutions is 218,619, but the Advance 
Report shQws that the 1975 population now is calculated as 229,685. 
Between these two reports, a difference of H,OOO is evidenced for the 
prison population .of 1975. 

I' 
i! 
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from the courts. Thirdly. complex forecasting methods may 

employ least squares projection as a guide against which to, 

assess model performance. The simplicity of least squares does 
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not tend to hide the main sources of error. In more complex models, 

the source of' error is easily compounded and difficult to assess. 

Fourth, a comprehensive forecasting program which is not 

restricted to a single method, usually begins with least squares 

analysis and projection. Fifth, least squares is of use in studying 

factors (variables) that are being considered for inclusion in more 

elaborate forecasting models. 

Communicability of Results 

The proj ection of trends with a single line is one of the 

most widely known forecasting methods. As a minimum, the decision~ 

maker should be given the trend and the range of estimate (confidence 

interval) by which to gauge the projection. 

Time Consideration 

The calculation of least squa~es is fairly rapid. Computer 

programs commonly contain curve-fitting routines. Simple straight 

line projections can be calculated by hand in a few hours. The time 

required for data collection will probably be the crucial factor in 

the application of least squares. 

Resources 

Anyone with a graduate course in behavioral science statis­

tics (cross-section analysis) can compute least squares, although he 
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may not be aware of the caveats of time-series application. 

Simple straight line projection could be accomplished 

with an inexpensive $15 pocket calculator. The fitting of curved 

lines, probably, for time's sake, requires access to a computer. 

Curve fitting with least squares is among the least 

expensive of , all mathematical forecasting methods. However, if 

data are unavailable and extensive efforts are necessary for collec-

tion, the efficacy of using least squares as a sole forecasting 

method may be questioned. 

Smoothing Techniques 

~C?vingAverages 

Moving averages are part of the family of naive fore-

casting methods. By their nature, moving averages (M.A.) have two 

roles. The first Tole involves the class of data displaying serial 

correlation. The problem of serial correlation is cornmon in criminal 

justice data. BeCause of this problem, least squares does not 

appropriately describe time-'series of prison population. Serial 

correlation calls for a forecasting method which places greater weight 

on recent events, rather than equally treating all historical infor-

mation. In derdsion-making, the presence of serial correlation is cornmon-

place. An example of serial correlation familiar to all readers can be 

readily drawn from everyday life. The almost habitual task of taking a 

shower involves adjusting the water temperature according to the most 

recent information rathet than,Qn_~.qual consideradon of all pas,t water 

temperatures. . \ '\ 
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The equal evaluation of all temperatures is analogous 

to the method of least squares and the weighing of i.nformation about 

the last few moment$ is analogous to moving average.s. In its fore-

casting role, moving averages !/;elects only the most recent of data 

and dismisses the distant pastl' 

The seccmd role moving averages plays is that of a 

descriptive tool. As indicat.ed by its name, the general characteristic 

of the method is the ,;:>rocess of averaging. When several numbers are 

averaged together, the resu~t is a moderate value. When applied to 

time-series data, the technique describes the general path of th~ time-

series. As seen in Figure 21, below, the extreme fluctuation of the 

original data are reduced. This reduction of fluctuation is known as 

smoothing. 

Years 

Figure 21. Hypothetical Pris'on Data with Moving Average 
Shown in Broken Lines 
Source: Hypothetical Data, 

" 0 
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The illustration depicts a moving average of three year's 

span, that is, three data points are being averaged. Since this 

moving average is composed of three numbers, the first averaged value 

would be placed at the end of the third data point. The second aver­

aged value derives from the data at points 4, 3, and 2. The average 

has in essence "moved" to include the next new data point and has left 

off the oldest. The calculation of averages continues throughout the 

time-series picking up a new data point and leaving off the oldest until 

al1 the data ha.ve been averaged. The moving average lags behind 

general magnitude changes in the time-series. For example, in Figure 

above, the second half of the time-series reflects an overall 

increase. Since the average downp1ays the occurrence of a far removed 

data. point, an overall change in the magnitude of the time-series is 

not detected early in the shift to a new level. The wider the span of 

the average, that is, the more data points included, the slower the 

response to an overall magnitude shift. Thus, amoving avera&e of four 

numbers ~wuld lag liehind a moving average of three. This tendency to 

respond slowly is both an asset and liability. Unusual disruptions 

which produce extreme fluctuations will be partially absorbed, thereby, 

clarifying the general path of the time-series. However. the technique 

will be slow in signalling new trends in prison growth. 

Figure 21, above, illustrates the single moving average (SMA). 

This type of moving average finds greatest application in data containing 

no upward or downward trend. In other words, the data would appear as a 

random progression of'va1ues around a horizontal line or axis. Since 

no specific trend exists, the best predictor of a future value would be 
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the last data point of the moving average. This means,that the 

average has identified the general horizontal path and that any 

other direction is basically unpredictable. Therefore,a forecast 

via a,single moving average is merely the horizontal extension of 
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the last calculated value. For example, if the l~lst smoothed value 

of prison data had been 1,500, then the best prediction of prison 

population a year away or ten years away is 1,500. 

Prison population data that contains a Hnear, that is, 

straight line, trend upward or downward should be smoothed by a double 

moving average COMA). As "shown in Figure 22·, below, a double moving 

average is the moving average of the values calculated by the single 

moving average. In other words, a double moving average is the 

average of an average. 

, 

Years 

~' 
I 

I 
I 

I , 

~ 
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Figure 22. Single Moving Average from Figure 21 represented by 
Asterisks and a Double Moving Average Represented by 
Triangles. 
Source: HYPQthetical Data 
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The double moving average would begin by selecting the 

first three values of the single moving average;' A, B, and C. The 

first triangle in Figure 22 represents the first calculated value of 

the double moving average. ,The second double moving average value 

includes single moving average values B, C~ ~nd D and drops out the 

oldest, A. In this fashion, the double moving average "moves" through 

the data as did the single moving average. 

The reader will notice that the double moving average lags 
"1'" 

\ 

the single moving average, and therefore, would be expected to re:spond 

more slowly to a';\g~neTa1 shift in the magnitude of a time-series than 

the single moving average. 

Forecasting with double moving averages cannot be as was' the 

case in single moving averages, a horizontal extension of the last 

value smoothed. Since D.M.A. is applied to data displaying a non-linear 

trend, the proj ection must key onto the direction of the t.,!:~tid. Essen-

tially .. the forecast is based on the slope of th~ trend line that is 

evident in the last smoothed values of the time-series. Both least 

-t squares and smoothing techniques are similar in their concern for pr.o-
f/ . 

:i 

jection of a trend line. 

" c, I,Data which reflect a curv'llinear' (quadratic) trend are not 

suited t9 single or doub10 mo~ing averages. In this situation, triple 

moving averages (T. M. S.) could be used. TIHs method is merely an 

extension of douhlemoving avera'ges in which the smoothed values are 

smobthed again. Although T.M:A. could be used, another technique, 

,;triple exponential smoothing, is preferred. That technique will be 

discussed below. 



I 
I 
I 
I 
I 
I 
I 
I 

I 
I 
I 
I 
I 

(/ 
" / 

176 

§xponen~i~l Smoothing 

Exponential smoothing is basically a weighted moving. 

average. There are three versions of exponential smoothing: Single' 

(S.E.S.), Double (D.E.S.), and Triple (T.E.S.) which correspond just 

as did the three forms of moving averages to the type of trend 

reflected by the data. The name of the version signifies how many 

times the data have been smoothed. Generally speaking, eJcponential 

smoothing is more attractive to the analyst than moving averages. 

Foremost in its attractiveness is the efficiency of calculation. A 

double moving average of prison population which~verages six numbers 

at a time would span eleven years of data before producing the first 

21 D.M.A. value. Such data requirements quickly eat into the pool of 

data on yearly prison population, Double exponential smoothing, on 

the other hand, uses only two data points to calculate a smoothed value. 

A second attractive quality of exponential smoothing is the 

process of weighting. Rather than equally weighting data points in the 

average, as in moving averages, exponential smoothing assigns greatest 

weight to the most recent datum and progressively decreases the impact 

of the weight over time. 

The general calculation of this weighted process can be 

described;without mathematics. According to the formula £0'1' exponential 

smoothing, the forecast for the next (future) period ~s the value of 

21A double moving average ,of six consecutive data points ~ 
would be used in calculation of the Single Moving Average (the first 
calculation) and six data points in the Double Moving Average (the 
second calculation). An overlap of one data point accounts for the 
total .of eleven rather than twelve points averaged. 

() 
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the current period plus a part of the error made in the last fore-

22 . 
cast. The error is nothing more than the difference between what 

had been forecas'-c-ed for the last period and what actually happened. 

For example, the prison population forecasted for 1978 is represented 

in Figure 23 below. 

:risonpoPulatio:] + Pa~t of the errorin~ 
1n 1977 forecasting 1977 

~--------------

Figure 23. Process of Forecasting with Exponential Smoothing 

Only a part or fraction of the error is used. This fraction is called 

the weight. Usually, the weight is .3 or less. This means that in 

Figure 23, perhaps only three-tenths of the error made in forecasting 

1977 would be added to the prison population figure for 1977. 

Now, it can be reasoned that if this weight had also been 

used in constructing the previous forecast and the previous forecast 

is represented in the error term, then the multiplication of the error 

term involves multiplying the weight by itself. Furthermore, this means 

-------.--~ 

22Th I" . f ' 1 h' '1 e app 1catlon 0 exponentla smoot lng must necessarl y 
begin at the most removed (oldest) time period. Obviously, that first 
time period will not have had a forecast made about it and cannot 
facili tate calculation of error between actual andl; forecasted value. 
In this instance, the analyst must subjectively estimate the value of 
the second period based on the first period. He may choose to use the 
first pe'riod ~ s value as the forecast of the second period. This process 
enables the apalyst to begin the calculations. The fact that he started 
put with an a~\:'tificial value will be quickly downplayed as the exponential 
smoothing calculation progresses through the data series. 
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that the cumulation impact of a weight extends over a series of 

periods as suggested in the illustration below. 

'--j' ~ .' Value of 
I. Next Pmod = ~rrent Period + [ weight I + [ 'weight + ... 

Figure 24. Illustration of Cumulative Impact of Weights 

Figure 24 shows that the successive multiplication of weight.5 

causes the successive impacts of the weights to become smaller and smaller. 

Within several time periods from the current forecast, the impact of 

previous error is insignificant. How far back this consideration extends 

is dependent upon the magnitude of the weight. The size of the weight is 

roughly analogous to the spartor number of periods averaged in the moving 

23 average, From this illustration, we can see how the technique came to 

its name, by the exponentially decreasing impact of the error. 

Smoothing techniques are among the oldest statistical proce-

dures in economic forecasting. The popula<ri:ty of business cycle analysis 

in the 1920's and 30's gave rise to methods which would downplay the 

effect of "spiked" up and down fluctuation (noise) in time-series data. 

Moving averages provided .a method of identifying the trend within data 

23The size of'the weight is loosely analogous to the number 
of periods in a moving average. A large weight (Alpha value) corresponds 
to a moving average spanning only a few periods. The relationship 
appears to be that the smaller the weight, the further the impact Over 
time. 

-----------,-' --, 
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that appeared to have a dispersed pattern. 

Over the years, smoothing techniques fell from the spot-

light to become one of many tools for studying the behavior of time-

series. No longer are cyclic methods treated as the only or 

preferred means of forecasting economic behavior. Interest in 

smoothing techniques has recently been brought to front in the criminal 

justice field in the training of criminal justice planners. 

Example 

The following discussion of smoothing forecasting techniques 

will walk the reader through both moving aVfJrages and exponential 

smoothing. Before examining these two techniques, the data set will be 

identified and a basis for comparing techniques will be established. 

Figure 25 represents Texas prison population from 1930-66. 

The years 1966-77 are not included but will be used to compare against 

forecasts constructed from the 1930-66 data. A second basis of compar-

ison has been constructed in the straight line fit by simple least 

squares thrQugh the data in Figure 25. The straight line is shown for 

the reader's comparison of methods because it is the most frequently 

used form of forecasting. 

The reader should take particular note of the general rather' 

than close fit of the trend line in these data. As it will be later 

shown, the forecasts constructed by moving averages and exponential 

snihothingwi11, f,~)t data more closely than that established by simple 

least squares. 

Data analysis for moving averages and exponential smobthing 

-----------------------------~-------
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Figure .25. 
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1 0 1950 . 1960 1 66 
Years 

Straight line fit by simple least squares to 
Texas prison population ciata, 1930-66. 
S0urce: Texas Department of Corrections 
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\'Jas accomplished by computer program. 24 The method which best fit the 

data was selected according to the criteria of lowest error of forecast. 

The lowest error is merely the lowest sum of differences between the 

forecast and the actual values; in other words, sums of how much the 

forecasts constructed by the various techniques were "off" of qeing right. 

The data in Figure 25 above, show that the war years, 1939-45 

24This researcher used the computer program given.in Sullivan 
and C1aycombe's ~ndamentals ~! Forecasting. During the inspection of 
the results of data analysis, a major program flaw was detected for the 
calculation of moving avera.ges. The problem wAs corrected and the data 
reanalyzed. For this reason,. the reader j s advised against using .com-
puter program in the cited reference. ;,) 
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reflect a dip in prison population. Probably, the dip stems from 

a particular set of conditions brought on by the war; such as 

reduction ~in the size of the offender risk population. The presence 

of this pronounced fluctuation'in data offers the opportunity to 

test the effectiveness of different smoothing techniques. 

In the first analysis of data, the years earli~r than 1946 

were not included. The analysis was accomplished by three methods: 

the three forms of moving averages, three of exponential smoothing, and 

simple least squares. This analysis by different methods disclosed that 

double moving averages calculated on a six year span produced the best 

fit (lowest error) of •• .iorecast to data . . " 
2 
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Figure 26. Dbuble Moving Average forecast with 1946-66 data' 
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As shown in Figure 26, the D.M.A. values expected1y 

lag hehind the upward trend of prison growth. The one year fore-

cast for the n.M.A. compensates for the lag and is closer to the 

actual value. Within. the years 1946-66, the n.M.A. are forecast 

at intervals of only a year at a,time. For example, 1959 would be 

forecast from data 1958 and back. The forecast from 1967-77 is a 

linear extrapolation of the trend calculated by the n.M.A. in the 

last years smoothed. Unlike yearly forecasts in existing data, the 

forecast into the future must extrapolate more than one period. 
'( 

Figure 27, below, illustrates how well the n.M.A. foreca~t, 

fared against the actual values of prison population, 1966-77. 

20 j 
til 
(j) 
.p 
ai t:. 
e 15 t:. 
t: 

H 

~ 
0 

til 
'0 
s::: 10 .. ro 
til 
::s 
0 
.c: 
&; 

5 o 1967-77 Prison Population 
4 Long Rahge D.M.A. Forecast 
A One Year D~M.A. Forecast 

I i 

• Yea~ly Prison Population 
I 

1946 1950 1955 1960 1966 1976 
Years (i 

Figure 27. I?ouble Moving Average for~cast 'compared to actual 
p:rison population £:r.ont. 1966-77. ., 
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Immediately evident in Figure 27, above, is the short-

coming of smoothing techniques: a line may be closely fit through 

data in the form of one-year forecasts, but a linear projection of 

'trend will be as awkward and imprecise as that calculated by simple 

UJ 
Q.l 
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ro 
~ 

H 
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0 

tf) 
'0 
1::. ro rn 
::::! 
0 
.c: 
Eo! 

least squares. The naive projection of trend fails to identify the 

turning point of prison growth in 1967 and only by accident appears 

tOCOJ'ile close to the last five years. 

In a second analysis of data (1930-66), the war years were 

included. The analysis disclosed that of the seven methods, the best 

fit of forecasts was calculated by triple ex.ponential smoothing (T.E.S.). 

The two lines formed by the single year forecasts and the ten year pro-

jection from 1967-77 are shown in Figure 28, below. 
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In Figure 28, the T.E.S. one-year forecasts appeaT to 

closely follow the pattern of actual data. However, the ten-year 

forecast as it appears is little more than a linear extrapolation 

of trend identified in the last few data points. 

The selection of the T. E. S. weighting value for the 

1930-66 data was necessarily arbitrary. The fluctuation in the 

war years data produced in the T.E.S. calculations was an unstable 

condition. This unstable condition was characterized by the lack of 

, 1 'ht' 1 25 an opt1ma we1g 1ng va ue. Such a problem did not arise when the 

war year's fluctuation was dropped from analysis. 

Figu!e 29 displays the performance of the T.E.S. ten-year 

. forecast. The gap between actual and forecasted values in Figure 29 

is discomfortingly wide. In comparison to the ten-year n.M.A. fore-

cast in Figure 27) triple exponential smoothing performed no better, 

it not worse. 

If the only problem facing the analyst is that of choosing 

between the two methods, n.M.A. and T.E.S., the logical course of 
f -j 

action would be to apply D.M.A. to the shorter time-series. The'"~nalyst 

could, also, hedge his forecast by constructing a Range of Estimate 

d h 
. . 26 aroun t e proJect10n. 

25The nature of the 1930-66 data was such that no optimal 
value within the range of possible weights could be identified. The 
problem of' selection boil,s down to what would be analogous in a 
double moving average of iTllproving accuracy by reducing the number 
of data points smoothed. The best exponential weighting value would 
smooth only one data point. In other words, the higher the weight, 
the lower the error. The weighting value selected in Figure is .3. 

26The construction of the Range of Estimate is described in 
the section on Subjective Extrapolation. 
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0--0 1967-77 Prison Population 
0---0 Long Range TeE.S • Forecast 
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Figure 29. Triple Exponential Smoothing forecast and actual 
prison growth. 

Assumptions 

Smoothing methods share many of the assumptions of simple 

least squares. Smoothing methods differ basically in the::;assumption 

that ther~ is a need to place greater emphasis on the most recent data. 

But as seen in the cases of both least squares and smoothing forecasts> 

the linear extrapolation of a trend assumes there will be no change i.n 

the environment as it eXlsts now in producing prison population growth. 
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The focus by smoothing methods on the section of the data that 

sets the direction of the trend overlooks the inadequacy of the 

no change assumption. The assumption of no change may be appropriate 

to data having a history of little fluctuation; however, criminal 

justice data tends to be far less predictable. 

~~~~nd Accuracy 

Accuracy of smoothing forecasts may best be considered 

for two time horizons: one-year forecasts and lo~ger-than-one-year 

forecasts. All of the figu:res above illustrating smoothing forecasts 

indicated that one-year forecasts provided slightly better forecasts 

than would be obtained by estimating that next year and this year 

would be the same. In the instance of erratic fluctuation (not repre-

sented in the figures above), smoothing methods would have been 

preferr'ed over simple estimates of no change in next year's prison 

population. 

Long-range use of smoothing forecasts fared no better than 

other naive methods in estimating future prison population. Long-range 

forecasting requires the ability to identify turning points. This 

ability is not a characteristic of smoothing techniques. 

C~nsideration~/Limi!~~ions 

A major weakness of smoothing methods lies in the absence of 

theoretical principles for choosing the best forecasting technique. 

The most used selection process is lTlerely that of applying each technique 

to thejiata and assessing which method has the smallest e:rror of prediction. 

Smoothing techniques can introduce into the data an oscillatory 
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movement that does not exist. Several random (chance fluctuations) 

data points lying sequentially in the same direction and having 

similar magnitudes may cause the smoothing technique to portray a 

pattern that could be interpreted as a cycle. For this reason, the 

analyst must examine cyclic fluctuation and justify his interpretation 

in terms of social forces and dynamic conditions of the Criminal 

Justice System. 

The length of the moving average determines its smoothing 

properties .F,~~·· example, a twelve month moving average will remove 

any seasonal fluctuation. A moving average equal to the length of a 

cycle will also completely, dampen or eliminate the wavelike movement. 

Communic~ilitl.of Results. 

The mechanics of smoothing are easier to explain than those 

of complex forecasting models. Smoothing also may be easier to explain 

to a person with a background in business rather than behavioral science. 

Behavioral science research does not consider, as a rule, ideas similar 

to the concepts of smoothing or the need to smooth cross-sectional data. 

The problem of explanation is not the same as that for techniques, i.e. 

least squares, shared by both behavioral science and economic research. 

In the instance of shared techniques, the mechanics and conceptual 

approach to analysis may he similar, albeit th~ assumptions and explanations 

vary. The explanation of smoothing forecasting to behavior science 

researchers begins without a familiar frame of reference and therefore 

may not be readily grasped. 

Perhaps the best mode of presenting smoothing forecasts, is 

~,----.~-----
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by graphic illustration. Additional explanation about assumptions 

and limitations of the forecast would aid in the use of smoothing 

forecast information. 

Time Considerations 

Constructing a smoothing forecast is not a lengthy process. 

In most cases, little outside data collection has to be obtained 

besides ~be on-hand yearly prison count. Depending upon the depth of 

smoothing analysis, e.g., whether cycles will be examined, the.required 

time may be that of a day to a few weeks. 

~esou~~es Required 

The calculations of moving averages are tedious when per­

formed by hand. A computer or programmed hand calculator is almost a 

necessity for the process of calculating all of the six smoothing 

techniques in order to select the method with the lowest error. 

Since smoothing methods are germain to economic forecasting) 

their application in an extensive analysis of prison population may 

requil'e assistance of an economic forecaster familiar with the nuances 

of the techniques. For example, familiarity would be required in using 

smoothing methods to bisect cycles and describe seasonal patt~rns. 

Other expenses involved are those of computer expenses which 

would be nominal for most simple applications of smoothing forecasting 

methods. 

!!~~~erab~lity 

Smoothing techniques may never become the mainstay of 

----------~-------~----=---~ 

" . 
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lishing a simple and inexpensive ballpark forecast. They also can 

be used to compare the perfbL~ance of complex forecasting models. 

Importantly, these techniques have a high descriptive value in the 
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examination of trends and seasonal movemerlts. Such information can 

be useful in adj usting data, i. e., to remQlve seasonal movements and 

in exploratory studies of the limits of gtowth of the prison system. 27 

Indicator Foreca.sting 

The study of indicator forecasting of' prison population 

addresses this basic question: What if the cause and effect of prison 

growth cannot be specifically identified at this time? There exist 

many theories of crime and criminal behavior, yet no clear-cut advan~age 

is gained by using a particular theory to forecast. In support of the 

theories, this may not lie in the fault of the theory, but in a lack 

of data to support the interpretati()n of the theory into a nlodel. On 

the other hand, one may take the position that such a complicated 

phendin~ma as prison growth, and for that matter criminal justice 
'\ 

activity, is beyond the present ability of research to measure or 

quantify cause and effect. 

Popular forecasts abound of crime and prison population 

which assert the basis of prediction from one or two factors. Perhaps, 

27An examp~e of the application of smoothing techniques 
pan be found in Alfred Blumstein and Jacquelin Cohen I s "Theory of 

"'I~he Stability of Punis~ment," (Journal of Criminal Law and Criminology, 
jNolJ> 64, Np .. > 2, pp. ~91:5-227). 
rf 

". 

----------------------------------
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the most commonly selected causes of prisoIl growth are attributed 

to the size of the critical risk group (usually the youth) and 

un~mployment. Although these two concepts are popular~ their sole 

use as a basis for foreca~';ting prison population may be questioned. 

For example, unemployment was found in one state to be a leading 

indicator, in another to be a coincidental indicator, and for an 

, f t t b 1 ' 'd' 28 ,aggregat1on 0 s a es to e a agg1ng 1n 1cator. In the field of 

economics, the users of indicators forewarn against the reliance on 
({ 

one or two indicators because what is found to lead on one occasion 

may lag on another. Economic forecasting is rich in such 'information 

and is often a source of exploration in the following discussion of 

indicators in prison population growth. 

!"listory. 

The creation of a system of social indicators appears to 

have begun in the 1920's. The prominent sources of indicator infor-

mation during that period were the U.S. Department of Labor which 

published labor statistics, and the National Bureau of Economic Research 

-----,---"---
28The studies which specifically deal with the differing 

findings on the timing of unemployment and prison population growth 
are: 

a. Cox, G.H. and Carr, T.S. UnemplOyment and Prison Population 
Trends in Georgia: 1967-1975. Atlanta, Ga.: Georgia Depart­
ment of Corrections, Mar. 5, 1975. 

b. Hromas, C.S. and Crago, T.G. Colorado Unemployment and Commit­
ment Rates. Denver, Colorad()i~ Colorado Div. of Correctional ' 
Services, Office of Research\:~nd Planning, May 1976. 

c. Robinson, W.H., Smith, P. and Wolf, J. ?rison Population and 
Costs--Illustrated Projections to 1980. Washington, D.C.: 
Congressional Research Service, Library of Congress (HV 8442; 
74-95ED), April, 1974. 

l, . 
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which studied economic indicators. A major push for other forms 

of social indicators did not occur until the mid-1960's. During 

the mid-60's, social unrest sparked a call for social indicator 

development from behavioral scientists, government administrators, 

, and legislators. The variety of proposals that ensued addressed 

the need for establishing additional social indicators, but little 

other,· agreement was reached about what shoUld constitute their 
, i'·· '~. 

content. Missing was a specific definition of concept and role of 

social indicators which would solidify attention and effort. Little 

(1975), for example, identified at least six major, distinct approach,e;s 
! if 

if 

for the definition and construction of social indicators. 

In the field of criminal justice, attention did not turn 
-':: ":/ 

to the development of specific indicators until the 1970's. In 1974, 

Battelle Laboratories 'reviewed 158 indicators that might be used for 

forecasting case10ads of f~dera1 district courts. This research was 

not widely distributed and thus is not well known. In 1977, LEAA 

began to sponsor further research into indicators with the award of 

a contract to the Social Science Research Institute at the Univeristy 

of Southern California. That contract calls for the development of 

a broad selection of crime indicators. 

pefin~tio~ of Indicator Forecastin£ 

In a general sense, a prison population indicator is similar 

to a barometer. That is> an indicator is a phenomena sensitive to 

change in the growth of prison population. Of course,some indicators 

could reflect activity in both prison growth and other facets 0'£ the 

o 
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Criminal Justice System. The barometer analogy implies that an 

indicator plays a passive role, but in at least one respect, this 

analogy is inadequate. The analogy overlooks the possibility that 

an indicator may act as a causal factor in affecting crime and 

changing activity within the Criminal Justice System. As a definition, 

the analogy,of a barometer is of limited usefulness. 

The concept of indicators seems tq imply that any measure 

related to prison growth would be covered by the definition. However, 

drawing from Lewis' definition (1962) of "foreshadowing data," the 

definition of,indicator may be narrowed. Lewis classifies as fore-

shadowing data such measures as surveys of opinion, budget proposals, 

. and hints of institutional program changes. This narrowed perspective 

facili tated the construction of the foll:pwing definition which will be 

adopted for this discussion forthwith. Indicators are considered to be 

those phenomena which can be measured at given periods of time (as a 

time-;-seties), are sensitive to cha~ges in the Criminal Justice. System, 

and need no~ firmly establish a causal relationship to criminal jMstice 

activity, although stich a relationship should be plausiple. 

Indicators can be classified into three categories: leading, 

coincident and lagging. For the leading indicator, all that is claimed 

is that a change .in .. d:i.rect;i.on of growth (of prison population) is preceded 
.~ ~ . , 

by a change in direction of the indicator. A coincident indicator would 

change direction at the same time as a chan~e in prison population growth, 

and a lagging indicator changes afterwards. Obviously, the need for 

leading indicators is clear but not so obvious is the need for coincident 

and lagging 'indicators. As in economic/business forecasting, the role of 
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coincident and lagging indicators in correctional forecasting 

would be to assist in determining if a rise or dip in prison 

population represents a temporary change or reversal of trend" 

Indicators, to be useful in forecasting prison grow,th, 

must display: (1) regularity in conforming to the fluctuation in 

prison population growth, and (2) consistency in leading, coinciding, 

or lagging the turning points. Other criteria that should be con-

sidered are statistical adequacy of the data, smoothness of the data, 

and promptness of publication of the data (Moore, 1975). 

Since a single indicator, as suggested above, could not 

be ideal and therefore predictably dependable, groups of indicators 

must be employed. A single indicator in concept would be reiated 

directly to changes in prison growth; however, a group of indicators 

is not so simply applied. For example, a group of leading indicators 

would' contain a variety of individual lead times. Such problems of 

grouping led to the creation of a "diffusion index" which summarizes 

general indicator activity. The process of constructing a diffusion 

index for the three groups of indicators consists essentially of 

smoothing the individual indicators (time-series) by a moving average, 

then counting the number in the group that are rising (not stable or 

falling) at a given time, and converting that number into a percentage 

of the group. . If the number of risers is above 50 percent "then the 

indicators are interpreted as expanding. An expanding group of 

leading indicators would suggest,' for example, that an upturn in the 
~ 

growth"of prison population could be forthcoming. A contracting group 

(more than SO percent falling) forecasts a decreas~ in prison growth. 
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These examples of grouping convey the basic concept of indicator 

interpretation. Many of the other methods of indicator interpre- if 

tation being used in economic forecasti.ng are similar to the 

diffusion index. 

Example 

Historically, the state of the art of indicator fore-

casting in the Criminal Justice System has sparsely developed. 

Because of this slow development, an example of prison population 

indicator forecasting must be contrived. The steps of building a 

system of indicators will draw upon sev~ra1 studies to illustrate 

a methodology. 

The four basic steps of indicator forecasting of prison 

population proposed in this research are: 

1. Indicator identification 

2. Data collection 

3. Indicator ev~luation 

4. Selective grouping 

Step 1. Indicator identification. The first task to face 

the forecaster would be to generate a list of potential indicators. 

Rather than a random approach to the task, the adoption of a planned 

attack on the problem will facilitate exploration of a broad range qf 
" ~ 

indicator areas. This process of search can be envisioned ,in three 

phases. 
,. 

The first phase of search will ,appear obvious to most readers; 

however, instances of enthusiasm have spurred some forecasters to leap 
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ahead to the second phase. The first phase involves the thorough 

search of li teratu:r;-e in a variety of fields, such as economics and 

demography. Many of the ideas that could be found are not reported 

in criminal justice literature. For example, Predicasts, Inc. of 

Cleveland, Ohio, in 1973, conducted research which developed indicators 

of increasing law enforcement spending. 

The 1974 Battelle study of federal dist~ict court caseload 

indicators partially illustrates the process of indicator identification. 

In phase one, Battelle cites a study of indicators performed by Fore-

casting International, Ltd. of Arlington, Va. In phase two, a question-

naire and panel of experts generated ideas. The questionnaire asked 

about possible indicators of caseload volume, and was distributed to 

the chief counsels of all U.S. government departments and one randomly 

selected lawyer in each state. The panel of experts were chosen for 

their knowledge of federal courts. Brainstorming generated a list of 

indicators which were evaluated in a matrix. by the panelists. 

Step 2. Data collection. The forecaster's next effort 

after indicator generation would be to collect data on the proposed indi-

catorS. DUring this collection, the number of indicators would be 

expected to shrink due to finding some unreliably reported or otherwise 

unusable. 

! The Battelle research conducted a pilot study of this step 

in several states to determine feasibility." After the pilot, the 

collection was expanded to the remaining states. ;~e problem of shrinkage 

was avoided in some cases by methods which e'stimated missing data 'within 

time-series. 
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Step 3, Indicator evaluation. The use of a time-series 

as an indicator does not require a close association (high corre-

.' lation) with the phenomena being forecast. Correlational statistics 

and leading, coincident, and lagging indicators are different concepts. 

correla~ional statistics '\ for example, would measure how well the 

entire predictive 'time-se!!ies conforms to the shape of prison growth--

equal weight would be placed on the comparison of every data point. 

Indicators, on the other hand, are concerned only with signaling 

changes, not in correlation. A leading indicator, for example, would 

contribute t~: the identification of a forthcoming turning point in 

prison growth but would not disclose magnitude and duration of change. 

An illustratio~ of a general approach to indicator evaluation 

is found in the practices of the National Bureau of Economic Research 

(NBER, 1971). The Bureau's method of reference cycle analysis would 

lend itself to the evaluation of time-series consistency to lead, coin-

cide, or: lag w,i th turns in prison population growth. Essentially ~ 

refereuye cycle analysis would involve matching the peaks of the indi-

cator series to peaks in the prison population~ Such matching could 

not be accomplishted on just one turn in prison 'population. Therefore, 

an extensive data r,ecord on both the indicator and prison population 

would be needed. The mechanics of matching are hig~ly subjective, 

. al though NBER has quantified .the matching criteria for computer-assisted 

application. 

An additional possibility of analysis would permit the 

comparison of indicators between states. Factors other than unemploy-

ment probably would be found to vary with location. Alsd, sta,te prison' 

;:) 

,j , 

i/ 
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indicators could be compared to indicators of aggregate prison 

growth., Since aggregate growth may be easier to forecast, local 

evnluation would gain an interpretative benefit through such 

comparison. 
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Step 4. Selective grouping.. Selective grouping is an 

interpretative process of arranging indicators according to criteria. 

The criteria are not set as hard and fast rules, but are treated as 

tools for interpretation. NBER en>ploys at le.ast three methods of 

grouping applicable to interpretation of criminal justice indicators. 

The first manner of grouping has been briefly mentioned 

in step 3, above. That grouping was, according to the criteria of 

function: leading, coincident, lagging, and unclassified. The last 

category. unclassified, was not mentioned in step 3 for purpose of 

clarity of explanation. Unclassified indicators are those not 

specifically 'falling into the other categories but which seem of 

consequence in interpretation of time-series fluctuation. 

A second method of selective grouping scores the indicators 

according to utility criteria. For example, indicators might be scored 

on their significance or impact on prison growth, .statistical adequacy, 

historical conformity to prison growth, timing record of consistency 

relating to turning points of prison growth, smoothness of the time­

series, and promptness of publication. 29 The numerical scoring of 

-.-----°29 A ~~etailed discussion of these grouping. concepts may 
be found in Moore, Geoffrey H. and Shiskin, Julius, Indicators of 
Business Expan,sions and Contractions. Occasional Paper 103, National 
Bureau of Economic Research~ New York: Columbia Univ. Press, 1967. 
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indicators establishes a means of assigning importance or weighting 

for forecast construction. 

A third grouping employed by NBER is that 9f\classification 
! ) 
r / 

by sector or economic acti vi ty . In economics, for eXl}:",ple, a sector 

grouping of indicators would be that of housing. In criminal justice 

forecasting, a similar classification would ,be that of police, courts, 

corrections, etc. The purpose of such classification is to enable a 

large research organization conducting criminal justice research to 

separate the general indicators from specific activity indi.cat'ors. 

The strength of such classification, of course, would depend upon the 

number and variety of indicators generated. 

Considerations 

Obviously, \~bmprehensive research into indicators of prison 

growth \'lould require resources of time, funds, and expertise not found 

in state correctional agencies. Such research, therefore, must begin 

in a federal organization or through federal funding. 

The scope of such research should include the entire field 

of criminal justice. , Emphasis solely on prison population indicators 

would overlook and discard useful criminal justice forecasting infor-

mation. Of course, the interrelationships of criminal justice activities 

suggests that activity indicators other than those, for prison population 

would indirectly impact the corrections' population. For example, 
., r 

sp()cific judicial case load indicators would aid in identifying possible 

changes in composition of prison population. 

Indicatorr~search, although conducted at a highe~ level, 

q 
~"'-------------------~ -~--
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need not focus' solely on aggregate data, The Battelle study 

demonstrated the feasibility of constructing both state and 

national in~icators. 

Indicator interpretation can be accomplished by a 

variety of means. The problem of grouping dissimilar indicators 

does not lend impetus fO:i,' the development of a cut-and-dried inter-

pretative formula. Interpretative formulas tend to be highly 

subjective and open to differences of theoretical agreement. 

Loosely-connected assemblages of indicators selected without pre-

formulated schemes have been tried, although forecast accuracy rests 

wholly in the wisdom of the analyst. 

Underlying the application of indicator forecasting to 

the Criminal Justice System are three major assumptions: 

• The forerunner assumption: This assumption sees the 
state of the art of criminal justice model forecasting 
as primitive and, poorly developed. Existing models 
lack the neede.d variable to forecast prison population 
changes. A general lack of model information stems 
from inadequate data and errors in model specification. 
Indicator forecasting, in part, is a forerunner of 
modeling. Indicators act to summarize processes which 
have not been modeled. The identification of indicators 
may facilitate model development. 

• The non-random assumption: This assumption asserts that 
other than non-random influences have greatly contributed 
to prison growth. This state of non-random regularity 
portends the possibility of indicator forecasting. 
Indicators summarize processes or ongoing phenomena 

C? 

rather than single events. These processes may be 'related 
'~o prison growth in economic, social, and demographic 
manners. The notion of processes implies that prison 
growth may be represented as a wavelike fluctuation of 
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30 ·unequal cycle length. 

• The need-to-know assumption: This assumption 
states that given the unavailability of models 
to forecast magnitude (size) of prison population 1 
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it would still be desirable to forecast the turning 
points at \'lhich time prison size would begin to 
increase or decrease. Under this assumption 1 the 
correctional administrator operates with the knowledge 
that prison population growth is limited to certain 
maximum size. Limitations to growth are set by 
qvailable prison capacity, correctional standards, 
and the courts stand on overcrowding and civil rights. 
The correctional administrator may also perceive that 
the behavior of judges is such that at times their 
actions alone can determine the exact magnitude of 
prison population. Therefore, forecasts of specific 
magnitude may not be as important as would be the 
forewarning of a reversal of trend. 

Indicator forecasting will not estimate future magnitude 

of prison population or how long growth will continue. The indicator 

is essentially used as a warning device so that problems can be avoided. 

Sen!;itivity to turning points is a quaUty that sets indicator fore-

casting apart from extrapolation. Extrapolation does not identify 

turning points. 

Indicator forecasting, in economics, has the history of 

problems with garbled signals. The unscrambling of information is 

freqU\~ntly time consuming, thus cutting down va1uab Ie lead time. 

growth 
a. 

b. 

30 The. concept of the wavelike fluctuation of prison population 
is discussed in: 
Blumstein, Alfred and Cohen, Jacqueline, "A Theory of the 
Stabilit}' of Punishment," Journal of Criminal Law and 
gr~minol~~, Vol. 64, No.2, 1973, pp. 198-207. 
Blumstein, Alfred and Nagin, Daniel, "The Dynamics of a 
Homeostatic Punishment Process," Journal of Criminal Law 
an~ Criminology, Vol. 67, No.3, 1977, pp. 317-34. ]/-
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Used by themselves, leading indicators have given 

misleading signals. The incorporation of coincident, lagging, 

and unclassified indicators in a form of ratio has been one of 

several approaches to clarify signals. 

Economists have found that indicators have been an 

indispensable, although imperfect, tool for forecasting. Some 

difference, pe~haps in greater or less degrees of reliability, 
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may be found for criminal Justice indicators. However, the prospects 

of accuracy greater than that enjoyed in economics is not anticipated. 

~E1..l!nicabilitl-Ef Results 

Indicator forecasts are commonplace in the field of 

economics. It can be reasonably assumed that the well-read correc­

tion'al administrator is familiar with indicator forecasts. Furthermore, 

the indicator method is similar to the general process of scanning the 

criminal justice environment. Through scanning the administrator, in 

many instances, it has intuitively selected and watched indicators of 

prison. population growth. Given this perspective. indicator forecasts . ~ 

may not be difficult to explain. 

The approximate level of difficulty for communicating fore­

cast results maybe gauged from easy to medium difficulty. Indicator 

forecasts are not likely to contain complex statistical analysis which 

increase the difficulty of understanding. 

!,~sferabi1i ty 

If the reader will entertain a side-note on forecasting, a 

point about indicator forecasts may be made~' The side-note comes from 

-
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the U.S. News~d Werld Repert .of Nevember 28 1 1977. The article 

is entitled: "If Yeu Think the U.S. Has Treub1e Finding Jebs fer 

Yeung Peep1e, II and the centent addresses the preblems .of )reung 

peeple in England: 

... cencern meunts abeut the secial effects .of se many jeb­
less youths in urban areas .. , Se far, predictiens .of rising 
crime, drug additien, and the like have net been berne .out 
[po 102]. 

The quete alludes te the difficulty .of limiting the view .of the 

future te just pepular indicaters .of crime. The writer .of the 

article seems to be wi theut useful clues which might acceunt fer 

the cenditien .of the lew crime-rate. Seme ether ferce .or set of 
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ferces seem te be at werk which are net acceunted by the pepular view. 

A wide variety .of indicaters are mere likely te previd'e signals .of 

criminal justice activity than are a limited few. 

The indicater appreach te ferecasting is net a panacea. 

Indicator ferecasts must be accompanied by ether infermation, such 

as fereshado\'1ing knewledge .of forthceming pelicy changes.> The indi-

pater ferecast dees .offer the possibility .of assessing conditions net 

amenable te ether data-based ferecasting methods. The indicator appreach 

may gain suppert of the administrater seeking information fer his 

intuitive medel of prisen grewth. 

~------.,------- .--~--""';"----""" ._....;...----------........ _---
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CHAPTER VII 

FORECASTING PRISON POPULATION 
BY CAUSAL METHODS 

Introduction 

Three methods of causal forecasting are presented in this 

chapter: multiple r;~gression, flow forecasting, and simultaneous 
" 

equation forecasting. 

As might be expected by the name of this chapter, these 

methods are concerned with the causes of prison population growth. 

These methods explore the social forces and internal pressures con-

tributing to prison growth. Mechanically these methods are described, 

in simple terms, although, very complex versions could be used in fore-

casting. 

• The concept of modeling is often used to describe causal fore-

casting techniques. This description is more of a convention of usage 

than a true differentiation between subjective, naive, and causal methods. 

Models can be any representation of reality from a physical model to a 

complex mathematical model. We can, for example, speak of models that 

wOJ,lld be portrayed by simple equations less rigorous than simple least 

squares. The concept of modeling in this discussion of causal fore-

casting methods focuses on distinguishing between simple representations 

of reality from those more complex structures which investigate the 

relatio~ship ofa number of factors in their contribution to prison 

population growth. In this sense, complexity of structure is being 

equated to modeling. 

'··:'~~~V'_) ___________ ~_~ 
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~ultiple Regression 

The characteristics of multiple regression tend to shroud 

the technique in an aura of complexity and mystery to the unfamiliar 

onlooker. , Multiple regression is a technique usualiy restricted to 

computer application and is taught as part of advanced coursework in 

research. Yet, these characteristics should not stop the potential 

forecast user from exploring on an intuitive level the mechanical 

structure, strengths, and caveats of the technique. 

The mechanical underpinnings of mUltiple regression is that 

of simple least squares--fitting of a line through data. As discussed 

earlier, the least squares equation permitted the plotting of a line 

which indicated the relationship of time to prison population. In this 

relationship, prison population could be said. to have but one explanatory 

. bl I . varla e, tlme. The nature of the plot of time and prison population 

occupies two dimensional space and the forecast is represented by a 

straight line projected into the future. 

Multiple regression is an extension of simple least squares to 

incorporate more explanatory variables. 2 For example, prison population 

could be "explained" by the two variables: unemployment and size of 

state population. Changing the least squares equation by adding more 

lThe term explanatory variable will be preferred in this 
discussion of forecasting. Later, it will be pointed out that the 
explanatory variable in'time series analysis may not be independent. 
Since many of the assumptions of probabilistic researCh are not supported 
in forecasting, a modification of .. some terminology will be introduced. 

2This writer recognizes that this analogy of multiple regres­
sion and simple least squares is a simplification. A multiple regres­
sion equation is a more powerful tool than least squares. However,' for. 
this discussion the simplification does .not contradict-the basic concepts 
of, either method. c 

., 
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variables also changes the manner of plotting the data. Additional 

"I variables require additional dimensions. By adding one variable to 

the simple least squares, the plot is no longer illustrated by a two 

dimensional straight line but by a three dimensional form or plane, 

Figure 30, below, illustrates a plane fit through two explanatory 

variC'hles by means of a multiple regression equation. 

.~~ l ,I : 
j I I .. ... 

f 

unemployment 

Figure 30. Visual Representation in Three Dimensions of the 
Fitting of a Plane by Multiple Regr.ession Through 
Two Explanatory Variables, Xl and x

2
' 

In the figure above, an "xl" variable and an "x
2

" variable 

constitute a set which are linked together by a straight line for the 

purpose of illustrntion. The segmented line portions represent that 

!>ect'i.on of the line M1 ich 1S hidden by the plane passing between a set 
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of data points. This illustration shows the plnne passing between 

sets of data to indicate the relationship of unemployment and state 

population to the growth of prison populat5,0l? (y). 

The addition of explanatory variables to a multiple regression. 

equation adds dimensions to the form which is fit between the sets of 

variables. Thus, the a<;ldi tion of a third explanatory variable would 

result in the fitting of a form having four dimensions. Such represen-

tation of more than three dimensions is difficult to visualize, although 

it theoretically exists in mathematical space. 

Forecasting with least squares did not involve a problem of 

selecting explanatory variables. The analyst merely measured prison 

population over a number of years and prepared the data for analysis. 

The selection of variables for analysis was simple--there were only two 

variables: prison population (the forecast variable) and time (the 

explanatory variable). The selection of explanatory variables is not 

so easy in multiple regression unless the analyst decides ahead of time 

that he wants to relate particular variables, such as unemployment and 

state population to prison growth. The question arises: "How does the 

forecaster decide which variables amo.ng the many possible variables are 

more important to the forecast?l1 The mostcornrnon approach to this problem 

is to use step-wise regression. This form of mUltiple regression deter-

mines in descending order of contribution the. variables which are most 

important to the forecast. The process is "step-wise" because the.first 

round of analysis determines the most influential explanatory variable, 

1. 1 "' 

the next round or step selects the next nlost influential J and so on. 

Resulting from this step-wise analysis is an equation which lists the 
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variables in order of importance and indicates the proportion of 

each variable that should be used in making the forecast. This is 

roughly analogous to a baking recipe in which the cook does n()t just 

add flour, ,but a specific amount, such as 3/4th of a cup. In a 

similar vein, the forecaster does not add just the value of unemp1Qy-
/1 

ment, but a specific ?roportion of unemployment. Hypothetically, the 

results of step-wise regression might disclose that one unit of change 

, in prison popu1ation-; i. e., 100 inmates, is associated with specific 

proportions of change in state population, unemployment, and inflation. 

At least four advantages can be identified for using multiple 

regression in forecasting: 

1. Factors associated with prison growth can be measured in 
objective terms. Opinion does not dominate the variable 
selection pr.ocess. Also, interrelationships a~ong the 
factors can be explored. 

1:.2. Multiple regression furnishes a method for u~covering 
factors associated with prison population growth that may 
not be discovered intuitively. . 
• Factors that are divergent and often conflicting can 

be evaluated to identify the most influential. 

3. Factors can be assigned weights proportioned on the basis 
of association with growth of prison population. 

4. Factors can be so represented that the impact of effects 
can be spread over time . 
• For example, the' effects of increased spending for police 

manpower may not be immediately reflectedih an increased 
prison population. Several years ril~ybe required before 
paperwork processing, hiring. and training of new officers 
places significantly more perSonnel 'on the street. Such 
a variable as funding can be moved out of step in sequence 
{lagged) for analysis of delayed impact. 

Baskgroi.md and Premises 

The interpretati9~ of multiple regression changes in accordance 

with its amllytic application. In the fields of sociology and psychology, 

the major thrust of research is cross-sectional analysis. In forecasting, 

-- -~ , '-~----



-- ----

I 
I~ 

;\ 

I 
I 
I 
I 
I 
I' 
I 
I, 
I 
I 
I 
I 
I 
I 
I' 
I 
I 

208 

the mode of research is time-series analysis. Each class of analysis 

carries unique assumptions and requirements for the interpretation of 

multiple regression. 

An objective of cross-sectional analysis is to control the 

environment of the explanatory variables and manipulate their occurrence 

in order to identify the effects on outcome. The scope of study in 

c:ross-sectional analysis represents the eflort to measure a ver.y narrow 

range of phenomena. Assumptions underlying this mode of analysis establish 

two major conditions which affect the interpretation of multiple regression. 

The first assumption states that the expected values of the explanatory 

and outcome (dependent) variables occur in a predictable manner, that is, 

according to probabilistic concepts. The second assumption asserts that 

the explanatory (independent) variables are free of influence from the 

object of prediction. the dependent variable. In other words) the inde-

pendent variables may affect the dependent variable but the converse of 

the relationship is not anticipated. Under these conditions of cross-

sectional analysis, multiple regression is a very powerful tool. Indeed, 

so much so that multiple regression ran~s among the most popular of tools 

for that class of analysis. 

The power and popularity of multiple regression changes when the 

condi tions of application change. The conditions of time-series analysi,S 
~i 

in forecasting usually do not support either of the assumptions described 

for cross-sectional analysis. Because of this difference, the interpretation .-. 

of mUltiple regression must be grossly modified. Furthermore, since the 

difference in interpretation of multiple regression in forecasting does 'not 

arise froni formula difference, the analyst must look to the data for clues 

-----~----
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to interpretation. 

Prison population growth occurs within a complex social 

system. Causes and effects tend to become blurred so that variables 

cannot be clearly identified. A measure of a variable in a complex 

social system is called an indicator. The concept of an in~icator 

may be expressed as a proposition: Measures of complex social systems 

are distorted approximations of reality~ To this proposition ten 

corollaries can be defined: 

1. An indicator is a summary measure which cannot effectively 
represent all of the forces of a complex social system. 

• Prison population growth cannot be adequately repre­
sented by any single indicator even though high corre­
lation (degree of association) seems to exist. 

• High correlation of.a single indicator with prison 
population growth would be a spurious phenomena resulting 
from incomplete analysis. 

2. Indicators are general. in meaning because of error intro­
duced in the process of definition and measurement. 

3. 

" 

• An indicator may be defined by administrative fiat, 
legislative action, or by a consensus of researchers. 
Even the measurement of prison population must be con­
sidered an indicator because measures have been 
frequently revised from state to state to accommodate 
changes in definition. A change in an indicator changes 
the relative meaning of the relationship between exp1:,anatory 
indicators and prison population. 

• Error in measurement arises from many sources, for example: 
indic.ator measures are usually collected by agencies and 
subject to selection on the ba.sis of convenience rather than 
validity; tra.nsmittal from agency to agency often .involves 
summarization of data; interpretation of transmitted data 
by the forecaster oft_en requires injection of the fore-'~ 
caster I s judgwent about collapsed data and the intent of the 
collector; the calculations of data analysis not infrequently 
introduce error; error may also arise from the impact of 
unexpected events upon the phenomena being measured. 

Social phenomena which grow in similar directions (either 
upward or downward) from whatever influences will reflect 
a statistical association because of similarity of direction. 
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• Correlational techniques~ such as multiple regresslon~ 
analyze only numbers without regard for cause. 3 If 
prison population shows a. history' of increase~ then 
any time-series that increases will display statistical 
correlation. For example~ prison population growth could 
be associated with the growth of salaries of college 
professors. --It would not be academically justified to 
attempt to reduce prison population by decreasing the pay 
of professors. 

4. Indicators represent only the active influences of a complex 
social system. 

• Dormant elements in prison growth that later emerge will 
introduce error into forecasting models. In such instances, 
a new indiCfiator(s) must be constructed and the model 
respecified. 

5. At times; an indicator may represent both cause and effect. 

s For example, the growth of prison popUlation may be the 
response to an increase in crime but on some occasions 
the concern for a growing prison population may elicit 
greater public awareness of crime in the community. Very 
possibly both conditions exist at the same time. 

6. The exact contribution of. an indicator to a specific outcome 
or event cannot be determined. 

• The observation required to confirm the relationship of 
complex social phenomena to prison growth cannot be 
accomplished in 8TI uncontrolled, nonreplicable environment. 

• Causes of prison popUlation growth will remain as theory 
rather than verified conclusions. 

7. Controlled measurement of complex social variables, in general, 
~s not an achievable state. 

• The impetus for collection of indicators does not de Tive. 
from conditions conducive 1.:,0 'i!\)he development of experimental 
control. Indicators are the results of opportunity, funds, 
agency or organizational interest, and individual opinion. 
Me8:surement of social phenomena tends to be a political 
rather than experimental effort. 

8. Adequacy of data as an indicator of a complex social phenomena 
is relative to the general purpose of forecasting. c 

3Causal relationships cannot be verified by mathematical equations. 
A relationship between variables can only be suggested by data analysis. 
Theory and judgment of the analyst enter into the formulation of a hypothesis 
of causation. 

I 

1ft 
~~.~. --------------~----~----------------
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f. Improvement of measurement will always be possible 
in a system of social indicators. There is an 
optimal level of precision in data collection beyond 
which greater effoi·ts at improvement yield diminishing 
returns in precision. 

• Selection of prison growth indicators may depend upon 
data adequacy in general and the forecasting ,model's 
sensitivity to error. 

9. No one procedure of indicator forecasting may be optimal. 

• Any forecasting scheme can be improved. As the refine­
ments in indicators and methods and user sophistication 
continues, satisfaction for a particular forecast of 
prison population becomes a subjective evaluation. 

10. Time is a naive indicator unlike other indicators which 
summarize complex social phenomena. 

a Time is neither specific in its identification of the 
social process being summarized nOl' is it existant. 
Time is an abstraction when used in a regression equation 
as a specific variable to represent the contribution of 
unknown or unmeasurable variables. The inclusion of time 
as a specific variable is a naive forecasting device 
signifying only that prison population changed. Such 
inclusion is void of i~sight into the nature of that 
change. 

There are no rules for ':he application of these corollaries, 

although they should be held in mind when reviewing any technique involving 

indicators. For example, these corOllaries are relevant to the review 

of the 1974 Battelle study which used multiple regression to construct 

forecasting models of forty-two case filing categories of the federal 

district courts. Identified within the study are a number of regression 

equations having very high correlation (above .95) and a few with perfect 

.correlation to the time-series of various case categories. One of the 

perfect matches involved a single indicator: direct per capita expendi­

tures by the state for education matched to :the volume of prisoner 

petitions. In this example. educational expenditure ~ight very well be 

related to social awareness which, in turn, would facilitate interest in 
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civil rights of inmates. But to infer that the single indicator can 

summarize and reliably forecast the forces underlying inmate activities 

is questionable. The high degree of correlation of educational expendi-

tUl'e and volume of inmate petitions could arise from several sources, 

such as an accidental similarity in the direction of growth of the two 

time-series. 

Not only should a forecaster examine high correlations, he 

should examine any correlation, large or small. There would seem to be 

little justification in assuming that multiple regression models of 

only moderate correlation could be free of spurious correlation and other 

problems. The degree of correlation and existence of indicator problems 

should be separate considerations in prison population forecasting. 

Example 

The essential steps in multiple regression forecasting are: 

1. Indicator identification 

2. Data collection 
-,..:::--
.~,/ 

3. Construction of the multiple regression equation 

4. Construction of the forecast 

The fir~t two steps are the same first two steps of the technique 

of indicator forecasting a.s discussed in another chapter. In the following 

example, only steps three and four will be presented. The example is 

drawn from the 1977 State of Colorado Corrections Master Plan. 

Step 3. Construction of the mult.iple regression eguation. 

Construction of the multiple regression equation is nearly ahlaYs ac<:om-

plished by a computer program. Step-wise regression is usually the. program 
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of choice. In preparation for the input of data 1 the foreca~ter 

should sort the indicators so only those which seem to possess a 

plausible link to prison growth are 'Used. The data may be input 

in several forms, again upon the judgment of the forecaster, for 

example in some form Qlf trmsformation, such as logarithmic form 

or manipulated by lagging. 

The results of multiple regression analysis for Colorado 

data produced a model having four explanatory variables: Colorado's 

unemployment rate, rate of pa.role revocation 1 rate of diversion to 

community programs, and size of risk group (males, 18-49 years of age). 

Step 4. Construction of the forecast. A forecast derived 

from a multiple regression model is not merely an extrapolation of a 

pattern; that is, a geometric plane is not projected into. the future. 

A geometric figure of more than two dimensions could not be graphed. 

A forecast via multiple regression is made by inputting data about the 

future into the'model. Data about the future are contrived by fore-

casting or lagging the indicators. Lagged data are suited for very 

short-term forecasts because data are not usually lagged more than 

several year:; .. An exc,,~ption to this is a class of demographic data. 
I! 
II Children born during the last few )s~ars can be lagged into the future 

<~ 

to represent the. size of later' groups bf young adults. In the majority 

of cases, indicators mus.t be forecast by such means as simple least 

squares. Thus, variables may be forecast before being used by the 

multiple regression model. 

The Colorado forecasters used a multiple regression equation to 
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construct alternative forecasts of prison population. By altering 

the assumptions underlying the four explanatory variables of the 

model, three projections of prison population were obtained as illus-

trnted in 
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Figure 31 below. 
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FiguI'c 31. Colorado Prison Populati9n Forecast with Three Alterna~ive 
Futures Constructed by M~~ans of Multiple Regression 
Source: State of Colora-do. 1977 Corrections Master Plan, 
p. 3.40 

' .. 

The alternative futures forecast above depicts a high forecast, 
.;\.\\ " 

llIo:;t li.kely forecast, and low forecast. The construction of alternatives 

lIleuns that the Tegres~ion model was run three times using three different 

data sets. Each computer run analyzed a different set of forecasted 
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indicator data. For example, unemployment was projected as continuing 

at 5 percent of the employable population for the low series, 6 percent 
" 

in the most likely or middle series, and 7 percent in the high seT-ies. 

Of cours~. the crucial element of constructing the data sets was to 

appropriately group the assumptions and the data derived therefrom into 

homogeneous units. 

The Battelle study. mentioned earlier, uses multiple regression 

in a slightly different manner. That difference of approach is note-

worthy here. A separate indicator forecasting model was constructed for 

each of forty-two case filing categodes in much the same way Colorado 

constructed its model for prison population--instead of one model 

Battelle constructed ' forty-two. The Battelle forecasters then constructed 

a "surprise free" forecast for each case category. The surprise free 

forecast is somewhat analogous to the "most likely" forecast constructed 

by Colorado. A surprise free forecast implies that the indicators will 

follow a course of l<?gical development in accordance with their history. 

Put in a familiar frame of reference, a surprise free forecast is merely 

a forecast of the kind well-known to most readers--a forecast without 

alternative futures. Each surprise free forecast contained estimates for 

five, ten, and twenty years into the future. 

The major difference in the Battelle and Colorado studies was 

that instead of changing data sets and reanalyzing the data, Battelle 
". 

modified the projected values of the surprise free forecast. The modifi-

cation involved adding or subtracting the impacts (change in number of 

cases) brought about by events "O,ot included in the surprise free forecast. 

These impacts were assessed by a panel of experts which, had agreed that" 
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certain surprises or changes could occur in the federal district courts. 

For example, increased decriminalization of drug ~se could bring about 

a decrease of twelve cases per 100 in the volume of prisoner PQtitions 

filed. Using this est;imate, the projected figures fpr prisoner petitions 

would be adjusted downward at a rate of twelve cases for ever>" lOO 

originally forecast. Increases in volume rather than decreases could 

also occur for other surprise events affecting prisoner petitions. 

Tog~.ther, the increases and decreases in filing volume constituted the 

modification of a surprise free forecast. Modifications were made for 

each of the forty-two filing categories at five, ten, and twenty years 

into the future. Through this process of including surprise events, the 

output of regression analysis was altered to reflect the future as it 

might appear if the most likely changes occurred. 

Mentioned earlier in the section on "Background and Premises", 

a concept was established that mUltiple regression differed in interpre-

tation because of the differences in data. In cross-sectional analysis 

probablistic data assumptions can be made, but in time-series analysis 

probabilistic data assumptions are not supported. The data input into 
n 

multiple regression for a forecast is arbitrarily selected by the fore-

caster. The Colorado and Battelle studies demonstrate several ways to 

app~oach the selection of data. The power of multiple regression becomes 

somewhat irrelevant in forecas~ing if agreement is not reached between 

forecaster and user/decision-maker on assumptions about th~ manner of 

selecting and modeling data. ' 

t-~mptions 

The general application of multiple regression to forecasting 
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}Iseems to imply, at least, these five assumptions: 
" 

"i 

1. Assumption that accuracy on the parts is greater than 
for the aggregate: This assumption is the justification 
fOT using models which choose not to naively forecast 
prison population as a single variable over time. The 
forecaster assumes he. can forecast the variables wi thin 
the multiple regression equation with greater accuracy 
than if he naively forecasted prison population. 

2. Assumption of a non-cyclical future: Regression analysis 
treats data in such a manner that magnitudes and sequences 
in timing are irrelevant. The analysis focuses on 

3. 

4. 

relations among forces that become operative in specific 
circumstances. General movements of prison population 
develop in the direction that iriteraction of forces dictate . 

Assumption of no feedback: The multiple regression equation 
is not designed to c,onsider the impact (feedback) of prison 
growth on the explanatory variables. For example, the 
number of inmates sent to prison would not be influenced 
by the 'size of the prison population. The regression model 
attempts to separate cause and effect into independent 
(explanatory) and dependent (outcome) variables. The inde­
pendent variables predict the dependent variable. Because 
of feedback, outcome of a forecast may not be the result of 
just the independent variables but of itself also. FDr this 
reason, the term "dependent l1 variable will be sometimes 
replaced by "outcl)me" or "forec8.st", variable. 

Assumption of independence between explanatory variables: 
Multiple regression is applied in cross-sectional analysis 
upon the assumption that thee.~planatory variables do not 
derive from the same causes, that is, they are independent. 
However, the indicators of time-series analysis are not as 
clean and neat as the variables of cross~sectional analysis. 
Indicators may at times be r~lated because of the influence 
of causal factors which are unmeasured'or. unmeasurable. 
This condition of non-independence is known as col linearity 
for two related vari~bles and multi-collinearity for more . 
than two. The use of highly correlated indicators would 
defeat the purpose of constructing an explanatory model in 
cross-sectional analysis but is more acceptable in fore­
casting. There are instances in which a multiple regression 
forecast can be improved through the inclusion of correlated 
variables. The use of indicators precludes the requirement 
of independence. In the sense of the word, the independent 
variables in forecasting are not independent. Thus, in this 
study the,term "explanatory" variable is sometimes substituted 
for l1independent" variable., 

~ 

\'::-~~~ ~-... ~-------------------------------'---------



[( 

I 
I 
ill 

I 
I 
I 
I 
I 
I 
'I 
I' 
I 
I 
I 
I 
I 
'I 
I 
I' 

f( 

218 

S. Assumption of continuing relationships: The r~gression 
equation produces forecasts of prison population and 
is unaffected by the data fed into it or by the outcome. 
The regression model assumes that the relationship of 
forces (indicators) that exists today will continue into 
the future. In other words, a model of prison g,rowth 
established in 1948, given the necessary data, should 
accurately forecast 1978's prison population. This 
assumption is also referred to as the steady state 
assumption. 

Accuracy/Span of Forecast 

The use of more than one explanatory variable in a forecast 

does not assure greater accuracy than found in naive forecasting. 

The inclusion of a greater number of explanatory variables would, hope-
f-~ 

fully signify that the forecaster is able to replicate the past w~/ 

greater accuracy than possible by naive mlethods. 

A surprise-free forecast which correlates highly with records 

of past prison growth would seem to offer, on face value, a reasonable 

chance to forecast the short-range future (1-2 years). The further 

removed the forecast target, the more likely an accumulation of man-made 

changes will alter the growth of prison population from the predicted 

path. 

The forecaster is dealing with a second kind of accuracy, 

turning point accuracy~ which is not characteristic of naive forecasts. 

Rather than estimating population figures, turning point forecasting 

signalS the approximate time a change in direction of prison growth could 

occur. Again, accuracy would be expectedly better for the short-range 

forecast. 

Multiple regression in time~series analysis carries a lower 

potential for accuracy than in its application in, cross-sectiona.l analysis. 

o 
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The general nature of time-series data can support only vague 

statements about general trends in the intermediate and far 

future. The esteemed Bertrand de Jouvenel (1967) observes that, 

It is utterly implausible that a mathematical formula 
should make the future known to us, and those who think 
it can would have believed in witchcraft. The chief merit 
of mathematicization is that it compels us to become con­
scious of what we are assuming [p. 173]. 
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Multiple regression differs from naive methods in opening 

the forecast to evaluation of its components. By varying the data 

input into these components, alternative futures present an array 

of assumptions that can be evaluated by the decision-maker. A greater 

opportunity '1;0 evaluate assumptions may not affect accuracy as much as 

it may improve credibility. 

Considerations 

Forecasting credibility can be further improved by examining 

indicators that are correlated. Highly correlated indicators may be 

substituted for explanatory variables that are not as intuitively 

appealing to the modeling of prison population growth. For example, 

police expenditures may be highly correlated to GNP which was selected 

as the better explanatory variable in the regression analysis. Alt~ough, 

the accuracy of the model might be slightly lower by substituting police 

expenditures, the meani~g of the model is reconciled with theory of prison 

population growth. 

The forecaster may, also, consider substituting an instrumental 

variable (those variables subject to administrative control) at the 

expense of a more efficient explanatory variable. This substitution may 
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resul t in a decrease in accuracy but an increase i~i value to the 

decision-maker. A model with one or several inst'i:'umtmtal variables 

could be used to evaluate 'the impact of administrative decisions on 

prison population.. Por example, parole revocation in the Colorado 

forecast is art instrumental variable. By varying the data sets, that 

is, by raising or lowering the number of paroles, the administrator 

can preview possible impact of parole alternatives on prison population 

growth. This modification of a model addresses the administrator's 

raison d' etre--the management of the organization and control of prison 

population. 

The mechanical/statistical structure of multiple regression is 

more' difficult. to convey than the mechanics of linear extrapolation, yet 

not so difficult that it would be considered esoteric .. Other elements 

of the forecast" e , g .. , indicators and assumptions can be,. easily described. 
\ 

If the forecaster avoids the implication that statistical\?omplexity 
, '\ Ic 

is accuracy, a multiple regression forecast should be with±~ the grasp 
, i 

of understanding of most decision-makers. 

Time Considerations 

i 
\ 

'\ 
\ 

\\ 
I. 
\, 

t-tul tiple regression exists in most stati.stical analysi~\ package~ 

available for computers. Run time, for such a program is brief. balculatiOI1 

without a computer is virtually impossible. The,. preparatory time df data 
\. 

collection may require more time than the analysis of data. This, o't, , 
. \. 

course, depends upon whether d~la win be collected on a large number.,Qf 
\ 

\ 

\ vai-iables or'restricted to a 'limited· few on hand .. 
\ " \, ,\ 

\ . \\\\ 
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Resources and Cost 

Three major resources are req~ired to forecast prison 

population by niultiple regression. The first is a computer. The 

second is an analyst/forecaster familiar with time-series analysis 

and criminological theory. The third is data. A rough rule of 

thumb about data is that a minimum of fifteen data sets for each 

explanatory variable and for the prison population are needed. 4 

Given the hypothetical (and perhaps far-fetched) situation 

that in-house expertise, computer facilities, and a rich expansive 

data base exist, the cost of a multiple regression forecast could be 

as low as several hundred dollars. 

Transferability 

Multiple regression is now being used in various states at 

various levels of sophistication. As computers become widely available, 

increasing use is anticipated. 

Multiple regression as a tool for forecasting prison population 

fal1s into three areas of application. The first form of application 

has been the focus of the discussion above--the modeling of several indi-

cators to forecast prison population. The second application would be 

that of preparation for forecasting. Multiple regression may be used to 

evaluate indicators for later inclusion .in a more sophisticated forecasting 

model. In the third application, multiple regression is a tool in 

mul tiple-equation model building such as in simultaneous equation fore-

4Less than ten observations per variable is not usually recom­
mended. A -p;recise estimate of the number of observati,ons depends upon 
the desired .,precision of the coefficients. " 
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casting. In this role multiple regression would be employed to 

estimate the values of various components of a model of prison 

population. 

Flow Model Forecasting 

Flow model forecasting is composed of a family of methods, 

some of which presently are being used in corrections. This family 

contains) for example) simple flow models. dynamic flow models, 

systems dynamics models, queueing models, and Markov models. The ease 

of understanding of 'these models varies from the very easy for the 

simple flow model to very difficult for the Markov models. 

The majority of the flow forecasting methods share three 

characteristics: 

• Systems approach to forecasting: 
The basic data are derived by research which identifies 
the number of persons moving in and out of the prison 
system 

• Flow-chart representation: 
The representation of prison population would be depicted 
in the familiar chart of input and outgoing flows. 

• Closed view of the Criminal Justice System: 
.The slow process .of forecasting does not incorporate out­
side (exogenous) variables into the model. The forecaster 
focuses on activity within the Criminal Justice System to 
the exclusion 6f examining social causes of arrest. S 
This closed view means that flow models must be. combined 
Wi th other forecasting techniques; i. e., trend ,extrapolation, 
in order to estimate future system inputs and other flow 
characteristics affected by external factors. 

- .. -------
SAn exception to this practice of excluding external information 

can be found in a dynamic flow model constructed by William Shaffer 
(Court Management and the Massachusetts Criminal Justice System. Ph.D. 
dissertation at the Alfred P. Sloan School of Management, M. I. T " Cambridge, 
Mass.: 1796). Shaffer established a simple Cause...;effect relationship 
between feed-back on thl( rate of incarceration of offf,lnders" and deterrence. 

\1 
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I, In addition to the three characteristics above, there is 

another quality that permeates the study of flow forecasting. That 
" 

I is the quality of having a confusing terminology. Each method tends 

to rename the elements of flow analysis. For example, the terms 

I branching ratios, decision rates, and decision point percentages aTe 

,I interchangeable. For the neophyte forecaster, the learning of 

relatively uncomplicated basic concepts is impeded by terminology 

I problerlls. 

lJ 
The history of interest in flO\'/s dates back to mankind's 

I earliest plumber. Social application of flow concepts appears formally 

I 
in the early 20th century. Early social application dealt with indus-

trial production and monetary flows. 

I The direct ancestors of contemporary social flow forecasting 

are not found in one but five areas of research. This mixture of 

I ancestry accounts, in part, for the diversity of terminology. Operations 

r Research (OR) gained status in World War II. After the war OR fostered 

interest in queueing theory, which is an approach for improving system 

'I performance through reallocation of existing resources. A second 

ancestor, systems engineering, grew out of the struggle to understand 

I complex technical systems that came as part of the machine/computer 

,I age. Systems research, a third form of flow analysis, does not reflect 

the complexity of OR or systems engineering. The goal of systems research 
\~~1 

I .is simply that of identifying the relationships among parts of a system 

and its operation. The fourth ancestor, systems analysis, is the progeny 

I 
I 

,;,+, 
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of military weapons systems research during the 1950's. In the 

early 1960's, McNamara enthusiastica~ly endorsed systems analysis 

as a means of improving governmental functioning. Systems analysis . . 

attempts to evaluate cost and effectiveness 6f flow structures 

(programs) and to propose alternative designs. 6 The fifth approach 

to flow.research, input/output analysis, isa recent development in 

economics during the 1960' ~;. Input/output analysis identifies and 

quantifies cash fl~;)WS between industries. 

Flow forecasting is gaining pGpu1ari ty for prIson population 
, " 

planning. LEM is funding research in' information systems and had 
I 

done so since the early 1970's. Out of this research on information 

systems for the Criminal Justice System has come the concept of OBTS 

(Offender Based Transaction Statistics) and other data bases which are 

capable of prov~ding much of the essential data for flow forecasting. 

As the implementation of these information systems grows, the use of 

flow forecasting models will increase. 

The simplest flow model of prison population would be that of 

subtracting prison outflow from prison intake. A five year forecast of 

prison population using the simple flow model would sum up the yearly 

proj ected intake, add that to the number now in prison and subtract the 

sum of the projected releases. 

. '6A1fred Blumstein defines these four areas o~ systems research 
in "Systems Analysis and the Criminal Justice System," The Annals. 
No. 374, Nov., 1967, p. 93. 

L ______________________________ . _____ ~ __ ~ __ ~ ______ ~ __ ~ ._ ...... -
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The flow forecast example that will be described in this 

section is more detailed than the simple flow model above, although 

,the concept is the same. The model selected as the example is SPACE 

(Simulation of Populations' from Arrest to Corrections Exit) developed 

under the auspices of the Council of State Governments in 1977. This 

model is not presently in use, although it was cQnstructed and tested 

on the offender population flows of several states. 

The basic flow forecasting procedure contains four steps: 

1. Identification of system flows 

2. Collecting flow data 

3. Constructing the model 

4. Estimating future inputs and rates 

5. Constructing the forecast 

Some variation of these steps can be expected within the broad 

family of flow models. SPACE represents the, general configuration of 

the flow forecasting process. 

Step 1. Identification ~f system flows. The flows of the 

prison population may be viewed as either general (aggregate) flows or 

in detail according to specific kinds of offender categories. For 

example, SPACE divides ,prison inputs into three aggregate flows: incar-

ceration, probation revocation, and parole revocation. A flow forecasting 

model developed by Florida corrections considers fourteen sub-streams 

within the incarceration flow. These sub-streams represent classes of 

admissions, such as type of crime and sentence length. The justification 

for disaggregation would be to gain greater sensitivity to possible 
fi 

changes in flow and to quickly estimate later impac~, on the nature ~nd 
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number of the prison population. 

The system of flows as represented by SPACE is illustrated 

in Figure 32 below. 

, Figure 32. 

~,~, 
. Population 

~. Prison 
Popu'l.ion 

R 

R 

E 

S 

T 

S 

Pr.bation 
POllullrloll 

The SPACE Flowchart Which Simply Describes the Flows 
Into and Out of Prison 
Source: Council of State Governments, "Planning for_ 
Changes in Populations," Lexington, Ky.: Council of 
State Governments, p. 3. 

The flowchart does not describe flow through the courts. 

Plow is represented as coming directly from the stage of arrest. This 

representation is an expedient because court data are often difficult 
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to obtain and then difficult to interpret. The increasing 

availability of court information systems, such as PROMIS (Prose-

cutor's Management Information System), may help to plug the data 

gap between arrest and incarceration. 

Step 2. Collecting flow data. The flow analysis within 

SPACE calls for the counting of the number of persons in the ten 

stages of the flow model: 

• Arrests 

• Probationers 

• New probationers 

o Released :from probation 

• Probation revocations 

• Parolees 

• Parole revocations 

• Prisoners 

• New prisoners 

• Unconditional releases from prison 

If SPACE is to be an ongoing forecasting program on the data above, 

variables would be collected on a monthly basis for computerized analysis. 

Step 3. Constructing the model. As described earlier, pool 

size of pri,son population is that number remaining, after adding inputs 

and subtracting releases from the previous population count. Flow 

models that do not incorporate probabilistic concepts, e.g., Markov 

chains, are relatively easy to calculate. 7 For example, JUSSiM II is 

7Flow forecasting becomes difficult to understand for the non­
,expert when the analyst decides to represent flows in probabilistic terms. 
The analyst is essentially saying that he is uncertain about the exact 
number of t~e arrivals and prefers to couch his estimate in terms of like~ 
lihood. Monte Carlo simulation, Markov chains, and queueing concepts are 
the most common methods of pro~abilistic flow estimation. 

\ \,----------------------------------------
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much more elaborate than SPACE, yet the calculations for future 

pool sizes are not much different. 

An important consideration of modeling flow is that an 

arrival at one stage of the system does not immediately affect 

pool size at another stage of the system. For example, those 

offenders arrested today do ~ot immediately enter prison; there 

is a delay of several months before prison population would gain 

that person. The determination of these delays is a major aspect 

of flow modeling. 

In the SPACE model~ prison population is calculated by six 

operations: 

Count: (1) Number of persons in prison 

Subtract this: 
... - .. _- (2) Proportion of arrestees incarcerated 

X '(times) Number of arrests 4 months previously 

Add: (3) Proportion of probation revocations 

X Number on probation 2 months preViO~\5Iy 

Add (4) Proportion of parole revocations 

X Number on parole 6 months previously 

Subtract: (5) Proportion of prisoners released on parole 

X Number of persons in prison 8 months previously 

Add: (6) Proportion of prisoners unconditionally released 

X Nunlber of persons in prison 6 months previously 



Written in the form of a mathematical eqution for the SPACE 

computer program, the six operations appear: 

Nt +l = Nt = (LAMBDAt At _d4) + (Vt Lt _d2 ) + (Rt Pt -d6) 

(CtNt _dS) - (MUt N
t

_d6 ) 

This equation merely establishes that next month's (t+l) prison 

population is the result of the six operations described above. 

229 

Step 4.' Estimating future inputs and rates .. Immediate­

term, that is next month's prison population can be calculated from 

the lagged data in,SPACE. To forecast beyond the lagged data, such 

as three months into the future, requires contrived data. The analyst 

has to individually forecast the ten model variables which ,will then 

be analyzed by the model in making the SPACE forecast. The SPACE com­

puter program contains a sub-routine that extrapolates a trend for 

each variable. For example, the computer program would use past data 

on arrests to fit a straight or curved line and project the number of 

possible future arrests. Opinion of the forecaster is required if the 

curve fitting routine is to be modified to match a particular view of 

the future; i.e., to stress the most recent data rather than all data 

equally. If the analyst elects not to use the sub-routine for variable 

'~stimation, a "best guess" can be substituted. 

The rates of parole and probation are often assumed to remain 

relatively constant, and therefore, are easy to forecast. The number 

of new arrests, on the other hand, is an unstable variable and not so 
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. 8 
easy to estimate. Guesswork plays a greater role in forecasting 

arrests than in most of the other variables of the SPACE model. 

Step 4.' Con~.!ructing the forecast. The obvious manner of 

forecasting with SPACE is to substitute the lagged and forecasted 

data into the forecasting equations and solve. This calculation 

.provides a single forecast of the months ahead. 

Alternative forecasts can be made in order to assess the 

effects of changes in assumptions. For example, SPACE can evaluate 

changes in the rate of prison release, a~oncern also investigated 

by the Colorado multiple regression model. The Florida modeJ: with its 

disaggregated intake flO\'l5 could construct alternative forecasts to 

test the effects of cha~ges in sentencing. Both concerns for sentencing 

and release are nO\'lof interest for prison planning in those states 

adopting determinate sentencing laws. 

As sumpt i o,ns 

Underlying SPACE ,are five assumptions. These assumptions tend 

to typify flow forecasting models. 

1. Assumption of specification: Flow models assume that a 
complete mathemat:ical formulation of prison population 
growth does not' exist or has not yet been developed. The 
alternative to such development is to simulate the actual 
movement of persons within the Criminal Justice System. 

8Belkin, et al (1973) assert that "In a multi~year run [of a 
Criminal Justice flo\'l model] ,.such parameters as branching ratios and 
probabilities of rearrest may be reasonably constant, but the numb~r 
of virgin [new] arrests will almost certainly vary .•.• " [The' fore­
caster may] "include a table of virgin arrests for a several year period 
As the program calculates the results for different years, the values for 
virgin arrests for that particular year will be automatically taken from 
the table. lI [Belkin, Jacob; Blumstein, Alfred; & .Glass, William ~USSIM II, 
An Inte.racti ve Feedback Model for Criminal Justice Planning. Pi ttsburg: 
Carnegie-Mellon University, June, 1973,p.15]. ,.~-----
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Asstmption of simplicity: SPACE and other simply 
constructed :flow models assume that a trade-off exists 
between model complexity and longevity of model appii­
cation. The less complicated the flow model,the greater 
the forecaster's awareness to what's happening to the data 
at all points in the flow. This awareness seems related 
to the user's interest'and ilbility to maintain the program. 
Complex models that are difficult to comprehend tend to 
fall into disuse after direct support of the model builder, 
who is often an outside consultant, is withdrawn. This 
consideration ofsimplici ty came into play in the develop-· 
ment of SPACE.9 ' 

Assumption of reality: This assumption does not underly the 
flow model as much as it characterizes the perception of 
the onlooker. Flow models in their appearance of dealing 
wi th recognizable numbers in a non-abstract manner seem to 
represent reality. Yet, in actuality the specification, 
that is, choosing the elements to include in the model was 
guided by the opinions and theories held by the forecaster. 

4. Assumption of adequacy: Flow models assume that those 
elements essential to the derivation of the forecast are 
i~cluded--those not successful are excluded. SPACE, for 
example, excludes feedback information on pool sizes. Only 
the flows into and out of the pools are modeJed. SPACE does 
not consider that feedback about prison capacity will influence 
the rate of :1ncarceration flowing from arrest through the 
courts. The SPACE model, as it stands, could forecast more 
inmates than capacity would permit. This unbounded tendency 
to forecast results from the simple calculation of the pool 
size as the sum of flows. The mechanism for extrapolating 
values for future flow variables is not governed by feedback 
on pool loads (vacancies). The d,ecision-mak.,er cannot assume 
that policy actions excluded from the modeI"'are adequately 
considered in thl:} forecast. For example, SPACE cannot assist 
the decision-maker in assessing the need to build prisons. 
The act of increa.~ing capacity could result in a counte},­
intuitive increase and the rate of diversion decrease in, 
response to perception of the judiciary of improved housiiig 
and treatment of offenders. 

:~L~"~'~~ssumption ~f arrival: Estimating arrival or input into the 
"-.:>;(,low model ~s, perhaps ~ the most difficult and important 

aspect of\flow forecasting. SPACE does not specifically 

?The assumption of the trade-off of complexity and model use in 
the design of SPACE was discussed in personal communicati011 with Tom 
Henderson ,of the project staff for SPACE . 
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resolve the problem of determining future arrests. 
The Florida model represents inputs via multiple 
regression. Other flow models such as Markov Chain 
models, assume that flow between various stages of 
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the model cannot be described precisely. Therefore, 
probabilistic simulation depicts the uncertain arrivals 
at each stage in terms of likelihood. The manner of 
representing arrivals is a major characteristic by which 
the p<pes of flow models can be distinguished. 

. I~: l, 

:!;.~--} 

The forecast span for flow models should be considered in 

terms of lead-time. That is, corrections officials would be made 

aware of a soon-to-come increased incarceration flow when'an increase 

of arrests occurs. In the SPACE model that lead-time was four months. 

Lead-time forecasts cover periods of just a few months, although the 

range can be extended if the forecaster judges he can accurately fore-

cast the variables of arrivals and departures for a longer period of 

time,. During periods of fluctuating conditions, such as in the early 

1970's, the forecast span was relatively short--perhaps, no more than 

one or two years. 

The accuracy of flow models as referenced above depends on two 

conditions : ability of the analyst to £orecastrates and inputs and 

upon the stability of prison growth. During relatively stab1e()prison 

growth in Oregon in 1976, SPACE forecasted six months ahead with only 

1 to 2 percent error.,~ In the same year, SPACE forecasted prison population 

in Florida for nine months with a monthly error that ranged from 1 to 5 

percent and a 3 percent overall error. 

Precise flow forecasts should not be expected. When close 

({ 

" , 
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foreca.sts are encountered, as in the above instances, this may be 

more accidental than planned precision. Accidental precisio~ in 

the beginning stages may mislead the user to expect similar accuracy 

in longer range forecasts or during periods of unstable conditions. 

Flow models are particularly sensitive to record keeping 

problems in the Criminal Justice System. SPACE, for example, does 

not trace flow through the courts. Besides the general inaccessibility 

of court records, thefiJ.es are maintained according to cases instead. 

of offenders. Translating cases into definable individuals within a 

flow becomes a problem to cost and accuracy. For the dis aggregated model 

which depends on FBI data, the accuracy of count in crime categories is 

less than desirable. As one forecaster expressed, "holes" in the data 

thwart efforts to improve flow accuracy at the police processing stage. 

Communicability of Results 

The ease of describing flow forecasts is, of course, related 

to model complexity. SPACE is not as difficult to describe as are 

models containing probabilistic flows or feedback loops. Graphic 

representation of flow facilitates coJiununication. Overall, flow fore-

casting is relatively easy to explain and understand. 

Time Considerations 

The most time consuming facet of flow forecasting is~ often~ 

that of data collection. The advent of OBTS (Offender Based Transaction 
" 

Statistics) will no doubt alleviate part of the problem of data collection. 

Once data are on hand, a simple model could be developed and 

programmed in a few weeks. The time to debug and test revisions , that is; 

-,,' 
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to correct programming and specification errors, increases as mod~t 

design becomes more complex. 

Resources Required -.----.. -.,---~-

[1 
II 

II 
'-.'-

The construction of flow models requires collecting a data 

base to accommodate calculation and rates of flow. This.means that 

each of the ten SPACE variables may need to be supported by one to 

two years of monthly data. 

SPACE is a rather simple model which does not require an in~ 

depth knowledge of systems analysis or simulation programming. The 

analytic program for SPACE is pre~packaged, as is JUSSIM II in form of 

a computer program. SPACE is available at no charge upon request, 

whereas JUSSIM II carries a price tag of $50,000. 

Although SPACE appears to be a bargain, the user would still 

encounter start-up costs and computer run expenses. Run expense amounts 

to several dollars for SPACE and up to ten dollars for JUSSIM II. 

Flow forecasting not only involves the explicit costs above 

but, also, implicit costs. 

implement flow forecasting. 

Implicit costs stem from the decision to 

Building a flmo[ model from scratch can be 

costly and time consuming. Such an outlay assumes continued use, SPACE 

requires monthly input of data. JU8SIM, at $50,000 assumes that application 

in either the line agencies or academic institutions. The demand for ,use 

will be rather frequent. 

Iransfe~pili!y 

The developmc:mt of OBT8 conc~pts and implementation ofcriminl3.l 

justice information systems' is a positive indication that the interest 

Q 



I 
I 
I 
I 
I 

--

235 

in flow forecasting will increase. The area of promise for flow fore-

casting is that of evaluating possible effects on prison population 

of tentative policy/administrative flow changes, such as changes in 

good time, probation, and parole. 

Simul~aneous Equation Forecasting 

" " 

Forecasting via simultaneous equations is popular in the. 

field of economics. So grea.tly has been the association of simultaneous 

equ1itions with economic forecasting that the method Has gained the 

identity of being the "econometric method."IO Simultaneous equations is 

an algebraic concept which can be applied to other fields and types of 

data, thus the name "econometric method" belies the latitude of potential 

application. 

Simul taneous equation forecasting is somewhat, similar t'o 

.' 
least squares. In one regard a simultaneous equation can be viewed a~ 

a revision of least 'squares which seeks to compensate for the assumptions 

of independence. Least squares asswnes weakly in time-series data that a 

change in an explanatory variable must temporally occur before the event 

being forecast. For example, a change in police and judicial activity 

must necessarily occur before a change in prison population. This 

assumption about the order of temporal occurrence denies the possibility 

that feedback about prison population size, such as overcrowding, could 

influerice the courts to divert a greater percentage of offenders from 

.... ~-- -. ---:- .... ~-,.--... --... 

" lOIlEconometric tr refers to a group of analytic techniques which 
combine the discipltnes of economics, mathematics, statistics and 
accourtting. Some interpretations portray econometrics as the mathematical 
application of economic. concepts. 
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prison or influence the police to shift priority from less sElrious 

offenses which might backlog local jails. Le9-st squares also assumes 

weakly in time-series data that explanatory variables explain the 

variable being forecast (depN1dent variable) but do not explain each 

other. UndeX' this assumption a change in one explanatory variable 

should not affect another explanatoX'y variable. For example, if prison 

population were forecast from variables representing police activity 

and court activity, then a change in police activity'should not affect 

output of the judicial system. Simultaneous equations can be used in " 

instances such as these when the assumptions of independence are 

questioned. 

In another regard: a simultaneous equation can be considered 

an extension of multiple regression. A multiple regression equation is 

comprised of several explanatory variables which are usw;tlly estimated 

by naive means, such as simple projection. Rather than naively estimating 

explanatory variables, a simultaneous equation develops models of the 

explanatory variables. These models disaggrega.te the explanatory variables 

into their components. For example, police activity may be estimated by 

its components of planned budgets and projected population growth. This 

extension of analysis builds submodels within an overall model. The 

simultaneous equation, then is known as a multiple equation rather than a 

single equation forecasting method. 

A single equation forecasting method, such as multiple regression 

may not effectively represent a complex social system. UsuallY, a multiple 

regression equation does not contain more than four or five variables. 

On the other hand, a simultaneous equation can portray the effects of 
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many variables. For example, econometric forecasting models have 

been constructed with over 100 variables. This does not mean that 

it is presently possible to build such a model of prison population 

growth, but it does open the dOQr to more effective modeling. 

The basic structure of the simultaneous equation derives from 

elementary algebra. This structure is not so complicated that the 

fundamental concept cannot be grasped even by someone discomforted by 

topics of a mathematical nature. The essence of the structure of 

simultaneous equations can be represented in two equations, (1) and 

(2) below: 

(1) X Y = 1 

(2) X + Y = 5 

The structure of these two equations implies that the two 

unknown values, X and Y have known outcomes when added or subtracted 

to each other. The values of X and Y can be found in this example with-

out great difficulty. By expressing equation (1) in terms,of X: 

(3) X = Y + 1 

a new equation has been constructed. Although this new equation shows 

that the value of Xis still unknown, the representation of XIS value 

(Y + 1) is such that it can be substituted for X in equation (2). 

Equation (2) now becomes 

(4) Y + 1 + Y = 5 

By adding the Ys together in equation (4) and moving the value "1" 

across the equal sign, the equation reduces to 

(5) 
or 

2Y = 4 
Y = 2 

c' 
Now that the value of Y is known, the value of X can be found merely by 
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substituting Y's value into one of the two original equations, 

ei ther (1) or (2). For example, equation (1) will appear as 

(6) X - 2 = 1 
or X = 3 

This process of solution has permitted the expression of X and Y 

in terms of each other in order to solve for their values. 

This simplified solution Of the simultaneous equations 

above suggests that a simultaneous equation is more than a set of 

separate equations listed and solved sequentially in an independent 

manner. The solution of large simultaneous equation models is solved 

in a similar manner as portrayed above, ,although several sUbequaticns 

may be considered (reduced) at the same time. 

\ In the following discussion of~simultaneous equation fore-

casting, further elaboration on the mechanics of solution will not be 

required. The discus$ion will focus on the intuitive elements of the 

method and important aspects of app:1ication. 
Ii 

The 1960' s was a period of resurgence of experimental interest ii 

r.,in simultaneous equation forecasting in economics. The concept of large 
lJ 

econometric forecasting models had been around ror 20-30 years but the 
, ~. 1/ 

probl~'m of massive data analysis had to await the de~elopment ofelectroni~ 

computers. After the electronic computer became an economically, viable 

tool, acceptance of econometric models did not automatically evolve. 

One of the many resistances to acceptance 1ie in the abstract and ' 
'.( ')' 

mathematical na.ture of econometr,ic models. These unfam~liar Q4fl.nti't:ies 

placed econometric models bayond t~e unde:r;standing of thee Would-be us~r, 
1;-:..' 
11 

() 
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the business executive. Those econometric models which were designed 

so that the business executive could understand them seemed so sim-

11 plified that other'methods appeared as good. 

As the 1960's progressed into the early 7'0'S1 an interest 

developed in crime as an economic phenomena. Research on economic 

factors 0~1 crime was s]?earheaded by Gary Becker in 1968. 12 Following 
// ", 

his lead 1 a numb~,+ of other economists, i. e ., Stigler, Harris, and 

Erlich contributed to the microeconomics of crime behavior. 13 Inthe 

area of corrections, an increasing interest in economic models of prison 

growth may be drawing impetus from: 

• The accumulation of economic data: Economic research has 
accumulated data resources and files that are massive in 
comparison to most forms of criminal justice infor.mation. 
Data collection in economics has been a major effort for 
decades. How much of that data is applicable to prison 
population forecasting and crime analysis is a concern 
yet to be fully explored. 

• Economic policy is one of the few tools unde:t' SOme control 
of administrators and policy makers. The control of prison 
growth and crime may of necessity focus on economic factors. 
Econometric modeling offers a way of testing hypotheses 
about the "effects of economic manipulation on criminal jus­
tice actiVity and prison growth. 

llEdward Bennion in "Econometrics for Management" (HBR, Vol. 39 J 

No.2, Mar.-Apr., '11961, pp. 100-112) offers several other factors which 
may have retarded the acceptance of econometric models. 

l2Secker may be seen as reviving the notion of the "rational li or 
"economic man" concept which had been proposed by Jeremy Bentham in the 
early 19th century. 

l31he early articles ort crime and economics are: Becker, G. 
"Crime and Punishmertt: An Economic Approach, I. 1968. Stigler, G. L. "The 
Optimum Enforcement of Laws," 1960. Harris J J. R. .IOn the EconomiCS of 
j.Jaw and Order, If 1970. rreland, T. R. "Optimal Enforcement of t'aws: A 
\eomm~nt~ II 1970. Ehrlich,\ 1. "Participation in Illegitimate Acts: A Theory 
and Empirical rnvestigation," 1973 & "Deterrent Effect of Capital Punish, .. 
lIIent,ltt 1975. 

"~I 
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• The Uniform Crime Report is dominated by crimes in 
the categories of robbery~ burglary, larceny and auto 
theft. All of these categories suggest that economic 
factors may be involved in crime. The economic link 
of crime may be open to further analysis and study 
through simultaneous equation models. 
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• Given the interest of economists in crime, the move 
toward econometric models in forecasting may be part 
of the natural trend toward more sophisticated economic 
research. 

'I 
:/ 

~ General public concern often focuses on the monetary 
return of governmental spending. Recently, correctional 
treatment programs have received critical scrutiny from 
the standpoint of economic evaluation of impact. As 
public attention for governmental spending increases, the 
concern for the economics of crime control is not likely 
to diminish. 

• The contemporary correctional administrator as contrasted 
to the administrator of 20-30 years ago is more business 
oriented and economically informed. Through contact with 
general business publications and newspapers, the correc­
tional administrator may be introduced to concepts of 
econometric forecasting. 

Although large scale application of simultaneous equation fore-

casting may not occur in corrections, the considerations above suggest 

that this form of forecasting could become a topic of growing interest. 

The process of forecasting with simultaneous equations can be 

summarized in seven steps: 

1. Specification of the hypothesis or theory underlying the 
forecasting model 

2. Translation of the hypothesis/theory into a mathematical 
equation 

3. Determination of data and other resource requirements-­
pilot study if necessary 

4. Construction of the forecasting model 

5. Evaluation of the forecasting model 
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6. Forecasting with the model 

7. Verification of the forecast 

The illustration of these seven steps will draw upon James 

Fox's study, "Econometric Analysis of Crime Data" (1977).14 In this 

study, Fox forecasts the general growth of crime to the year 2000. 

His model deals with the front-end of the Criminal Justice System, 

crime and the police. Fox's forecasting model is a closed system in 

which feedback from down-stream elements, such as corrections, is not 

considered: the police-crime model exist independently of the other 

elements of the Criminal Justice System. The response of the courts 

and corrections to an ever-increasing arrest rate is not represented 

as capable of influencing pOlice behavior. 

Step 1. Clearly specify the hypothesis or theory underlying 

the model. The specification of a simultaneous equation forecasting 

model is far from being an objective exercise. Variables for the model 

are judgmentally selected according to the forecaster's preference. The 

completed model is the expression of his opinion of the future. 

Failure to specify the theory implies an objectivity not 

possessed by the model. In some instances, a highly complex simultaneous 

equation forecast would be difficult to theoretically interpret without 

gUidance of the forecaster' s explicit statement of his theory about the 

future. 

- ........... -.,.. . .....,._. ----, 
14 

Fox's work generally follows the seven steps, although some 
difference exists. Those differences have been downplayed because the 
objective of the study is not to,. critiqtte his work, but to illustrate a 
subjective process of model building. In several instances, Fox's work 
does not specifically report a step that has been illustrated. In these 
instances, the discussion presents an interpretation of what might have 
occurred in the construction of his model. 

I 
! 
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The econometric forecast constructed by Fox was based 

on the following hypotheses about the growth of crime: 

1. Crime is not a homogeneous unit. Aggregate growth 
is the result of changes in violent crimes and 
property crimes. 
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2. The violent crime rate is negatively related to the 
clearance rate for violent crime and positively related 
to both the critical risk group and the price of con­
sumer goods. 

3. The property crime rate is negatively related to the 
clearance rate for property crime and positively 
related to the critical risk group and the price of 
consumer goods. 

4. Clearance rate is negatively related to the crime rate 
and positively related to the size of the pOlice force 
and arrest rate. 

5. "The size of the police force is a positive function of 
police expenditure. 1I 

6. "The expenditure for police is a function of the total 
crime rate of previous years" [pp. 38-41].15 

,Step 2. Translate hypotheses/theory into mathematical 

equ~tio~~. Step 2 is a step often hidden during the construction of 

a simultaneous forecasting model. Although hidden, its importance 

should not be brushed casually aside. Translation of the hypotheses 

into mathematical terms is a process which glues together the theory 

and the forecasting model. 

The inspection' of Fox's translation of theory into mathematical 

equations will first identify the symbols which represent elements of 

the hypotheses: 

l5The first four statements are modifications of Fox's stated 
hypotheses on pp. 38-41. 
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Y, .- Violent Crime Rate 
J. 

Y2 = Property Crime Rate 

Y3 = Clearance Rate for Violent Crime 

Y4 = Clearance Rate for Property Crime 

Ys = Size of Police Force 

Y 6 _. Police Expenditure 

Y7 = Arrest Rate for Violent Crime 

Ys = Arrest Rate for Propert~ Crime 

Yg = Total Crime Rate 

xl = Critical Risk Group for Violent Crime 

x2 = Price of Consumer Goods 

x3 = Critical Risk Group for Property Crime 
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~ = Error Resulting from Random Shocks and Unaccounted Influences 

Using these symbols the approximate mathematical equations of Fox's model 

can be illustrated: 

Yl = Y 3 + Xl + xI!, + _uI 
1 .. ./ .... 

Y 2 = Y 4 + x3 + x2 +..ll2 

Y3 = Yk + Ys + Y6 + Y7 + Jl
3 

Y 4 = Y 2 + Y 5 + Y 6 + Y 7 +.J.l3 

Ys = Y 6 + JlS 

Y6 = 

Y = 7 

Yg- lag a + Yg- lag b + ••• + J16 

Y I + Y 5 + Y 6 + Jl7 

Y S = Y 2 + Y 5 + Y 6 + JlS 

Yg = YI + Y3 

----------,---------
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The equations above have been simplified for the purpose 

of illustration, therefore do not follow exact notational form. For 

example, the Y6 equation in a simplified manner illustrates that police 

expenditure is a function of the crime rate of previous years. 

The condition of interdependency can also be seen in the 

equations above .. Int9rdependency is indicated when variables are 

involved in the explanation of each other. For example, the rate of 

violent crime is partially explained by the clearance rate (for violent 
i, . , 
crime). In a reciprocal fashion, the clearance rate is partially 

~xplained by the violent crime rate. Both violent crime rate and 

clearance rate partially explain each other. 

Inspection of the model above also discloses that variables 

may indirectly affect one another. For example, in the Yl equation, 

the variable Y3 a~pears as an explanatory variable. Inspection of the 

equation for Y3 discloses that yS' Y6' and Y7 explain Y3f Indirectly, 

then, these three variables explain part of the initial equation for Yl' 

In the process of reducting the simultaneous equation, as demonstrated 

in the example in the introduction to this chapter, the values of YS$ Y6 , 

and Y7 can be substituted into the equation for Yl' when calculating a 

solution. 

The maze-like complexity of relationships and interrelationships 

tends to repulse many persons. Yet, this representation of reality may 

be no more compiex than is the sensitivity of the astute correctional 

administrator who has mapped in his mind the intricacies of the environ-

ment in which he works. 

Step 3. Det~rmine data and other resource requirements. .In step 

D . 
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3, the forecaster meets one of his many challenges to maintain 

the theoretical integrity of his model. The variables identified 

in the translation of the model may not have the resource of collected 

data which can exactly represent them. Rather th~n settling for 

precision> the analyst must accept indicator data which generally 

resemble the variables in his model. Obviously, the problem of step 

3 ;is to select measures which will not compromise the theoretical under­

pinnings of the model. With each selection of data the analyst must 

judge the impact of his choice upon the model. 

Fox, for example, selected the Consumer Price Index (CPI) as 

the measure of x2 ' price of consumer goods. The CPI measures changes 

in prices of goods and services purchased by urban wage earners and 

clerical workers. As such, it does not directly evaluate the impact 

of price changes on lower class consumers. The risk population for most 

UCR Part I offenses is not the middle class but the lower class. Thus, 

the cpr is an approximate measure. The relevancy of the indicators could 

be evaluated further if -it were possible to examine Fox's unwritten 

intentions . For example, if he had intended to measure the concept of 

comparative welfare of the general risk group, the CPI becomes even 

further removed from similarity to an ideal measure. 

The analyst must consider in the selection of measures, the 
',) 

,) feasj.bili ty of data collection. The size of the research budget and 

access to res()urcescan shape decisions about the choice of measures. 

Such considerations as discussed above suggest that selection 

, of measures of the variables in a simultaneous equation model is not 

wholly an o~jective practice with hard and fast rules. It would not be 
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unreasonable to expect that two forecasters holding identical 

theories could construct dissimilar models. 

Step 4. Construct model and test. Two steps ago in 

step 2, Fox'sc;simplified mathematical equations were presented. 

Those equation~, however, are not the version appearing in the 
, 
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mathematical model. The mathematical model version of the equation 

for variable YI (violent crime rate) appears as: 

The process of gqing from step 2 to this equation above 

involves the analysis of the measures selected to represent the variable 

for violent crime. If the reader checks the similarity of the y 1t above 

and the equation for YI in step 2, the notational differences are those 

of B (Beta weights) and the subscripts for time lag. The Beta weights 

which are often estimated by modified least square methods plliy the role 

of determining how much or how little of the value of each variable will 
'-,' 

be added in the equation. B is expressed in the form of a fraction 

(coefficient), such as .5. The subscript notation for time lag can be 

seen in the section of the YI equation: B2Y3t-I' This particular sub­

script for lag indicates that the variable Y3 is lagged one period. This 

,one period lag means that instead of using the present clearance rate 

(Y3)' the rate for one year ago is used. 

all of the equations can be reduced or solved. Fox,fo(~'i example, found 

that for two of his equations, the Beta weights could not be estimated. 

As a result he chose, to drop the variables of violent ,crime arrest rate 
I> )f 

( . t. 
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(Y7) and property crime arrest rate (yS). Such a decision to . 

eliminate variables could radically change the theoretical basis 

of the forecast model and therefore must be cautiously accomplished. 

Fox, for example, sought to justify the design and evaluate the 

impact on the model in this rationale. 

It seems reasonable to exclude the arrest rates on substan­
tive grounds as well. Crime and clearance rates deal with 
offenses, whereas arrest rates deal with offenders. Discarding 
Y7 and yS avoids this inc~nsistency [po 35]. 

)1 
" ,'I 

Not always can the problem O£:i inabili ty to reduce equations be so 

easily resolved. Reformulation of the model in step 2 could be called 

for. 

As a result of step 4, Fox's mathematical model abbreviates 

his hypothetical model; fewer equations are contained than initially 

envisioned. This step may not always involve abbreviating the model, 

other cases could ca1l for expanding the number of equations. 

Step 5, Evaluate the model. In this step, the analyst 

determines how we1l the model operates and if that functioning is 

logical. Operation is: assessed by feeding historical data into th~ 

model and comparing similarity of forecasted outcome to actual outcome. 

Fox generated forecasts fo:[' the years 1952-74 and found that his model 

tended to prod~~e what he judged to be a reasonable match between the 
\I 

forecasted and~~~tual crime rate. Similarity, though, of past and fore-

cast does not prove that the future can be forecast accurately. A number 

of possible interference~ or influences could be operating to produce a, 

spurious ma.tch. 

The model may also be inspected or evaluated to assess 

1\ 

\\ --- '·,1 
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sensitivity to changes in variables. A large change in forecast 

resulting from a slight change in a less important variable signals 

to the forecaster that a revision should be made in the model 

structure. On the other hand, a large change in a lesser variable 

that has no impact on the forecast could indicate that the variable 

could be dropped fr.om the model. 

The final form of the model should be no more than a fine 

tuning of the original model. Revision should seek to maintain the 

integrity of the model's theory. 

Step 6. Forecast with the model. This step is similar to 

step 5's testing with historical data. The basic difference is that 

future data, of CQur.se~ does not exist and must be contrived in order 

to create a forecast. 

Not all variables of the model require contrived data because 

some can be calculated within the model. The variables not requiring 

outside data are knmm as "endogenous" variables. Those variables which 

are not calculated within the model but require supplied or contrived 

data are called "exogenous" variables. A forecast, then via simultaneous 

equations requires only data on exogenous variables. For example, in 

Fox's model some of the exogenous variables wete: 
I 

Xl = Proportion of population, non -,whi te, 18-21 years old 

x
2 = Natural logarith of the cpr 

i~ 

x3 = Proportion of po.pulation.; non-white. 14-17 years old 

The future measures or estimates of these exogenous variables 
i) 

can ei th~t be forecast by the analyst or obtained f~om other sources. 

,\ 
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In the 'case of the variables xl and x2' the data were obtained from 

a publication of the Bureau of the Census, "Proje~tions of the Popu-

lation of the United States: 1975-2050." Through such contrived or 

forecas·ted data, Fox was able to produce ,a forecast about the rate 

of crime to the year 2000. 

Step 7. yerifying the forecast. The forecasting process is 

often not considered to be complete when the forecast in step 6 is 

produced. The evaluation of the model in step 4 assessed forecast 

quality with historical. data but does not support or lend credence to 

the model's view of the future. Actually in operational terms, a fore-

cast can110t be verified but it can be compared to other opinions and 

forecasts from other sources and inspected for credibility. 

Econometric forecasts often are adjusted according to the 

opinion of experts who have inspected the mechanics of the model. Such 

adjustment, of course, affects the objectivity and theoretical structure 

of the model. The point to recognize about such processes of verifi-

cation is that a forecast cannot be accepted on face value without some 

form of consensual validation that the forecasted future is possible. 

Assumptions 

A system of simultaneous equations (forecasting model) rests 

on a number of assumptions. Although many of these assumptions are not 

unique to simultaneous equation forecasting ,. some of them deserve to 

be reviewed in this discussion. Five particular assumptions are 

identified below: 

• Assumption of Stability: Stability o~f the relationships 
among variables is one of ther mj 9:r:~ssumption:5 underlying 

/ 

f '. 
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simultaneous equation forecasting. During the process 
of model building the structure of variable relationships 
is established as if they are permanent conditions. Change, 
if it is envisioned, is assumed to occur slowly. For 
example, Fox's forecasting model holds that social relation­
ships fostering crime will not significantly change before 
the year 2000. 

• Assumption of Random Error: , The symbol or term 'jl" in the 
system of simultaneous equations is an estimate of error. 
This term represents the analyst's hopes that those variables 
not included in the model will not be important omissions. 
If a particular and pronounced pattern of error between fore­
cast of the variables and actual values is detected', then 
the analyst will need to reformulate his model. Of course, 
the error term cannot accommodate large shocks to the Criminal 
Justice System which might be caused by unexpected disturbances 
as major civil disorder or war. 

• Assumption of Disaggregation: The major justification for 
breaking a variable into a model of its components (dis­
aggregation) is that greater forecasting accuracy is 
achieved. The measures selected to represent the variables 
could, through their added errors of dissimilarity with the 
original variable, offset the gain of disaggregation. 

• Assumption of Specificity: Construction of a system of 
simultaneous equations assumes that the analys,t is able to 
exactly describe hbW variables with the system interact. 
The model structure logically converts input data into a 
forecast. If the structure of variable interaction cannot 
be specified, probabilistic models may be called on. The 
probabilistic model establishes probability relationships 
of input and outcome without exactly describing the mechanics 
of variable interaction. 

• Assumption that Dynamic is Better than Static: Most' 
simultaneous equation forecasting models are dynamic rather 
than static. A static model does not consider the effects 
of time in forecast calculation. The changes within the 
static model are depicted as occurring at the same time. In 
the dynamic model time passc,1.ge is considered in the interaction 
of variables ,16 For example" Fox is model lagged the clearance 
rate by one year. This lag asserts that last year's cleararlce 

d l6A very readable treatment' of d~amic modeling concepts can be 
found in Hubert Blabock :J.'heory Construction (Englewood Cliffs, N.J.: 
~rentice-Hall, 1969). 

, ,-:. 
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rate rather than this year's is the information known 
to the police, reported to the public, and acted upon 
by policy makers for next year's program. 
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The time horizon of econometric models is but a few months 

and rarely beyond two years. The .forecast span for economic data is 

affected by volitility (evenness of trend) of the data and desired 

accuracy. Correctional data, perhaps, offers the possibility of 

stepping from short-range to medium range (2-5 years) forecasts. Long 

range forecasts (beyond 5 years) via any forecasting method must be 

considered only as an interesting guess about far-away things to come. 

Accuracy in simultaneous equation forecasting has three forms. 

The first form is that of accuracy in detecting turning points of 

prison population growth. This form of accuracy is an aspect not shared 

by naive forecasting methods. Such accuracy would most likely decrease 

as the time horizon is extended. 

A second consider?tion of accuracy is the presence of error 

arising from faulty specification and measurement. Both of these con-

cerns of specification and measurement have been defined above. The 
Ii 

handling of these errors is different in simultaneous equation models 

than in simpler methods. 17 Specification error can sometimes be improved 

upon through the maintenance of a forecast record which can later be 

_-J~~ ___ . _.:--___ _ 

l 17 Erich Streissler cogently points out that I1s imul taneous 
e~uation models do not only require precision statistics--those are 
aI'ready required for single-equation regression models--they require 
precision theories as well" [po 72]. [Pitfalls in Econometric Forecasting, 
Tonbridge Printers, Ltd., 1970]. 
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analyzed. TIle objective of such analysis of forecast record is to 

trace the error in the disaggreg~ted model to specific structural 

elements which may need to be respecified. This proGess of iden-

tifying sources of specification error and improving thereupon is, 

of course, not possible in naive forecasting methods. The problem 

of both specification and measurement error becomes very complex as 

model size increases. The intricacies of structural error becomes 

hazy and difficult to examine in the presence of numerous inaccurate 

measures of exogenous variables. The forecaster must find the optimal 

trade-off between increasing accuracy through further disaggregation 

and decreasing ability to identify sources of error. 

Accuracy of the simultaneous equation model is also related 

to its application. For example, forecasts of prison population would 

tend to be more accurate \;hen applied to a ~comprehensive or nationwide 

forecast than to single states. The individuality of state politics 

would be evened out in a comprehensive model of the nation's prison 

population. 

In retrospect, an evaluation of accuracy suggests that 

simultaneous equation forecasting has the potential to surpass the 

accura~y, of many other methods. Whether that accuracy can be achieved 

or not may require years ,of experimentation and research. At the present) 

1
isimul taneous equation fbrecasting models are expectedly clumsy and 

:; 

ina.c.curate. 

Considerations 
.-

The purpose of forecasting is an essential consideration in 
',:~} 

building a simultaneous equation fOrcecasting model. A forecast model 

c· 
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which includes variables under the control of the decision-maker 

(instrument variables) may be of greater use than a strictly 

exploratory forecast not having instrument variables. The fore-

cas,ter can vary the instrumental variables to disclose for the 

decision-maker's inspection the effect that certain decisions might 

have on the growth of prison population. For example, an instrumental 

variable in Fox's model was that of police budget. 

Often overlooked in modeling is the need to plan the con-

struction of complex models. In an interesting study of this overlooked 

problem Garry Brewer (1973) in, Politicians, Bureaucrats, and the Consu1-

!~!!~_ points out that many modeling projects end-up as a disorganized and 

very costly product that cannot be used. 

Among the many suggestions for the planning of model construction, 

three seem especially relevant in this discussion of simultaneous equation 

forecasting. First~ the simultaneous equation model should be simply 

formulated rather than starting out in complexity. Expansion to greater 

complexity can be undertaken after the essential structure is designed. 

Secondly, model development shoUld be related to available time. The 
n 

guidepost for the planning of model complexity is the degree of accuracy 

that call be attained within the time period set for construction. Thirdly, 

the forecaster must approach expensive models as programs to be developed 

for ongoing use in the user organization. Requirements which would make a 

simul t'aneous forecast model an ongoing program should be agreed upon by 
.n ~ 

the forecaster and decision-maker before an expensive model development 

program is funded. 

A major' pitfall of simultaneous equation forecasting and other 
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complex models is that of computer halo. The aura of computer program 

intricacies tends to obscure from the user the theory upon which the 

model is based. The fact tends to become hidden that amount of computer 

programming and development expense can compensate for forecast error 

stemming from weakness of theory. 

The mechanics of simultaneous equation forecasting can be very 

diffic1.:'lt to communicate. 
)) 

The best focal point for communication may 

be that of beginning the explanation with a clear and simple statement 

of the. model's theory. The results (output or forecast) of the model 

can be displayed simply in a graph. 

Communicability of this form of forecasting cannot be considered 

easy. A rating of communicability would lie within the medium to 

difficult to understand range. 

Resources/Cost 

Bu~lding a simultaneous equation forecasting model of prison 

growth would require uniqiie resources. In a state correctional agency 

the decision-maker who will use the forecast should be considered as a 

resource. His involvement will not only preclude the problem of selling 

the finished product) but may assist in the identification of instrument 

variables as well. 

CThe construction of a large simultaneous equation model usually 

requires the interaction of several persons) e.g.) a team of researchers. 

Such a team ma~ incluJb persons with talents in simUlation programming, 
!f 

econometric modeling. /;systems analysis, and criminal justice theory. 

I 
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The cost of simultaneous forecasting could easily become 

exorbitant unless agreement is established at the beginning about 

the limits of program cost. In general, this method of forecasting 

is considered as expensive. For example, a large and complex 

econometric model for industrial use may cost between $50-100,000. 

!ransferability 

Simultaneous forecasting models of prison population are 

more likely to be constructed at the nationa~ level than at the state 

level because of the availability of expertise, funds, and data. The 

introduction and spread of this form of forecasting may be analogous 

to the growth of econometric forecasting in economics/industry. 

Experimental application occurred first, followed by application to 

large systems, and later spreading downward to major industries. 

A simultaneous equation forecast model of collective (national) 

prison growth could function as a benchmark by which to check and 

compare other forecasts of prison growth. For example, in a large 

state several years ago, prison population was forecast to continue 

decreasing over a ten year period. Prison population in other states, 
\; 

however, .wai~ on an,. increase at the time of the forecast. Because of 
1\ 

that collective i~cr~1ase the question should have been raised about the 
)1 

impact of nationwide influences on the development of local attitudes 

about imprisonment. Several years later the state's prison growth crune 

into line \IIi th the national trend. The existence of a general 
~) 

simultaneou~\ equation forecasting model of national prison growth could 

have served ,as a basis for comparing the rationale and structure of the 

"state-made fClrecast. 
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CHAPTER VIII 

SUMMARY AND CONCLUSIONS 

The Place of Forecasting 

When the topic of prison population forecasting is 

broached in conversation l the common response is to seek a 

specific figure or number of inmates. The idea of a future number l 

though interesting l does not convey the total notion of roles played 

by prison population forecasting techniques. Although there may be 

morel at least five roles can be identified. In the first role l 

forecasting techniques appear as a manner of clarifying a problem. 

Not always are the planners, decision-makers and policy-makers lacking 

information about conditions affecting prison growth; they may have 

too much information. Forecasting offers a method of reducing a mass 

of data and opinions into coherent packages of information. This 

process of analyzing and packaging may compel the various persons 

to consider a broad range of factors and at the same time elicit 

a homogeneity of results. 

In the second role, prison population forecasting is seen as 

a political tool. This role considers planning as a subjective 

process. In the political context, forecasting provides a way of 

addressing data about prison population so that the discussion of 

planning can move on to topics about goals and values which ,may be 

concern for debate. 

The meTe recognition that forecasting occupies a place in 

7) 
I} 
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the political process of planning does not insure effective 

use of forecasting techniques. There must be more to the 

consideration of this role than just that awareness. Por example, 

a multi-alternative forecast that offers several interpretations 

1 of the same data base, also offers to opponents of a plan, 

ammunition for their positions. In the open arena of legislative 

discussion about the future of prisons, such attempts to be objective 

by the forecaster would, at the same time, detract from the position 

f h t ' 1 d" t 2 o t e correc lona a mlnlstra or. In the closed environment of 

the administrator's offices, such mUlti-alternative forecasting 

may stimulate planners to look further into their assumptions and 

suppositions of outcome. Thus, in one situation a forecasting 

technique may detract from planning and in another it can help stave 

off the tendency for planning to become routinized. 

Readily seen in the political consideration of forec~=S-ting 

is the need to fit the tool to both purpose and audience. It is, 

commonly held that the application of scientific method to the 

estimation 6~ future prison population should facilitate reduction 

of prejudice and bias. Reduction of bias in a process which involves 

subjective selection of assumptions and data does not necessarily 

concurrently affect the process of having plans adopted. In the process 

of proposing plans in a political environment, the administrator may 

1Porecasts which reinterpret the data from several perspec­
tives are known as argumentative or counter-forecasts. 

2The possibility of offering the opposition ammunition has 
also been J)ointed cut to the author as a problem of using a range of 
estimate around a single exploratory forecast of prison population. 
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prefer to use that tool from among a set of equally adequate 

forecasting techniques which supports his presentation. This 

political consideration reflects a Machiavellian attitude in its 

implication that forecasting should not be wholly objective. If, 

however, the future is viewed ~lS being influenced by decisions of 

the correctional administrator and policy-makers, the notion of a 

true future awaiting to be discovered by objective exploratory 

forecasting techniques does not stand the test of reason. The 

search for wholly scientific objectivity in the forecasting of 

events and conditions affected by political and social decisions 

may' need to be replaced by the pursuit of a rational social planning. 

This pursuit would recognize that correctional planning is not 

premised on passive reaction to the environment, but tends to focus 

on shaping the future with an awareness of what is possible and what 

is in line with the values of decision-makers. In this light, more, 

than one future is open to a responsive organization with appropriate 

leadership. 'Prison population forecasting may then be a part of 

the political process which affects the size of future prison popu-

lation. 

/iA third role that prison population forecasting plays is 

that of providing an estimate by which to evaluate performance of 

correctional programs. For example, a correctional administrator has 

v'arious options open through which prison populatj/1tL-~Eln be reduced. 
(J (-

Planning for that reduction, though, would mislead the decision-maker 

if future goals of reduction were based on present levels of prison 

population. Generf,'~l goals, such as "to reduce population by IOper-

'I 
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cent~" become meaningful whep related to the forecasted increase, 

decrease; or stabilization of'p~ison population. A goal of 10 

percent reduction,might be reevaluated if the forecast suggested 

that a 15 percent decline in population might occur if only present 

oper~t;i.onal conditl.ons were maintained. In such instances, a 
: '~'~\ 

forecast conf?~dicting the implication of pTogram goals does not, 

of necessity, call for discarding the favored program. The 

recognition of possible incongrous plans and outcomes may stimulate 

the decision-maker to justify programs on other bases. 
" 

A fourth role of prison populationforeca5ting addresses 

the requirement of providing expected information for budget requests 

and grant approvalcs. This role is almost ritualistic and often 
,J) 

unrelated to, budget approval. Nevertheless. the forecaster and 

administrator must selectche appropriate forecasting technique to 

meet information expectations of those reviewing the budget proposals. 

The fifth role of prison population forecasting is heuristic 

in nature. The forecasting process of investigating assumptions 

underlying prison Krowth can add to the administrator's understanding 

of the Criminal Justice System I s behavior . This role is related to the 

type of forecasting tool used. Simple extrapolative forecasts of pJ:'ison 
i\ 

1?opulation would not contribute as much to the administrator's unde\(l'-
'I. 

. standing as would causal- forecasting models . 
'-::» 

~lanning to Forecast 

(I 

Much has been said in the prev~(~;? se,ctlon and chapters about 
,,-.... ~--

" tJ:t.e consid~rations of selecting a forecasting technique. The most 
\" 
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concise presentation of selection considerations appeared in 

Tables I and 2 of Chariter IV, ., 
i 

Not much 11,9:5 been said about planning to forecast and 
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reporting the results:: Although these aspects have been by-passed 

in previous discussioI1S ~ they are important elements of forecasting. 

The first C01'lcern in planning to forecast is the deter-

mination by the decision-maker of the need for a forecast. Sometimes 

the decision-maker iSlflot the originator of the forecast request; 

the forecast originates in the activities of a research department. 

In either case the question of what kind of decision will be based on 

the forecast should be ascertained. Different decisions call for 

different kinds of information to be gathered by normative or 

exploratory techniques. 

As seen in previous chapters, there are intuitive techniques~ 

exploratory techniques, and normative techniques. Each class of 

technique can address a different kind of information p;roblem. The 
\ .. / 

forecaster. though~ is not limited to anyone teshnique, as he can 

employ a combination of techniques. Since the informational need in 

forecasting prison population is not the same in every situation, the 

analyst or decision-maker cannot rely on a single technique for all 

applications. 

Also relevant in the plan to forecast, is the attitude of 

the decision-maker toward forecast erroL'. For instance. given the 

problem of deciding to construct additional housing 'for inmates~ the 

dedision-maker is faced with several COl1c/:)rns. Having fewer inmate!> 

{~! in prison than expected is not as damaging _?logistic~l,ly as is having 

o 

,'._, 
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too many. Overbuilding, on the other hand, may be politically 

damaging, particularly if the administrator were to again seek 

money for expansion proj ects. Overbuilding , with its political 

implications, may not be all that serious a problem to the 

administrator: The history of job holding and longevity indicate 

that few top correctional administrators hold their position for 

more than five-ten years. Thus, a five-year building program which 

overestimates prison population may not adversely affect the 
- , 

administrator. The error of short-term prison population decrease, 

though, might affect the administrator's credibility even though 

3 his long-range estimate calls for an aggressive building program .. 

Given a simple trend line enclosed by a range of estimate 

(range of possible error) as a forecast of prison population to be 

considered ih planning prison construction, the administrator may 

choose to report either of two interpretations of the forecast in 

substantiation of his plans. The very moderate administrator may 

choose the trend line as his forecast. The cautious decision-maker 

would choose the top range (largest estimate) as his basis of planning. 

The top estimate carries the assumption that variation in prison 

--1(---
3This statement about credibility is cautiously expressed. 

The author's experience in corrections suggests that at least on 
some local levels (county prison camps), that the warden establishes 
"accordion" capacity. That is, he reports capacity at different 
levels during different times of the year. During the winter months 
when inmates.cannot work as much outside, the' capacity of his facility 
is reported ";0 -- be less than during _ the summer months when popular 
country work proj ects call for a large inmate \'~brk force. The astute 
state correctional administrator may similarly :~djust to situations of 
short-term population fluctuation. I 

I 
\ 

<I 
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growth would not surpass thi~ point because of growth l~mitations 

imposed by constraints within the Criminal Justice System, i.e., 

I by'capacity of the police to arrest and the courts to prosecute. 

The cautious administrator has chosen to err in favor of over-

I estimation and therefore avoid the possibility of overcrowding and 

I 
its complications of inmate unrest and judicial intervention. 

The wise administrator, in contrast to the moderate and 

I cautious decision-makers, may use one of the approaches above; how-

ever, he will not completely rely on a statistical forecast. His 
" 

I approach is sensitive to the fact that prison population is not as 

I 
stable a phenomena to forecast as is the general national birthrate 

and is affected by political decisions and social conditions. 

I wise administrator may take the trend forecast into consideration 

but that is not the only future information he digests. He may 

I include his own information gained in scanning the environment arid 

I 
ideas gleaned from other forecasts. Planning to forecast for the 

wise administrator i!~ an <;l,ctive commitment to seek information. 

I Imother concern of planning to forecast is that of deciding 

to track the forecast. The concern for tracking is r~leva,ht in 

I exploratory forecasting and less so in intuitive, and nO:;:l)mtive,',ITlethods. 
J:":" 

I 
Tracking helps to give early warning of change of priso)'l growth from 

','0' 

the forecasted path. Early warning of change is particulalry important 

I " 

in cases of planning which use forecasts developed at earner times. 

Tracking also establishes a' forecast record so that causal forecast 
";~ 

I 
;. /j:t. 

models c,$.n be evaluated as to the source df 'error; e.g., as stlggest~d 
, , 

I 
in the discussion of simUltaneous equation forecasting. 
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A fourth concern of planning to forecast is that of 

selecting the format for reporting theresul ts. The format) of 

course, is structured to suit the purpose and audience. Elements 

included in an exploratory forecast are not set, but variable) 

according to the complexity of the forecast. In the list of format 

elements below) the first four elements should occur in all 

exploratol'Y forecast reports whether they report simple or complex 

I 
.J'l.,.V'C:-~\ 
i ') methods. The fifth element shquld appear in in-house reports but 

I 
I 

') 

I 
I 

~\ F 

I 
I 
I 

,",OJ 

I 
I 

" 

I 
.1 
I 

may not appear in some published reports. The sixth element should 

be reported', ft>~, multi -al ternati ve forecasts. 
'I'" 

~ to~. " 
, \is:_ 

'. 
" formaj: Elements for Rep~rting Exploratory Forecasts 

'. ,"):(,{\>- --
I . Assumptions·'.'(>,;!: ,the ,technique 

2. Assumptions of'~th~ data and correctional system 
, '·'r~·/" 0> 

3. 'Graphic or tabuIa.l'.presentation· of the prison 
population forecas'y/. 

." 
4. Statement explaining'methodology ""~"-"';_ 

5 . Identification of the>range of estimate{; 

6. Identification of events and trends which might 
affect the proj ected tre'2~ 

These six format suggestions!{ are moreh~~propriate for exploratory 
,.J.I" 

forecas1;s ~ although) most of the elemelH:s could be adopted in some 
o -~_-

'form for the reporting of normative and:i{l,tui ti ve ,forecasts. 
-:,;?i!i;' 

Assessing the Fore;~st 
,", 

In. ev'aluating a prison popillation -f,orecast, the decision-
C'\ 

, '-

maker cannot be guideCJ:by the sa.me prillciple;.s -u$ed in a.ssessing 
IY, 

prediction in cross-seC.tional analysis. Since forecasting is, in part, 

an art and not wholly obj€\ctive or quantifiable, the ',assessment of 
C' 
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------------------------------------------------------------------

prison population forecasting may need to turn att~ntion to 

questions of utility. A primary consideration of utility is 

that of determining how well the technique meets its purpose. 

Obviously, an expensive and time-consuming for~casting method 

would not' be sui table for estimating the genet'al growth of a 
Ii 

local jailor county work camp. 

Choosing between several forecasts offered by different 
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forecasters could require that the administrator assess the skill 

of the analysts in using the available information and techniques. 

Expertise of the correctional forecaster, in a large part, depends 

upon his familiarity with the Criminal Justice Sy~tem. Just as 

the correctional forecaster would not be expected to forecast in the 

field of missile technology. the technological forecaster may not, 

without familiarity, enter the field of correctional forecasting. 

Time and study would be required for the technological forecaster 

to effectively pursue forecasting prison population. In this 

assessment of different forecasts J the administrator is also 

challenged to draw upon his knowledge of the system in order to 

raise questions about th8 assumptions underlying the forecasts. 

The many and varied kinds of forecasting techniques make the 

task of establishing uniform evaluation guidelines difficult. There 

are, however, several criteria that are of uniform concern. Objectivity 

of the forecast is a relevant criteria. Objectivity, obviously, is 

the goal of applying techniques to'a speculative endeavor. Explicit-

ness.,is another criteria. Explicitness of reasoning and of assumptions '0 

is the only means by which to open the art of forecasting to inspection 

() 
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by a decision-maker. Without t1)is explicitness, the most 

expensive forecast should be;'as suspect 
II 

to question and doubt 

" as is the cheapest estimate.· ' Among the most frequently overlooked 

criterion is the ability of the forecast to incorporate the 

decision-maker's questions and concerns in~o the forecast. For 
( 

eXqmple, a multi-alternative forecast that'overlooks the decision-

maker's interests may b~: regarded as unuseful as the simple naive 

forecast which offers few insights. 

Pitfalls of Forecasting 

In the study of prison population forecasting, certain 

problems and errors seem recun.:mt. Twelve pitfalls seem to 

characterize these problems. For ease of discussion, these twelve 

pitfalls have been classified according to the source of the problem. 

Pitfalls Relating to the Forecaster 

The misperception of sophi~tication is an error found to 

be among the most prevalent of prison population forecasting errors. 

The misperception arises as the result of equating sophistication of 

the forecast with complexity of mathematical tools rather than to 

the sophistication of the forecaster. The art of correctional fore-

casting draws heavily upon the sensitivity and awareness of the 

analyst to operation of the t;:riminal Justice System within the social 

environment. Naive' forecasts cannot be assurrled to enj o~r higher status 

than other forecasts just because of comple:x;;ity. 

The pitfall of misplaced objectivity is related to the error 

!JJ! ... :t 
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of misperception. In a claim of objectivity, the forecaster 

denies that he is making value judgements in selecting data 

and performing analysis. He claims that he is using scientific 

tools· and that his analysis s~~eks only to impartially identify 

the major trends of prison growth. Although seeking to present 

"this is .how it is, II the analyst had to make assumptions about. 

the future. Failure to state those assumptions or ignorance ~f 

the assumptions does not make his forecast an objective statemant. 

TIle error of dependence on a single method is analogous to 

the problem of construction of a.house without a hammer--everyth~ng 

requires banging. In a similar vein, there is a tendency in prison 

population forecasting to run all data through curve fitting 

equations withou~-regard for data restrictions, the assumptions 

of the future, the purpose of the forecast, and other concerns. In 

some instances, the researcher is unaware of .other tools orha~~ 

settled o~ a favorite way of fore~asting. 

The misapplication of method is an error that sometimes 

arises because of the researcher's m~sunderstanding of the difference 

between time-series analysis and cross-sectional~.nalysis. A signal 
',<"':, 

of .such misunderstanding is found in the statement of the future 

magnitude of prison population in terms of confidence intervals. 

In the social fad pitfall the researcher is influenced to 

select a forecast~ng method on the basis of its popularity rather 

than its utility'. Por exampl~, this writer has found the Delphi 

technique recommended as a cure-aU for a variety of .~riminal justice 

forecasting problems. Those persons making the recommendations often 

,. 



r-

,I 

I 
I 
I' 
I 
I 
,I 

I 
I 
I , 
I 
I 
"I 
I 
I 
I 
I 

- , 

'I Y..-i 

~~-----------------~------------------

267 

lacked an awareness of the method, its requirements, and 

problems. 

The Edsel Error is so named because it represents one 

of the all-time blunders in forecasting. One of the major 

errors made in that forecast was the failure to consider the 

attitudes and buying preferences of the intended consumer. The 

Edsel error can also occur in prison population forecasting. 

For example, experience has shown that plans to reduce prison 

population based on forecasted flows to community-based projects 

have some~imes failed to consider the community. In some instances, . 
\ 

the intended locations of community-based half-way houses have 

been rejected 'by the community and, subsequently~ have not been 

built. 

The pitfall of wishful thinking, in some respects, may be 

considered as a sub-class of the Edsel error, but is sufficiently 

important to deserve individual attention. In this form of error, 

wishful thinking is disguised as a forecast of prison population. 

The implication of the disguise is to assure the audience that the 

assumptions of growth have been assessed and that a program proposal 
:.:) 

resting on the forecast can encounter no problems. This disguise 

differs from the normative process of forecasting which evaluates 

the likelihood:of encountering other difficuHies. An examplfr of 
J! 

wishful thinking may have been the forecast, in the early 1970's, 

that sufficient prison capacity eXisted and that other progr~s 

CQuld be instituted ~nstead of construction. 

<J , 
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Pitfalls Related to the Forecast User 

The liGive Me One Forecast" pitfall characterizes the 

situation in which the decision-maker seeks wh~t he perceives 

as the real future of prison population growth without questioning 

the assumptions and basis of the forecast. Use of an unchallenged 

i--'forecast was an embarrassment to at least one correctional admin­

istrator known to this researcher. The administrator found that 

he could not defend his forecast when confronted with a contradictory 

forecast. 

Forecasting can be used as an excuse for not planning. 

Although this problem was not specifically encountered in this st~dy 

of prison p'Opulat;ion forecasting, its possibility 6f occurrence 

deserves mention. The call for more information is a common ploy 

for delaying or avoiding making a decision. To ask for a time-

consuming study and forecast of prison population would be a scientific 

way of obfuscating the issue. 

The pitfall of the search for the perfect tobl may characterize 

the thinking of ooth the de,.cisibn-maker and forecaster, 
r'\ 

In this \..'.ealm 

of thought, more funds must be spent and rese'arch conducted in the 

hopciful search for a better exploratory forecasting tool. This 

focus of attention ignores th,e possibility that the problem is suited 

to normative forecasting. This search also tends to overlook the data 

restrictions whi~h limh exploratory prison population forecasting. 

Pitfalls in Using Forecasts 

The self-fulfUling prophecy pitfall is an: obvious problem 

: :-"-1 
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of forecasting. By making known a foreca:?t) the condition 

being forecast may be affected!.. This self-fulfilling effect 

is cautiously. approached in business. This effect may hold 

in certain instances in prison P9pulation forecasting. The 

possibility of a self-fulfilling prophecy is evident in the 

release of the FBI's forecast of rising crime in the early 

1970' s. The effect may have 'been to influence policy-makers 

to allocate more money to law enforcement with the resulting 

impact of increas\~g crime reporting and arrest. 

The inflationary pi tfa.ll is subtle and may not be noticed 

by the forecaster or d~cision-maker. The basis of this pitfall is 

ident.lfied by Bauer (1966): 

Virtually every trend series pertaining tCi social problems 
has a built-in inflationary bias that would make it look 
as though things were 'gEltting worse', unless the trend for 
improvement wer~ very sttong [po 30]. 

This implication carries a cautionary note for assessing exploratory 

forecasts of prison population. 

Environmental Conditions Affecting Forecastin~ 

In addition to the general pitfalls in forecasting described 

above~ difficulties in forecasting also arise from within the 

co'r.rectional environment. Some of these correctional difficulties 

will affect the aggregate forecast of overall prison population; 

others will impact efforts to.. forecast various prison population 

components, ". such as the number of inmates estimated to Tequi~e psycho­

logical serviccls in,the future, the number of inmates in each custodial 

, " 
{: 
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class in the future (for estimating housing needs), etc. These 

problems of environment are germane to correctional forecasting, 

although similarities may be recognized in other fields. 

The first environmental problem to be disc.ussed is a 

major concern for. causal forecasting. That concern is for the 

lack of a theory of prison population growth upon which models 

can be built. The relationship of such factors as crime rate, 

demographic characteristics of offender risk groups, and economic 

conditions have not been fully integrated into a theoretical model 

which explains prison grqwth. By comparison, economic research, 

has progressed to the state at which general theories provide a 

focal, point for study and model bl..lilding. Durkheim' s concept of 

stability of punishment is one of the few theori,es which attempts 

to explain prisop population growth. The specification of the 

mechanics of Durkheim' s concept into a working theory, however, 

is still in the beginning stages of development. 4 

A second environmental problem is that of defining what is 

meant'by a trend. A trend is more than affixing I a 'line through 

data points; it involves the identification of w~l,at is generating 

the forecasted growth. For example, in a particular state correc­

tional agency, an analyst obtained data about psychological treatment 

4The reader interested in current research on Durkheim's 
cuncept may refer to: 

Blumstein, Alfred and Cohen, Jacqueline. "A Theory of the 
Stability of Punishment," The Journal of Criminal Law and. Criminology, 
~J0l. 64,' No.2, 1973, pp, 1~f8-207. 
j. Blumstein, Al fred; Cohen, Jacqueline.: and Nagin> Daniel. 

"l'he Dynamics of a Homeostatic Punishment Process, II the Journal "of 
Criminal Law and Criminology, Vol. "67, No.3, 1977, pp. 317-334. 
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programs in order to forecast future housing needs. In the 

process of inspecting the data, the analyst found that a change 

of p~ogram administrators had brought about a change in the 

27l 

policy of what constitutes treatment. As a result of the change, 

the. data showed that during a period of incre~sing overall prison 

population, the number of inmates housed for psychological treat­

ment increased under the old administrator 8.nd decreased under 

the new· administrator. Given such data, the analyst faced the 

problem of defining and mathematically justifying his forecast 

of future growth of inmates hou,sed for psychological treatment. 

This problem faced by the analyst is not an isolated example of 

the difficulties in defining cor:rectional trends; rather it 

reflects the fluidity of programs brought about, in part, by the 

debate over the role of corrections in the service of criminal jus-

tice. 

A third problem which affects correctional forecasting is 

the sensitivity of prison population flows to political decisions 

and other subjective processes. In contrast to the practice of.~.£ore-
/' 

;,,'/ 

casting the general population of tliCe United States, laws and~ct5.ons 

of per~ons at decision points in the Criminal Justice System affect 

prison population growth. In one state, for example, the rate of 

incoming inmates seemed to change after judges were given a tour of 

overcrowded prisons. In another state, a drug treatment program had 

,been designed to serve a p'articular number of inmates that was fore-

cast to be eligible for treatment. Soon after opening, however,' the 



I ~ ) 
\, _I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
'I 
I 
'I 
I 
'I 
'I 
I 

,;. " I 

272 

drug problem was found to be too small. ~rom the inspection of 

the problem? the correctional analyst surmised that some judges 

increased the percentage of drug using offenders they committed 

to priSon so that more persons could :receive drug treatment. Such 

examples of the subjective nature of controlling the prison popu-

lation flow indicate that the analyst must function in an environ~ 

ment in which hard data does not forecast subjective actions and 

cot;mterintuitivei , processes. 

Adequacy of data is another concern of the cor.rectional 

forecaster., Data inconsistep.cy is not an uru-~amiliar problem.' For 

example, in 1976 the GAO inspected the records of the headquarters 

of the Bureau of Prisons and found that only the initial custody 

classifications of inmates were recorded; later custody classifi-

cations assigned at the institutions were missing, Such incomplete 

information could not be used in forecasting housing needs ba~ed on 

estimated custody assignments. 

Data adequacy is also reduced by changes iin definitions of 

collected measures. For example, the National Prisoner Statistics 

(NPS) contain several changes of definit.ion of prison population . 

. Not too long ago the reported prison population of the various 

states became a planned undercount. This change in definition 
" 

required the counting of only those inmate~ sentenced wi~h terms of 

at least a year and a day; inmates, with less than a year and a day 

were excluded from, the NPS definition of prison population. Be~ause 

of such change.:!:! 'in definition, the study of the history of prison 

o 
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population growth becomes a jumble of dissimilar measures. 

In some instances the numerical increase of prison population 

I is an artif3ct of measurement and is not suited for trend 

analysis. 

'I ',I 

The calculation of forecasting may also be affected by 

I 
J( 

changes in definition of the. explanatory (independent) variables. 
';.' ,!'. . 

For example, the National Advisory Commission on Criminal Justice 

'I '.: .: \~ 
Standards and Goals in 1973 recommended that the definition of 

"recidivist" exclude anyone returning to pri,~on after thre~ years. 

'I The result of this change would grossly distort a prison pdpulation 

,I forecasting model that used a raw, unadjusted time-series of the 

flow of recidivists. TIlere are only a few instances in correctional ;:\ ' 

I forecasting that raw data can be used without careful scrutiny of the 

reliability of measurement. 

I A forecasting problem similar to changing definitions is 

'vi 
, 

that of using incompatible. data sets. Incolupatibili ty of data files 

became a problem in the attempt to forecast the flow of inmates 

I into Florida's prisons. Several court systems had computerized 

their record keeping; however, one of the systems was constructed ., 
on the basis of case flow and another was based on the flow of indi-

I 
vidual defendants. These two data sets were unusable because they 

could not be translated into a common form. Another instance of 

'I lncompatible files was found within corrections itself. In that 

instance, a state had stored correctional information in three different 

I' computers which used different c~mputer programs, data identifiers 

I J) 
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and coding, and languages. 

Inaccessabili ty of collected information is a familiar 

dilemma for the correctional forecaster. Varying interpretations 

of privacy and security regulations prohibit researchers in some 

states from viewing juvenile justice data. Such data on young 

offenders would be helpful in assessing trends in future prison 

inputs. CCH, the Computerized CJ;-iminal History information ' 

system'whlch could provide adult offender flow information b~tween 
<) 

criminal justi~e agencies, has met similar difficulties. The 

var'ious criminal justice agencies are uncertain about what they > 

can $,afely provide to a centralized information system. Within 

corrections, accessibility oJ: stored data may also be challenged 

by local institutional security precautions which question the "nee.d 

to know." Such securi tj/questioning is sometimes accompanied by a 

reluctance to provide unusual information. In addition, practices 

'and departmental rules set to avoid disruption of work routines may 

hinder the, forecaster who seeks an unusual J one-time dataretrival 
\i 

from files. One state correctional agency. encountered in this 

study, hampered researchers with a rule tha,t only twenty-five inmate 

files could be inspected per day. 

Interpretation of the forecast can also be a problem in the 

correctional environment. Some forecasting models are complex and 

lengthy. The correctional administrator, not unlike the business 

executive who first encountered simultaneous equation forecasts~" can 

be expected to be wary of calculations not readily understood. The 

problem of expli:.tining a forecast is made more difficul t ~ as Qne 

J 
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corre~tional fOl;'ecaster pointed out, when the administrator 

expects a hard data forecast on possible candidates for pro-

po~~d treatment programs that have no precedent for assessment. 

In that instance,' the forecaster must cautiously explain his 

problem of using contrive'd data and modified methods of cal­

culating the forecast. 

I' 
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The problem of interpretation takes a difficult turn when 

the forecast must be related to projected prison capac~ty. Standards 

for determining housing capacity are fluid and open to debate. 

Prison systems also may have optional housing resources. For 

example, the Bureau of Prisons and some states contract fo.r housil~g 

inmates with other agencies. At times, county prison facilities 

will accept varying numbers of state prisoners. Then too, state 

facilities which have been closed because of outdated conditions 

sometimes have been reopened when overcrowding becomes problematic. 
" 

Thus, the interpretation of priscin population in relation. to capacity 

forecasts becomes a vague undert.aking. 

The last of the correctirmal environment problems to be con-
) 

sidered is that of the unfamil!lari ty of the analyst with forecasting 

methods. Some states J such "i";:; Florida. have researchers who are 
i' 

'knowledgeable in time-serie1:' analysis; but in many other states tQe 

analyst's background incluc1,ies familari ty with only methods of cross-

sectional analysis. The ]/ack of knowledge is not only reflected in 
! 

. 'the forecasting :r.esul ts • hut causes discomfort in the analyst when 
" ~).: ' 

" 
he is asked to defend hMs work before an administrator or political 
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!mproyin.!L$!-he. State of the ,Ar!. 

During this study of prison population forecasting, 

sE;veral recommendations for improving the ~tate 0'£ the art have 

bE;en developed, Ths:re is first a need to refocus attention from 

singlE; exploi'atory [()'recasts of prison population to mul ti~al ter-
)1 

n~tive foreea§1~§. ThE! reiaCll§ of' attention carries philosophical· 

implicatioos for the' forecasting of prison population. The new 

perspeetive c1early identifies prison growth as subject to correc­

Hemal decisions l as \\ie11 as to discretionary behavior of other 

e'lements in the Cr.1mina1 justice system. Although this has been 

aecepted in the study of the Criminal justice System, the practice 

Ci£ explo:ratory f!Jtecastinghtls not fully jOined, that stance of 

l'EUisonl1ig. Given this viewpoirtt J thE! study of the future of prison 

Pop'11htio'ti g:rowth mtlY focus on identifying variations on a basic 

theme 6J:< trefi<C. instead or explorirtg for an immutable chain of 

events,. 

1ri academic research j greater attention to subjective fore-

casting methods may yield rewarding insights into prison and crime 

growth. The collective efforts of several researchers through 

sUbjective forecasting methods may provide more insights of value 

-e;hart the s'I;lm of those individually accomplished in individual research 

and pubHcatid,n~ 

ft. thi't'f1 :r-et:ommendat1orl j 11150 acadei1tic iii natufe> is that of 

emp'ha~dzing. 'ttte' sttidy of the mechanical fUnctioning"of the Criminal 
" fl . ' 

Jtls'fi~e' s.ys,tdirr., 'textbook app:toaches can be suppleme~ted with 
I . 
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" CO~lpl)ter-based simulation programs (flow models) such as 

JUSSIMII or Georgia Institute of Technology's Criminal Justice 

Training models. These programs provide an interactive learning 

environment in which the student can evaluate the' impact of data 

?-nd assumptions on the operation of criminal justice functioning 

and prison growth. This recommendation a.ddresses the notion that 

prison population forecasting-is an art which~ in part, grows out 

of the individual's sensitivity to the functioning of the Criminal 

Justice System. 

The Future Executive and Forecasting 

Planning for prison growth essentially exists in the far­

sightedness of the correctional leader (the chief executive). The 

non-leader will fail to envision goals. see his job as short-lived~ 

and respond at the mercy of prison population pressures. 

The farsighted executive attempts to cushion his organization 

from fluctuations in prison population. Part of the task of building 

a cushion of program depth and flexibility is related to awarene'ss 

of the political environment and scanning for changes in the social 

environment. The farsighted executive is well-informed and,'as such, 
):1 

/if 
respects forecasting as;an incomplete aid for decision-making. This 

;: ;~:, 

incomplete aid may not need to be discarded. but used astutely at 
,'', 
':, times when additional information is warranted. 
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APPENDIX A 

Annotated Bibliography 

This annotated bibliography is divided into four sections: 

(1) Bibliography on forecasting~ (2) Publications which deal with 

forecasting concepts and methods. (3) Publications of general 

interest to the correctional forecaster, (4) References for each 

of the prison population forecasting methods that were presented 

in Chapters IV,· V, and VI. The books and articles referenced in 

this annotated bibliography were selected because of their quality" 

relevancy, and reader interest. Numerous other references have' 

been acquired and examined during this study, but only a few are 

presented in this bibliography. 

In order not to duplicate the listing of sources, a full 

ci tation is only presented once. Publications may be identifh~d 

a second time in instances of app1icabi1itr to several forecasting 

concepts and techniques; however, subsequent citations appear only 

in abbreviated form. 
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A. Annotated bibHography of bibliographies on forecasting., 

Balachandran, M. "Basic Economic Statistics." 
Bibliography No. 971, Monticello, Ill.: 
of Planning of Librarians, Feb., 1976. 

E){change 
Council 

This volume is a bibliography of data sources for three 
categories of economic statisticS: (1) historical statistics, 
(2) current economic indicators, and (3) economic forecasts and 
projections. 

Cornish, Edward. The Study of the Future, Washington, D,C. : 
World Future Society, 1977, 
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This book is not as much a bibliography as it is a review of the 
futurists and t~eir ideas and views of the future. An annotated 
bibliography is part of the text. 

Grant, Donald P. "A Partially Annotated Bibliography on the 
Morphological Approach to Plan Generation ," Exchange' 
Bibliography No. 1125, Monticello, Ill.: Council of 
Planning Libraries, Sept., 1976. 

This is a bibliogr~phy on normative planning (forecasting). The 
morphological approach includes those techniques such as decision 
trees. 

Johnson, Maggie. "Economic Forecasting--An Annotated Bibliography 
of U.S, Government Dqcuments." Exchange Bibliography No. 
1265, Monticello, Ill.: Council of Planning Libraries, 
April, 1977 .. 

Johnson 'ha!? compiled this bibliography of sources for economil~ 
forecast information from three sectors of government publications: 
(l)'regular reports of all government agencies, (2) hearings, reports, 
and research done by Congress, and (3) publications of all executive 
agencies " the President, and independent agencies. 

Marien, Michael. Societal Directions and Alternatives. Lafayette, 
N. Y. : Informat1on for Policy Design; 1976,. 

Marien's work is a comprehensive annotated bibliography of 1,015 
items, primarily books, concerned with the future. Included are 
a recommended reading list for a curriculum and a brief analysis 
of the trend in future oriented publications. 
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Martin, R. H. "The Future of Consensus--Formation Technology 
Utilization in a Normative Governmental Planning 
Support System Environment: Social and Political 
Protocol Aspects of Large Scale Media-Conferencing 
Planning Systems, and Consensus--Fqrmation Technology 
Utilization." Exchange Bibliography No. 1061, Monticello, 
Ill.: Council of Planning Libraries, June, 1976. 

This book is a two-part bibliography about the impact of infor­
mation systems on social planning. 

Merwin, Donna J. "The Quality of Life: A Bibliography of 
Objective and Perceptual Social Indicators." Exchange 
Bibliography No. 1079, Monticello, Ill.: Council of 
Planning Libraries, July, 1976. 

This bibliography reports books, reports, documents, papers, and 
journal articles. 

World Future Society. The Future: A Guide to Information Sources. 
Washington, D.C.: World Future Society, 1977. 

This volume is a book length directory of research projects, 
books, educational films, individuals, organizations, and other 
resources concerned with the study of the future. 

See also the extensive bibliographies in sections below on 

• Jantsch, Erich .. Technological Forecasting in P~rsp~ctive. 

• Linstone, Harold A. and Turoff, Murray. The Delphi Method. 

• Lj 

0/ 
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B. ~nnotated bibliography of publications which review and 
explain forecasting techniques and conce~. 

Bright, James R. and Schoeman, Milton E.F., editors. A Guide 
to Practical Technological Forecasting.. Englewood 
Cliffs, N.J.: Prentice-Hall, 1973. 

This volulne is a reader on technological forecasting methods, 
considerations and applications. It is similar 'to the volume 
by Bright; above, but inclusive of more methods of forecasting. 
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Bright, James R., editor. ~~hno1ogical Forecasting for Industry 
'and Government. Englewood Cliffs, N.J.: 1968. 

This book is a collection of articles on a few techniques of 
technological forecasting and some of the issues and problems 
in the practice of technological forecasting. Bibliographies 
on forecasting and research and planning are also contained in 
this volume. ' No particular statistical expertise is required 
by the reader. 

Butler, William F.; Kavesh, Robert A.; and Platt, Robert B., 
ed,itors. Methods and Techniques of Business Forecasting. 
Englewood Cliffs, N.J.: Prentice-Hall, 1974. 

This volume is a general reader containing a brief review of 
methods of business forecasting with examples of application 
and considerations for use. No particular statistical expertise 
is required by the reader. 

Chambers, John C; Mul1ick, Satinder K.; and Smith, Donald K. 
An eecutive" s Guide to Forecasting. New York: John 
Wiley & Sons, 1974. 

This work reviews business forecasting techniques, makes 
suggestions for application, and di.scusses the roles of the 
manager and forecaster. One highlight of the work is the 
appendix summarizing the characteristics of costs of various 
techniques. 

Dorn, Harold F. I'Pitfalls in Population Forecasts and Projections." 
Journal of the American Stati~tical Association, Vol. 45, 
No. 251, pp. 311-334. 

This article is an excellent historical review of demographic 
forecasters and their methods. Dorn identifies nine of the 
most common errors fn forecasting population. 
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Draper, N. R. and Smith, H. Applied Regression Analysis, 
New York: John Wiley, 1966. 

This book is one of the popular texts for intermediate 
statistical education. The reader will find this 'work 
often cited as a reference for the application of mUltiple 
regression to cross-sectional analysis in the behavioral 
sciences. 

Emery, Fl;'ederick E. "Methodological lJremises of Social Fore­
casting~" The Annals of the American Academy of 
Political and Social Science, VoL 412, Mar., 1974, 
pp~·7-1l5. 

This paper is most interesting because of the concepts about 
the problems of detecting emerging social processes. 

Encel, S.; Marstrand, P.K.; and Page, William, editors. The 
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Art of Anticipation: Values and Methods in Forecastlng. 

This is an easy to understand book which reviews both problems 
in forecasting and a variety of methods. Because it is brief 
and insightful, this book is highly recommended. 

Fowles, Jib. "An Overview of Social Forecasting Procedures." 
Journal of the American Institute of Planners .. Vol. 42, 
No. .3, July, 1976) pp. 253·-63. 

This article is a brief critique of Delphi, Scenarios, and 
dynamic Modeling, and a general discussion of the future as 
developed by intellectual leaders. 

Heneley, Stephen P. and Yates, James R. Futurism in Education. 
Berkeley, Calif.: McCutchan Publishing Co., 1974. 

This volume is a collection of brief articles on forecasting 
techniques. The reader will find the materials clearly and 
conciseJy presented. The articles tend, however, to portray 
the teohniques only in optimistic teTms. The work includes very 
understandable explanations of Markov Chain theory and Monte Carlo 
techniques. 

Hetman, Francis. The Language of Forecasting. Paris: Futuribles, 
1969. 

This book is a comprehensive dictionary of forecasting terms and 
methods. 
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Jantsch, Erich. Technological Forecasting in Perspective. 
Paris: Organisation for Economic Co-operation and 
DevelopmentJ 1967. 

This is one of the most extensive cataloging of forecasting 
techniques of its kind. A large annotated bibliography is 
also included. 

Johnston, J. Econometric Methods. 2nd edition. New York: 
McGraw:Hill, 1972,. 
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This book is a well-known intermediate text for naive statistical 
forecasting techniques and simultaneous equations. It is one of 
the key works in the field. 

Jouvenel, Bertrand de. The Art of Conjecture. New York: Basic 
Books, 1967. 

This well-known book should not be overlooked by anyone interested 
in social forecasting. de Jouvenel establishes a philosophical 
basis for forecasting which places the desire to forecast within 
the perspective of what is possible. 

Keyfi tz, Nathan. '''On Future Population." Journal of the American 
Stati_stical Association, Vol. 67, No. 338, pp. 347-363. 

A brief survey of methods of demographic forecasting is presented 
in this article. 

Leser, C.E.V. Econometric Techniques and Problems. New Yor~: 
Hafner Press, 1974. . . 

This work is a most useful reference for simple regression, multiple 
regression, and simultaneous equations. Although the di5cussion is 
statistically oriented, the reader with only a brief background in 
statistics will appreciate the clarity, depth of explanation, and 
exploration of problems of forecasting with the three techniques. 

Lewis, ,John P. "Short-term General Business Conditions Forecasting: 
Some Comments on Method." Journal of Business, Vol. 3S, No! 
4, Oct., 1962, pp. 343-56. 

This article is a b~ief introduction to techniques and philosophy 
of economic forecasting. Some of the methods examined are NBER 
leading indicators and foreshadowing data. 
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Martlno, Joseph P. Technological Forecasting for Decision 
Making. New York: American Elsevier, 1972. 

This book is one of the often cited references which reviews 
technological applications of subjective, naive. ~nd normative 
forecasting methods. The depth of explanation' / more detailed 
than other handbooks of this kind. No particului statistical 
expertise is required by the reader. 

McHale J John and McHale, Magda C, "Futures Studies; An Inter­
national Survey," New York: United Nations Institute 
for Training and Research, 1976. 
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This is a world-wide survey of forecasting methods. The analysis 
identifies characteristics of organizations involved in fore­
casting~ methods used, and characteristics of personnel constructing 
the forecasts. 

Mendenhall, lVilliam and Reinmuth, James E.' Statistics for Manage­
ment and Economics. 2nd edition, North S~ituate, Mass.: 
Duxbury Press, 1974. 

This book·is a standard statistics text in economics that should 
be noted for its ~larity of explanation. The reader having slight 
sophistication in statistics will appreciate the chapters on 
time-series analysis and forecasting models. 

Miles, Ian. The Poverty of Prediction. Lexington, Mass: 
Lexington Books, 1975. 

This book is a probing discussion of the problems of quantative 
forecasting. Highlighted are concepts of validity, reliability 
and social indicators. It is an insightful work that avoids 
statistical presentation. 

Mitchell, Arnold; Dodge, Burnham H.; Kruzie, Pamela G.; Miller, 
David C.; and Schwartz, Peter. Handbook 6f Forecasting 
Techniques. Standford Research Institute Report #10, 
Washington, D. C .: Na tional Techni ca.1 Information Service) 
DecembE'r, 1975. 

This work is a handbook of fOl'ecasting methods oriented toward 
use by the Corps of Engineers. The explanation of techniques 
is concisely presented as to considerations of application, 
problems of application, and resources required. 

.. 
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Valvanis, Stefan. Econometrics. New York: r.1cGraw-Hill, 1959. 

Valvanis' book is a 'very readable introduction to econometrics 
and time-series analysis. Unfortunately, this book is out of 
print,--one of the best in this category of texts. 
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Wheelwright, Stephen C. and Makridakis. Forecasting Methods for 
Management., New York: John Wiley, 1973, 

This book is a survey of forecasting techniques written for the 
business manager, although a basic familiarity with statistics is 
required. Problems of technique selection and interpretation are 
also discussed, 
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C. ~~ta~ed bibliography of books and articles that ma~ 
of' interest to the correctional forecaster. This section 

296 

. !ncl~S-social trend analysis and forecasts, organizational 
considerations in forecasting, and research~ides. 

Barnes, Wil1;j.am F. and Jones, Ethel B. "Women's Increasing 
Unemployment: A Cyclical Interpretation," The Quarterll 
Review of Economics and Business. Vol. 15, No.2, Summer, 
1975, pp. 61-69. 

This is an article of possible interest to the correctional fore­
caster in considering the impact of economic events on prison 
'population. 

Bregger, John E. "Unemployment Statistics and What They Mean," 
Monthly Labor Review. Vol. 94, No. 11, Nov., 1971, pp. 
22-29. 

This article is of particular interest in the identification of 
assumptions for prison population forecasts which incorporate 
unemployment as a factor. 

Council of State Governments. "Improving the 1980 Census." 
Lexington, Ky.: Council of State Governments, 1974. 

Since much of prison population forecasting has been based on 
population estimates, this pamphlet presents insights into the 
problems of using census information. 

Gilroy, Curtis L. and McIntire, Curtis L. "Job Losers, Leavers, 
and Entrants: A Cyclical Analysis, II Monthly Labor Review, 
Vol. 97, No. 11, Nov., 1974, pp. 35-39. 

Rather than lumping the unemployed into one vague category, the 
authors identify three groups and describe their general behavior. 

Hammond, John S. flDo's & Don'ts of Computer Models for Planning,1I 
Harvard Business Review, Vol. 52, No. 2. j March-April, 1974, 
pp. 110-123. 

This article contains practical advice for the forecaster and 
manager in considering modeling. Ten stages of modeling are 
reviewed and the roles of the analyst and manager are inspected. 

-----~- ---------~----------~----
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Mohr, Lawrence B. "The Concept of Organizational Goal." 
The American Political Science Review. Vol. 67, No. 
2, June, 1973. 

---- --~- ---~- -- ~~-
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This article presents an analysis of the central views that 
leave set definitional trends in the concepts of organizational 
goals. These views are identified and a concrete conceptuali­
zation of the themes are presented. This topic is especially 
relevant to the inspection of the place of forecasting in crimi­
nal justice planning. 

Project Star. The Impact of Social Trends on Crime and Criminal 
Justice. Cincinnati, Ohio: Anderson-Davis, 1976. 

This work is a subjective analysis of trends in the Criminal 
Justice System. It is an insightful work that falls into the 
category of a single-future scenario. 

Simpson, Anthony E. Guide to Library Research in Public Adminis­
tration, New York: John Jay College of Criminal Justice, 
1976. 

Although the title addresses public administration, the information 
specifically addresses research in the criminal justice field. This 
will be a useful reference for the forecaster in his search for data 
and supportive information. 

"Theory Deserts the Forecasters.1I Business Week, No. 2337, June 
29, 1974, pp. 50-59. 

This is general comment of the problem of forecasting in economics. 
The article raises the. possibility that forecast assumptions can' 
change. 

Vancil, Richard F. " ___ So You're Going to Have a Planning De-part-
ment!fI Harvard Business Review, Vol. 45, No.3, May-
June, 1967, pp. 88-96. 

Although this article does not address forecasting directly, the 
implications for supporting the forecasting effort are evident. 
It is an insightful and interestingly written article. 

Woods J Donald H. "Improving Estimates that Involve Uncertainty," 
Har\'lard Business Revi~-, VoL 44) No.4, July-August., 1966, 
pp. 91-98. 

This is a brief article discussing forecasting in the business 
organization. One highlight of the article is the exploration of 
how companies reward conservatism ;"n performance. 
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Zaltman, Gerald; Duncan, Robert; and Ho1bek, Jonny. Inno­
vations and Organizations. New York: John Wiley 
1973. 

This is a particularly interesting book for the reader who 
is trying to place forecasting within the appropriate per­
spective in criminal justice organizations. The work studies 
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the environment for organizational change and the characteristics 
of the process of innovation. 
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D. Annotated bibliography of forecasting methods presented in 
Chapters IV, V, and VI. 

Cooper, J. Phillip and Curtis, Gary A. Econometric Software 
Package--User's Manual. Chicago, Ill.: Univ. of 
Chicago, Graduate School of Business, Jan. 1, 1976. 

This book is a reference manual to one of the more extensive 
computer programs for naive forecasting: Of particular value 
is the brief description of techniques and suggested references 
to the concepts.·' 

Correctional Service of Minnesota. "Delphi Study on Minnesota 
Correctional Institutions," Minneapolis, 1975 (Mimeo­
graphed). 

This study is an example of a Delphi variation which presented 
first round closed statements. The subjects were asked to 
identify the likelihood of the occurrence of various scenarios 
about future correctional and facility needs in Minnesota. It 
was unpublished and is partially forgotten in Minnesota correc­
tions. 
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De1becq, Andre L.; Van de Ven, Andrew H.; and Gustafson, David H. 
Group Techniques for Program Planning .. Glenview, Ill.: 
Scott, Foresman & Co., 1975. 

This small book is one of' the best works on the mechanics of 
conducting Delphi. Cost and time considerations are given. Also, 
included with as much detail is the Nominal Group Process (NGT).' 

Doane, David P. "Court Case Weights Using the Delphi Method: 
Report on an Experiment in Michigan Circuit Courts." 
Paper presented at the Joint National Meet!Lngs of the 
Operations Research Society of America and th~ Institute 
of Management Sciences, Miami Beach, Florida, Nov. 3, 1976. 

This is an illustration of 'Delphi's application as a survey tool 
to study court workload measures. 

Fusfeld, Alan R. and Foster, Richard N. "The Delphi Technique: 
Survey and Comment." Business Horizons, Vol. 14, No.3, 
June 1971, pp. 63-74. 

This article evaluates Delphi's functioning in such terms of group 
size" group respons,e characteristics and interpretation of scored 
information. ' 

---------------------------------.----
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Goldschmidt, Peter G. "Scientific Inquiry or Political 
Critique? Remarks on 'Delphi Assessment, Expert 
Opinion, Forecasting, and Group Process' by H. 
Sackman." Technological Forecasting and Social 
Change, Vol. 7, No.2, 1975, pp. 195-213, 

This is an inspection of Sackman's strategy of evaluating 
Delphi and his conclusions. 

Hill, Kim Quaile and Fowles, Jib. "The Methodological Worth 
of the Delphi Forecasting Technique," Technological 
Forecasting and Social Change, Vol. 7, No.2, 1975, 
pp. 179-192. 

This article inspects t,ile problems of reliability and validity 
in Delphi. Reasons for continued use of Delphi are also con­
sidered. 
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Jillson, Irene A. "'Developing Guidelines 'for the Delphi Method." 
Technological Forecasting and Social Change, Vol. 17, 
No.2, 1975, pp. 221-222. 

This is a brief article which points out that the controversy 
surrounding the Sackman report may indicate a need to develop 
specific guidelines for application. Pi ve guidelines are 
suggested. 

Linstone, Harold A. and Turoff, Murray, editors. The Delphi 
Method. Reading, Mass.: Addison-Wesley, 1975. 

This book is an in-'depth reader on Delphi with a chapter devoted 
to an extensive bibliography. 

Mc La.ugh lin , Curtis R.; Sheldon, Alan; Hansen, R.C.;and McIver, 
Brian A. "Management Uses of the Delphi," Health Care 
Management Review, Vol. 1, No.2, Spring, 1976, pp. 51-62. 

In this article, a step illustration of Delphi is applied to a 
large urban mental health center for the purpose of obtaining 
staff member opinion on major(tadministrative problems. The 
article tends to skip lightly over Delphi's limitations. 

Sackman, H. "Delphi Assessment: Expert Opinion Forecasting and 
Group Process," Rand Report R-1283-PR, Santa Monica, 
California, April, 1974. 

This report is one of the ~ajorcritical works that brought the 
debate of Delphi,' s usefu1ness into the open. 

,.,/i 
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Sandow, Stuart A. "The Pedagogical Structure of Methods for 
Thinking about the Future: The Citizen's Function in 
Planning," Syracruse, N.Y.: Educational Policy Research 
Center, Sept. 1970 (Mimeographed). 

This interesting, but hard to find, report inspects the strengths 
and weaknesses of Delphi, Cross-Impact, Scenarios, PERT and a few 
similar concepts'. (Can be found at University of Illinois, 
Urbana-Champaign.) 

Sartorius, Lester C. and Mohn, N. Carroll. Sales Forecasting 
Models: A Diagnostic Approach. Research'Monograph No. 
69, Atlanta, Ga.: Publishing Services Division, School 
of ?us~ness Administration, Georgia State Univ., 1976. 

This text is designed for the businessman and student having only 
an elementary background in statistics. The depth of explanation 
of forecasting formulas is more extensive than most texts of this 
kind. Topics covered include selecting forecast methods, time­
series analysis, exponential smoothing, and adaptive filtering, and 
causal forecasting. 

Skutsch, Margaret. "Goals and Goal Eietting: A Delphi Approach," 
Unpublished Master's Thesis, Northwestern University, 
Evanston, Ill., Aug., 1972. 

This study probes Delphi's capabilit~\'.s wi than illustrative appli­
cation. 

Ventura Regional Criminal Justice Planning Board. "Delphi: A 
Manning Tool," Ventura, California, 1978 (Mimeographed). 

This is one of the few examples of Delphi actually used in criminal 
justice planning. The .16-page in-house document very briefly 
describes the method and illustrates the form~ used. Analysis of 
results is not provided. 

Welty, Gordon. "Plato and Delphi," Futures, Vol. 3, No.3, June 
1973, pp. 281-286. 

This ar.ticle explores the possibility that Delphi is susceptible 
to manipulation to mold opinion. 
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Matrix 

Folk, Michael. A Critical Look at th~ Cross Impact Matrix 
Method. Research Report RR-5" Syracruse ~ N. Y .: Edu­
cational Policy ~esearch Center, August, 1971. 

This research inspects the processes of CIM computation and 
raises questions about computational feasibility. A simplified 
al'ternative to CIM computation is offered. 
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Gordon, T.J. and Hayward, H .... Ulnitial Experiments with the Cross­
Impact Matrix Method of Forecasting," Futures, Vol. 1, 
No.2, Dec., 1968, pp. 100-116. 

This article presents a description of the early exp'eriments with 
'CIM and the basic concepts o~ analysis. 

Kelly, P. "Further Comments on Cross-Impact Analysis," Futures, 
Vol. 8, No. 4, Aug., 1976, pp. 341-5. 

In this article, CIM is assessed as to the justification for 
applying rigorous matmematica1 analysis to subjective data. 

McLean, Mick. "Does Cross-Impact Analysis Ha\.~ A Future?" ~~, 
Vol. 8, No.4, FP' 345-349. 

In this article, two u\oJrong turnings" of the CIM approach are 
discussed. The role of elM is seen as a heurist~¢ device. 

Rochberg, Richard; Gordon, Theodore J; and Helmer, Olaf. The Use 
of CrOSS-Impact Matrices for Forecasting and Planning. 
IFF Report R-IO. Mid,dletown, Conn.: The Institute for 
the Future, April, 1970. 

This is a discussion of CIM.'s mechanics and procedures from the 
viewpoint of CIM'smajor advocates. An alternative approach to 
CIM is also presented. \ 

\I 

Scenarios 

J\ht, Clark C. "Forecasting Future Social Needs," The Futurist, 
Feb., 1971., pp. 20-21. 

This article gives a brief description of recommended procedures 
for constructing scenarios for social futures. Is presented in 
two pages. 

_____ . __ ~~_. ______ -1:!.._~ __ ~ __ \'_,_ 
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Abt, Clark C.; Foster, Richard N.; and Rea, Robert H. 
"A Scenario Generating Methodology" in A Guide to 
Practical Technological Forecasting, Edited by 
James R. Bright and Milton E. F. Schoeman. Englewood 
Cliffs, N.J.: Prentice-Hall, 1973, pp. 191-214. 

Clark Abt,' s guide provides. an explanation of a mechanical 
(compu.ter-based) approach to generating a1 terna ti ves for 
scenarios . 
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Gerardin, Lucian. "Study of Alternative Futures: A Scenario 
Writing Method," in A Guide to Practical Techno10gica~ 
Forecasting, Edited by James R. Bright and Milton E. F. 
Schoeman. Englewood Cliffs, N.J.: Prentice-Hall, 1973, 
pp. 276-288. 

This study presents a discussion of scenario writing in relation 
to the development of a social philosophy (attitude) about the 
unpredictability of future events. 

Kahn) Herman. "The Alternative World Futures," in Search for 
Alternatives: Public Policy and the Study of the Future. 
Edited by Franklin Tugwell. 

An intuitive rather than structural or rational approach to the 
creation of multi-alternative scenarios is presented in Herman 
Kahn's work. 

SUbjective Extrapolation 

Parsons, Robert. Statistical Analysis: A Decision Making Approach. 
New York: Harper & Row, 1974. 

Information on semi-log charting can be found in detail in this 
text . 

Pittenger, ,Donald B. E!ojecting State and Local Populations. 
Cambridge, Mass.: Ballinger Pub. Co.:. 1976. 

This source discusses a variety of population forecasting techniques 
and provides examples. Concepts about subjective estimation of 
confidence int6Tvals (error bands) are presented. 

Sartorius, Lester C. and Mohn, N.C. Sales Forecasting Models: A 
Diagnostic ApF1:'oach. Research Monqgraph No. 69, Atlanta, 
Ga.: Publishing Services Division, School of Business Admin­
istration, Georgia State University, 1976. 

The use of discontinuolls trend lines and other ideas on fitting lines 
to data are presented in this work. 
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Sullivan, Wm. G. and Claycombe, 'N. W. Fundamentals of Fore-
casting. Reston, Va. : Reston Pub. Co., 1977. 

This book serves as an information source for problems of 
serial correlation and application of regression to social. 
forecasting. It presents an easy to understand review of 
selected forecasting methods in the business field. 

Least Square~_ 

Cochrane, D. and Orcutt~ G. H. "Application of Least Squares 
Regression to Relationships Containing Autocorrelated 
Error Terms." Journal of the American Statistical 
Association, Vol. 44, No. 245, Mar.,. 1949, pp. 32-61. 

This is one of the benchmark studies of the problems of using 
least squares in time-series analysis. 
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Hamburg, Neonis. 
Edition. 

Statistical Analysis for Decision Naking. 2nd 
New York: Harcourt, Brace, Jovanovich, 1977. 

This text explores the statistical problems of predicting outsi~e 
the range of the data set. The difficulties of meeting the 
assumptions of regression in social time-series are strongly 
pointed out. Hamburg introduces the name least squares as an 
alternative name for simple regression when the objective is 
forecasting. The text is recommended for the student examining 
differences in .cross,~sectional and time-series analysis. 

Tintner, Gerhard. The Variate Difference Method. Bloomington, 
Ind.: Principia Press, Inc., 1940. 

The earnest student of forecasting will find this work very easy 
to read and an invaluable source of history and insight into the 
problem of serial correlqtion. Tintner presents the concept of 
transforming time-series data through methods of finding differences; 
Unfortunately ,this book is out-of-print. 

Blumstein, Alfred; Cohen, Jacqueline; and Nagin, Daniel. "The 
Dynamics of a Homeostatic Punishment Process," The. Journal 
ox Criminal Law and Criminology, Vol. 67, No.3, 1977, pp. 
317-334. 

This article presents an example of time-series analysis through an 
autoregressive moving average process. The analysis evaluates 
Durkheim's concept that society establishes expectations of levels 
of punishment. 

--~-..----:.-------.-... ;.,,---~----------'---------
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Box, George E. P. and Jenkins~ Gwilym M. Time Series Analysis. 
San Francisco: Holden Day, 1970. 

This is a well-known work on naive analysis of time-series. A 
strong background in statistics is needed by the reader. 

305 

Brown, Robert G. Smoothing, Forecasting, and Prediction. Engle-
wood Cliffs, N.J.: Prentice-Hall,1962. 

This is one of the key texts in forecasting which presents an in­
depth study of the mechanics of smoothing. A moderate under­
standing of statistics will be needed by the reader. 

Fuller, Wayne A. Introduction to Statistical Time Series. N.Y.: 
John Wiley & Sons, 1976. 

Although this work is called an "introduction," the reader must 
be versed in statistics. Topics covered by this text include the 
Fourier transform, spectral densities of moving averages, and 
Gauss-Newton estimation. 

Nelson, Charles R. Applied Time Series Analysis. San Francisco: 
Holden-Day, 1973. 

Smoothing and autoregressive analysis are presented for the student 
with a moderate background in statistics. Included are the con­
cepts of stationarity, autocorrelation, differences, and ARlMA (In­
tegrated Autoregressive Moving-Average) models. 

Also 'see the references above 

e Sullivan and Claycombe. F~ndamentals of Forecasting. 

• Sartorius and Mohn. Sales Forecasting Models: A Diagnostic 
.~proach. 

• Wheelwright and Makridakis. Forecasting Methods for Manage-
ment. 

These texts provide an easy to understand explanation of smoothing 
techniques. 

Indicator 
I' 

Bry, Gerhard and Boschan. Cyclical Analysis of Time Series: Selected 
Procedures and Computer Programs, National Bureau of Economib 
Research Technical Paper 20, N. Y .: Columbia Uni v. Press, 1971. 

This book gives an explanation of the general mechanics of analyzing 
business cycle indicators. It is easy to read, with a minimum of 
statistical ex.planation. This work points out that much of indicator 
analysis is subjective in nature. 
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Etzioni, Amita and Lehman, Edward W. "Some Dangers in 'Valid' 
Social Measurement," Annals of the American Academy of 
Political and Social Science, Vol. 373, Sept. 1967, pp. 
1-15. 

This article presents discussion of the problems of indicator 
construction. Various approaches to indicator modeling, such 
as single vs. system models are presented. 1be article warns 
against ritualistic adherence to scientific analysis. 
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Little, Dennis L. "Social Indicators and Public Policy," Futures, 
Vol. 7, No.1, Feb., 1975, pp. 41-51. 

Little identifies six major approaches to construction of social 
indicators. He asks the probing question of what is wanted from 
social indicators? . 

Liu, Ben-Chieh .. Quality of Life Indicators in U.S. Metropolitan 
Areas. 

Liu's book is a stimulating attempt to identify a number of social 
indicators by which to rate quality of life in cities. It is a 
valuable source of information on available statistical series 
about the social environment. 

Neufville, Judith Innes, de. Social Indicators and Public Policy. 
N.Y.: Elsevier Scientific Pub. Co., 19'75. 

This book is a comprehensive study of social indicators. It is 
one of the best studies found on this topic. It includes a section 
on the evaluation of crime rate as an indicator. It is also val­
uable for the bibliographies accompanying each chapter. 

Nordhaus, William D. "The Political Business Cycle," The Review 
of Economic Studies, Vol. 42, No. 130, Apr., 1975, pp. l69~ 
190. 

This article presents an interesting eXploration of the politics 
of public policy' and staying in office as they might impact the 
economic cycle. 

Shiskin, Julius. "Business Cycle Indicators," in The Management of 
Forecasting. Edited by John J. Clark~ N.Y.: St. John's 
Univ. Press, 1969, pp. 47-88. 

Shiskin presents an excellent discussion of business indicator 
forecasting. It includes. definitions of the types of cyclical 
indicators, construction of indices, and problems of use. 
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Steckler, H.O. "An Analysis of Turning Point Forecasts," 
The American Economic Review, Vol. 62, No.4, Sept., 
1972, pp. 724-9. 

This analysis presents an argument for the use of leading 
indicators in combination with quantative economic forecasting 
models. 

U.S. Department of Labor. BLS Handbook of Methods. 
1711, Stock No. 2901-0659, Washington, D.C.: 
Government Printing Office, 1971. 

Bulletin 
U.S. 
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This document describes the methods of gathering forecast infor­
mation, methods of analysis, and history of these Labor Department 
indicators. A good starting point in the development of an 
awareness of presently reported social indicators. 

Ward, Ritchie. "If You Look Hard Cycles Are A11 Over," 
Smithsonian, March, 1977, pp. 104-1 

This general article presents the possibility that cycles are 
more prevasive than popularly thought. 

Zapf, Wolfgang. "Systems of Social Indicators: Current Approaches 
and Problems," International Social Science Journal, Vol. 27, 
No.3, 1975, pp. 476-498. 

One highlight of this article is the concise presentation, in tables 
and text, of the social indicator systems. These social indicator 
systems are broad indicators, such as those for general quality of 
life and net national welfare. 

Multiple Regression 

13erman, Robert ,A. "An Econometrician's Reaction to 'A Non-econo­
metrician's Guide to Econometrics," BUsiness Economics, Vol. 
9, No. l~ Jail., 1974, pp. 81-82. 

Berman clarifies several problems in McLagan's work listed below. 

Box, George E. P. "Use and Abuse of Regression," Technometrics, 
Vol. 8, No.4, Nov., 1966, pp. 625-9. 

. Box points out that regression analysis encounters difficulty 
when applied to systems which are not positively observed. 
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Levin, Martin A. "Policy Evaluation and Recidivism," Law and 
Society Review, Vol. 6, No. 1, Aug.~ 1971, pp. 17-46. ~ 

Of particular interest to the study of forecasting, the first 
section of the article discusses the problem of multicollinearity 
in regression analysis of factors affecting social policy. It is 
easy to understand and interestingly written. 

McLagan, Donald L. "A Non-econometrician's Guide to Econometrics," 
,Business Ecollomics, Vol. 8, No.3, May 1973, pp. 38-45. 

In combination with Berman's article above, this brief article 
succinctly explores the interpretation and problems of multiple 
regression as a forecasting tool. 

Pa1mer J Jan and Carlson, Paul. 
Analysis in Prediction 
Crime and Delinquency, 
81. 

"Problems with the Use of Regression 
Studies," Journal of Research in 
Vol. 13, No.1, Jan., 1976, pp. 64-

This well ,written article presents problems of regression analysis 
in criminal justice research. The. focus of this article is upon 
cross-sectional analysis and, for that reason , may serve as a con­
trast to time-series applications. 

Also see the references above: 

• 
• 

Flow 

Hamburg, Statistical Analysis for Decision Making. 

Leser, Econometric Techniques and Problems . 

Pittenger, Projecting State and Local_ Pbpu1ations . 

Bohigian, Haig Edward. The Foundations and Mathematical Models of 
Operations Research with Extensions to the Criminal Justice 
System, Yonkers, NY: The Gazette Press, 1971. 

Systems concepts; fundamentals of operations research, and illus­
trations of queuing theory applications to criminal justice problems 
are features of this book. The reader with ~ moderate background 
in statisti.cs may find this work to be an interesting introduction. 
to the study of operations research. 

Brewer J Garry D. and Hall, Owen P. "Policy Analysis by Computer 
Simulation: The Need for Appraisal," Public Policy, Vol. 

-~. 21, No.3, 1973, pp. 343-65. 

This article critiques Forrester's Systems Dynamics. The general 
conclusion holds that the promise to forecast exceeds the capability. 

'-' 
\\ : 
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Chaiken, J. et al. Criminal Justice Models: An Overview. 
Washington, D.C.: U.S. Government Printing Office, 
April, 1976. 

Chaiken presents a review of criminal justice models which 
describes models in terms of general design, capabilities, and 
requirements. Included in the study are dynamic simUlation and 
queuing m9de1s. Some of the models presented are more suited 
to an ongoing analysis of system functioning than for fore­
casting, although the formulation of that distinction was not a 
major objective of the review of models. 
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E1maghraby, Salah E.; Llewellyn, Robert W.j Stidham, Shaler; and 
Muth, Mary B. "A Dynamic Population Model for the North 
Carolina Department' of Correct:l.on," Raleigh, N.C.: North 
Carolina Department of Correction, 1976 (Mimeographed). 

This is a research project conducted by North Carolina State 
University. The project report contains' explanations and illus­
trations of Markov Models, Systems Dynamics Models, and Q~Gerts 
Simulation. 

Forrester, Jay W. "Counterintuitive Behavior of Social Systems," 
Tec~no1ogy Review, Jan., 1971, pp. 53-68. 

Forrester's article points out that simple flow models, although 
intuitively appealing, can, be deceptive in operation. 

Forrester, Jay W. Industrial Dynamics. Camb'ddge, Mass.: M. I. T. 
Press, 1961. . 

This is Forrester's early work on dynamic modeling. The section 
on classification of models ranks among the best of explanations 
found in the literature. 

Hoos, Ida R. "Can Systems Analysis Solve Social Problems?" Datamation, 
Vol. 20, No.6, June, 1974, pp. 82-92. 

Hoos argues that systems techniques born in the military and tech­
nological environments are often inappropriately applied to social 
problems. This is an'interesting article which stimulates thinking 
about flow forecasting. 

Jantsch, Erich. "Forecasting and Systems Approach: A Frame of 
Reference," Management Science, Vol. 19, No. 12, Aug., 1973, 
pp. 1355-1367 . 

. Jantsch examines the tasks of forecasting with the systems approach 
and the reasonable use of systems forecasting techniques. 
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Reich, Robert B. "Operations Research and Criminal Justice, " 
Journal of Public Law, Vol. 22, 1973, pp. 357-387. 

This article inspects the assumptions underlying the application 
of operations research concepts, such as flow modeling, in crimi­
nal justice planning. It is a most unusual and provocative 
article written from the viewpoint of the lawyer. 

Simultaneous Equations 

Blalock, Hubert M. Theory Construction. Englewood Cliffs, N.J.: 
Prentice-Hall, 1969. 

Blalock's book is a key text in the field. It is exceptional in 
the clarity of explanation of concepts. A core of the text 
covers static and dynamic models and simultaneous equations. 

Christ, Carl F. Econometric Models and Methods, N.Y.: John Wiley, 
1966. 

This. work is recommended for the reader who is versed in statistics. 
This is a key work in the field of econometric modeling. 

Doherty, Noel. "Econometric Models." The Management of Forecasting, 
Edited by John'J. Clark. N.Y.: St. John's Univ. Press, 
1969, pp. 89-115. 

Doherty's work is a short non-statistical explanation of econo­
metric modeling .. Included are considerations of estimators, 
autocorre~ation, and the identification problem. 

Streiss1er, Erich W. Pitfalls in Econometric Forecasting. London: 
Institute of Economic Affairs (Publisher); Tonbridge, Kent: 
Tonbridge Printers Ltd. (Printer), 1970. 

Streissler gives an excellent critique of forecasting with 
simultaneous equations. A great number of ideas are presented 
within the 74 pages of this booklet. The reader having little 
statistical background will find this work to be very readable. 

See also the reference above: 

• Leser, Econometric Techniques and ,'ProbJ:iems . ,V---tt--
,/ \\ 
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APPENDIX B 

Seventy Techniques Associated with Social Forecasting 

Listed below are seventy techniques for soc:i.al forecasting. 

Several sources identified in the Annotated Bibliography, above, 

list more than seventy techniques. However, this list does not 

contain forecasting methods which would be restricted to technolog-

ical forecasting. The emphasis in selecting these seventy techniques 

was to focus on those methods which might be viewed with interest in 

the field of social forecasting. 

This listing of forecasting techniques does not pretend to 

be an exhaustive identification of methods. In some cases those 

techniques not identified here may exist in the literature under 

alternative titles or as modifications of another method. 

Most of the forecasting techniques mentioned below include 

a reference which describes the method. Those techniques without 

references are well-known methods, such as Opinion Polling, which 

need no specific citation of reference. 
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Bibliography for Subjective Forecasting Techniques 

Brainstorming 

Osboxn, Alexander F. Applied Imagination. N.Y.: 
Charles Scribner's Sons, 1957. 

Coun!erforecasting 

Moreland, Frank L. "Dialectic Methods in Forecasting." 
The Futurist, Aug., 1971, pp. 169-171. 

Cross-Impact Matrix 

Decision Trees 

Hamburg, Morris. Statistical Analysis for Decision Making, 
Second edition. New York: Harcourt Brace Jovanovich, 1977. 

Delphi 

Divergepce Mapping 

Expert Opinion 

pxpert Pa~ 

Field Anomaly Relaxation (FAR) 

Gappert, Gary. "The Development of a Pattern Model for 
Social Forecasting." Futures, Aug., 1973, pp. 567-382. 

Haskew, L.D. "Force Analysis," in Futurism in Education. 
Edited by Stephen P. Heneley and James R. Yates. Berke1eYJ Calif.: 
McCutchan" Pub., 1974, pp. 55-70. 

C:::~::<~, , 

Functional CapabiE ty Ti:end 
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Future History Analysis and Review (FHAR) 

Ziegler, W. L. An Approach to the Futures--Perspective 
in American Education. Syracruse, New York: Educational Policy 
Rese~r~h Center; May, 1970. 

Historica~ Analogy 

314 

Martino, Joseph P. Technological Forecasting for Decision 
Making. New York: American Elsevier, 1972. 

Lateral Thinking 

Bono. Edward de. "Zigzag Thinking." The Futurist, Vol. 4, 
Feb .• 1970, pp. 29-31. 

Life Styles Analysis 

Linguistic Usuage Analysis 

Emery~ Fred E. "Concepts~ Methods, and Anticipations." 
Forecasting and the Social Sciences. Edited by Michael Young. 
London: Heinemann, 1968. 

Mapping 

Pyke, Donald L. ·'Mapping--A SystE.\m Concept for Disp1a~ring 
Al ternatives," in A Guide to Practical Technological Foreca!5tit)'.[. 
Edited by James R. Bright and Milton E.F. Schoeman. Eng1ewoocl\ 
Cliffs, N.J.: Prentice-Hall, pp. 81-91.\~ 

\ 

Morphological Analysis 
"~iI 

Igna.tovich. Frederick. "Morphological Analysis," ',' in Fut'l,.lrism 
in Education. Edited by Stephen P. Hene1ey and James R. YateS:--'-­
Berkeley, Calif.: McCutchan Pub., 1974,211-234. 

Nominal Group Technique 

DeIbecq. Andre L.; Van de V~n~ Andrew H.; Gustafson, Oavid H. 
Group Techniques for Program Planning. Glenview. Ill.: Scott,. 
Foresman and Co~. 1975 ~ .... 
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Operational Gaming 

Shubik, Martin. The Uses mid Methods of Gaming. New 
York: Elsevier, 1975. 

Opinion Poll 

, Organizational Unit Trajectory Method (OUT) 

Gappert, Gary. "The Development of a Pattern Model 
for Social Forecasting." Futures, Aug., 1973, pp. 367-382. 

Policy Capture 

315 

Mitchell, Al~old, et al. Handbook of Forecasting Techniques. 
Standford Research Institute Report No. 10. Springfield, Va.: 
National Technical Information Service, Dec., 1975. 

Precursive Event Analysis 

Martino, Joseph P. Technological Forecasting for Decision 
Making. New York: Elsevier, 1972. 

ISelevance Trees 

McGrath, J.H. "Relevance Trees," in Futurism in Education. 
Edited by Stephen P. Heneley and James R. Yates. Berkeley, Calif.: 
McCutchan Pub., 1974, pp. 71-96. 

Scenario 

Social Trend Analysis 

York: 
Bell, Daniel. The Corning of Post-Industrial Socie~. New 

Basic Books, 1973. 

~dy of Unanticipated Events 
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Subjective ProD abi li ty Determination 

Ackoff, Russell L. and Sasieni, Maurice W. Fundamentals 
2f Operations Research. New York: John Wiley~ 1968. 

Survey of Intentions 

316 

Cohen~ Morris. "Surveys and Forecasting," in Methods and 
Techniques of Business Forecasting. Edited by William F. Butler~ 
Robert A. Kavesh and Robert B. Platt. Englewood Cliffs, N.J.: 
Prentice-Hall, 1974, pp. 76-95. 

~bol Analysi~_ 

Emery, Frederick E. "Methodological Premises of Social 
Forecasting." Annals of the American Academy of Political and 
Social Science, Vol. 412, Mar., 1974~ pp. 97-115. 

~ctics 

Gordon, Wm. 3.J. Synectics, the Development of Creative 
Capacity. New York: Harper, 1961. 

Teleogistics 

Woodfield, Andrew. Teleol~. Cambridge, Mass.: Cambridge 
Univ. Press, 1976. 

Value Change Analysis 

Taviss. Irene. "Futurology and the Problem 'of Values." 
International Social Science Journal, Vol. 21, No.4, 1969, pp. 
574-584. 

Bibliograph~for Naive Techniques 

~daptive Filt~ring 

Wheelwright, Steven C. and Makridakis, Spyros. Forecasting 
Methods for Managemen;t. N.Y.: John Wiley, 1973. 
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Autoregression 

Nelson, Charles R. Applied Time Series Analysis. San 
Francisco: Holden-Day. 1973. 

Bayesian Statistics 
" 

Tanner, C. Kenneth. "Planning the Future with Bayesian 
Statistics," in Futurism in Education. Edited by Stephen P. 
Heneley and James'-R-. ....,y.,-a-t-e-s-.--=B-e-r.,,-k-e"'!'"l-e-y, Calif.: McCutchan Pub., 
1974, pp. 283-299. 

Box-Jenkins Technique 

317 

Box, George E. and Jenkins, Gwilym M. Time Series Analysis: 
Forecasting and Control. San Francisco: Holden-Day, 1970. 

Cohort-Compound Projection 

Pittenger, Donald B. Projecting State and Local Populations. 
Cambridge, Mass.: Ballinger, 1976. 

~omponent Trend Projection 

Pittenger, Donald B. Projecting State and Local Popul~tio~. 
Cambridge, Ma.ss.: Ballinger J 1976. 

Counterprojection 

Cycle Analysis 

Denton, Carl A. and Valentine, Lloyd M. Business Cycles 
and Fore~ing. Cincinnati. Ohio: South-Western Pub., 1974. 

Density Analysis 

Pittenger. Donald B. Projecting State and Local Populations. 
Cambridge, Mass: Ballinger, 1976. 

Diffusion Indicators 

Direction of Change Tables 
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Envelope Curve 

Ayres, Robert V. "Envelope Curve Forecasting, II 
Technological Forecasting for Industry: and G9vernment. Edited 
by James R. Bright. Englewood Cliffs, N.J.: Prentice-Hall, 
1968, pp. 77-94 

Exponential Smoothing 

Gompertz Curve 

Pittenger, Donald B. 
lations. Cambridge, Mass.: 

Interval Prediction 

Leading Indicator 

Logistic Curve 

Pittenger, Donald B. 
lations. Cambridge, Mass.: 

Moving Average 

, 

Projecting State and Local Popu­
Ballinger, 1976. 

Projecting State and Local Popu­
Ballinger, 1976. 

Parametric Sensitivity: Analysis 

318 

Jantsch, Erich. Technological Forecasting in Perspective,' 
Paris, France: Organisation for Economic Co-operation and Develop­
ment, 1967 . 

Pattern Recognition 

Fogler, H. Russell. lIA Pattern Recognition Approach for' 
o Forecasting," Management Science, Vol. 20, No.8, April, 1974, pp. 
1178-89., 

Propagation of Variance' 

Jantsch, Erich. Technological Forecasting in Perspective. 
Paris, France: Organisation for Economic Co-operation and DeVelop­
ment, 1967. 
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~anti tat.!~re Contex~ual Mapping 
" 

Ratio-Trend Method 

Pittenger, Donald B. 
1ations. Cambridge, Mass.: 

~egression Analysis 

Shares Analysis 

Pittenger, Donald B. 
lations. Cambridge, Mass.: 

Social Indicators 

Surprise-Free Projection 

Projecting State and Local Popu-. 
Ballinger, 1976. 

Projecting State and Local Popu­
Ballinger, 1976. 

Kahn, Herman and Wiener, Anthony J. The Year 2000. 
New York: McMillan, 1967. 

X-ll Routine 

319 

Chambers .. John C.; Mullick, Satinder K.; and Smith, 
Donald D. An Executive's Guide to Forecasting. New York: John 
Wiley, 1974. 

~ibliography for Causal Methods 

Econometric Models 

Inpu~-Output Mode~~ 

Platt, Robert B. llInput-Output Forecasting," in Methods 
~nd Techniques of Business Forecasting. Edited by William F. , 
Butler, Robert A. Kavesh, and Robert B. Platt. Englewood Cliffs, 
N.J. : Prentice-Hall> 1974, pp. 190~206. 
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Monte Carlo Simulation . -
Bruno, James E. "Monte Carlo Techniques in Educational 

Forecasting," in Futurism in Education. Edited by Stephen P. 
Heneley and James R. Yates. Berkeley, Calif.: McCutchan Pub., 
1974, pp. 347-374. 

Markov Chain Simulation 

320 

McNamara, James F. "Markov Chain Theory and Technological 
Forecasting," in Futurism in Education. Edited by Stephen P. 
Heneley and James R. Yates. Berkeley, Calif.: McCutchan Pub., 
1974, pp. 301-346. 

Queueing Models 

Bohigian, Haig E. The Foundations and Mathematical Models 
of Operat:i..ons Research with Extensions to the Criminal Jusltice 
System. Yonkers, N.Y.: Gazette Press, 1971. 

Synoptic Model 

Brech, Ronald. ~lanning Prosperity. London: DalL'ton, 
Longman and Todd, 1964. 

System DYI?:amics 

Forrester, Jay W. Industrial Dynamics. Cambridge, Mass.! 
M.l.T. Press, 1961. 
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Population Projection Methods in the States 
and the District of Columbia 
Department of Offender Rehabilitation) 
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APPENDIX C 

A Survey of Population Projection Methods in the States 
and the District of Columbia 

(Florida Department of Offender Rehabilitation)* 

EXECUTIVE SJ~~RY 

This document is a review of the work that has been done 

to date by the states in the field of inmate population projections. 

The results reported here are in response to a survey on projection 

methodology conducted by the Florida Department of Offender Rehabili-

ta.tion. Al1 of the other states and the District of Columbia 

received the Department's questionnaire. Responses were received 

from 44 of these jurisdictions. Below is a summary of the results: 

STATES SURVEYED 50 

STATES RESPONDING TO THE SURVEY: 44 

RESPONDING STATES FURNISHING DOCUMENTS: 

RESPONDING STATES THAT PUBLISH PROJECTIONS: 

88% 

20 
46% 

32 
73% 

RESPONDING STATES THAT HAVE USED LINEAR REGRESSION: 21 
48% 

RESPONDING STATES THAT HAVE USED MULTIPLE REGRESSION: 7 
16% 

RESPONDING STATES THAT HAVE USED A SIMULATION MODEL! 6 
14% 

*Research Study. Bureau of Planning l Research and 
Statistics, bocument #77-R-065, Tallahassee, Florida, Sept. 23, 1977. 

---------- -~~~----~--~~-~-
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In its efforts to develop more satisfactory projections 

of the inmate population, the Florida Department of Offender Re-

habilitation has conducted a survey of population projection methodo-

logies and approaches in all of the other states and the District 

of Columbia. The response to the survey has been excellent, and 

the Department wishes to thank the states that have responded for 

their assistance. 

This survey reveals a picture of tremendous diversity. Some 

states do not make any population projections. while others employ 

complex methodologies. In the first group are states of various 

size and character. One state responded laconically that "We 

provide custody for whomever the courts send us," another, in stating 

that it did not make projections, remarked that "We are [sic] decreased 

our population from over 2500 to 1700 in the past year." 

By contrast several states have employed either multiple 

regression or a simulation model (only Florida at this writing has 

employed both).* There is a similar diversity in the time periods 

covered by th~se states that produce population projections. In 

several states, long-range projections cover a period of five years 

or less, whereas in some other states periods of up to twenty-five 

years are covered (see Table 1). 

*F1orida previously employed a simulation model to predict 
the total incarcerated population. The model currently employed 
utilizes the simulation technique to predict the release date for 
each offender. Admissions are predicted by a multiple regression 
equation, with population at risk and unemployment rate as factors. 
A detailed description of the techniques used by Florida can be 
found in "Inmate Population Projections--Short and Long Range Esti­
mates," available from the Department upon request. 
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Of the states that have responded to the Department's 

survey~ it does not appear that ther~ is any particular pattern 

as to the degree of sophistication found. Major states, 01' 

states with large incarcerated populations, do not necessarily 

make population projections in more depth than do small states, 
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or states with few persons behind bars. For example, OhiQ, 

Pennsylvania, and Michigan, all populous states with large prison 

rolls, have used neither multiple regression nor simulation models, 

and have not projected, for more than two years ahead. On the 

other hand, Idaho, a sparsely populated state 'with a low number 

of prisoners, has utili1ed a simulation model and has projected 

prison population over a fifteen year period. 

Attempting to cull the significant findings from a survey 

of this sort is a difficult task for several reasons. First of 

all, the extent and quality of data varies widely among the states. 

This makes comparison difficult, even when two or more states are 

using similar methodologies. Secondly, conditions in the different 

jurisdictions vary a great deal. Some states are rural in nature 

while others are heavily urban; some are growing very rapidly while 

others are not; some have high rates of incarceration and some have 

low rates; several have misdemeanants in their correctional facilities 

while many systems are limited to felons. With this sort of situation 

it is once again difficult to compare the approach of one state with 

that of another. The unemployment rate, for example, may be highly 

predictive in a state with an industrial economy) but far l~~s useful 

in a primarily agricultural state. Thirdly, the more sophisticated ' 
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methods for population projection have only been developed in 

the past few years. Thus, there has not been sufficient time 

to gauge their effectiveness or degree of accuracy. 
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,It should be pointed out> however> that the objective of 

this survey was not to offer judgements or rankings of the 

efforts taking place in the different states. The purpose was 

rather to learn more fully what the states were doing in the area 

of popUlation projections> and to describe and summarize our 

findings in a single document. 

A noteworthy finding of the survey,is that there is wide-

spread displeasure with the linear regression technique when the 

data base used is the previous inmate population. Although a couple 

of states report this method to be reliable, more have serious 

doubt about it. The D.C. Department of Corrections, for example, 

stated that "the accuracy of these projections is less than ideal." 

In its Population Report, a descriptive analytical report issued 

every quarter J it was said of these linear proj ections that "'some 

are labeled as not acceptable in the report each quarter." Nevada, 

to cite another example, remarked that "current intake exceeds pr~-

dictions by 350%." 

The displeasure with the variety of linear regression that 

uses past inmate popula.tion is related to the efforts in many of 

the states to develop improved methodologies,· for it is widely 

recognized that the past growth in inmate popUlation does not 

determine the rate of futUre growth. Although there may be a relat~on­

ship between past and future growth, both are determined by other 
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factors. 

Recognition of this in several states is reflected by 

the use of a multiple regression methodology. This methodology 

has the potential for offering more accurate predictions than a 

linear method that utilizes past inmate population :as the sole 

data base. The goal in multiple regression is to determine which 

combination of factors has the greatest predictive ability. 

Different states use a different set of factors. 

Illinois uses the same factors that Florida uses in its 

short-rang~ projections for admissions: unemployment and popu­

lation at risk. Colorado predicts both new court commitments and 

the total incarcerated population by means of multiple regression 

equations. The factors used for the prediction of new court 

commitments are: (1) the unemployment rate for the preceding 

quarter~ (2) the average percentage of yearly commitments received 

each quarter. and (3) the population at risk. The factors used to 

predict the total incarcerated population are: (1) the,percentage 

of all commitments received three quarters earlier with an indeter-

minate minimum sentence. (2) the parole revocation level during the 

quarter> and (3) the number of commitments projected for the quarter. 

Wisconsin likewise employs multiple regression, but uses a 
\1 
1\ differe:ttt':l;\t of factors. Wisconsin utilizes a set of three very 

( 

.. I " 

diverse 'i;:'i~t·ors. which include: ' (1) age specific census data) (2) 

economic factors such as employment and income. and (3) arrest rates 

and conviction data. Texas is another state that uses three factors 

in its multiple regression equation: (1) new receives per annum 

,----------------.~~.------------.~-----------
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(indicating all transactions, not just actual persons received), 

(2) paroles per annum, and (3) discharges per annum, New Mexico 

uses yet another combination of factors: (1) intake statistics 

over the past decade, (2) state population change, and (3) criti- ' 

cal age group!,\:;in the work force. The factors used by Arizona in 

its equation are: (1) number of admissions, (2) typical length 

of sentences, and (3) the pattern of parole decisions. South 

Carolina includes: (1) the number of parolees, (2) economic 

variables, and (3) the population at risk. Table 2 lists the fac-

tors employed by those states utilizing multiple regression. 

'The degree of success reported by the states that have 

used the multiple regression technique is not all that encouraging. 

New Mexico, for instance, reports less reliability for this method 

than for linear regression. Wisconsin states that the technique 

has produced llno involvement over linear admissions model,l1 while 

the comment from Texas is that the reliability of multiple regreS-

sion has been llinadequate due to change (legislative) in parole 

assumptions." Colorado remarked that their proj ections utilizing 

multiple regression have turned out to be conservative, and attributed 

the discrepancy between the projected and actual populatiqn to the 

passage of mandatory sentencing legislation. 

A few, states have approached population projections through 

use of a simulation model. The purpose of such a model is to repro-

dnce the workings of the criminal justice system, or of a part of 

that system. For example,' the model employed by Georgia attemp,ts 

tQ simulate the movement of offenders through the prison sy~tem. 

\\ 
~------------------~ 
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Florida 

Illinois 

Colorado 

Wisconsin 

Texas 

New Mexico 

Arizona 

South 
'Carolina 

TABLE 2 

Factors Used in .Multiple Regression by States 
Employing This Technique 

1- Population at Risk 2. Unemployment Rate 

1- Population at r.i.sk 
( 

2. Unemployment Rate 

(admissions) 
1. Unemployment rate for 2. Average percentage 

preceding quarter of yearly commitments 
received each quarter 

(total population) 
1. Percentage of all 2. Parole revocation 

commitments received level during this 
three quarters earlier quarter 
with an indeterminate 
minimum sentence 

1. Age specific 2. Economic factors 
census data such as employment 

and income 

1. New receives per annum 2. Paroles per annum 

1. Intake statistics over the 2. State population 
past decade change 

1. Number of admissions 2. Typical length of 
;:) sentences 

1. Number of paroles 2. Bconomic variables 

3. Population at Risk 

3. Number of commit-
ments projected. 
for the quarter . 

3. Arrest rates and 
conviction data. 

3. Discharges per annum 

3. Cri,tical age group 
in the work force 

3. Pattern of parole 
decisions 

3. Population at Risk 
(.;.l 
N 
1.0 ' 
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In order to do this, actual release policy was studied. 

Since sentence length and the amount of time actually served 

differ considerably, the distribution of time actually served 

for each different sentence length was examined'for l8~OOO 

inmates that had been released over a three year period. It then 

became possible t<i'. estimate how many inmates currently incarcerated 

would still be in prison for each successive quarter. The same 

process was followed for the expected future admissions. The 

method used for predicting admissions was an extremely simple one. 

A "low track" of admissions was based on the assumption that admis-· 

sions would only grow at the same rate as the state population, 

while the "high track!! assumed that the recent rate of very high 

growth in admissions would continue. A point midway between the 

two tracks was chosen as the best estimate. 

Virginia also uses a simulation model. In this state, 

the inmate pop~tlation is divided into four groups. These four 

groups are: (1) misdemeallts, (2) felons currently confined in 

the State institutions, (3) convicted felons in local jails, awaiting 

admission to the State system, and (4) felons expected to be committed 

during the projection time frame. 

Since the number of misdemeanants is very small, and has 

remained stable for some time, it is assumed that this population 

will continue to show Ii ttle change. For felons currently confiined, 

an expected release data is projected, based on trends in time served 

for the given sentence. Distinctions are made among expected 

release data, minimum discharge date, and the full sentence term. 
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The expected date of release is likewise projected for each 

felon awaiting admission to the prison system. The number of 

felons expec'ted to be commi tted--the admission figure--is deter­

mined by the projected state population, felony arrests, and 

commitment rates. This group is divided into seventeen categories 

that reflect expected sentence upon commitment. Each group is 

further split into one consisting of inmates expected to be 

paroled, and another.of inmates expected to be directly discharged. 

After all four groups of inmates have been analyzed, the total pop-

ulation can be determined by adding expected new commitments to the 

current population, and subtracting the number of expected releases. 

North Carolina has perhaps developed the most complicated 

series of models that attempts to simulate the workings of the 

correctional system. Four different models of varying degrees of 

complexity have been developed. 

The first is a simple flow model, In this model the prison 

population is p~rtitioned into a small number of catego~ies, repre­

sented by the nodes of a network, \'lith each category corresp0l'lding 

to a custody class or group of classes. The flows between the 

categories are determined on the basis of flow-conservation equations. 

The second is a general Markov deterministic population model. 

In this model, a subdivision of the population into various categories 

(such as custody levels) is combined with a detailed representation 

of transfers between these categories by means of a matrix of transition 

probabilities. 

The third model deVeloped, a systems-dynamics model. is one 
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in which the system is modeled in continuous time. Population 

levels are represented as continuous variables, with flows 

governed by functional relations that can show time-delay and 

feedback effects. 

The fourth model in question is the most complex: a 

discrete event digital simulation of the system, in which the 

progress of inmates through the system is tl'acked. Statistics are 

gathered on inmate characteristics such as age, sex, cusiody classi-

fication, crime category~ sentence length, history of infractions, 

and so on. 

The models were developed so that the effect of alternative 

policies on the correctional system could be assessed. The policies 

in q~estion involved: (1) parole policy and the effect of an 

elimination of paroles J (2) sentence length J a,nd (3) the transfer 

of. inmates between custody levels. 

Although some of the models developed by North Carolina 

become very complicated in the effort to trace an inmate's progress 

through the system, these models do not address themselves to 

another important input into the correctional system, the number 

and rate of admissions. 

If the North Carolina methodologies emphasize what happens 

to an inmate once he ente~s the correctional system. the Maryland 

technique is primarily directed towards predicting the probability 

of an offender entering the system in the first place. Maryland 

planners have recognized the well-known weaknesses of the linear 

regression technique that relies on past inmate popula.tions as the 
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data base. As a result~ they have developed the "arrest/ 

demographic" technique to help provide more accurate projections. 

Although this method does make use of length of sentence 

data in making projections, the technique applied here appe'ars to 

be rather unsophisticated. The main thrust of the Maryland 

technique involves the prediction of admissions through an exami­

nation of arrest and population trends. 

In this technique an analysis is made of current arrest 

rates for specific crime types as a function of the age, sex and 

race of the state's population. An assumption is made that current 

arrest rates for specific crime types and demographic groupings of 

the population will remain more or less constant for several years. 

Thus, any change in the number of arrests would be the result of 

changes in the total population of the state and/or its demographic 

composition over time. For example. if the arrest rate for non-whites 

is several times higher than for whites in particular crime cmte­

gories~ it is assumed that this differential will continue. If the 

population projections show that the non-white segment is expected 

to increase. the number of arrests can be adjusted accordingly. 

An analysis is also made of the current probabilities of 

being convicted and sentenced to a correctional institution for a 

specific crime type. Once again it is assumed that this probability 

will remain reasonably constant (until 1985). The objeGtive of this 

simulation model is to trace the progress of an offender through 

the criminal justice system. 

Since crime rates do not necessarily translate into potential 
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prisoners, the starting point is arrests. Inmate intake is 

seen as equivalent to "the. number of adult apprehensions times 

the product of several intermediate 'offender' flow probabilities 

or percentages (e.g., the probability given arrest of going to 

trial, the probability given trial of being convicted) the 

probability given conviction of being sentenced to a State 
" 
" corred.ional facility)." 

One noteworthy feature of Maryland's technique is that 

the analysis of arrest rates and the probability of incarceration 

is broken dov/U into specific crime types. This should allow the 

criminal justice planner the opportunity to gauge the impact on 

prison populations of a sharp rise in arrests and convictions for 

one particular crime, even when the trend elsewhere is downward. 

So far, we have briefly covered those states reporting 

use of either multiple regression, or a simulation model. A 

different approach has been taken in Indiana. ,\,~h(;'correctional 

planners in that state have remarked: 

In the analysis of potential projection methodologies it 
quickly became apparent that traditional mathematical 
models, such as trend analysis, classical forecasting) 
and time series would not incorporate the effects of many 
of the factors which are presently causing major increases 
in the corr,ectional population. Many of these factors can­
not be quantified in a statistical manner, but instead must 
be viewed from. a qualitative perspective. 

The factors included in the analysis are: societal attitudes 

and cvnditions, population and economic conditions, crime and arrest 

rates, implications of the new State Criminal Code, past and present 
if 

utilization of probation and other community alternatives, and 

ll~ I':,.! _____ ._...;.. ___ • ________________ .~ ___ _ 
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parole policies. 

It should not be assumed that the la.rgely quali tati ve 

multi-factor approach used by Indiana necessarilt represents 
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a less advanced stage of population projection methodology. In 

some respects precisely the opposite may be the case. An excel­

lent example is furnished by the discussion on population and 

economic factors. The correctional planners in Indiana believe, 

as do other planners else\'lhere) that the depressed economic 

conditions will give way to a more favorable situation. They 

point out, however, that "the unemployment rate for the 20-29 age 

group will not significantly improve over the next five years. 

This situation will be especially true of minority groups." Thus 

a very considerable improvement in the aggregate economic indicators 

may have little effect since the improvement would not be filtering 

down to the most crime prone segments of the general population. 

One possible weakness of Indiana's approach is that 

there is a tremendous range between the low and high projections 

(low: 5,014; high: 10J028). These projections are for 1981 and 

there is no comment as to which projection) the low or high) is 

more plausible. 

New York also uses a multi-factor approach, although the 

factors involved are some\'lhat different than those used by Indiana. 

Oregon like\~ise employs a variant of the mu1 ti-factor approach. In 

that state, the size of the population at risk (males 15-29) is 

stUdied" and cycles of "public sentiment" are analyzed. Let us 

quote the Oregon report, since the approach is somewhat unorthodox-: 

~~~ .--.~~------
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We believe we see a pattern: without regard to details 
of law or events, public sentiment appears to control the 
percentage of the risk group which must at any given moment 
be under state felony control~ and the percentage of. those 
under c'ontrol who \o[i11 be confined. Every 20 years, public 
sentiment shifts and a new and higher percentage is estab­
lished. It takes from five to seven years for the new level 
to be reached, and it thereafter remains fairly constant for 
the remainder of the twenty year cycle. At all times, how­
ever, the level actually noted is modified in direct relation 
to two factors: Oregon rates of unemployment, and U.S. 
Military strength as a percentage of the national risk group. 

Most of the other states that ,carry out population pro-

jections employ some variant of demographic analysis. New Jersey, 

for instance, breaks down the state into ncatchment" areas and 

determines the expected prison population for each area. The 

projected population for the entire state is studied, as well as 

the confinement rate for certain subgroups of the population. In 

particular, the confinement rate for males aged 2 0-44, and for non-

white males in the same age bracket, is examined. 

Rhode Island offers projections based upon: (1) the 

highest incarceration,rate per 100,000 for 1970-77, (2) the average 

of the highest and the lowest rate for 1970-77, and (3) the average 

rate of increase from 1970-77 . 

. New Hampshire analy.zes these factors: (1) projected popu-

lation for each county in the state along with an age breakdown, 

(2) the anticipated conviction rate~ based on historical data, (3) 

the relative distribution of offenses, and (4) detailed information 

relating personal factors to criminal record. 

Utah studied the ratio of the average prison population to 

the population of the state, going back as far as 1900. War years 

-----~ --~- -
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were excluded, and fifty people were added to the projections 

for 1985 and 1990 on the assumption that Utah's low incarceration 

rate would move closer to the national average. 

Nebraska 'analyzed the S-shaped growth curves of the 

prison population and compared the incarceration rates at different 

points with the expected growth of the population at risk (defined 

as the age group from 20-29). This state also analyzed the lag 

between admission and release (found to be two years) 1 and pro~ 

jected total population by assuming that this pattern would continue. 

Iowa analyzed the growth in the population at risk group 

(males aged 15-29), and also the expected growth in the crime rate, 

Several projections were offered, reflecting varying degrees of 

optimism. 

Minnesota analyzed the commitment rate to state institutions 

along with the growth in the pop~lation at risk. Total population 

was projected using these factors along with that of sentence length. 

Most of the states reported that there were constraints 

involved in the process of making population projections. Al~hough 

lack of money. political interference, and the lack of inter-agency 

cooperation were reported occasionally, several other constraints 

were cited much more frequently. These were the lack of sufficient 

data ()f high quality, the absence of specially trained staff, and 

policy' changes. More states mentioned "insufficient data" as a 

constraint than any other difficulty. 

In summary the survey has generated a picture of the diversity 

of methods and approacnes currently employed. Several states do not 
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methods of considerable sophistication and complexity. Certain 

338 

common features are apparent in those states that do perform pro­

jections. In the area of inmate length of stay, there is an attempt 

to determine the actual amount of time served by inmates as opposed 

to the official sentence length. In trying to predict admissions, 

population at risk and the unemployment rate are used more fre­

quently than other factors. It will be noted that the age group 

included in "population at risk" varies considerably: in one state 

it is males 1.5-29, in another, males 18-34, and so on. No particular 

reasons are given as to why certain ages rather than others are 

included. Many of the states claim that unemployment is a reliable 

predictor of admissions, but a few states dispute this claim. In 

a case like this it is difficult to tell whether a prediction is 

valid or im;al.id everywhere or whether the special conditions found 

in different st,ates are decisive. 

It is similarlY: difficult to judge the merit of a particular 

prediction methodOlogy. If a high degree pf accuracy is reported for 

a given state over a period of several years, that mayor may not 

indicate generalized value for the methodology. The way in which 

to determine the comparative merit of methodologies presently 

available--quite apart from the issue of developing better techniques--

may well be to test a specific methodology, using data for several 

decades, in a single state. Those that pass this test with the greatest 

degree of success could then be tried in other states. If nothing else, 

a procedure of this sort would enable correctional planners and 
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researchers to understand more fully the extent to which 

conditions bearing on prison population in the states are 

similar or dissimilar. 
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TABLE 3 

I Summary of Survey Results 

I 
I 

c STATES SURVEYED: 50 

STATES RESPONDING TO THE SURVEY: 44 
88% 

I RESPONDING STATES FURNISHING DOCUMENTS: 20 
46% 

I RESPONDING STATES THAT PUBLISH PROJECTIONS: 32 
73% 

I RESPONDING STATES THAT HAVE USED LINEAR REGRESSION: 21 
48% 

I RESPONDING STATES THAT HAVE USED MULTIPLE REGRESSION: 7 
16% 

I 
RESPONDING STATES THAT HAVE USED A SIMULATION MODEL: 6 

14% 
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