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PREFACE

The Handbook of Resources for Evaluators was prepdred as part of
the LEAA-funded Model Evaluation Program in the State of Washington.
Evaluators who participated in that program will recognize some of the
materials, but others were prepared especially for the Handbook. Much
of the written work and verbal presentations prepared during the course
of the Mcodel Evaluation Preogram have been updated, expanded, and revised
for inclusion in the Handbook.

The major purpose of the Handbook is to provide evaluatcors, planners,
and decision makers with information about techniques that could be used
to overcome the more typical problems encountered in criminal justice
evaluation. The techniques described and discussed in the Handbook
address four different kinds of problems:

First, there are technical and research-related problems which,
if not overcome, result in evaluations that do not contain valid, accu—
rate answers to the questions that the evaluation sought to answer.

The second problem concerns whaF type of evaluation should be done
and what questions should be answered by it. Related to this is the
problem of delineating the roles of the evaluator, the planner, the
project director, and other decision makers in determining the type of
evaluation, the questions to be answered, and the degree of confidence
needed in the conclusions that are drawn. An‘evaluation that does not
provide valid answers to relevant questions is not likely to be used
by anyone.

Third, and often overlooked, are the problems evaluators and others
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must face in insuring the privacy and confidentiality of data collected
and the protection of human subjects when they are affected by the eval-
uation study.

The fourth problem is that evaluators do not tend to stay in their
jobs for particularly long periods of time and there is insufficient do-
cumentation available to newly hired evaluators about local resources,
organizational structure of the office, administrative procedures, and
sources of data.

Thus, the Handbook is expected to be useful to current evaluators,
new evaluators, and to planners, project directors, and other decision
makers in their efforts to produce evaluations that conﬁain scientifi-

cally valid information that will be useful in the decision making process.
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PART I

TECHNIQUES FOR OVERCOMING COMMON PROBLEMS

IN CRIMINAL JUSTICE EVALUATION



INTRODUCTION TO PART I

The purpose of Part I is to describe the major problems in crimi-
nal justice evaluation and to suggest alternative procedures for over-
coming these problems.

Section 1 delineates the general categories of problems in criminal
justice evaluation and reviews the techniques suggested in the papers
contained within Part I for dealing with those problems.

Section 2 contains nine short papers, each of which describes a
particular research or technical procedure that could be used by evalu-
ators in order to increase the validity and accuracy of conclusions
drawn by the evaluation.

Section 3 is primarily for planners, project directors, and deci-
sion makers, but also would be of value to evaluators. The six papers
in this section examine techniques that could be used to determine the
type of evaluation that should be conducted, the questions that should
be addressed, and/or techniques for integrating the role of evaluators
with the roles of planners, project directors, and other decision makers.

Section 4 contains c¢ight evaluations (or excerpts from evaluations)
of projects within the State of Washington. Each was selected because
it demonstrates an inncvative or exemplary approach for overcoming prob-
lems in field evaluation or because it applies some of the principles
discussed in the other papers in Part I.

Section 5 contains the most recent LEAA regulations about privacy,
confidentiality, security, and protection of human subjects. In addi-
tion, this section summarizes the types of forms that are needed, pro-
vides actual examples of procedures that were used, and discusses the

issues involved in obtaining informed consent.
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SECTION 1

INTRODUCTION AND SYNTHESIS

Abstract

The introduction seeks to pull together the general categories
of problems and the approaches suggested for overcoming them. Although
the discussion of each problem-solving technique is quite brief, it is
sufficient to illustrate the basic rationale of the technique and how

(or when) it could be used.




INTRODUCTION

The purpose of evaluation is to produce scientifically valid infor- -

mation or conclusions that will be useful within the planning and deci-
sion making processes. In order to obtain valid information, evalua-
tors mus£ recognize the inherent problems in field research and must
learn to use the techniques that are available for overcoming themn.
To produce useful information the evaluator must apply the research
techniques to the gquestions or propositions that will yield the most
relevant information for the persons who are expected to utilize the
results.

Planners, project directors, and decision makers also have a cri-
tical role in whether evaluation findings will be valid and useful.
The integration of the work done by evaluators with that done by plan-
ners, project directors, and other decision makers begins with a com-
mon understanding of the types of evaluation that are available, the
techniques for identifying important questions to be addrassed, and
the procedures that must be followed by the project if the evaluator
is to be successful in efforts to produce valid as well as useful
information.

The materials presented in Section 2 are mainly of interest to
evaluators, since these deal with alternative technigues that could
ke used to overcome the more common types of research-related problems
in evaluation. The materials in Section 3 are designated primarily
for planners, project directors, or other decision makers, but should

be studied carefully by evaluators since these provide a common



framework for identifying the types of evaluation, the questions to be
addressed, and the involvement of the evaluator in project planning,

project implementation, and project operation.



TECHNIQUES FOR STRENGTHENING EVALUATION DESIGNS

The most common technical weakness in evaluation research is the
use of an evaluation design that is too weak to rule out alternative
explanations (threats to validity) for the observed or apparent effects
of the project. The first step in overcoming this problem is for eval-
uators to be more conscious of the alternative explanations that may con-
found their conclusions. By anticipating confounding factors evaluators
should be better able to select an appropriate design or to collect addi-
tional data that could be used to test whether certain alternative expla-
nations have, in fact, been confounded with the apparent impact of the
project on the problem it was designed to solve or ameliorate.

"A Review of Threats to Validity" provides a semi-technical des-
cription of the general categories of alternative explanations that
most often plague evaluation research in criminal justice. The approach
differs in two important ways from the more common explication of Camp—‘
bell and Stanley's "threats to validity."l First, the discussion does
not provide a simple "yes or no" answer to whether a particular design
automatically "solves” a threat to validity problem. Instead, the
conditions that are needed if a particular design can be generally
ralied upon to rule out the various alternative explanations are iden-
tified.

Second, the paper is organized so that each threat is described
and discussed in’relation to several relevant designs rather than having
each type of design presented and then discussed in relation to each

threat to validity. This approach should make it easier for the evaluator
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(whose choice of design is often quite limited) to identify the rele-
vant threats to validity and then to determine what could be done to

overcome them within the constraints imposed by the situation.

Experimental designs are the most powerful that can be used for
assessing the effectiveness of a project. Although rarely used in
evaluation research, there is some evidence that when evaluators are
involved in the planning and design of the project prior to its imple-~
mentation they can be quite successful in obtaining true experimentai
conditions in the field setting.2 One situation that is especially
conducive for random assignment is when the evaluator can assist the
planner or project director in identifying a pool of eligible persons
(or cases or areas) who need the treatment (intervention) and, in ad-
dition, the resources for the project are less than those needed to
handle all eligible clients (or cases or areas). In this situation
random assignment is a fair and equitable way to distribute the limited
services to those who need it. A second situation occurs when a pro-
ject has several components or alternative strategies and tests the ef-
fectiveness of each. 1In the absence of any knowledge as to which
strategy is best, random assignment is a fair method of determining
who gets what within the project and will permit a rigorous test of
which strategies are more effective.

When random assignment is not used the evaluator must rely on some’
type of quasi-experimental design. Two of the major categories of quasi-
experimental designs are disgussed in separate papers within the Hand-

bock: Comparison group designs and interrupted time series designs.
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In the paper ""Comparison Group Designs" the logic of these designs
is described and their usefulness under different field conditions is
analyzed. The analysis in the paper leads to several important conclu-
sions about the use of comparison groups.

First, the argument is made that comparison groups do not have to
be perfectly equivalent to the treatment group in order to be useful.
Instead, the comparison group should be equivalent to the treatment
group in terms of the variables that are relevant to ruling out one
or motre specific threats to validity.  Thus, with the use of several
éomparison groups--none of which is perfectly eguivalent--the evalua-
tor could, in some situations, rule out most or all of the alternative
explanations for the observed effects of the project.

Second, the use of multiple regression is suggested as a more ap-
propriate approach than actuarial tableés or matched pairs.

Third, the paper points out that the selection procedures of the
treatment group are critical for ascertaining whether a comparison
group will be effective in ruling out alternative explanations. When

these procedures are based on quantitative eligibility rules, compari-

son groups will be much more useful than they are when judgmental de-
cisions are made. Judgmental decisions that place the "easy" cases
into one group and the "hard" cases into another are the most difficult
to handle. In the latter situation none of the procedures for obtain-
ing comparison groups or analyzing data (i.e., matched pairs, actuarial
tables, and multiple regression) necessarily will permit valid conclu-
sions to be drawn. Nevertheless, a comparison group approach is recom-

mended (over a pre-post design) because it is more likely that this
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design can be used to rule out the alternative explanations.

"Interrupted Time Series Designs" are described in the third paper.
These are among the'strongest that can be used in field evaluation and
often place so few constraints on project operation that they are more
feasible and practical than any other approach available to the evalu-
ator. Thevdiscussion‘in the Handbook covers six topics about inter-
rupted time series: The logic of interrupted time series, the patterns
of changé that are of interest, the different types of interrupted time
series designs, the conditions under which interrupted time series  (de-
pending on the particular type) controls for each of the major threats
to validity, the statistical procedures available for analyzing inter-
rupted time series data, and techniques for handling the problem of
autocorrelation in the residuals.

Distinctions are made among the following interrupted time series
designs:

1. Ordinary Interrupted Time Series: A series of pre and post
measures on the same group or area.

2. Different Group Interrupted Time Series: A series of pre and
post measures with the pre-project measures on groups that
would have been in the treatment if the project had existed
at that time and the post measures on persons actually in the
treatment . program.

3. Multiple Interrupted Time Series: A series of pre and post
measures for the treatment group or area and a series of pre
and post measures for a comparison group.

4. Experimental Interrupted Time Series: A series of pre and ;
post measures on randomly selected treatment and control groups.

5. Individual-Level Interrupted Time Series: Measures on a series
of pre~-project persons (rather than groups) who entered the
system at several points in time prior to the project and a
series of observations on individuals who entered the system
at several points in time after the project was implemented.
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Regardless of which design is used, the purpose of interrupted
time series is to identify changes in the trend that could be attri-
butable to the project intervention and/or changes in the level. Inter-
rupted time series designs clearly are superior to pre-post designs  and
in many situations will be more useful than comparison group designs
for ruling out alternative explanations. The strength of interrupted
time series, however, depends on which of theldesigns is used and the
nature of the threats to validity. Maturation, regression effects,
and testing effects can be serious problems for the design (when obser-
vations are on the same group or area), but the different group design
generally would be effective in handling problems introduced by matura-
tion effects or testing effects. A multiple time series in which the
evaluator has both a treatment and a comparison group, with pre and
post observations on each, is especially powerful.

Statistical procedures for analyzing interrupted timé. series data
are rather complex and present a number of problems for the evaluator.
The paper describes many of the statistical procedures and notes that
six of them (Walker-Lev, mood, double mood, analysis of covariance,
Chow test, and dummy variable regression analysis) are all based on
linear regfession approaches. The Walker-Lev, ANCOVA, and dummy vari-
able regression are identical to each other. The problem of autocrre-
lation in the residuals is explained and procedures that could be used

by the evaluator to resolve this problem are presented.



ANALYSIS AND STATISTICAL TECHNIQUES

FOR QUASI-EXPERIMENTAL DESIGNS

The statistical and analytical procedures for experimental research
are usually quite straightforward and are among those taught in the most
basic university statistics courses. In contrast, the analysis of data
from quasi-experimental designs is considerably more complex. As in-
dicated in the last section of the interrupted time series paper, one
generally will find many statistics that can be used. Some of these
are identical to one another but have different names because they were
developed within different academic disciplines. The statistics and
analysis procedures described within the Handbook for use with quasi-
experimental designs have one factor in common: Each utilizes some
technique to control or "hold constant"‘the variables other than the
treatment of interest so that the "true" impact of the project (or
other independent variable of interest) can be separated from the con~
founding effects of the other variables.

The paper "The Intuitive Logic of Mu%tiple Regression Analysis" pro-
vides a step by step explication of the logic underlying regression/cor-
relatidn approaches and a step by step description of how erroxrs on hypo-
thetical cases are manipulated to provide the summary statistics from
correlation/regression analysis. Substantive interpretations are pro-
vided that illustrate the differences in meaning for the>correlation
coefficient (r), the coefficient of determination (r2), the regression
coefficient (b), and the intercept (0). In addition to the general

description, several of the key assumptions of regression analysis are



explained in non-technical terms and the impact of viclating these
assumptions on the results of the analysis is discussed.

The paper "Prediction Models" covers three distinct topics: actu-
arial tables, multiple classification analysis, and linear prediction
{(regression analysis). All three approaches could be (or have been)
used for the purpose of developing predictions of what the scores of
project clients or areas on the dependent variable (performance measure)
would have heen if the project had not existed. Thus, these are ana-
lytical and statistical techniques that are especially appropriate when
the evaluator has a non-randomly selected comparison group (concurrent
or historical) and has individual-level data about the persons in both
the treatment and the comparison groups. If the methodology produces
a reliable and valid estimate of what the scores would have been in the
absence of the treatment, then the techniques would be a substitute
for experimental designs. Unfortunately, none of the procedures is a
completely reliable substitute for random assignment, but these are
powerful tools that, in the proper situations, would permit the evalua-
tor to draw a valid conclusion that otherwise would have been impossible.

The paper "Applications of ARIMA and ANCOVA to Interrupted Time
Series" is a rather technical presentation of the fundamental differences
(and similarities) between these two. In the ANCOVA approach, time
(measured in months, years, weeks, or other similar units) is an inde-
pendent variable in the regression equation. A lineér prediction or
projection is made from the pre-project observations into the post-pro-
ject time period in order to ascertain changes either in the trend or

the level of the series. The ARIMA models do not use time in the
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equation, but instead base future predictions of the values of obser-
vations on the immediate past value of the dependent variable or on

patterns in the errors of previous predictions. Although arguments can

be made that ARIMA models are more appropriaté for social science data
than the linear trend predictions used in ANCOVA, the former are more
difficult to use because well-documented and well-developed statisti-~

cal routines are not generally available to most evaluators.

Regardless of the design or analysis procedures that are used,
the estimate of whether the apparent impact of the project is due to
chance must be ascertained. 'Whether an apparent impact will be sta-
tistically significant at a particular level (such as .05) depends on
the magnitude of the impact ‘and on the size of the sample. It would
be a rather embarrassing situation for an evaluator to draw a sample

for the evaluation which was so small that even if the project

achieved its quantitative goal (of reducing crime, for example, by

10 percent) the results would not be staﬁistically significant at the
.05 level. 1In order to aveid that problem, a paper "Determining Appro-
priate Sample Size" is included in the Handbook. The paper provides
tables that show the size of samples needed in order for specific
differences in proportion to be statistically significant at the .05

and .01 levels.
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TECHNIQUES FOR MINIMIZING MEASUREMENT PROBLEMS

Another major problem in evaluation research involves the relia-
bility and validity of data. In "An Introduction to Measurement Prob-
lems" reliability and validity are defined and discussed within the con-
text of criminal jus£ice evaluation. Of particular importance is the
fact that some reliability and validity problems result in a reversal
of the true direction of the relationship and, for example, make it
appear that the treatment group had higher recidivism rates than the
comparison group when, in fact, the opposite was true. Other types of
error will not affect the true direction of the relationship, but will
depress the values of statistics used to test the significance of the
differences. This, in turn, leads the evaluator to conclude that the
project was not effective when, in fact, it was. Techniques for iden-
tifying reliability and validity problems are discussed in the paper,
as are procedures that the evaluator could use to interpret the data
after ascertaining the nature of the reliability and validity prob-

lems.

The paper "Measuring Change in the Crime Rate" identifies three
basic sets of data that could be used: official crime statistics (re-
ported crime), two or more victimization surveys taken at different |
points in time, and one victimization survey divided by the months in-
cluded within the recall period. The types of errors and problems witﬁ
each of these procedures is discussed in this paper. In general, the

official statistics would be better unless there are reasons to believe
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that the project altered the inclination of victims to report crimes
to the authorities. If so, then the changes in officially reported
crime rates will reflect not only changes in the frequency of offenses,
but also changes in reporting.

The use of two victimization surveys (one pre and one post) is con-
founded by problems of comparing two surveys unless they were conducted
under virtually identical conditions. Furthermore, unless the evaluator
has developed a rather elaborate sampling plan to include some "“treated"
households and some "untreated" households, the results of the two sur-
veys will be one of the weakest of all types of comparisons--one pre
and one post observation for the entire geographical area.

A single victimization survey cannot be used to measure change
in crime because respondents tend to forget incidents that occurred in
the more distant months and because they tend to misreport the date of
events which they do remember. This error {(called telescoping) is not
randomly distributed throughout the recall period, but instead contains
a bias so that the date given to the interviewer is more recent than
when the crime actually occurred. Therefore, a single survey divided
into monthly segments will always overestimate the true increase in

the frequency of offenses.

Although victimization surveys are the best known type of survey
conducted within the criminal justice system, there are several other
purposes that could be served gy well designed and executed survey re-
seafch efforts. Oﬁe such purpose would be to survey a sample of the

general population in order to assess the relative importance of
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alternative policy choices that could be made by the crimipal justice
system. Alternatively, the same survey could examine the relative im-
portance of criminal justice goals when compared against other kinds of
public policies. Surveys of this type could be used to ascertain the
perceived seriousness of different kinds of crimes.

In "Measurement Strategies for Determining Citizen Policy Prefer-
ences" several of the more important issues and technical procedures
are described. Although the discussion is generally confined to measur-
ing citizen preferences about criminal justice goals vis a vis other
policy areas, most of the techniques could be used in surveys conducted

for different but related purposes.
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" TECHNIQUES FOR MAKING EVALUATION USEFUL

It was noted at the beginning of this introduction that evalua-
tion haé:two primarf purposes: (1) the production of scientifically
valid information, and (2) the Qroduction of information that will be
useful in planning and decision making. Each of the five papers in
Section 3 of the Handbook is intended to present information or des-
¢ribe procedures that’will improve thé utility of evaluation for plan-

ning and decision making.

"An Introduction to Evaluation for Planners and Decision Makers"
deécribes the role of evaluation in the planning process, identifies
the different kinds of evaluation that could be conducted, and pro-
vides other information that should be useful to planners and decision
makers in their efforts to insure that their informational needs will
ba met by the evaluation report.

The typology of evaluation described in the paper is the one cur-
rently being used by LEAA in its Evaluation Training Course. The dif-
ferent kinds of evaluation are identified by whether the final perfor-
@ancercriterion is an outcome (a2 major social consequence), a result
(an intermediate effect), or an activity (something done by the project
itself).

Impact Assessment establishes the causal relationship between out-

comes (such as crime reduction) and the activities or results of the
project.

Process -Evaluation establishes the causal relationship between
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results (such as an increase in arrests) and project activities.

Monitoring examines the activities or activity levels of the pro-
ject and relates these directly to the resources invested in. the pro-
ject.

The LEAA typology is extended so that it also incorporates an exéli—
cit identification of what the project is being compared with. Thus,
the project as a whele could be compared against some other alterna-
tive strategy (a "black box" evaluation) or several project activities/
components could be compared against each other (a project component
evaluation). The position presented within the paper is that the type
of evaluation that should be conducted depends upon the questions that
need fo be answered in order to meet the future informational needs of
planners, project directors, and/or other decision makers. The questions
that need to be answered depend on the decisions that will have to be
made by the key audience of the evaluation findings.

Another .section of the paper describes the role of the evaluator
in project planning and the role of planners or project directors in
the conduct of the evaluation. ' It might seem reasonable to suggest
that it is the evaluator's task to produce scientifically valid infor-
mation and it is the task of the planner, project director, or other
decision makers to operate the project and decide what questions should
be answered in the evaluation. The suggestion presented in the paper,
however, is that these tasks are so interrelated that efforts to com-
pletely separate them generally will result either in invalid answers
to impor;ant questions or valid answers to trivial questiohs. The al-

- ket
ternative is to have the evaluatdr involved@ (along with planners, project
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directors, and other decision makers) befors the project is implémented
in order to insure that reliable data will be collected, the appropriate

design can be implemented, and the relevant questi®is can be answered.

The paper "A Systems Approach to Evaluation" presents a strategy
for determining the questions and propositions which should be included
in the evaluation.

The first step is to describe the project as an interrelated system
consisting of inputs, activities, results, and outcomes. The second
is to use that description to trace the logic or theory of the project
in order to determine why it is reasonable to believe that the inputs
will indeed produce the activities at the levels expected, why these
activities can reasonably be expected to produce the desired results,
and why the results can reasonably be expected to produce the desired
outcomes. The critical assumptions and intervening variables are iden-
tified through this process. -

In thé third step the different types of evaluation that could be
conducted are ielated to the kinds of comparisons that could be made.
Four different dimensions of performance then could be applied: the
quantity, quality, timeliness, or cost (of outcomes, results, or acti-
vities).

If fully developed and applied to the specific project described
in the systems diagram, this procedure would identify virtually all
of the questions that might be addressed in the evaluation. The eval-
uator (or person responsible for designing the evaluation) would then

need to ascertain the costs of answering these questions, identify those
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most likely to be important in future decision making, and, through
a process of discussion and negotiation with other relevant actors,
arrive at a final agreement about the propositions or questions to be

included in the evaluation.




DETERMINING THE "SUCCESS" OF A PROJECT

One of the most frequently discussed issues in criminal justice
planning and evaluation is what constitutes "success" for a project.

The first paper in this series, "Alternative Approaches for Estab-
lishing the Criteria of Success,” examines the issue from a practical
point of view. The determination of "success" requires an identifica-
tion of the problems on which the project was supposed to have an impact,
selection of measures for those concepts, selection of a particular
amount of the problem that must be solved, and selection of a specific
probability level for ascertaining whether the apparent effects of the
project were due to a chance occurrence. The topics covered in this
paper include the options available to project personnel for stating
their goals and objectives in quantitative terms and the options avail-
able to the evaluator for converting these statements into propositions
that are testable. In addition, the discussion presents a non-techni-
cal review of how tests of statistical significance should be reported
and used in evaluation research.

From a more philosophical perspective, one could argue that there
are two fundamental ways of determining the "success" of any government
action. The first of these, a "responsive government approach," is
based on the rationale that a "successful” policy is the one that the
citizens would choose to continue if permitted to vote on the relevant
optidns in a fair election. Thé second, a cost-benefit approach, is
based on the philoséphy that a "successful" policy is one which pro-

vides at least one more unit of value to the public for a one unit
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expenditure of resources. These two approaches are often discussed in
conjunction with one another, so that the public, through elected repre~
sentatives, is permitted to identify the broad goals of government action,
but technical information of a cost-benefit nature is to be used to deter-
mine the means for achieving those goals.

It is recognized, of course, that the decision making procsss is
not nearly as responsive as that required by the "responsive government"
approach, nor is it as rational as that envisioned in the cost-benefit
approach.

The paper "Cost Benefit and Cost Effectiveness Evaluation' describes
the step by step procedures for conducting cost benefit and cost effec-
tiveness analyses., Although a cost benefit evaluation is the best pos-
sible kind, it is virtually impossible to obtain the data and design
needed to assess the costs or benefits of social service programs.

Cost effectiveness evaluations, howeVer, can be conducted in most situ-
ations. These compare the per unit cost for two or more alternative
strategies in achieving specified results or outcomes. It should be
emphasiéed that cost benefit and cost effectiveness techniques require
that the causal linkage between the project and the results or outcomes
be established. Therefore, these types of evaluations do not in any
way reduce the need for strong evaluation designs, and reliable

data.

"The Role of Evaluation in Rational and Bargainiﬁg Decision Making
Process" contains a brief but interesting description of how evaluation
findings are used within eabh of these types of decision making proce-

dures.



APPLICATIONS OF PROBLEM SOLVING TECHNIQUES

IN CRIMINAL JUSTICE EVALUATIONS

Section 4 of the Handbook contains right evaluation reports or ex~
cerpts from evaluations, each of which was selected because it demon-
strates the use of one or more problem solving technigues that weould
be of interest and value to other evaluators. Introductory comments
which identify or expand upon the particular techniques of major inter-
est have been prepared and precede each of the reports or excerpts.

The discussion, at this point, of each evaluation report will be limited
to a very brief overview of the techniques that were particularly inter-
esting.

"The Hidden Camera Evaluation.Report" illustrates a very useful
method for ;chieving random assignment in field conditions. In contains
a well developed cost effectiveness component and demonstrates thé value
of using different designs and different comparison groups to rule out
virtually all of the alternative explanations for the observed effects
of the project.

"The Bellevue Citizen Involvement in Burglary Prevention Evaluation
Report" demonstrates many of the typical problems encountered in field
research. One of the problems was how to simultaneously analyze data
from the treatment and comparison areas aﬁd the second was how to deter-
mine when the project effects should be expected to occur (i.e., when
did the project "strat"). The discussion of this paper includes a ra-
ther detailed presentation of how additional analysis of the time series

data would illuminate the conclusions drawn in the evaluation and provide
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additional information on the effects of the project.

"The De-Institutionalization of Status Offender Project Evaluation"
demonstrates how multiple regression and time series analysis can be
combined to test the impact of the project on recidivism rates of the
youths. A problem encountered by the evaluators was in ascertaining
when the project "started.” The time series excerpt illustrates the
use of a double intervention point: one to test for changes that oc-
curred when the court approved, in principle, the application for the
grant and the second to test for significant changes when the project
was implemented.

"The Target Hardening Evaluation" contains an informative discus-
sion of reliability and validity problems in the measurement of bur-~
glary rates'and demonstrates how one can proceed to assess the amount
of error in the data. As with several of the other evaluations, the
use of multiple indicators of performance, several different designs,
and several different comparison groups greatly strengthened the con-
fidence in the conclusions that were drawn. The evaluation also demon-
strates a type of design that can be used to test for crime displace-
ment effects. ‘

"The Seattle Community Accountability Program Evaluation” includes
a particularly thorough linkage statement that not only describes the
theory of the project, but uses the theory as a guide for the selection
of performance measures. The assumptions and limitations of it.

(The actuarial table procedures are no longer being used by the Seattle
evaluators.)

"The Burglary Prevention Team Project,” according to the evaluation



report, was neither designed nor operated in such a way that it could
be evaluated. This report was included because it describes why the
project could not be adeguately evaluated. An interrupted time series
design was used and served the purpose of demonstrating that a.simple
pre-post comparison of~bqrglary rates would have produced an erroneous
conclusion.

"The Burglary Task Force Evaluation Report"” illustrates the rele-
vance of a "project component" evaluation in which two strategies used
by the same project are compared in terms of several performance mea-
sures. In addition, a multiple time series analysis is used in an
effort to rule out alternative explanations for the apparent results
of a single time series analysis. The report is especially well pre~-
sented in that it contains a very short summary on the first page, a
good description of the project theory and rationale, and concludes
with a brief but informative discussion of the relevance of the find-
ings for project operation.

"The Driving While Intoxicated Impact Grant Evaluation" demonstrates
the use of interrupted time series and two other rather innovative tech-
niques. One of these is the use of regression equations to assess change
in the productivity levels of police officers and the other is a lagged
(time series) regression analysis to examine the direction of a cause

and effect relationship.
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FOOTNOTES

1. See Donald T. Campbell and Julian C. Stanleéy, EXPERIMENTAL AND QUASI-

EXPERIMENTAL DESIGNS FOR RESEARCH (Rand McNally & Company, 1966),

2. See the "Hidden Camera Evaluation Report"” in Section 4.



SECTION 2

TECHNIQUES FOR OVERCOMING TECHNICAL PROBLEMS

IN EVALUATION RESEARCH

Abstract
The papers in this section discuss procedures for overcoming
technical problems in evaluation research. The issues of design,

analysis, and measurement are given primary attention.
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SECTION 2A

*
A REVIEW OF THREATS TO VALIDITY

Abstract

A review of the major types of threats to validity (i.e,, alter-
native explanations for findings) is presented in this paper, with spe-
cific applications to the types of problems encountered in criminal
justice evaluation. Following a short introduction and discussion of
the meaning of each threat to validity, there is a one-page summary
for each threat containing a short definition, an example, alternative
approaches for solving the problems (if any exist), and a diagram con-

taining the types of designs relevant to the discussion.

*

This paper is a revision and expansion of materials presented by Anne
L. Schneider and L.A. Wilson II at a special forum for evaluators in
the State of Washington.
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A REVIEW OF THREATS TO VALIDITY

Policies, projects, treatments, and other similar actiong are sup-
posed to contribute to the solution of social problems. In ordar to
determine whether a project is effective in solving or ameliorating a
problem, an evaluation must establish a causal linkage between the poli-
cy and the outcome measure. Thus, evaluation must go far beyond simply
noting that a change in the level of the "problem" has occurred and must
attempt to determine how much (if any) of the observed change in the
level of the "problem" can be attributed to the independent variable
which is cf interest to the decision makers.

If something other than the activities of the project might have
contributed to a change in the level of the problem (or to the difference
between what was observed and what would have been observed without the
project), then these other conditions "threaten'" the validity of any
conclusion that is drawn. Thus, the phrase "threat to validity" refers
in a dgeneral sense to anything about the evaluation design or procedures
that threatens the accuracy of a conclusion concerning the causal rela-
tionship between the independent variable and the dependent variable.

In any particular evaluation situation there may be dozens of "threats"
to the validity of a conclusion, but the more common types have been iden-
tified and described by Campbell and Stanley and extended by Cook and
Campbell.l

A study is said to have internal validity if one can determine that

the treatment was the causal agent and all other alternative explanations

for the observed outcome are eliminated. External validity refers to the
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«wnﬂmwvgeneralizabili%ymof the final resolts. The external validity of most

evaluations is extremely low because ever if it can be determined beyond
a reasonable doubt that the program had a positive impact (internal val-
idity), there is often no way to know whether the same program would
have the same results in another city, with a different type of client,
with a differeht director, and so on. It is also true, however, that
the first step in producing knowledge about program effectiveness is to
focus on internal,_rather than external, validity.

%hreats t§ the internal validity of an evaluation, as outlined by
Cook and Campbell, are applied to criminal justice evaluation in the
. discussion below.:2 It should be kept in mind that many of these "threats"
pertain to the group or area that received the treatment. Some of them
are ruled out with the use of a control group, whereas others are not '
ruled out except under conditions of random assignment.

History: ‘“"History" is a threat to internal validity when an ob-
served effect might be due to some event which took place between thé
pre-test and post-test and when this event is not the treatment of re-~
search interest. In this context, pre-test refers tc data collected
about or from an individual or an area prior to the intervention of
interest. Post-test refers to data collected about or from individuals
or areas after the intervention. Thus, all events which occur at about
the same time as the treatment of interest are potential threats to the
internal validity of the study.  In addition, an event could affect the
pre-test observations but not the post-test, or could affect both but
in different ways. This, too, will confound the interpretation of

change from pre to post.
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e . Maturation:. Maturation refers to_the fact that individuals who
are being studied, or areas that are being studied, change naturally
over time. Individuals grow older, wiser, stronger, and so on. Areas
of a city also change over time, although the type of change may not be
so easily described as_changes of individuals. Maturation is a threat
to internal validity because these “natural" changes could produce the
observed effects and the effect could erroneously be attributed to the
treatment.

Testing: Some evaluations involve the administration of tests to
persons before and after the intervention. Testing is a threat to in-
ternal validity because individuals can "learn" from having taken the
test the first time, or, for some reason, having taken the test once in-
fluences the scores the second time.

Instrumentation: A change in the measuring instrument that is used

to collect pre and post intervention data about individuals or areas
could produce changes in the results that would be incorrectly attri-
buted to the treatment. This is a particularly critical problem in cri-
minal justice evaluation because much of the data is obtained from re-
cords that are kept by persons other than the eavluator and are subject
to changes either in form or in policies concerning how the records are
kept.

Regression to the Mean: Regression to the mean {(also called sta-

tistical regression) is a threat to internal validity when the treat-
ment of interest is used only on persons or areas that are especially
"high" or "low" on the phenomenon being studied. It is normally the

case that persons or areas which are abnormally "high" or "low" will



return to a more normal conditign, over time, with or without a "treat-
ment" being administered. The reasons for this differ, depending on

the type of data being used. If a program is designed to provide spe-
cial services to areas of a city only when.those areas suddenly have

an increase in the crime rate, then a decline in the crime rate withput
the interventipn could be anticipated simply because the sudden increase
was "abnormal.” (This does not mean that all decreases from suddenly
high crime rates are due to regression to the mean; it simply means that
the researcher always must examine this possibility.) - Studies involving
individuals who are tested and then placed into a treatment program if
their. scores are especially high or especially low musﬁ consider regres-
sion to the mean as a possible explanation for change because measure-
ment error in the pre-test will result in some persons having higher
scores than "normal" for them and some having "lower" than normal scores.
The group with the highest scores would normally be expected to have a
lower group average during a post-test, whereas the group with the low-
est scores would normally be expected to have a higher group average in
the post~-test condition.

Selection: Selection is always a threat to validity unless the
control and experimental groups are randomly chosen. Selection bias
refers to the fact that differences in the types of persons in the treat-
ment and comparison groups that existed before the treatmént could pro-
duce the differences. in results or the changes observed between pre-test
aﬁd post-test.

Mortality: Mortality refers to the fact that certain types of per-

sons may drop out of a particular treatment (or contrci: group between




the pre-test and the post-test. Thus, the groups are composed of dif-
ferent persons at the post-test than at the pre-test. Differences ob-
szerved could be due to who dropped out rather than to the treatment.

Diffusion or Imitation of the Treatment: When treatments involve

infurhiational programs and when the experimental and control groups can
communicate with each other, the controls may learn the inférmation and
thereby may receive the treatment. The experiment thus becomes invalid
because there is no treatment or control group in any functional sense,
and the experimental-control difference at the end of the experiment
will rnot reflect any real differences in the treatment experienced
even if the treatment was very effective.

Compensatory Equalization of Treatment: When the experimental

treatment provides goods generally believed to be desirable, there may
emerge administrative and constituency reluctance to tolerate the fo-
cused inequality that results. Thus, other sources may provide funds
or treatments to the (presumably) untreated group. Again, this results
in a conclusion of "no effect" when there might have been one.

Local History: Local history refers to events that happen only

to the treatment group or to the control group, but not to both. (This
actually is not a different threat than that discussed under "history,"
but Cook and Campbell in their later work have begun to distinguish be-
tween local history which affects one or the other group--but not both--
and "global" history which affects all persons of groups.

In any particular policy area there are likely to be additional
threats to validity not covered by any of the more commonly discussed

ones—--including those presented above. We have added one to the list
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because of its common occurrence in criminal justice evaluations:

Multiple Effects of Treatment: Multiple effects of a treatment or

intervention can be a problem when not all of these are measured and
when one of the effects confounds the measurement or interpretation of
the outcome of interest. One of the common multiple effects in crimi-
nal justice occurs when program simnltaneously increase the reporting
of crimes and decrease the occurrence of crimes. If the reporting rate
is not measured (pre and post), the change in it totally confounds the
interpretation of change in the reported frequency of the crime.

The major difference between true experiments and quasi-experiments
has to do with internal validity and with the likelihood that one or
more of the threats listed above will confound the results of the study.
A true experiment, defined here as random assignment to treatments, a-
voids most of the threats. When respondents are randomly assigned to
treatment groups, each group is similarly constituted (no selection or
maturation bias); each‘experienées the same testing conditions and re-
search instruments (no testing or instrumentation problems); there is no
delibeiate selection of high and low scorers on any tests except under
conditions where respondents are first matched according to, say, pre-
test scores and are then randomly assigned to treatment conditions (no
regression to the mean problems); each group experiences the same global
patterns of history; and if there are treatment-related differences in
who drops out of the experiment this is interpretable as a. consequence
of the treatment and is not due to selection. Nevertheless, experiment-
al cases which are not available for the post-test could differ substan-

tially from control cases which are not available for the post-test.
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Thus, randomization takes care of most, but not all; of the threats to
internal validity (remaining are diffusion or imitation of treatment,
compensatory equalization of treatment, local history, multiple treat-
ment effects, and-~-in some situations--mortality).

With quasi-experimental groups the situation is much different.
Instead of relying on randomization to rule out most internal validi-~
ty threats, the investigator has to make them all explicit and then
rule them out one by one.

Making explicit and then ruling out the alternative explanations
for the observed results is a difficult process. The investigator must
think through each of the different threats and determinekhow each might
have accounted for the observed results. When possible, alternative
explanations should be tested empirically in the same way that the ori-
ginal effects of the treatment were tested.  The best procedure is to
anticipate the likely threats to validity and design the evaluation in
such a way that data will be available to test the plausible alterna-
tive explanations.

On the subsequent pages, several of the more common threats to
validity are defined, an example relevant to criminal justice is pro-=
vided, and the extent to which the problem is "solved" by a randomly
selected control group, a non-equivalent comparison group, and an inter-
rupted time series design is examined briefly.

The following symbols are used in the discussion:

0 refers to a pre-project measurement on the dependent variable of
interest, such as the crime rate of a city; scores on a test given

to a group of persons, the number of offenses committed by a group
during ‘a specific time period, and so on



0 refers to a post-project measurement on the dependent variable of
interest for the same group (or area) measured in the pre-project
time period ,

X refers to the independent variable--the experimental treatment or
project

(R) means that cases were randomly selected into the experimental group,
which receives the treatment X, and into the control group, which
does not receive treatment X
There are, of course, many other types of designs than those por-

trayed in the following tables. The purpose here is to clarify the

threats to validity and to give the evaluator guidance as to how a sel-
ected number of designs deal with the problem. Designs that are refer-

enced in the text or that are especially relevant to the discussion are

portrayed on each page.4
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HISTORY

Definition for Pre-Post Designs

An event other than the treatment could occur between the first and
cecond measurements, or an event could alter the value of the pre~treatment
observation (but not the post), or events could change both the pre and

post observations but at different magnitudes of change.

Example for Pre-Post Designs

An event other than the project could occur
between the measurement of the outcome at 0, and O..
If so, this event could be confused with t%e effect
of the project.

An event of some type could alter the observa-
tion taken before the project starts (0,) so that it
is abnormally high or low. If this historical event
does not continue with the same effect on the post-
project observation 0., then 0, would have differed

from Ol even if the project §_ﬁéd not been implemented.

Approaches to a Solution

Either of the experimental designs (cases are
randomly assigned either to the experimental group
which receives the treatment X or to a control group
which does not receive the treatment) will suffice
to rule out any historical threats to validity which
have the same impact on both groups. ' An experimental
design will not suffice to rule out events which
affect one group but not the other after the random
assignment.

A comparison group design (cases are not randomly
selected) also will suffice to rule out any specific
historical event that affected both groups in the
same way but will not control for events that influ-
enced one group but not the other.

In an interrupted time series design, many his-
torical events occurring during the pre-project time
period and similar events occurring close to the inter-
vention X which are of a similar magnitude and have
a similar type of effect could be ruled out. ' Specific
events occurring at exactly the same time as X which
never occurred before or which are of a different
magnitude or which affect the observations in a dif-
ferent direction cannot be ruled out with this design.
The multiple time Series design will rule out any
events that affect both the treatment group and the
control group.

*
One should have at least 10 pre-program time points for

and more if possible.

Pre-Post
Design
O1 X 02

Pre-Post
Experimental
Design

(R) O

e

1
(R) ol 02

Post-Only
Experimental
Design

(R) X O

2
(R) O2

Pre~Post
Comparison Group

0l X 02

% %,

Single
Time Series

0000 X 0000

Multiple
Time Series*

0000 X 0000
0000 0000

these designs
One or more post observations are needed.
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REGRESSION TO THE MEAN

Definition

Groups or areas that have extreme scores at one point in time tend to
revert toward the average of the population from which they were drawn at
subsequent points in time. Regression to the mean is a problem when clients
or areas with extremely high or low values at O, are selected for treatment.

1

Example in Pre-Post Design

If the project selects only those cases with the
highest scores on the pre-test (0,) then these clients
will tend to have lower scores on the post-test even if
the treatment had not been given. If the project selects
only cases with the lowest scores at 0,, the scores
would be expected to increase by Ozeven without treat-
ment.

Approaches to a Solution
Either type of experimental design will suffice.

The evaluation could identify a group of persons (or
areas) that "need" the treatment X and then randomly
assign some to it and others to the control group.
Even though the scores will change because of regres-
sion effects, the changes will occur for both groups
and if there is a difference in the change or in the
value of O2 between the groups, it could be attributed
to X. »

~ Comparison designs generally are not sufficient
to rule out regression to the mean if the treatment

" group takes most or all of the cases with extreme

scores. . One oOr more pre-program comparison groups

or areas that did not receive treatment but had

experienced equally extreme scores in the past and

for which a second measure is available for about

the same time lag as the treatment group could be used

to estimate the regression effects. (This has been

called a "different time" comparison group design.)
Time series designs with many pre-program obser-

vations control for regression to the mean if the

groups or areas had experienced scores as high as those

that occurred for the treatment group. This permits an

estimate of the amount of regression to the mean which

would be expected.

Pre-~-Post
Design
01 X 02
Pre-Post
Experimental
Design
(R} 0, X 0,
(R) 0l O2
Post-Only
Experimental
Design

(R) X O
(R) 0

2
2

Pre-Post
Comparison Group

Ol X 02

Ol 02
Different
Time Comparison

% 9%

Ql X 02

Single *
Time Series

0000 X 0000
Multiple
Time Series
0000 X 0000
0000 0000

*One should have at least 10 pre-program time points for these designs
and more if possible. One or more post observations are needed.
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MATURATION

Definition

Persons within the groups or areas that receive the treatment are getting

older, more mature, wiser, more experienced, or changing in some other way

through time.

Example in Pre-Post Design Pre-Post
Design
Because there is a time lag between 0. and 0. and 0 X b
because the people who receive the treatment X are 1 2
getting older or wiser or more experienced, the value
of 0, would be expected to change even without the
. 2 . . Pre-Post
intervention of the project X. .
- Experimental
Design
Approaches to a Solution (R) 01 X 02
. . . (R) O 0
Random assignment of persons from an eligible 1 2
group into the treatment and into the control group
will control for maturation effects because, whatever
. . Post-Only
these are, they influence both groups in the same way. Experimental
Thus, if the change between 0, and 0, is greater for pDesi n
the experimental group than for the control, it could =!
be attributed to X rather than to maturation. Or, if (R) X 02
0, differs between the control and experimental groups (R) 0
this difference could be attributed to X. 2
A comparison group that is equivalent to the
R X Pre-Post
treatment group in terms of age or experience or other Comparison Grou
characteristics that change with time which might in- e P
fluence the value of 0 can be used to estimate the O1 X O2
effect of maturation and to determine whether this 0 0
threat has confounded the interpretation. 1 2
Time series designs with many pre-project obser- :

. . Single *
vations on the same groups or areas which later re- Time Series
ceive treatment will control for maturation effects ———
if these effects are linear through time; but time 0000 X 0000
series will not control for non-linear maturation
effects. Time series designs with many pre-project
observations on different groups or areas from those which Multiple
later enter treatment but which are about of the same age Time Series
(and so on) will control for maturation effects. Multiple

. . . . . 0000 X 0000
time series also controls for maturation if the comparison ~
group or area is equivalent (age, experience level, etc.) 0000 0000
to the treatment group or area.

* : .
One should have at least 10 pre-program time points for these designs
and more if possible. One or more post observations are needed.



SELECTION

Definition

Criteria used to select persons into the treatment group may differ from

the criteria used in selecting persons for the comparison group.

Example for Post-Only Comparison Group Design

In the post-only comparison group design, there is
no pre-project measurement. If the criteria used to
select persons for the treatment are such that persons
entering could be expected to do "better" or "worse"
than those in the comparison group, then the value of
0, would differ between the groups even if the treat-
ment had not been given. Self-selection into treatment
produces the same problem because those interested in
receiving treatment probably differ from those not in-
terested and the "not interested" group would consti-
tute the control group.

*
Approaches to a Solution

Random assignment from a group of eligible persons
into the treatment and control groups will randomly
distribute pre-project differences. The pre-~post ex-
perimental design and the post-only experimental
design will both solwve the problem.

Pre-post comparison group designs do not
solve the selection bias, although some analysis proce-
dures are available that (in some conditions) will per-
mit valid conclusions to be drawn. These procedures
include multiple regression, actuarial tables, matched
pairs, and multiple classification analysis.

Time series designs do not solve the selection
"bias problem but, again, there are procedures which
can be used that (under some circumstances) will permit
valid conclusions to be drawn.

*

Pre-Post
Experimental
‘Design
(R) 01 X 02

(R) 01 02

Post-Only
Experimental
Design

(R) X O,-

2
(R) O2

Post-Only
Comparison Group

X 02

%,

Single
Time Series

0000 X 0000

* %k

Multiple 44
Time Series

0000 X 0000
0000 0000

Two other papers in this handbook discuss the value and use of ccmparsion
group designs, interrupted time series, and various analysis procedures in

resolving the problem of selection bias. See "Comparison Group Designsi"
"Prediction Models," and "An Instroduction to Interrupted Time Series."

* %

One should have at least 10 pre-program time points for these designs

and more if possible. One or more post observations are needed.
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TESTING EFFECTS

Definition

Taking a test can have an influence on the scores obtained the second

time the test is taken.

Example in Pre-Post Design

If taking the test the first time has an influence
on the scores received the second time, then one would
expect the value of O_ to differ from Ol even if the
treatment had not been given.

Approaches to Solutions

Either of the experimental designs resolves the
problem. In the pre-post experimental design one can
assume that whatever testing effects exist will influ-
ence both groups in the same way. In the post-only
experimental design there are no testing effects to
worry about.

The pre-post comparison group design sometimes
will solve the problem because whatever effects the
taking of the test has on subsequent scores should
exist for the comparison group if the latter is equi-
valent to the treatment group in age, intelligence,
and so on.

In the time series designs where the same group
is tested repeatedly during the pre-project time per-
iod, one would expect the testing effects to be cap-
tured in the pre-program trend and, since the expected
post scores are projected from the trend, the design
controls the problem. (If the testing effects are not
linear, however, a linear projection of the trend will
not solve the problem.) Time series utilizing a
series of different, naturally occurring pre-program
groups controls the problem if these historical groups
are equivalent to the post-project groups. Multiple
time series also control for testing effects if the
comparison group is equivalent to the treatment group
in terms of relevant variables such as those which in-
fluence the rate of learning.

*

Pre-Post
Design _

O1 X O2

Pre-Post
Experinental
Design

(R} 0, X O,

(R) 0 0,

Post-Only
Experimental
Design

(R) X O
(R) 0

2
2

Pre-Post
Comparison Group

Ol X O2
Ol O2
Single *

Time Series

0000 X 0000

Multiple
Time Series

0000 X - 0000
0000 0000

One should have at least 10 pre-program time points for these designs
and more if possible. One or more post observations are needed.
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MORTALITY
Definition

Mortality is a biased and differential loss of cases from the treatment
and control (or comparison) groups.

Example in a Pre-Post Experimental Design Pre-Post
Experimental
Some of the clients randomly assigned to the treat~ Design

ment group will drop out of the program, producing a (R) O X o !
problem of whether to include them in the post-project 2
measurement. Since no one "dropped out" of the "un- (R) 0l O2
treated" control group, the two groups are no longer

equivalent. Or, if persons did drop out of the control
group, these may not be the same types of people as those
who dropped out of the comparison group. Another problem is introduced if
clients are not available for the second observation. Since those not avail-
able in the experimental group may be different than the dropouts from the
control group, the two groups are no longer equivalent.

Approaches to a Solution

There is no design that will solve the problem, not even the experimental
designs. If the mortality problem is introduced because clients failed to
complete treatment but were still available for post-test, then the evaluator
should simply include the dropouts with the group to which they originally
belonged. If the problem is because the 0., measurement cannot be obtained,
then the evaluator should attempt to insure that the dropouts frcm the
treatment and control groups are equivalent to each other. (Some would
recommend that each dropout be matched to a person in the other group and
both excluded from the entire analysis.)
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FOOTNOTES

Donald T. Campbell and Julian C. Stanley, EXPERIMENTAL AND QUASI-
EXPERIMENTAL DESIGNS FOR RESEARCH (Rand McNally & Co., 1966), and
Thomas D. Cook and Donald T. Campbell, "The Design and Conduct of
Quasi~Experiments and True Experiments in Field Settings," in

HANDBOOK OF INDUSTRIAL AND ORGANIZATION RESEARCH (Rand McNally, 1975).

Cook and Campbell (ibid.) added three "threats" to the list, inclu-
ding diffusion of treatment, compensatory equalization of treatment,

and local history.

In subsequent parts of the paper local history is treated as a

special case of the history threat.

In the time series designs, the 0000 actually refers to many. obser-
vations (at least 10 in the pre-project period). Unless otherwise
noted, it is assumed in the time series designs that the observations

are on the same group or area. Distinctions are made among five

different interrupted time series designs in the Handbook paper

"An Introduction to Interrupted Time Series Designs."



SECTION 2B

) *
COMPARISON GROUP DESIGNS

Abstract

The logic of experimental and quasi-experimental designs is presented
as a point of departure for examining the strengths and weaknesses of com-
parison group designs. Matched pairs, actuarial tables, and multiple re—>
gression constitute alternative procedures that an evaluator could use
either to form a comparison group that is equivalent to the treatment
group (matched pairs) or to statistically control for differences between
the groups. The strength of a comparison group design depends on how
similar the group is to the treatment group on whatever variables are
relevant for ruling out one or more threats to validity. The general
thrust of the paper is that comparison group designs, while not as rigor-
ous as experimental ones, are better than pre-post designs,; and in
situations where the eligibility rules for entry into the project are

quantitative and precise the comparison group design can be rat}esr strong.

*
Most of these materials are an expansion and revision of those presented
by Anne L. Schneider at a special forum for Criminal Justice Evaluators

in the State of Washington.
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COMPARISON GROUP DESIGNS

Introduction

The most common typology of evaluation designs, popularized in Campbell
and Stanley, includes experimental, quasi-experimental, and pre-experimen-
tal designs.l For our purposes, these will be defined in the following
way:

1. Experimental designs are those in which persons (or areas) are

randomly assigned to the various categories {(or values) of the independent

variable of interest. Although the phrase experimental design often refers

to random assignment of cases into a treatment and non-treatment group the

design is experimental if there is random assignment to two or more differ-
ent types of treatment, two or more different types of counsellors (who
might be using the same "treatment"), to several different amounts of a
treatment,  such as different number of hours in counseling. Randon
assignment is the key to identifying an experimental design,.not the
"treatment vs. non-treatment" characteristic.

2. Quasi-experimental designs refer to a situation in which the

groups. (areas, or individual cases) differ in terms of their values on the
independent variable of interest. Evaluators often have a pre-project or
concurrent "untreated" group which could be compared to the project group.
Less commonly found in the literature are situations where the evaluator
has different amounts of a particular treatment (but no completely "un-
treated" cases). With this situation, the evaluator could, other things’
being equal, compare those that receive more with those that receive less

in an effort to ascertain the optimal amount of a particular treatment.



Quasi—experiméntal time series, also called interrupted time series,
refers to a design where the evaluator has several measures (usually 10 or
more) before the treatment began and several observations after the tréaf—
ment. The observations for the pre4project time period could be for the
same persons (of groups or areas) that later enter the project; or they
could be for different persons Who form historical groups that would have
been in the project if it had existed in the past.

3. Pre-experimental designs are those in which the evaluator has'only

the post-treatment observation on the project group or area (and nothing
at all to compare these observations tb) or has one pre-treatment and one
post-treatment measure for the group that receives the treatment. One
might notice that the commonly used pre-post design becomes an interrupted
timé series design when enough pre-treatment observations (about 10 or more)
have been taken to establish a trend.

Comparison group designs are a type of quasi-experimental
design, as defined here. More specifically, @ comparison group de-
sign will be defined as one in which (at a minimum) the evaluator
has post-treatment observations (and other relevant data, on a case-~by-case
basis) for the project group (or area) and has measures for another group
on the same variables. Under this general rubric, then, there are several
different types of designs: pre-post data on treatment and comparison group;
post-treatment data on the treatment group and observations taken at the
same time on a concurrent compariSon group; or an historical comparison
group‘with observations taken at one point in time but prior to the project
implementation. The &alue of a comparison group depends on how eqﬁivalent
(i.e., how similar) the group is to the treatment group and on whether

one is juxtaposing this design against an experimental one, or a
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pre-post, or some other type of quasi-experimental design. 1In general,
the comparison group design is not as rigorous as the experimental, is much
better than the pre-post, and is weaker than a multiple interrupted time
series design. It should be noted, however, that the comparison group de-
sign can be extended by collecting case-by-case data at equally spaced time
intervals on several pre-project historical groups and thereby couverted
into a type of interrupted time series design called a "different group"
time series.

The Logic of Designs

Before discussing the problems with comparison group designs, it would
be useful to review the logic of experimental (random assignment) designs,
using a specific criminal justice example. Suppose that the purpose of a
project is to reduce recidivism of juveniles, as measured by subsequent
court contacts. At the juvenile court the youth will be assigned randomly
either to the usual court procedure (C) or to the new program (T). At this
point in time (i.e., when the youth enters the court system) there is some
true probability that the youth later will recidivate. Every youth has a
pre-treatment or prior probability of recidivating, but the evaluator does
not know what that probability is. When the youths are randomly ‘assigned
to C and T the pre-treatment probability of recidivating is being randomly
distributed between the two groups and, within sampling error, we know that
each group's average probability of recidivating will be the same. - In other
words, before the treatment begins, we can be confident that the future
expected recidivism rate of C (control group) is approximately the same
as that of T (the treatment group), within sampling error.

When random assignment is used the future (expected) probability of

recidivating E(Y) depends upon the pre-treatment probability (Z), and the



treatment effect.

]

Thus, for T: E(YT) ZT + treatment

T

1

and for C: E(YC) ZC + treatment

c

And, because of the random assignment, we know that the prior probabil-
ities ZT and ZC are the same, except for sampling error. Thus, the Z term
drops out of the equation and we can anticipate that any differences we
later observe on YT and YC (the six month recidivism rates, for example, of
the two groups) are due only to the differences in treatment or to sampling
error.2 When the actual measurement of YT and YC are taken, it is the case
that the control group's recidivism rate is being used as the estimate of
what the treatment group's recidivism rate would have been if the treatment
had not been received.

The fundamental principle in rahdom assignment and experimental designs
is that the scores of the randomly selected control group on the dependent
variable can be used as the estimate of what the experimental group scores
would have been IF THEY HAD BEEN IN THE CONTROL GROUP INSTEAD OF THE
EXPERIMENTAL GROUP. Thus, the comparison between control and experimental
scores provides an>estimate of the effect of the treatment. The sampling
errof can be estimatéa’from the size of the sample and if the differences
bétween recidivism rates of T and C are greater than what would have been
produced by error, one can conclude that the difference in scores is
attributable to the treatment rather than to error.

This situation should be contrasted with what exists when we do
not have réndom assignment. At intake, there is a prior probability
for each youth that he or she will recidivate. Again, the evaluator does

not know what the probability is. The intake officer, in this situation,



does not randomly assign youths to the project and to the traditional
treatment, but instead uses his or her judgment as to which program would
be best for the youth. The result of this, for the evaluator, is a com-
plete lack of knowledge concerning not only what the prior probability of
recidivism is, but also a lack of knowledge concerning whether the pre-
treatment recidivism probability (ZTr treatment) ig5 at all similar to the
pre-treatment probability (ZC, the comparison group).

When the evaluator later measures the recidivism rates of T and C,
he or she cannot simply compare the two and draw any conclusions about the
effects of the treatment because the pre-treavment probability of recidivism

cannot be assumed to have been equivalent across the groups.

General Approaches to Solving the Problem

It should be noted at the outset that tnere are no solutions to the
problem of drawing conclusions about treatment effects when cases were not
assigned randomly to the treatment and comparison groups.

Matching is one of the commonly used techniques for solving the problem
of non-random assignment. In some types of research, the evaluator may have
sufficient control over the situation so that whenever the project selects
a case for treatment, the evaluator would have an available pool of eli-
gibles from which he or she could select a matched case for the comparigon
group. This situation is more typical, perhaps, in some types of educa-
tional programs or clinical psychology, than in criminal justice. The pro-
cedure is for the evaluator to select a case from the_eligible pool that
"matches" the one selected for treatment in terms of whatever variables are

presumed to affect the dependent variable of interest. Thus, in education



if a pre-test has been given, the evaluator normally would select for the
comparison group a case that matches the one in the treatment group on the
pre-test score and perhaps on some other variables that presumably would
influence learning (if that is the dependent variable) such as age, race,
sex, family stability, and so on. In criminal justice, the evaluator rarely
has the chance to randomly select from the pool of eligibles one of the
cases that "matches" the one placed in the program. Instead, the matching
procedure generally is done post-hoc. From the group of persons not
selected into the project, the evaluator attempts to match on whatever
characteristics he or she thinks the project used in determining who would
receive the treatment and on any other variables that might influence the
dependent variable of interest.

The evaluator has two procedures for "matching" cases in order to
create a comparison group. One of these, called matched pairs, requires the
evaluator to randomly select one case from the non-project group that
matches each case in the project on variables thought to be important. For
example, suppose the project accepts a client who is a male first
offender charged with burglary who lives with his stepfather and has been
expelled from school. The evaluator, using matched pairs, might decide
that all of these other characteristics are important and identify (in the
non-project group) all 16 year o0ld first offender males, charged with bur=-
glary, living with a stepfather, who have been expelled from school and
then select (randomly) one of these cases for the comparison group.

The second procedure that could be used by the evaluator is to select
all (or many) non-project cases that mest these criteria and use the propor-

tion of this subset who recidivate as the estimated probability of recidi-

vating for all prbject clients who fit into that same category. This tech-
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nique vields an actuarial table or set of tables from which

the expected recidivism of the treatment group can be estimated. It clearly
is superior to the matched pair procedure because it would provide a much
more stable estimate of the probability of recidivating than would a single
case. Even so, most researchers would argue that a multiple regression
approach would be superior to the second matching procedure unless the
number of cases within each subset (e.g., 16 year old male, first offender,
charged with burglary) is relatively high.3 A discuséion of why

multiple regression normally would be superior is beyond thé scope

of this paper, but in general it has to dc with the fact

that multiple regression analysis provides the best éstimate of the value

of the dependent variable (recidivism, for example) for each independent
variable, holding each of the others constant. The actuarial-table approach
permits any type of interaction among the independent variables to alter
the recidivism probabilities and permits any type of non-linear relation-
ghip that exists in the non-project group to be used as estimates even

when the interaction and/or the non-linear relationship is produced entirely
by error variance attributable to the small number of cases in the cells.
(Multiple regression analysis can incorpor;te non-linear relationships and
interaction terms can be included in the equation. Whether these are
useful in terms of predictive accuracy would be determined with tests of
significance on the regression coefficients of the non-linear terms and the

*
interactions terms.)

There are special types of regression analysis which could be used and
which, in some circumstances, would be superior to multiple regression
analysis. One of these, multiple classification analysis (MCA), is simi-
lar to the actuarial table approach except that tests of significance are
made for the cell estimates and the procedure identifies the combination
of independent variablés that will yield the most accurate predictions
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The extent to which any of these three approaches (matched pairs,
actuarial tables, or multiple regression) will permit the evaluator to
draw validAconclusibns about project effectiveness depends on the actual
procedures that were used to form the treatment and comparison groups.  If
cases were selected so that prior to the treatment, the project and com-
parison groups have widely divergent expected values on the dependent (out-
come) measure, then none of the procedures will work very well. WNeverthe-
less, a comparison group design will still be better than a pre-post design
for reasons that will be explained below.

Suppose that the project conducts a pre-test of some type and then
accepts the clients who have either the highest or lowest scores on that
test (i.e., the "easy" or "hard" clients). The evaluator could select
matched pairs based on the pre-test or could select matchad pairs based on
the test and other characteristics. Alternatively, he or she could use an
actuarial table approach or multiple regression. Regardless of the tech-
nique, there almost certainly will be a serious regression-to-the-mean
problem within the treatment group that dées-not exist for the comparison
group. - Clients whose scores were extreme in the pre-test tend to score
closer to the average of the original population on a post-test even with-
out any type of treatment. Thus, if the project takes the hard cases they
will tend to do better on the post—teét whereas if the comparison group
consisted of easier cases they would not regress as much toward the mean on

the post-test. Conversely, if the project selected the "easy" cases, they

{based on least squares estimates). Logit analysis is similar except that
the researcher specifies the combination of cells and uses a logit trans-
formation.on the percentages within the cell in order to correct for ceil-
ing effects.
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would tend naturally to score worse on the post-test whereas if the com-
parison group had harder cases they would tend to do better on the post-
test.

Similar types of problems occur if the persons responsible for selecting
clients into the project use judgmental criteria that are related to the
dependent variable of interest. Thus, if the intake officer in the first
example selected persons for the project who were thought to have a high
probability of recidivating (based on unmeasured characteristics, such as
attitude) and if his or her judgment is at all accurate, then the treatment
group would not be equivalent enough to the comparison group to draw con-
clusions even though the two were perfectly matched on characteristics such
as age, race, and sex. Conversely, if the selection procedure were such
that the "easy" cases were in the project and the harder ones in the control
group, the comparisons of recidivism between the groups would not be valid.

If the evaluator knows or suspects that the project and comparison
group differ in that the selection procedure tended to place “easier" cases
in one and "harder" cases in the other, then the best procedure to use would

be multiple regression but even this technigue will not completely adjust

for pre-program differences in the probability of recidivating.4

Nevertheless, if the multiple regression procedure indicates that

the project received the harder cases, and if this matches the infor-
mation that the eValuator has concerning the selection procedure, and

if the project recidivism rate is less than that of the comparison group
anyway, (with the other confounding variables controlled in the regression
equation) then the evaluatér could conclude that the project is effective

and the magnitude of its effect probably is underestimated. (IThis dgeneral-
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ization is true only for a comparison of the post-test scores. If pre-

post change scores are used, the evaluator must be confident that regression-
to-the-mean problems are affecting both the project and comparison groups

in the same way.) ©On the other hand, if the project is not shown to have

a significant effect on the dependent variable (with the potentially con-
founding factors controlled in the equation) and if the project did receive
the "harder" cases, then the evaluator cannot draw any conclusion at all
about the true effectiveness.

The situation which has been described above is one in which the cri-
teria for selecting cases into the project either are not known, or cannot
be measured quantitatively, or are presumed to be very biased in terms of
the expected outcome measure. Even in this situation, a comparison group
design is better than a pre-post design because with the latter anything
that affected either the first or the second observations (other than the
treatment) could account for differences and there is no way to rule out
any of them. For example, post-treatment scores can be expected to differ
from pre-project scores because of such threats to validity as maturation
(clients get older, wiser, etc.); historical events that affected either the
pre or post-test; regression to the mean for persons with high or low scores
on the pre-test; changes in the methods of collecting data; changes in poli-
cy decisions concerning how the variables are to be measured; or testing
effects. A comparison group does not have to be perfectly equivalent to the
project group in order to rule out some of these types of threates to the
validity of the conclusions; it must be equivalent on the relevant variables.
For example, a comparison group of juvenile delinquents who are of the same

approximate ‘age of delinquent youths in the treatment group could sometimes
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be used to estimate the amount of change attributable to maturation. A
comparison group composed of all delinguent youths except those in the pro-
ject could be used to examine whether policy changes at the juvenile court
or police department affecting all delinquents could account for pre-post
changes in the treatment group. The application of common sense, creativ-
ity, and ingenuity in the use of comparison groups--even when the group is
not perfectly equivalent--can help a great deal in ruling out alternative
explanations for observed changes in the treatment group.

A second situation is one in which the project meets the following
conditions:

1. It has precise, quantitative criteria that are used to select per-
sons for treatment and follows these explicitly;

2. It accepts all cases that meet those criteria;

3. There is a relatively large pre-project group of persons for whom
the data are available to determine whether they would or would not have
been eligible for the project if it .had existed at that time; and

4. There is a relatively large pre-project group of persons who would
have been eligible.

If these conditions are met, the evaluator could use the matched pair
procedure (selecting one eligible case from the pre-project group, randomly,
for each eligible case in the project). Or, better, the evaluator could
use all of the pre-project eligibles as a basis of comparison utilizing mul-
tiple regression analysis to control for any differences that exist between
the groups. The groups, of course, would be identical in terms of what-
ever characteristics were used to define eligibility, but might differ on

other characteristics because of'shifts, over time, in the characteristics



of persons eligible for the project. One possibly confounding factor is
that there have been gradual changes, over time, in the dependent variable
(such as recidivism rates) -so that differences in means between the pre and
post groups represent only a continuafion of the trend rather than an actual
change attributable to the treatment. If so, the evaluator would be wise
to select the pre-program group at equally spaced time intervals prior to
project implementation and expand the comparison group design into an inter-
rupted time series design (ITS). The ITS, in this instance, simply con-
sists of a series of comparison gxoups each representing a particular time
interval prior to the project. The scores on the dependent variable can
be tested in the pre-project groups to determine if there is a gradual trend
in them. If not, the entire pre series can be compared with the post series.
A second confounding factor is that some historical event influenced the pre
or post measures. The eavluator should examine the situation carefully
to determine whether it is plausible to suspect that this happened. In
spite of these potential problems, the use of a pre-program comparison
group (or groups), matched perfectly in terms of eligibility criteria, using
multiple regression to control for any other differences, constitutes a
rather strong design.

One of the conditions mentioned above is that the project must take
all of the eligible clients. If they do not, then the evaluator must ascer-
tain the basis for their accepting some and rejecting others. If any of
the criteria are judgmental and cannot be replicated in the pre-project
comparison group, then the evaluator could compare the entire pre-project
group of eligibles with the entire post-project eligibles even though some

of the latter were not in the treatment group. This constitutes a rather
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severe test of project effectiveness since the project did not take all
the clients. 1In addition, the "treated vs. untreated" eligibles could be
compared to determine which were the "harder" and "easier" cases. If this
can be ascertained, then it may be possible to obtain useful information
about project effectiveness in spite of the bias in the groups. As noted
previously, if the project takes the harder cases and still does significant-
ly better than the comparison group, the evaluator has a basis for saying
that the project is effective. B&And, if the project takes the easier cases
but does no better thzn the comparison group, there is no evidence that
the project is effective. With other results, however, no conclusions can
be drawn.

Still a third situation is that the project cannot take all of the
eligible cases but selects on the basis of "first come, first served". This
presents fewer problems for the evaluator than judgmental selection because
it is likely that those who came too late to be accepted (or missed being
in the project because it was full during the time they were eligible for

it) did not differ much, if at all, from the persons accepted.

Summary

The major points in this paper can be summarized as follows:

1. Comparison group designs are not as rigorous as experimental designs,
but are better than pre-post.. They are generally weaker than interrupted
time series but can easily be expanded into a combination comparison group, -
time series, design.

2. Matching, using the matched pair procedure, is not as good a tech-

nique for dealing with the problems of non-random assignment as is the use
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of actuarial tables and the latter is not as useful, under most conditions,
as multiple regression analysis.

3. 1In situations where the project has explicit, quantitative eligi-
bility rules which can be replicated in a pre-projeut group, or if ti.ere
is a group of eligibles whose only reason for exclusion from the project

is that the project was filled to capacity when they were eligible for it,

__then the evaluator should use _these cases (eligible but not in-the project}———— -

for the comparison group. ' The evaluator should examine the groups care-
fully for any differences between them and, if one is a pre-project group,
should also assess whether trends or historical events could constitute
alternative explanations for any differences that might be observed.

4. In situations where the "easy" cases were assigned to one group
and the "hard" cases to the other, the evaluator has to be extraordinarily
cautious about drawing conclusions and none of the procedures (matched pairs,

actuarial tables, multiple regression) will work very well.
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FOOTNOTES

See Donald T. Campbell and Julian C. Stanley, EXPERIMENTAL AND QUASI-
EXPERIMENTAL DESIGNS FOR RESEARCH (Rand McNally & Co., 1966).

This can be shown as follows:

E(Y =27 + t t: t
% ( T) 2, reatmen - - o _
Y ) = +
BE( C) ZC treatmentC
: B - = + ! ) - + t
and L(YT) E(YC) (ZT treatmentT) (ZC treatmen c)

since: ZT = ZC the equation becomes

E(YT) - E(YC) = treatmentT - treatmentc

See Donald T. Campbell and Robert F. Boruch, "Making the Case for
Randomized Assignment to Treatments by Considering the Alternatives:
Six Ways in Which Quasi-Experimental Evaluations in Compensatcry
Education Tend to Underestimate Effects,” in C.A. Bennett and A.
Lumsdaine (eds.), CENTRAIL ISSUES IN SOCIAL PROGRAM EVALUATION
(Academic Press, 1975). o

Re-analysis of Head Start program data, combined with the use of
hypothetical data with known properties, have revealed that the
multiple regression approach did not adequately adjust for pre-~Head
Start differences among youngsters. Thus, the conclusion that Head
Start was not effective or, in fact, even harmful, is almost certain-
ly erroneous. See Donald T. Campbell and A. Erlebacher, "How Re-
gression Artifacts in Quasi-Experimental Evaluations can Mistakenly
Make Compensatory Education Look Harmful," in J. Hellmuth (ed.),
COMPENSATORY EDUCATION: A NATIONAL DEBATE (Brunner/Mazel, 1970).
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SECTION 2C

- .
INTRODUCTION TO INTERRUPTED TIME SERIES DESIGNS

Abstract

In interrupted time series the pre-project observations are used as
the basis for estimating the trend and level of the post-project obsérva-
tions. Differences between the predicted values in the post period and
those actually observed can be tested to ascertain whether a statistically

significant change in the trend or level occurred at the time of the inter-

“vention.  Five different types of interrupted time series designs are iden-

tified in the paper. The extent to which alternative explanations for the
apparent impact of the project are controlled by these depends on which pf
the designs has been used and the nature of the threat to validity. The
analysis of interrupted time series data presents eavluators with especi-
ally complex problems. This paper describes several statistical tests and
procedures which can he used and explains how the evaluator should test
for autocorrelation in the residuals. Another paper in the Handbook, "Ap-
plications of ARIMA and ANCOVA té Interrupted Time Series," contains a
more technical'aiscussion of these two fundamentally different approaches

to the analysis of time series data.

*

These materials are a revision and expansion of those originally prepared
by Anne L. Schneider and L.A. Wilson II for a Special Forum of the Asso-
ciation of Law and Justice Evaluators-in the State of Washington.
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INTRODUCTION TO INTERRUPTED TIME SERIES DESIGNS

The purpose of this paper is to describe interrupted time series
designs (ITS) and discuss how they can be used in criminal justice evalu-
—ations. - The-presentatien-is—divided—into—three majorparts: - 1)A-des~——-——————

cription of the underlying logic of interrupted time series designs,

(2) a discussion of threates to validity in the quasi-experimental time
series approach, and (3) a presentation of statistics for estimating the

significance of various types of changes that might occur in the data.

LOGIC OF INTERRUPTED TIME SERIES

Time series analysis, as that phrase is normally used by statis-
ticiang, economists, and others, refers to an analysis of a single vari-
able measured at many successive time points. Interrupted time series
analysis refers to an analysis of a single variable measured at many
successive time points, but with some of the measures taken prior to
the intervention of a program or policy and other observations taken
after that intervention. Figure 1 shows a set of data that could be
used in an interrupted time series analysis.‘

On the horizontal axis are time points (months) with "one" refer-

ring to the most distant month for which a measure of armed robberies has
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been obtained and "15"™ referring to the most recent month for which there
is a measurement. On the vertical axis, in the example, is the number
of armed robberies that occurred for each of the months. The vertical
line marked "I" refers to the intervention of some type of policy at the
end of the tenth month.

There are three ingredients for any interrupted time series design:

1. A minimum of 10 observations of the dependent variable prior
to the intervention, and at least one observation afterward. At least
10 observations are needed to obtain a stable estimate of the trend in
the data.

2. The observations must be taken at different times. The time
unit can be in days, months, gquarters, or years, but it generally is
better to narrow the time interval in order to increase the number of
time points rather than to aggregate to a larger interval (years, for
example) and reduce the number of time points.

3. The third essential ingredient is that one must know when the
intervention took place. If information is not available about when
the program was implemented, then it is very difficult--sometimes impos-
sible~-to draw inferences from the analysis.

The basic logic of interrupted time series is rather straightfor-
ward. Given that the dependent variable (Y) has been measured before
and after the intervention, and that the observed values of Y have been
obtained (shown in Figure 1 as the solid line), then the key question
is: What would Y have been after the intervention if the intervention
had not occurred? Almost all research seeks to compare one or more oOb-

served outcomes with some theoretical expectation of what the outcome
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would have been if X (the intervention) had not occurred.

In interrupted time series analysis the expected values of the out-
come (the dependent variable) after the intervention are obtained by
projecting (forecasting) these values from the pre-program data.

As shown in Figure 1, the data before the intervention follow a
perfect linear upward trend, increasing by about five robberies per month
during the 10 months for which there are measures. The dotted line after
the interventionbrepresents the expected scores on Y if the intervention
had not occurred. The solid line after the intervention represents the
observed values of Y.

How are the data projected to obtain the expected values?

Linear projections, using regression analysis, are acceptable for
most of the shorter time series.1 Time, measured by integers (one, two,
three...), is used for the X variable in a normal least sgquare regres-
sion eguation.

There are three patterns of change that should be watched for and
tested for in interrupted time series analysis:

1. 'Long-term éhange in the trend (which is measured as the slope
of the line--that is, the regression coefficient);

2. Short-term change (which is indicated by.a shift in the level
of the series right after the intervention point); and

3. The durability of the change (which is determined by the .slope
of the post-intervention time points).

Several patterns of chénge are éhown in Figure 2. Figure 2a indi-
cates that the program had an immediate impact and also reversed the

pre-program trend from an upward trend to a downward trend.
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Figure 2b shows that the program had an immediate effect in reducing
the level of the series, but it did not alter the trend. This is some-
times called a step function.

Figure 2c¢ shows that the program had no immediate impact on the
level, but apparently altered the trend in the data. This type of pat~
tern is especially difficult to interpret and to attribute to the pro-
gram itself. It is wise to extend the pre~program data back for as many
additional months as possible in order to determine whether this type
of change has occurred in the past even when there was no intervention.

Figure 2d shows no change at all.

The basic logic of time series analysis is similar to that used
in mary other types of research designs. It is especially instructive
to show the similarities between interrupted time series and pre/post
designs with no control groups.

Suppose we have one year of pre-program data on the number of status
offenders in the community who were detained at the juvenile court and
one year of data after a status offender diversion program became opera-
tive. A pre/post design, with no control group, would take the average
number of status offenders detained per month prior to the program and
compare with the average nﬁmber detained per month afterward.

An interrupted time series design would break the data out on a
month-~by-month basis and plot it for each month.

Under what conditions will the results of a pre/post comparison
be the same as the results of an interrupted time series? Under what
conditions will one make unwarranted inferences (or no inferences at
all) witﬁ the pre/post design that would not be made with the time series

design? Several conditions are shown in Figure 3.
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FIGURE 3
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Situation 1: 1In situation 1 (Figure 3) there is no trend either in
the pre or post-program data. In this situation, one would draw the .
same conclusion regardless of the design that is used. ' This is, how-
ever, about the only situation where the same conclusion would be drawn.

Situation 2: There is a downward trend in pre-program months, fol-
lowed by an immediate drop and then an upward trend in the post~program
time period. The means (or totals) of pre and post would be almogt iden-
tical. The pre/post design will obscure what really happened.

Situation 3: This diagram shows a steady and rather rapid upward
trend. The pre/post design will show a significant effect because the
means would differ substantially, when in fact there is no justification
for it.

Situation 4: The pattern shown in situaticn 4 is a step change.
The pre/post design will show no effect when, in fact, the entire level
of the series is lower than it would have been without the program.

Situation 5: A change in trend without an immediate rise or lower-
ing of the series after the intervention is shown in situation 5. Again,
the comparison of means using a pre/post design will miss the relevant
change which occurrec.

Interrupted time series designs are not limited, howev?r, to situ-
ations in which there is no control or comparison group. = Several vari-
eties of interrupted time series designs are described'below.

1.  Multiple Interrupted Time Series: In this design the evalua-

tor includes a comparison group for whom a series of pre and post measure-
ments on the dependent variable are taken at the same time intervals as
used for the treatment group or area.

2. Experimental Interrupted Time Series: In this design cases




or areas would be randomly assigned either to treatment or non-treatment
conditions and measurements would need to be available for both during
an historical pre-project time period and after the project was impie~
mented.

3. Different Group Interrupted Time Series: In most references to

interrupted time series designs, it is assumed that the pre-project mea-
sures have been taken for the same group or area that later enters treat-
ment. Examples would include time series analysis of the crime rate for
a city or area within a city, the historical offense rate of offenders
who later enter the project, and so on. For some types of projects,
however, there will be naturally occurring groups of persons who entered
the system prior to the treatment but exited before the project began.
In these situations, the naturally occurring groups could be divided

in accordance with when they entered the system and composed into a
series of historical groups. Juvenile offenders who had contact with
‘the juvenile court in January 1974, for example, could become the first
set of observations; those entering in February 1974 would be the second;
and so on for each month prior to when the project was implemented.

The proportion of youths detained, incarcerated, recidivating within
three months, and so on might be the dependent variable of inter-

est. These proportions could be plotted for each month prior to the
project, forming a pre-project time series to be compared with the post-
project data. With this type of design, the evaluator cannot be certain
that the pre and post pppulations will differ only because of the pro-
ject interventioﬁ. The charactéristics of the population may be chang-
ing so that persons entering earlier differ substantially from those

entering later. Further, the intervention itself could altexr the



characteristics of the population. In spite of these problems, the dif-
ferent group ITS is a useful design in many contexts.

4. Individual-Level Interrupted Time Series: In a sense, this is

not an ITS design, but is more of a multiple regression approach using
an historical comparison group. Nevertheless, it is worth describing at
this time. Suppose the evaluator has case-by-case data on persons who
entered the court system prior to the project (including the month and
year they entered) and has the same type of data on persons entering
the system after a new project was implemented . "Time" can be used as
an independent variable in a regression equation in order to determine
whether the project altered the dependent variable of interest. The
logic is that any trend in the dependent variable that was occurring
during the pre-project time period would be controlled, statistically,
by using the month of entry as a control variable, and the -impact of

the project, independent of the general trend, could be ascertained.

THREATS TO VALIDITY WITH INTERRUPTED TIME SERIES DESIGNS

Several of the common threats to validity will be discussed here

in terms of whether the interrupted time series designs control for them.

History

During the pre-project time periods a variety of historical events
have been occurring and are producing variability in the cbservations.
The same would be true for the post-project observations. Because the

tests of significance incorporate the extent of pre and post variability
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in the data when assessing the statistical significance of project ef-~
fects, many of the historical events can be controlled with this design.
On the other hand, any specific historical event occurring between the
pre and post series of observations that differs from those cccurring
in the past in terms of the direction of effect or the magnitude of ef-
fect would not be controlied. As is true with comparison group and ex-

perimental designs, the multiple time series design controls for histor-

ical events that affect both series of observations in the same way.

Maturation

An interrupted. time series design that uses pre and post observa=-
tions on the same group of persons who are aging, gaining experience,
or maturing in other ways controls for maturation effects only if the
effect of maturation on the dependent variable is linear. If so, and
if linear projections are made into the post time period, then the effect
of maturation is contained in the trend and is properly controlled. It
often is the case, however, that the effect of maturation is not a linear
function of time (or age). Offense rates of juveniles, for example, tend
to increase until the youths are 14 to 16 years of age and then they de-
cline. A time series study of a group in which the first observations
were taken when the youths were 12 and the intervention occurs at about
age 14 through 16 will be seriously confounded by maturation. The dif-

ferent group time series design (in which the pre observations are on

youths who are about the same age as the groups that later enter the pro-
gram) would not have a serious problem with maturation effects. The

multiple time series design also would control for maturation if the com-

parison group is equivalent to the treatment group in terms of whatever



c¢haracteristics of maturation are presumed to influence the dependent

variable.

Testing
The threats to validity introduced by testing effects are controlled

by the single group time series design only if the effect of repeated

testing is linear and, therefore, is incorporated into the trend line

projections. If the effects "wear off" after the first or second test
and these observations are not removed from the pre-project data, then
the design would not control properly for their effects. The different

groups time series design contrels for the testing effect if it is rea-

sonable to believe that the historical groups are influenced by these in
the same way as the treatment group (e.g., the persons taking the tests

are about the same age, and so on). The multiple time series design

alse would control for them under those same conditions.

Mortality

When the mortality problem is created by the absence of data in the
post time period on certain tépes of persons for whom data were available
in the pre-project period, then the time series design does not control

for this problem.

Regression to the Mean

Interrupted time series, on the same group or area, helps to con-
trol or rulé out regression to the mean only if the pre~project observa-
tions include time points with scores as extreme as those that were used
to seleét persons or areas for the treatment and only if these occurred

far enough before the project to detexrmine the presence and/cx magnitude
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of regression effects. A multiple time series design in which the ewvalu-

ator can find one (or preferably several) other areas that had scores
as extreme as those used to select cases for the project (in the histori-

cal time periods) would be better able to control for regression effects.

Selection
Random assignment designs (time series or otherwise) are the only

good way to control for selection biases. With a different group time

series design, however, the evaluator could compare all pre-project his-

torical groups or persons who meet the quantitative eligibility rules

for the project with all of the persons in the post pericd who meet those
rules--even if they were not selected into the project. - This procedure
is extremely conservative in assessing the effectiveness of the project
unless the project handled a substantial proportion of the eligible
cases. If a project takes all eligible clients, however, and the evalu-
ator can identify those in the pre-project period who would have been

eligible, then the different groups time series design would control

for selection bias.

ANALYZING DATA FROM INTERRUPTED TIME SERIES DESIGNS

Among the various methods and statistics that have been used to.
analyze interrupted time series data are the Walker-Lev tests, analysis
of covariance, ordinary least squares regression analysis, the Chow test

of statistical significance, the single mocd test, the double mood test,



2-54

and a series of different models based on the Box-Jenkins work which
are called ARIMA (auto regressive integrated moving average).2 of
these, only the ARIMA models constitute a fundamentally different ap-
proach to time series analysis. Before describing some of these statis-
tics and explaining (in non-technical terms) how to use them, it should
be noted that all the statistics mentioned except the ARIMA models are
based on multi-~variate linear regression.

Five of the significance tests can be obtained from the Walker-Lev

*

time series computer program and these will be described first. It should

be emphasized that these statistics test for different types of changes

in the data. Thus, one should not expect the results from the tests
to be "consistent" for a particular time series because the tests are

used for different purposes and have different interpretations.

Single Mood

The single mood test fits a linear regression line to the pre-pro-
gram observations and then projects an estimate of the expected value
fscore) for the first time period after the program has been implemented.

The difference between the predicted value and the observed value for

the firét time point after program implementation is evaluated by a t-test.

If the difference is statistically significant (at the .05 level for example),
then the conclusion is that the program had an immediate impact. This

test provides no information on whether the impact was maintained or

whether the pre-program trend was altered by the program.

x .
Examples of how o access and use these are contained in Part II of the

Handbkook. Also see the discussion of the "Bellevue Citizen Involvement
in Burglary Prevention Evaluation" in Section 4B for examples of their
use and the actual computer output.



Double Mood

The double mood test can be used when there are a sufficient number
of post-program time points to fit a linear regression line to them. B3
regression line is fitted to the pre-program time points and an esti-
mate made for the expected value of a time point that lies in between
the last pre-program time point and the first post-program time point.
Another regression line is fitted to the post-program data and an esti-
mate projected backwards in time to the point that lies in bétween the
last observation fof the pre-program time period and the first observa-
tion for the post-program time period. A significant t-~test indicates
that there was an immediate impact from the program and the impact was
maintained during the post-program time period. Under some conditions
the single mood may be significant and the double mood may not be signi-
ficant for the same data. = Consider the hypothetical data in Figure 4.
In this hypothetical case the single mood test probably would be sig-
nificant, indicating an immediate impact, but the double mood would not

be significant.

Walker-Lev 1 (ANCOVA 1)

The first Walker-Lev test (which is identical to the first ANCOVA
test) compares the regression slope for the pre~program time period with
the slope for the post-program time period.3 If the test is significant,
one can conclude that the trend observed in the pre-program months was
altered significantly by the program. Given certain types of changes
in the time series, the Walker-Lev 1 can be significant even though

neither the single nor double mood tests would be. Consider the example
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in Figure 5. In this example the program intervention clearly altexred
the generally upward trend of the pre-program series, resulting in a
downward trend afterward. Neither the singie nor the double mood tests
would be significant, however, because the predicted observations would
be almost identical to those observed for the month when the program
began as well as for the hypothetical time point that lies in between

the two series.

Walker-Lev 2 (ANCOVA 2)

The second Walker-Lev test is of interest only if the first Walker-
Lev indicates that there is no difference in slopes (trend) for the pre-
program time period compared with the post-program time period. If the
slopes are the same (statistically insignificant differences), then the
second Walker-Lev indicates whether the trend for the entire regression

line is significantly different than zexo.

Walker-Lev 3 (ANCOVA 3)

The third Walker-Lev test is to identify significant changes in
the entire level of the series (differences in intercept values) that
could be attributed to the intervention. This is done by comparing a
single regression line for the pre and post data with regression lines
within the pre and post that have the same slope but unique intercepts.
If the first test indicated that the slopes (trend) in the pre and post
data were the same, the Walker-Lev 3 is a clear test for differences
in the level of the series. But if the slopes were different, accord-
ing to Walker-Lev 1, then the third test is not particularly meaningful.

This test is designed to show statistically significant differences for
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data of the type shown in Figure 6.

Most of the statistical analysis packages for the social sciences
have multiple regression programs that can be used to produce the same
statistics as the Walker-Lev tests and most have analysis of covariance
routines that provide the same information. The ANCOVA rcutine in the
Statistical Package for the Social Sciences (SPSS) does not, however, pro-
vide quite all the information needed.4 "Figure 7 shows the interpretation

for the results of a multiple regression time series analysis. The formula is:

*
Y=a+ blI + b2TIME + b3I TIME

where: Y = the dependent variable. kY

[}
il

a dummy variable representing the intervention point; obser-
vations before the intervention would be given a score of
zero; observations after the interventicn would be given a
a score of one.

TIME = time, measured 1, 2, 3, 4, and so on to the most recent
point, using weeks, quarters, years, and so on.

I TIME = interaction between time and the intervention dummy
variable (this variable is created by multiplying the score
on the intervention variable [zero or one] and the score
on the time variable, thereby creating a new variable for
each case.

The three hypotheses tested with the Walker-Lev tests or the ANCOVA
tests can be examined using various parts of the equation above, as
summarized in Table 1.

The Chow test is slightly different from any of these and, in some

. 5 . . .

ways, might be more useful. Its purpose is to determine if the post

intervention observations are from a different population than the pre

intervention observations. This is done by comparing the explained

*
For readers not familiar with regression analysis this notation is devel-

oped and explained in the following paper "Intuitive Logic of Multiple
Regression Analysis."
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FIGURE 7

INTERPRETATION OF MULTIPLE REGRESSION STATISTICS

FOR INTERRUPTED TIME SERIES

I
I*TIME{O 0 0|0 56 7 8
values of the I joo0o0jo1111
variables TIME (123|456 78
5nterpretation | b I TIME
if b b, b dependent ,,/”//

are staglsgl— variable b TIME
cally significant _———"’r——————n
_______.r-——“*Bl I

and positive 7 |

time

Y=a+ blI + b2TIME + b3I TIME

interpretation I
. R b . TIME
if b, 1is negative, dependent 2
b i% positive, & variable
25 ! b.I TIME
b_ 1s negative & |l 3

azl are statisti- ‘ blI
cally significant

time

lTime has. integer values such as 1, 2, 3...n. I (intervention) has a
score of 0 for the pre-intervention and a score of 1 for the post. The
interaction term I*TIME is formed by multiplying I by time.

2b for the interaction term indicates how the slope (trend) shifted
after the intervention. for time is the pre-~project trend projected
into the post period, and g for the intervention (I) shows the change
in level of the series after the intervention.



"TABLE 1. PROCEDURES FOR USING MULTIPLE REGRESSION ANALYSIS TO TEST
FOR SIGNIFICANT INTERVENTION EFFECTS

HYPOTHESIS FORMLTA EQUIVALENT INTERPRETATION AND COMMENTS

TESTS
Hl. The intervention
produces a change in the Y = a + b;I+bytime + by ITime Walker Lev 1 (a) The regression coefficient
trend of the dependent ANCOVA 1 for the interaction term, b3,
variable. gives the post-intervention slope

adjustment over the pre-project
data. If b3 is significant, then
the regression coefficient for
time (by) is the pre-intervention
slope (trend).

(b) If b3 is not significant, test
for H2 and H3.

H2. (IF Hl is not

accepted). There is an .

underlying trend in the Y = a + by + bytime Walker Lev 2 Note: The interaction term must be

dependent variable ANCOVA 2 removed from the equation to test

throughout the entire this hypothesis.

time period.
The coefficient for time (b,) gives
the slope (trend) for the entire pre
and post time periods. If it is
significant, then the trend is
different from zero.

H3. (If Hl is not Y=a+ blx + bztime Walker Lev 3 Note: The equation is the same as

accepted). The intervention ANCOVA 3 for H2, but as before, the interaction

produced a change in the level term must not be in the equation,

of the dependent variable. even if it is not significant.

The coefficient for I (by) gives
the post-intervention intercept
adjustment which can be interpreted
as the magnitude of change in the
level of the series.

g,
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variation obtained from a single regression line with the explained var-
iation obtained when unique slopes and intercepts are calculated for
both the pre and post time periods. Using the output from the multiple
regression analysis explained above, one could calculate the value of
the Chow test by conducting an F test of significance on the increase
in R2. The time variable would be entered first (and R2 is calculated)
in a step~wise regression and then the intervention variable and the
interaction term entered. If the change in R? when all three are in
the equation is statistically significant (in comparison with.the R2
when only the time variable was used) then the conclusion would be that
the post intervention observations are from a different population than

the pre intervention data.

ASSUMPTIONS IN USING REGRESSION ANALYSIS

FOR INTERRUPTED TIME SERIES

The assumptions that should be met in order to use regression/corre-
lation analysis are described in another paper in this series and will
not be examined eéextensively except for a major confounding problem:
non-independence of the units of analysis.

A kéy assumption in the use of regression analysis is that the cases
or units of analysis are independent of one another. In time series data
the cases or units of analysis constitute time points represented by
scores on the dependent variable. Since social phenomena are often not

indep=2ndent through time, this assumption may be vioclated. If so, the

A



tests of significance are inflated and the evaluator who was unaware of
the problem would erroneously conclude that a significant change occurred
when, -in fact, it d4id not.

A determination of whether this assumption has been viclated can

be made by examining the autocorrelation of the residuals from the re-
gression equation. If the residuals (e.g., the error in predicted values)
are correlated with each other, then there is an autocorrelation problem
and the tests of significance are not valid. The autocorrelatioﬁ or
autoregression coefficient is calculated by regressing the error at one
time point with the erroi at the next, moving across each of the time
points. In other words, the error in prediction for the first month

is paired with the error for the second; the error for the second is
paired with the error for the third; the error for the third is paired
with the error for the fourth, and sc on. The Durbin-Watson test of
statistical significance for this type of error will indicate whether
the autocorrelation problem is serious enough to disregard the tests of
significance obtained for the various ANCOVA or Walker-Lev or regression
tests.7 (The SPSS program will give the Durbin-Watson test if that option
is requested.) The Walker-lLev program does not give ‘this statistic, but
it does give the autocorrelation coefficients for Lag 1. The approxi-
mate value of the Durbin-Watson test can be calculated from the auto-

8
correlation coefficient using the following formula:
D = 2(1~-r)

The critical points of the Durbin-Watson test are attached to this paper

as Bppendix 1. If the value is greater than the upper bounds shown



(Du) then there is no autocorrelation problem. If the value is lower
than the lower bounds (DL) then there definitely is a problem. If the
value is in between the lower and upper bounds, it is not clear whether
a prcblem exists or not.

If there is a significant autocorrelation problem, the researcher
has several options available for trying to solve it. Technical discus-
sions of these are beyond the scope of this paper, but they are described
briefly and a reference given.

1. Take first differences. First differencing is done by simply

subtracting the value of the dependent variabie at time 1 from the value
at time 2, creating a new "difference" variable. The same is done for
the value at time 2 with time 3, and so on. These new values are then
used with the same analysis routines described before. If the residuals
are not autocorrelated, then the significance tests are accurate. Al-
though most references on time series analysis recommend the use of

first differencing to remove autocorrelation problems, some recent authors
have suggested that this procedure is not a good one to use unless the
autocorrelation coefficient is close to 1.0.

2. Use . generalized least squares. Generalized least squares is

a varient of ordinary regression analysis and, when applied to time
series data, involves the calculatiorn of the autoregression coefficient
and then weighting the lag one value of the variable with that coeffi-
cient. This procedure is explained by Ostrom and he also éhows how it
can be done using SPSS multiple regression analysis.

3. Transform the data in a substantively meaningful way. The re-

searcher might, for example, calculate rates of change between the



oObservation at time 1 and time 2; time 2 and time 3; and so on. This
is a variant of first differencing, but one which has a substantive
interpretation and might remove the autocorrelation problem. The test
for intervention effects would indicate whether the rate of change in
the observations was effected by the intervention.

4. Include a lagged value of the dependent variable in the regres-

sion equation. This procedure seeks to statistically control the most

recent value of Fhe observation and test for intervention effects. The
ARIMA approach uses lagged values. . The major problem with the technique
is that the Durbin-Watson test of significance is not valid when lagged
values are included and, therefore, the evaluator would not know whether

. . . 1
the autocorrelation problem was solved with this procedure.l

5. Use one of the ARIMA (auto regressive integrated moving average)

models. This would be the best solution to the problem, but it also is
the most difficult and technically complex, since well-developed and
documented statistical routines to apply these models to interruptéd
time series (as distinct from ordinary time series) are not generally

available.



APPENDIX I
DURBIN-WATSON TEST FOR AUTOCORRELATION

Sample | Pr = Probability .
size = in Lower Tail k = Number of Regressors (Excluding Constant)
n (Significance 1
Level = x) 2 3 4 5

D, Dy D 11 Drr Dy Drr Dy Drr DIL
.01 .81 1.07; .70 1.251 .59 1.46} .49 1.70 .39 1.96
15 .025 .95 1.23] .83 1.40)] .71 . 1.61] .59 1.84 .48 2.09
.05 1.08 1.36/ .95 1.54} .82 1.75] .69 1.97 .56 2.21
.01 .95 1.15| .86 1.27( .77 1.41| .e8 1.57 .60 1,74
20 .025 1.08 1.28) .99 1.41}| .89 1.55| .79 1.70 .70 1.87
.05 1.20 1.41(1.10 1.54}1.00 1.68 .90 1.83 .79 1.99
.01 1.05 1.21] .98 1.30§ .90 1.41}| .83 1.52 .75 1.65
25 .025 1.18 1.34/1.10 1.43{1.02 '1.54} .94 1.65 .86 1.77
.05 1.29 1.45{1.21 1.55(1.12 1.66(1.04 1.77 .95 1.89
.01 1.13 1.26§1.07 1.34[1.01 1.42| .%4 1.51 .88 1.6l
30 .025 1.25 1.38{1.18 1.46(1.12 1.54{ 1.05 1.63 .98 1.73
.05 1.35 1.49;1.28  1.57{1.21 1.65{ 1.14 1.74 |1.07 1.83
.01 1.25 1.34/1.20. 1.40[1.15 1.46| 1.10 1.52 |1.05 1.58
40 .025 1.35 1.45/1.30 1.51§1i.25 1.57| {1.20 1.63 j1.15 1.69
.05 1.44 1.54[1.39 1.60{1.34 1.66 1.29 1.72 {1.23 1.79
.01 1.32 1.40/1.28 1.45{1.24 1.49| [1.20 1.54 |1.16 1.59
50 .025 1.42 1.50(1.38 1.54/{1.34 1.59| |1.30 1.64 (1.26 1.69
.05 1.50 1.59]1.46 1.63||1.42 1l.66] |1.38 1.72 |1.34 1.77
.0l 1.38 1.45}1.35 1.45]1.32 1.52[ 1.28 1.56 |1.25 1.60
60 .025 1.47 '1.54{1.44 1.5731.40 1.61§ 1.37 1.65 |1.33 1.69
.05 1.55 1.62]1.51 1.65{1.48 1.69| 1.44 1.73 {1.41 1.77
.01 1.47 1.52/1.44 1.5431.42 1.57} 1.39 1.60 ]1.36 1.62
80 .025 1.54 1.59}1.52 1.62(1.49 1.65| 1.47 1.67 |1.44 1.70
.05 1.61 1.66/1.59 '1.69{1.56 1.72] 1.53 1.74 |1.51 1.77
.01 1.52 1.56/1.50 .1.72}1.48 1.60] 1.46 1.63 [1.44 1.65
100 .025 1.59 1.63}1.57 1.65|1.55 1.67} 1.53 1.70 |[1.51 1.72
.05 1.65 1.69|1.63 1.72|1.61 1.74) 1.59 1.76 {1.57 1.78

TABLE IX Critical Points of the
Durbin-Watson Test for
Autocorrelation [see equation (6-31)1]

This table gives two limiting
values of critical D (Dpand Dy,
corresponding to the two most extreme
configurations of the regressors;
thus, for every possible configuration,
the critical value of D will be some-
where between DLﬂand DU:‘

§9-z
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FOOTNOTES

There is considerable debate as to whether linear predictions, used
in the deterministic models, are suitable for social phenomena or
whether stochastic models such as the ARIMA ones are more appropriate.
See Section 2F of the Handbook, "Applications of ARIMA and ANCOVA

to Interrupted Time Series Analysis."

See George E.P. Box and Gwilym M. Jenkins, TIME SERIES ANALYSIS:
FORECASTING AND CONTROL, revised edition (Holden-Day, 1976). These
models were first applied to interrupted time series by Gene Glass
et al. See Gene V. Glass, Victor L. Willson, and John M. Gottman,
DESIGN AND ANALYSIS OF TIME SERIES EXPERIMENTS (Colorado Associated
University Press, 1975).

Helen M. Walker and Joseph Lev, STATISTICAL INFERENCE (Holt, Reinhart,
and Winston, 1953).

Norman H. Nie et al., SPSS: STATISTICAL PACKAGE FOR THE SOCIAL
SCIENCES, second edition {McGraw-Hill, 1975).

Gregory C. Chow, "Tests of Egquality Between Sets of Coefficients
in Two Linear Regression," ECONOMETRICA, 28 (July 1969), 591-605.

Nie et al. present a discussion of how this can be done.

See Charles W. Ostrom Jr., TIME SERIES ANALYSIS: REGRESSION TECH-
NIQUES (Sage Publications, 1978).

Ronald Wannecott and Thomas Wonnacott, ECONOMETRICS (John Wiley &
Sons, 1970), p. 143.
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SECTION 2D

*
THE INTUITIVE LOGIC OF MULTIPLE CORRELATION AND REGRESSION

Abstract

A step by step explication of the intuitive (rather than mathematical)
logic of regression analysis is provided, along with a step by step illus-
tration of how scores for hypothetical individuals are manipulated to ob-
tain the statistics. The procedure is then extended to the multivariate
case. For evaluators who are not familiar with regression analysis, it
is suggested that they calculate the hypothetical data by hand, following
the instructions in the paper, in order to fully understand the logic of
the calculations. .The paper describes and illustrates the substantive
interpretation of the correlation coefficient (r), the coefficient of

determination (rz), the regression coefficient (b), and the intercept (a).

*
These materials were prepared by Anne L. Schneider and distributed to
ALJE evaluators during the Model Evaluation Program.




THE INTUITIVE LOGIC OF MULTIPLE CORRELATION AND REGRESSION

There are several approaches one can take to present an "intuitive"
(rather than mathematical) logic of correlation/regression analysis. The
one used in this paper begins with nominal-interval data using the basic logic
of analysis of variance and then proceeds to interval-interval data and the

multivariate case.l

Introduction

Suppose that data are available on the number of arrests for 20 youths
during a two-year period after they were originally arrested for burglary.
It is known that 10 of the youths were in a new juvenile program (Program A)
whereas the other 10 were in the traditional minimum supervision probation
program (Program B). The data are arranged as shown in Table 1.

The following observations can be made:

1. There is considerable variability in the number of arrests among
youths in the two programs and considerable variability in arrests
even for persons within each program.

2. The average number of arrests for all 20 youths is 3.5.

3. The average number of arrests for Program A youths is 2.

4. The average number of arrests for Program B youths iS,S'

Clearly, it appears that youths in Program A did better than those in
Program B. It also is clear that the programs are not the only thing infiu-
encing the arrest rates of the youths. Which program a juvenile is in explains
or accounts for some of the differences in number of arrests (e.g., an aver-
age of two arrests per person for Program A vs five for Program B) but

being in Program A cannot explain why one youth in Program A has zero arrests,

another has five, and so on. Nor can being in Program B explain why one youth



in that program has four arrests, another nine, and another eight.

One way of phrasing the relevant question is this: How much of the var-
iability among the youths' arrest rates is accounted for (explained) by the
treatment progréms and how much of the variability among them is ggz_éttrib—

utable to the programs?

TABLE 1. DATA ON 20 HYPOTHETICAL YOUTHS

Program A Program B
Youths: Number of Youths: Number of
Arrests in Two Years Arrests in Two Years
1. Sam 2 11. George 3
2. John 0 1l2. Harvey 4
3. Harry 3 13. 1Isaac 2
4. Wallace 1 14. Jacob 5
5. Albert 1 15. Kenneth 4
6. Alice 3 16. Laura 5
7. Betty 5 17. Mary 8
8. Carolyn 2 18. Nancy 6
9. Evelyn 3 19. Paul 4
10. Freda 0 20. 'Rita 9
r = 20 L =50
'Y.A = 2 Y, = 5

Grand Total = 50 + 20 = 70
70/20 = 3.5

Grand Mean YG

To answer this, one must measure the total amount of variance among
the group of 20 youths and then ascertain what proportion of the variance

can be explained by the program they were in and what proportion is left

unexplained by the program.




Partitioning the Variance

The variance is the most commonly used measure of spread (i.e., differ-
ences among the scores, variability among the scores). It is calculated by
subtracting the mean score (grand mean) from each individual score to measure
deviation around the mear and then squaring the results for each case. The

sum of these, for all cases, is called the sum of squares.

2 =2 =2

Sum of Squares = (Y. - Y) +.(Y2 - YY) + (Y3 - YY) + ... + (Yn - Y)

1

Where Y, refers to the first case (Sam); Y., refers to a second case
(John) ; and so on through the 20th case (Rita), and Y is the grand mean.

The variance is the sum of the squared deviations divided by the number
of cases, but we will use the sum of squares for the subsequent examples.

The logic of partitioning the variance into that which can be explained
by the program and that which cannot is as follows: We calculate the total
sum of squares for the arrest data (the measure of variability for all 20
youths) and then we calculate the sum of squares that is NOT explained by
which program the youth is in. As noted before, being in'Program.A;cannot
explain why the youths within the program differ among themselves in terms of
their arrest scores; nor can being in Program B explain why the youths in
that group differ among themselves in the number of arrests. Thus, the sum
of squares (variability) within Program A is calculated and the sum of squares
within Program B is calculated.* These two are added together and are called
the unexplained sum of squares. Next, we calculate the amount of variability
that IS explained by being in one program rather than the other.

The logic for calculating the unexplained sum of squares is easy to
grasp since it is obvious that when the youths were exposed to the same pro-

gram (such as Program A) but differ in arrests, the program as a whole cannot

account for the differences. The logic for calculating the explained sum of

*
See the formulas and explanation on page 4.
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this is the "grand" mean

rearrest score for youth 1,
2, 3, and so on until all n

this is the mean number of
rearrests for youths within

rearrest score for youth 1,
2, 3, and so on until all
10 cases in Program A have
been used. N = number of

this is the mean number of
rearrest for youths within

rearrest scores for youth 11,
12, 13, and so on until all
10 cases in Program B have
been used. N = number of

this is the "grand" mean for

this is the mean for group A
N = number if Program A.

this is the "grand" mean for

this is the mean for group B

TSS = USS + ESS (total sum of squares equals unexplained sum of
squares plus explained sum of squares.)
- 2 -~ -
TSS = (v, - Y)" + (¥, ~Y.G)2 +oun Y -
~ n 5 Y for all 20 youths
+( -y )" = 2 (¥, -Yv.)
e =1+ € Y. -
i
cases have been used.
USS = USS_ + USS
a b
USS. = (Y. - Y02 & (v. - T)% + Y. -
a 1 A 2 A ctr A
+ (Y‘ -y )2 = % (y, - g-)z Program A
N~ ‘A . A g :
i=1
Y'—
i
cases in Program A.
- 2 — 2
= - Y - -
Uss, = (¥, B+ (Y., = ¥} + ... 7 -
2
+ (v, -~ v.) = ¥ (. - v.) Program B.
N B , B
i=1
Y_'_
i
cases in Program B.
ESS = ESS_ + ESS
a b
ESS. = (¥, -~ ¥2° (o) ¥ -
a A G ' G all 20 youths
v -
A
_ T _ T2 (W Y -
ESSy, = (vg - ¥g) G an1 youths
5"

The actual calculations are shown in Table 2.

N = number in Program B.
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TABLE 2. CALCULATION SUM CF SQUARES

Number Total Unexplained Explained
of Sum of Squares Sum of Squares Sum of Squares
Program A Youths Offenses }G (Yi _ §¢)2 §A (Yi _ §A)2 (§A - }G)Z
1. Sam 2 3.5 2.25 2 0 (2 - 3.5)% = 2.25
2. John 0 3.5  12.25 2 4 (2 - 3.5)2 = 2.25
3. Harry 3 3.5 .25 2 1 (2 - 3.5)2 = 2.25
4, Wallace 1 3.5 6.25 2 1 (2 - 3.5)2 = 2,25
5. Albert 1 3.5 6.25 2 1 (2 - 3.5)2 = 2.25
6. Alice 3 3.5 .25 2 1 (2 - 3.5)2 = 2.25
7. Betty 5 3.5 2.25 2 9 (2 - 3.5)2 = 2.25
8. Carolyn 2 .5 2.25 2 0 (2 ~ 3.5)2 = 2,25
9. Evelyn 3 3.5 .25 2 1 (2 - 3.5)2 = 2,25
10. Freda 0 3.5  12.25 2 4 (2 - 3.5 = 2.25
I =20 Y = 44.50 L = 22 r = 22.50
Y, =2 ) . ) .,
Program B Youths YB (Yi -Y) (ZB - YG)
1. George 3 3.5 .25 5 4 (5 - 3.5)2 = 2.25
2. Harvey 4 3.5 .25 5 1 (5 - 3.5)2 = 2.25
3. Isaac 2 3.5 2.25 5 9 (5 - 3.5)2 = 2.25
4, Jacob 5 3.5 2.25 5 0 (5 - 3.5)2 = 2.25
5. Kenneth 4 3.5 .25 5 1 (5 - 3.5)2 = 2.25
6. Laura 5 3.5 2.25 5 0 (5 - 3.5)2 = 2.25
7. Mary 8 3.5 20.25 5 9 (5 - 3.5)2 = 2,25
8. Nancy 6 3.5 6.25 5 1 (5 - 3.5)2 = 2,25
9. Paula 4 3.5 .25 5 1 (5 - 3.5)2 = 2,25
10. Rita 9 3.5  30.25 5 16 (5 - 3.5)° = 2.25
| L = 64.50 L =42 L = 22.50
TSS = 44.50 + 64.50 = 109 ‘
USS = 22 + 42 = 64
ESS = 22.5 + 22.5 = 45 2



squares is not as self evident. Program A can explain why youths in Program

A differ, on the average, from all of the youths, and Program B can explain

l why its clients differ, on the average, from all the youths. Thus the mean of

tﬁe entire 20-person group is subtracted from the mean of Group A and from the

- mean of Group B (cnce for each client) to calculate the explained sum of squares.
Having calculated the total sum of‘squares and the explained sum of

squares, it is now possiblg to determine the proportion of the variance that

is attributable‘to the differences’in treatment programs. The coefficient of

determination (r2) is a summary measure of the proportion of variance explained:

r2 = ESS = .41 r = .41 = .64 (correlation coefficient)
TSS

The regression coefficient (b) is simply the difference in means between
the two groups. In this example (b = 5-2 = 3), If a "score" is assigned to
each group (Program A = 0; Program B = 1) then the relationship c¢an be dia-
grammed as shown in Figure 1. The average score for Group A is plotted above
.the value we have given Program A (i.e,, 2zero) and the average score for
Group B is plotted above the value we have given for Program B (1).

The regression coefficient (b) 1is interpreted as the change that occurs,
on the average,; in the dependent variable when there is a one unit change on
the independent variable. Thus, in the example, when a change is made from
Program A to Program B (one "unit") there is a change, on the average, from
two arrests to five arrests which is a total change of three arrests.

Alpha (the intercept) is the value on the dependent variable when the
independent variable is zero. Since we used zéro as the score for Program A
youths, alpha (in the example) will equal the mean arrest score for juveniles
in Program A (two arrests).

The formula that expresses these relationships is:
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Where: = Y is the predicted (estimated) score for a youth

a

b

is the intercept value (2 in this example)

is the regression coefficient (which has a value of 3 in this

example

is the independent variable (which in this example, is scored
as zero if the youth is in Program A and as one if in Program B).

The correlation coefficient (.64) is a summary measure of the spread or

degree of acturacy that is observed when one actually "predicts" the number

’ . . . 2, .,
of arrests for each youth. The coefficient of determination (r ) is the

proportion of varianceé in arrests explained by the program variable.

Extension to Multiple Regression

As noted previously, there must.be some other variables influencing

arrest of these youths, since only part of the differences among them is
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attributable to being in one program rather than the other.

Examination of the original data in Table 1 indicates that sex may account
for some of the variability in scores. Of particular concern, however, is
whether the variance presumably explained by the program variable actuélly
is due to the program effects or whether it is partly due to differences
attributable to sex.

In order to find out, one could redo the analysis by first letting the
sex variable explain all of the variance in arrests that it can and then
calculate how much of the residual (left-over) sum of squares can be explained
by the program variable.

This procedure is illustrated in Table 3 using cases from the original
data. The best prediction of arrests for boys‘in either program would be

the average number of arrests for all boys, and the best prediction for girls
would be the mean number of arrests for all the girls. This becomes the “pre-
dicted" or "expected" score on arrests for each case and it is subtracted
from the actual (original) score producing the residual variance that cannot
be explained by sex.

For example, the mean numb:r of arrests for boys in this analysis ( m) is
2.5. Thus one would expect Sam to have 2,5 arrests; John should have 2,5
arrests; and so on. Sam, however, only has two arrests and therefore has .5
fewer arrests than were expected. John had no subsequent arrests and there-
fore had 2.5 fewer arrests than expected. The residual scores repregent‘the
variancé in arrests that cannot be explained by the youth's sex and these
scores become a new dependent wvariable. One then proceeds to calculate tﬁe
proportion of the variance in these residual scores that can be explained by

the program variable. Thus, a new total sum of squares is calculated for the

residual scores, a new unexplained sum of squares is calcutated, and a new



TABLE 3. CALCULATING THE RESIDUALS

MALE FEMALE
_ Residual _ Residual
Program A Y YG Score Y YG Score
1. Sam 2 2.5 - .5 ° 6. Blice 3 -1.5
2. John 0] 2.5 =2.5 . 7. Betty 5 4.5 .5
3. Henry 3 2.5 45 - 8. .Caroclyn 2 4.5 -2.5
4. Wallace 1 2.5 -1.5 9. " Evelyn 3 4.5 -1.5
5. Albert 1 2.5 -1.5 10. Freda 0 . -4.5
=7 Y, =1.4 = Y_ = 2.
M X 13 YFA 2.6
Program B
11. George 3 2.5 5 16. Laura 5 4.5 .5
12. Harvey 4 . 1.5 17. Mary 8 4. 3.5
13. Isaac 2 2.5 - .5 18. Nancy 6 . 1.5
14. Jacob 5 2. 2.5 19, Paula 4 - 5
_15. Kemneth 4 2.5 ___ 1.5 - 20.__Rita 9 S 15 -
________ PTY w3 PTR O YT O% _
Y = v =
M 2.5 YF 4.5

explained sum of squares is calculated.

The r2 that is produced from the new analysis is a partial coefficient
of determination (the new r value is a partial correlation coefficient). The
new regression coefficient is a'partial regression coefficient. Substantively,
r2 represents the proportion of the variance in arrests that can be explained
by which program the youth was in after having statistically controlled for
the effect of sex. The partial regression coefficient represents the amount
of change in arrest scores for each unit of change in the program variable

after sex has been statistically controlled.



The mGre familiar formula for multiple regression is:
¥ b
= + +
3 * DXy b,
(Note: most existing calculation routines do not actually let one vari-
able explain all the variance it can, calculate the residual, and then let

another variable explain as much of the residual as it can. Instead, the

e Xy simultan~

calculation routines partial the explained variance to Xl’ x2

eously. Nevertheless, the intuitive logic of multiple correlation is easy

to understand using the step by step procedure described above.)

Extension to Interval Level Data

The extension of the logic to interval data for both the independent and
the dependent variables is quite straightforward. Figure 2 shows the rela~
tionship between parental income (X) and the number of self-reported offenses(Y)
for a hypothetical group of 12 ninth grade boys. Three of the boys have
parents with incomes of $5,000. These youths reported a total of 33 offenses,
for a mean of 11. The three boys whose parents have incomes of $10,060 reported
a total of 30 offenses, for a mean of 10. The score (on the deperndent vari-
able) for the subset of persons who have a common score on the independent
variable is plotted on the diagram.

The regression line is calculated in such a way as to maximize the pro-
portion of the total sum of squares that can be explained by the independent
variable which also means that the regression line minimizes the squared
deviations around the line kthe unexplained sum of squares is minimized).

This type of regression analysis often is referrxed to as least sguares
iegression.

Figﬁre 3 has been drawn to illustrate the interpretation of the statis-

tics that one obtains from correlation/regression analysis.
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b - (regression coefficient, slope). Each unit of change in the independent
variable is associated with b units of change in the dependent variable.
In the example, b is .5 indicating that each unit of change in age (i.e.,
each additional year) is associated with the addition of one-half an
offense. It takes a change of two years in age to produce; on the aver-
age, one additional offense.

beta (standardized regression coefficient). A change of one standard devia-
tion on the independent variable is' associated with a change of one standard
deviation on the dependent variable when beta equals one.

a ~ alpha (intercept). The value 6f Y (dependent variable) when X is equal
to zero. In the example, the regression line crosses X at 10 years,



indicating that on the average there were no offenses committed by youths
with an age of 10 and that if age were theoretically zero, there would
be a ~8 offenses.

r’- (coefficient of determination). The proportion of variance in the depen-—
dent variable explained by the independent variable. In the example,

the actual scores are shown as points on the graph. The sum of the dis~
tance between each point and the regression line, squared, is thée unex-
plained sum of squares.

l—r2 ~ proportion of variance in dependent variable not explaired by the
independent variable.

r -~ correlation coefficient. The correlation coefficient has no straightfor-
ward interpretation and is most easily understood by squaring the wvalue
to obtain the proportion of variance explained by the independent vari-
able.

Application to Evaluation

There are many applications of correlation and regression analysis to
evaluation research. Two will be illustrated here.

Situation 1. Juveniles have been randomly assigned to Program A and to
Program B.

As shown in the first example (Table 1), correlation analysis can be
used to calculate the proportion of variance on the dependent variable attri-
butable to the program. This can be done with an analysis of variance rou-
tine or with any standérd correlétion/regression proéram. The formula, for
this type of regression is:

¥=a+bx ‘ Y - the dependent variable

a - the intercept (alpha)

b - the regression coefficient (slope)

X - the independent variable which, in
this example, has a score of zero
if the youth is in Program A and a
score of one if the youth is in
Program B.

Output from the program will include the value of the correlation coeffi-

cient (r), both the standardized (B8), and unstandardized (b) regression coef-



ficients, the intercept value (called alpha, a, or the constant), and for
most computer routines the output will show the "within group" sum of
squares (i,e., unexplained variance) and the "between group" sum of squares

(explained variance).

Situation 2. A jurisdiction introduced a new program (Program A) in
1977 for juvenile felony offenders and data have been collected about youths
in the program. Data also have been obtained on a group of juvenile felony
offenders from 1976 to be used as a comparison group (Program B). Program
A clients constituted only a fraction of the 1977 youths and there is no
information on the criteria used to determine which juveniles would be in
Program A. It is suspected that youths in the new program may be younger
and have fewer prior offenses than the total population. Therefore, the
investigator wishes to ascertain whether Program A clients have lower
recidivism scores than Program B which are due to the program independ-
ently from differences in recidivism that might be produced by differences
between the age of youths in the two groups or differences in the number
of prior offenses.

The formula is as follows:

Y=a+ blxl + b2X2 + b3X3

Y ~ dependent variable (recidivism) Xl treatment variable (Program
A=1; Program B=0)

a - alpha (intercept) X2 age

b - partial regression coefficients X3 number of prior offenses

In addition to the output described in Situation 1, the output from the
. , 2 . . . . . .
program will include R (multiple coefficients of determination) which repre-
sents the amount of variance in Y that can be explained by all of the vari-

ables in the equation. Of major concern is whether the treatment variable has
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statistically significant effect on Y when the other variables (such as age
and prioxr contacts) have been statistically controlled. Most computer pro-
grams will proyide a significance test for each of the partial regression
coefficients. If the one for the treatment variable is significant, then

the program apparently had an impact on the dependent variable that is

independent of differences between the group in terms of age, race, sex,
prior contacts, and the other characteristics of the youths that were used
as control variables in the eqguation.

A note of caution. If the researcher suspects that the "easy" cases

were generally assigned to Program A {(or the "hard" cases were generally
assigned to Program A) then statistical controls, using multiple regression,
will not entirely remove variance in f attributable to pre-treatment differ-
ences in the youths. If the "easy" cases are in Program A, there is a danger
that the treatment variable will appear to be effective when, in fact, it

is not., If the "hard" cases tend to be in Program A, there is a danger that
the treatment will appear to have no impact or to even be "worse" than the
pre-program group when, in fact, it is not. Although multiple regression
analysis is one of the better analysis techniques (perhaps the best) for
non-equivalent comparison group designs, its use does not relieve tﬁe
evaluator of the responsibility to identify alternative explanations for

the results obtained with the regression analysis.



Problems & Issues in the Use of Regression & Correlation Analysis

There arée several assumptions which should be met before one uses re-
gression or correlation analysis.2 Some of these are more important than
others in that violation of certain assumptions will not have much impact
on the conclusions that are drawn. In this section we will discuss some of
the assumptions which, if violated, can have serious consequences for the
researcher's ability to draw accurate conclusions from the data.

1. Assumption of Linearity

Correlation-regression analysis assumes that the relationship between
the dependent variable and the independent variable is linear, as shown in
Figure 3a below. If the relationship is not linear, such as shown'in Figure
3b, the regression equation and correlation coefficient may not provide
accurate descriptions of the relationship.3

Figure 3a: Linear Figure 3b: Non-Linear

The investigator's theory should specify whether the expected relation-
ship is linear or, if not, what type of relationship is expected. The re-
searcher always should examine a scatterplot of the relationship between the
dependent variable and each, independent variable to be used in the analysis
before proceediﬁg to multiple regression analysis. If the relationship is

not expected to be linear, from a theoretical perspective, and is not linear,




based upon examination of the scatterplot, then the data and/or the equations
*
should be transformed and a non-linear analysis conducted.

2. Assumption of Normal Distribution

Variables used in regression-correlation analysis should be normally
distributed. In practice, however, data (especially from small samples) are
rarely perfectly normally distributed. There are two problems which the
researcher should always examine before proceeding with regression or correla-
tion analysis. The first is to. determine whether there are any extreme out-
liers in the data. An outlier is a case which has a value much higher or
much lower than any of the other cases in the study. For example, one might
measure the number of prior offenses and determine that 99 percent of the cases
have six or fewer prior offenses but one individual has 25 priors. This is an
extreme outlier.

If the data are otherwiée normally distributed, the simplest solution
is to reduce the value of the outlier to a number just larger than the next
highest number. ILike any transformation, this preserves the rank ordering of
the cases. In other words, one would group seven or more priors into a single
category in order to '"normalize'" the distribution.

The second problem. that often is encountered involves a highly skewed
variable in which most of the cases have either a high or low score and the
others take on a considerable range. - For example, one might find that 90 per-
cent of the cases have a score of zero on number of prior offenses and the
remainder have scores ranging from one to 10 priors. There are no simple
solutions to this type of skewness problem, but the investigator should be
aware of the fact that the correlation coefficient cannot reach its maximum

value (of +1 or -1) when the variables are badly skewed in opposite directionms.

*
See "Prediction Models," Section 2E of this Handbook for a discussion of this.
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Thus, the statistics one obtaiffs when using a skewed variable are more conser-
vative than they would be if ‘the data were normally distributed.

3. Independence of Observations

The assuniption of independent observations means that each unit of ana-
lysis has a score which is independent of the other units. For example, it is
assumed that one person;s score on recidivism is not influenced by another
person's score. This assumption is most likely to be violated when one has
measured both the independent and dependent variable at several different time
points. For example, one might correlate the number of arrests with the
number of convictions using monthly data. Thus, the first unit of analysis
might be January, which has 20 arrests and five convictions; the next is Feb-
ruary, which has 25 arrests and 10 convictions; and so on. These units of
analysis (months) probably are not independent of one another due to trends
in both of the variables.

Violation of the assumption of independence does not affect the regression
coefficient nor the correlation coefficient, but it does result in inflated
F and t values used in testing the significance of the coefficients.

4, Interval-Level Measurement

One of the assumptions of regression-correlation analysis is that all
of the variables have been measured at the interval level. Often, there is
confusion over what this means and there is considerable disagreement con-
cerning how important it is. It is generally recognized that one can use
categorical variables in regression analysis if one has scored the variables
properly. (This sometimes is called dummy variable regression analysis.)
For example, suppose one is comparing the effectiveness of three different
treatment programs in relation to recidivism-rates.  In.order to conduct a

multivariate analysis, three variables should be developed. 7Persons who are




in Program A are given a score of one on the variable representing Program Aj;
otherg are given a score of zero. Persons in Program B are given a score of
one for the Program B variable; others are given a zero on Program B. Persons
who are in Program C are given a score of one on the Program C variable, and
others have a zero on this variable. Scores of zero and one are often used,
but other numbers are permissible. When conducting the analysis, however,

one of the dummy variables must be omitted from the equation because scores

on it are completely determined by scores on the other two dummy (categorical)
variables. The omitted category is called the refereunce category and predicted
scores for it are given by the intercept value (alpha). 1In normal regression
analysis, the value of alpha is interpreted as the value of Y (the dependent
variable) when X is zero. In dummy variable regression, the value of alpha
shows the expected (predicted) score on Y when an individual has a score of

one on the reference category.

It is critically important to remember that when categorical (nominal)
variables are used in regression analysis, one must not give scores of one,
two, three, four, and so on, to the different categories, since this type of
scoring presumes some kind of underlying metric order across the categories.
Nominal and categorical variables, by definition, do not have any underying
metric order except ''presence’ or "absence' in the category.

Another issue in regression analysis concerns the use of ordinal data
where one has a variable with three or more scores (one, two, three, for
example), but the '"true" distance between a score of one and a score of two
is not equal to the '"true'" difference between a score of two and a score of
three. There is considerable disagreement concerning the consequences of
using regression-correlation analysis on ordinal~level variables, but the

best information, at this time, is that the major consequence is usually



2-87

one of depressing the magnitude of the regression coefficient and correla-
. - 4
tion coefficient.

5. Cases to Variables Ratio

One of the most commonly overlooked problems in multiple regression
analysis is that the number of independent variables used in the analysis
should not exceed one for approximately every 15 cases. For example, if
the investigator has 50 cases in the analysis, no more than three indepen-
dent variables should be used in the multivariate analysis. 1If this ratio
is exceeded, the F value of the multiple coefficient of determination (R2)
will begin to drop and the substantive interpretation of the results can

. . 5
become quite meaningless.



FOOTNOTES

Regression analysis is discussed in most standard statistical texts.
The bibliography in Section 6 of the Handbook lists several texts
that inc¢lude such discussions. :

An excellent discussion of the assumptions and their relevance is
found in Eric A. Hanushek and John E. Jackson, STATISTICAL METHODS
FOR SOCIAL SCIENTIST (Academic Press, 1977).

There are many other kinds of non-linearity.
See Brent Rutherford, "The Accuracy, Robustness, and Relationships
Among Correlational Models for Social Analysis," presented at the

annual meeting of the American Political Science Association in 1972.

Robyn M. Dawes and Bernard Corrigan, "Linear Models in Decision Making,"
PSYCHOLOGICAL BULLETIN, El (1974), 95-106.
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SECTION 2E

*
PREDICTION METHODS

Abstract

This paper deals with the problems encountered when an experiment
or quasi-experiment is not possible. In these cases the evaluator must
create some sort of predicted outcome against which the program treatment
can be compared. Actuarial tables and prediction models are discussed
as possible options. It is argued that actuarial tables have a number
of problems that may make them inappropriate in most criminal justice
evaluations. Alternatively, two prediction model techniques are con-
sidered: Multiple classification analysis and multiple regression ana-
lysis. Multiple classification analysis offers an approach that attempts
to reflect the full detail of the sample data. However, under certain
conditions it is possible to disregard much of this detail and make

accurate predictions employing the multiple regression model.

*
This paper was written by Jerry Medler, based on his presentation and

that of Robyn Dawes at an ALJE special forum.
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PREDICTION METHODS

The Problem

In many evaluation contexts it is not feasible to creﬁte a meaning-
ful control group or even a comparison group which has not been exposed
to the program treatment. This generally comes about because of the
inability to make random assignments to experimental and control groups
from a designated pool of treatment clients. Because the treatment pool
is often a subset of a larger population (i.e., selected as a target
population), descriptive statistics for the larger population may be
available but inappropriate for benchmarks or comparisons for evalua-
ting the effects of the program. This lack of an appropriate compari-
son group leads to the need for a prediction of how the treated sub-
group would have behaved without treatment. Such an estimate could then
be compared to the actual observed behavior after treatment. A test
of the significance of any observed difference could then serve as the
inferential basis for evaluation of treatment effects.

It must be recognized, however, that a prediction for "no treat-
ment" behavior is vulnerable to the usual validity problems of quasi-
experiments. It is still possible that historical events or other fac-
tors external to the program could cause a shift in behavior after the
program is underway which would be mistaken for program effects. 1In

short, a prediction method is not a substitute for a control group.



The Actuarial Approach

There are many different approaches to making predictions. For
our purposes we will distinguish between actuarial tables and what we
will call prediction models. An actuarial table is best thought of
as an n-variable contingency table. The variables themselves are fre-~
quently demographic characteristics such as age, race, and sex. Cross
tabulation of the set of variables creates a large (often very large)
number of categories. The set of categories is then cross tabulated
with the behavior we are trying to predict, such as recidivism. The
relative frequency of the behavior is used as a direct estimate of the
probability of the occurrence of the behavior. For example, if we
examine the category of white-male-sixteen and find that 25 percent of
them recidivate in six months, we infer the probability of six month
recidivism is .25. To predict the total recidivism for a client pool
(say, males less than sixteen years old), we would select the relevant
subset of cells from the actuarial tgble (e.g., all cells in which
there are males sixteen or younger). We wéuld then break down the
client pool by the same variables used to construct the actuarial table.
Because the client pool is a subset of the population for which the
actuarial table was compiled there will be fewer cells in the c¢lient
pool table than in the actuarial table. However, for each cell in
the client pool table, there should be a corresponding cell or proba-
bility estimate in the actuarial table.

The information in the two tables can be combined to make a pre-

diction. Let Ni' represent the number of subjects in a given cell

jk

of the client table, where i stands for the iFh category of variable A,
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J for the i?h category of variable B, and k for the th category of

variable C. Then Pi' represents the probability in each category of

jk

the actuarial table. Pijk . Njik = Eijk' producing a predicted number
of recidivists for each cell of the client pool table. The sum,

IE, .. =

i3k Rtotal' gives the total number of recidivists expected in the

treatment group. This sum then becomes the benchmark against which
we evaluate the effectiveness of the program under study. |

At first glance this approach seems very useful: We have a pre-
diction of untreated behavior without the expense of a control group.
In addition, we can analyze the predictions and actual behavior on a
cell-by-cell basis which could give us additional information about
the relative success of the program for discrete categories of clients.
For example, we might find that there are fewer recidivists than pre-
dicted for those clients fourteen and under, while those over fourteen
are recidivating at approximately the predicted rate. Such a finding
might be very useful on either redefining the client pool or adjusting
the treatment. When actuarial tables are viewed as an analysis of
variance they seem particularly appealing. As more cells are added to
an actuarial table (by adaing variables or adding categories to the
variables) the variation within cells will generally go down. Thus,
the larger the table (the greater the number of cells) the lower the
unexplained sum of squares. Given a set of variables and a set of
categories for the variables, actuarial tables reduce the unexplained
variation to a minimum. Viewing the actuarial table as the focus of
analysis (as distinct from a prediction tool) we have reached the upper

bound of our explanatory power with the set of variables used to create
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the table.
In practice there are several difficulties with using actuarial
b3

tables. The most obvious of these problems is an empty cell in the
actuarial table. When the tables are constructed from s;veral vari-
ables with several categories, it is easy to generate thousands of cells.
Even with thousands of cases in the actuarial table we may not have

any female/black/eleven-year-old/bad check writers. If such a person
ends up in the client pool we ‘are hard pressed to make a prediction
about her recidivism, as we have no basis for a prediction. A slightly
less severe version of the empty cell problem is the near-empty cell.
Here we need to recognize that the observed relative frequency is only
an estimate of the probability of behavior. More importantly, this
estimate can be wrong. The standard error of a proportion is given

/p*q

by V/EL—-. Exploration of this error leads to the realization that the

number of cases (N) is very important. For example, where p=.25 the
standard error of the estimated proportion is 4% for 100 cases, but
nearly 14% for ten cases. This demonstrates the problem with predic-
tions based on relatiVely small numbers of cases--they can have poten-
tially large errors.  This reveals the dilemma of actuarial tables.
If we increase the number of cells, we reduce the unexplained varia-
tion to a minimum, which seems desirablé. However, we are simultan-
eously maximizing the standard error of the predictions in the table,
which is not desirable.

Theoretically the problems of the actuarial table could be handled
by merely adding enough cases to assure adequate cell size or, alter-

natively, acceptable standard errors. However, in practice this does
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not seem to be an acceptable approach. For example, in a small juris-
diction there may be too few cases to f£ill an actuarial table. It would
be possible to expand the number of cases in the actuarial table by going
back in time to include more cases. This, however, raises a serious
question of walidity.

The popularity of recreational drug use and the response of the
criminal justice system over time can illustrate the proklem. Many
jurisdictions vigorously prosecuted drug users but later (for a variety
of reasons) lessened their activity in this area. ‘Consequently, an
actuarial table based on vigorous prosecution is of little value in an
era of more relaxed control. More to the point, changes in the direc-
tion (less vigorous prosecution) will overstate the effect of a program.
Alternatively, changes in the opposite direction (more vigorous prose-
cution) will lead to an understatement of the program effects. At the
very least, actuarial tables based on extended periods of time would
have to be examined for trends and, if present, adjustments made for
extrapolation to the program period. This, however, vastly complicates
the use of actuarial tables and perhaps undermines much of their attrac-

tion as a simple-to-use tool.

The Model Building Approach

Because some of the problems with the actuarial approach may be
difficult (if not impossible) to overcome in particular evaluation con-
texts, it is important to explore some alternatives. The major alter-
native is to construct a model of the behavior we want to predict. The

prediction model, like the actuarial table, can then be gsed to generate



a prediction of untreated behavior, a benchmark for evaluating the ef-
fects of a particular program. In general, prediction models are better
able tc make use of relatively small numbers of cases and thereby avoid
some ofbthe;problems of empty or near-empty cells in‘an actuarial tabie.
In the simplest terms, this is accomplished by averaging the information
in the cells of the actuarial table to summarize the effects of a pre-
dictor variable. 1In doing this we often overlook, or smooth out, irre-
gularities in the actuarial table in hopes of gaining a better picture
of the overall predictive role of a variable.

The basic tasks of the prediction model can be diagrammed as follows:

CRITERION VARIABLE
(e.g., rate of recidivism)

——

level i level j level k
PREDICTOR of X, + of X, - of X4
VARIABLES SEX AGE RACE

The goal is to predict an event such as recidivism for an individual or
group of individuals who are characterized by their position on a set
of predictor variables. In the case of recidivism, the prediction Qijk
takes the form of a proportion of a group or a probability for a single
individual.

Without experimental control we are almost assured that predictor
variables will be correlated. Prediction models therefore must be able
to "sort out" the partial effects of interrelated predictors. The raw

or unadjusted strength of a relation can be estimated by a bivariate

regression or by calculating the explained sums of squares associated



with the categories comprising a variable. 1In contrast, adjusted strengths
are expressed by weights, such as partial regression coefficients or ad-
justed sums of squares. In the two models to be discussed this adjust-
ment is accomplished by solving a set of simulténeous equations (called
normal equations) which take into account the cofrelations among predic-
tors and express the importance of each predictor "holding constant"

all the other predictors.

There are several decisions that need to be made in constructing
a prediction model. Perhaps the most basic question is the shape of
the relation between the predictor variables and the criterion vari-
able. The simplest form is a linear relation. However, actual data
often suggest curves. Once the linear form is abandoned there are many
options. = Figure 1 contrasts thé simpler curves of power functions and
logarithmic functions with the straight line. 2All of the curves in
Figure 1 can be considered conditional monotones; as x increases y in-
creases. It is conceivable that more complex éhapes could be suggested
by the data. Figure 2 illustrates possible non-monotones. If the data
display non-linear patterns, a better fitting model generally can be
specified by selecting an appropriate exponent for the values of the
predictor variables. For instance, a curve might be modéled by
§=X20r§=logx.

In addition, multivariate prediction models must specify how the
effects of the predictor variables combine. In general, there are two
options available. The simplest is to combine effects by addition--
an additive model: Y = X, + X, + X_. waever, under some conditions

1 2 3

it can be argued that multiplication is more appropriate-~-a multiplicative
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FIGURE 1

VARIOUS ILLUSTRATIVE FORMS OF CONDITIONALLY MONOTONE RELATIONS




FIGURE 2

ILLUSTRATIONS OF CURVES THAT ARE NOT CONDITIONALLY MONOTONIC
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A
wsdel: Y = X, ¢« X ° X It is possible that addition and multipli-

1 %2 %

zation may be mixed: ¥ = Xl + X2 . X3. Usually social theory does not

'ﬁpecify the shape of the relation between predictors nor whether the

#ethod of combination is additive or multiplicative. We are left to
Jeeide these matters inductively by examining the data.

In practice the data are seldom clear. The basic strategy is to
fit alternative models and measure how well one model fits compared to
another. This raises the question of how to measure "goodness of fit."
The generally accepted principle is to minimize the error (e) between
the predictions of the medel (Q) and the observed values of the criter-
ion variable (Y). The difference, e=(Y-§), can of course be positive
or negative, so it is squared, e2=(Y—§)2. This squared error is then

averaged for all predictions (all subjects in the sample) as:

re? _ I(v-9)°

o N . It is this mean summed square error (MSE) that predic-

tion models seek to minimize. The best model is that model which pro-
duces the smallest mean sguared error. However, there can be tradeoffs
involved. By complicating the model with multiplicative terms and a
variety of exponents, we may be able to marginally reduce the MSE.

However, the price we pay may be a vastly complicated model.

Multiple Classification Analysis

Perhaps the most flexible approach to prediction models is based
on an extension of analysis of variance called multiple classification
analysis (MCA).l This approach is closely related to the use of actuar-
ial tables and serves as a good example of how a prediction model may

be derived from categorical configurations such as contingency tables.
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The goal“of the model can be stated as predicting the mean value (or
proportion) of some criterion variable when the subject is in a pérti—
cular category or cell of a contingency table. The flexibility of MCA
lies in the relative lack of assumptions which need to be made about
the data. For example, MCA is able to predict proportions such as the
percentage of ¢lients who might recidivate from unordered categories
such as sex (male, female), as well as from ordered categories such

as age (12, 13, .14, 15...). Moreasver, MCA does not assume the effect
of an ordered variable is linear. fThis is particularly attractive be-
cause it allows us to model U-shaped or inverted U-shaped relations.
In predicting recidivism this is valuable because the rate may rise
and then fall with age.

The major limiting assumption of MCA is that the effects of the
predictor variables are additive. However, the assumption of additive
effects may not be appropriate. In this case, interaction terms or
multiplicative effects must be explicitly introduced if the model is
to reach its maximum predictive % sver. This problem is discussed be-~
low.

The general model for MCA can be written:

.. =Y+a, +b., + + ...t e,
Yi]k Y al bJ ck eljk

where Yijk is the predicted value of the eriterion variable for the

subjects in the iFh category of A, the i?h category of B, and the EFh

category of C. The prediction is defined by teferences to the meén of
k...) are added or.

subtracted according to the position of theisubject in the cross

the criterion variable Y. Coefficients (ai, bj' c
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¢lassification. The term e, is an error term which represents the

jk IR —
deviation of each individual from the predicted value for that cate-
gory of the cross classification.
Multipie classification analysis creates adjusted coefficients for
each variable which state the net effect of a particular category "hol-
ding constant”" the effects of all other predictor variables. With these
adjusted coefficients it is possible to visualize the effects of the
catwgory of each variable. This can be accomplished by plotting the
values (a

’ a2, a,..s). If the categories cf the variable are ordered,

1 3

as with age, the plot of the coefficients reveals the presence or lack
of linearity in relation with the criterion variable. It should be noted
that in solving the set of normal equations MCA sets the grand mean, Y,

<)

equal to zero. Thus, the coefficients of each category (aj, bk.
are stated as positive or negative deviations from the grand mean.

The overall explanatory power of each variable is also calculated
by MCA. Coefficients with and without adjustment for intercorrelated
predictors are available and serve to summarize the strength of each
variable in determining the criterion variable. The overall predictive
power of the model is also expressed by a summary coefficient that can
. be interpreted as the proportion of variance explained by the model.
Because MCA is based on the grand mean, all of these coefficients are
derived from comparisons (ratios) of explained and unexplained sums
of squares. For anyone familiar with analysis of variance, MCA is an
easily trattable extension. For those not familiar with analysis of

variance, the concept of variation around the means of categories

offers an easily understood model building procedure.
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The Detection of Interaction Terms

The major weakness of MCA is its inability ot handle interaction
terms. Moreover, MCA offers few clues that the additivity assumption
has been violated. Therefore, it is possible to be misled by multiple
classification procedures if they are applied blindly to a data set.

This means thaf a preliminary analysis, searching for evidence of inter-
action terms, is generally required. This process has been automated
by an elaborate computer routine known as Automatic Interaction Detec-~
tion (AID) which is both powerful and complex. However, for a relative-
1ly small number of variables (on the order of four or five) much of

the information gained from AID can be approximated by simpler and often
more available procedures.

In simple terms, an interaction effect means that the variable A
has one relation with variable Y for those subjects in the first cate-
gory of variable g_(ﬁi), but a different relation for those subjects
in the second category of variable §_(b2). Thus we say variable B in-
teracts with variable A to produce y. In the case of predicting reci-
divism, we might consider the relation of prior contact with authori-
ties to recidivism for girls and boys. Assume for the moment that prior
contact has a positive relation with recidivism for boys, as shown in
Figure 3. Prior contacts also have a positive effect for girls, but the
slope for girls is less than that for boys. Because the slope is differ-
ent for the two categories of the sex variable, we say sex interacts with
prior contacts in producing recidivism. A visual portrayal as in Figure 3-
is probably the simplest device with which to check for interaction

effects. It is also possible that an interaction effect may involve
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FIGURE 3

HYPOTHETICAL RELATION SHOWING AN ORDINAL ' INTERACTICN EFFECT
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different-signs or directions of slopes. In Figure 4 the relation be-
tween seriousness of the instant offense and recidivism is.positiwe
for boys but negative for girls. Because MCA does not impose linear-
ity it is possible that some variables may take non~linear forms.
However, it is still necessary to search for interaction terms. Fig-
ure 5 indicates the general principle involved-~essentially we are
looking for parallel and non-parallel lines. In Figure 5 the relation
for boys is a steep inverted U-shape. The line for girls is not para-
llel, indicating a possible interaction effect involving a non-linear
relation. The importance of interaction effects as well as non-linear-
ity will vary with the data set being examined. If interactions are
absent the next step is to proceed directly with multiple classifica-
tion analysis.

If there is evidence of interactions, they must be included in
the MCA model. This is usually accomplished by forming the cross pro-
duct of the scores for each individual on the two interacting variables.
This creates a new composite variable referred to as an interaction
term. When an interaction term is included, the two Variables from
which it is created are usually excluded from the MCA model. For example,
we might create an interaction term for sex and race. The values of the

new interaction variable are shown in the table below.

SEX

female male

white 1 2

RACE
non-white 3 ‘ 4
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FIGURE 4

HYPOTHETICAL RELATION SHOWING DISORDINAL INTERACTION EFFECT
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FIGURE 5

HYPOTHETICAL RELATION SHOWING AN INTERACTION EFFECT IN CURVILINEAR FORMS

18

17

16

15
AGE

14

13

50
40
30
20
10

12

PERCENT
WHO
RECIDIVATE



2-108

The new variable has four categories and ié entered into the MCA
analysis directly. The results of the MCA analysis will estimate the
'predictive power of this "new" variable. It is possible that the new
variable may be awkward or impossible to interpret. For example, there
is no logical order among the four categories of the new variable. In
fact, any set of numbers could have been given to the cells of the new
variable. For prediction purposes it may be useful to assign céil
values according to the order of category means on the criterion vari-
able. Some interaction terms may make intuitive sense. For example,
if we found evidence of an interaction between sex and race, we might
simply consider this as four distinct types of youth culture: one for
white girls, one for white boys, one for non-white girls, and one for
non-white boys. In any event, once interaction effects have been detec-
ted and included, the use ¢ MCA follows directly.

The process of interaction detection can be tedious with large
numbers of predictor variables, which is why the AID program was ori-
ginally developed. However, if there are only a few predictors it is
possible to examine the pairs of predictors on a one-~by-one basis (in

general there will be Ei%:lL

pairs of possible two-variable interac-
tions where n is the number of variables). This can be accomplished
by making use of the BREAKDOWN routine in SPSS. MCA can also be accom-

plished with SPSS by using the MCA option for the ANOVA routine.

Linear Regression Analysis

An alternative approach to constructing a predictive model is to

use the simpler technique of linear regression. The general model can
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In this model it is assumed

be stated as: Y = a + blxl + b2x2 + b3X5l..
that the relation between each predictor variable and the criterion is
linear. Regression directly averages all the categories of a given vari~
able and creates a summary weight (the b coefficients) expressing the
relative strength of each variable.  Although these regression coeffi-
cients are partial coefficients which take into account the interrela-
tions between the predictors, the model provides no evidence concerning
the actual shape of the relation in the data. Like MCA, this model
assumes a priori that the effects of the predictors are additive. Thus;,
the b weights and the intercept coefficient (a) are fitted to minimize
the mean squared error (MSE) under the dual assumptions of additivity
and linearity. The goodness of fit 1s expressed by the squared coeffi-
cient of multiple regression: R2 =1 ~ MSE/VarY where Vary is the var-
iance of the criterion variable.

Recent research indicates this simpler form of the multivariate
function can produce robust predictions even though the assumption of
linearity is violated. In general, it has been found that any monotone
function can be well approximated by a line. For example, a power
function ‘such as Y = X2 (shown in Figure 1) has a correlation of .975
with X (for the positive values of X). If a relation is clearly not
a monotone (as shewn in Figure 5), then the values of X can be rescaled
in terms of their distance from the peak of the curve to create a new
monotone function. Similarly, it has been found that for prediction
purposes certain types of interactions can be predicted well by an addi-
tive function. Although various studies have reported "ordinal" inter-

action effects, it has been shown that multiplicative terms need not
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be introduced into the regression model. As long as the slopes have
the same sign, as shown in Figure 3, additive models simply average the
two slopes and can be expected to produce excellent predictive results.
Theoretically it is possible to encounter "disordinal" interactions or
slopes witﬁ opposite signs, as shown in Figure 4. In practice this type
of interaction is extrémely rare and when encountered often is not repli-
cable. However, if this interaction is encountered it needs to be trans-
formed to a multiplicative term,

Use of an additive linear model when there is evidence of non-linear
relations and/or interaction effects is contrary to intuition as well
‘as the traditional logic of model building. However, parameter estima-
tion from a single sample at a single point in time clearly capitalizes
on chance variation in the sample. Any parameter estimated for a sample,
such as the b weights of the regression equation, are biased toward
the extreme values of the sample. Stated conversely, chance variation
in the sample can produce parameters that are not at all indicative of
the true parameters of the population. Thus, to create a non-iinear
and/or multiplicative model may not be warranted 1f these apparent
deviations from the additive linear form are based on chance variation
in the sample. Skepticism of sample estimates has ‘led Dawes to argue
that unless there is convincing evidence to the contrary, prediction
models should be additive and linear. Dawes further suggests tie rela-’
tive weights of predictor variables should be equal. - Thus, the major
decision about the prediction model in this scheme is to decide if a
variable should be included in the additive linear model.

The robustness of additive linear regression makes a powerful
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argument for its use. It is bui®n easy to apply and easy to interpret.
Given these advantages and the excellent predictive results indicated
by recent research, it is recommended that evaluators in need of a pre~
diction for the untreated behavior ¢f program populations consider this
approach. The validity of the additive linear model rests on its abili-
ty to reascnably approximate conditionally monotone relations and ordi-
nal interactions. This means that non-monotonic relations and disordi-
nal interactions must be removed or transformed before the regression
analysis is undertaken. As a multi~-stage strategy it is suggested that
the data display capacities of multiple classification analysis and
then interaction detection can be employed as a first step to assure
the conditions of conditional monotonicity and ordinal interaction

have been met. Once these conditions have been assured, the final pre-

diction can then be generated with the regression model.

FOOTNOTES

1. See annotated bibliography for basic discussion and documentation
of multiple classification analysis computer programs.

2. This simplification is suggested only under the condition that the
predictor variables all have positive intercorrelates. See article
by Dawes and Corrigan (in annotated bibliography) for a complete
diszm<ion.
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SECTION 2F

*
APPLICATION OF ARIMA AND ANCOVA TO INTERRUPTED TIME SERIES

Abstract

The major differences and similarities between the ARIMA and ANCOVA
approaches to time series analysis are discussed in this paper. ARIMA
is an acronym for auto regressive integrated moving averages and ANCOVA
refers to analysis of covariance. The latter is used to demonstrate the
rationale which underlies all of the deterministic approaches (linear

trend predictions) to time series.

*
This is a draft working paper written by Anne L. Schneider. Please do

not quote from this draft until revisions have been made.
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APPLICATION OF ARIMA AND ANCOVA TO INTERRUPTED TIME SERIES

Introduction

The purposes of interrupted time series designs are (a) to compare
the slope (trend) of the pre intervention data with the slope (trend)
in the post intervention data and ascertain whether a statistically sig-
nificant change has occurred; (b) to compare the level (either the mean
or the intercept value) of the pre with the post and test to determine
whether a statistically significant change has occurred; and (c¢) to com-
pare the entire pre intervention data with the post and test to deter-
mine whether the data in the post intervention time period are from a
different population than the pre intervention data. The latter test in-
corporates both the level and slope in the test, whereas the first one
seeks to compare slopes (holding level constant) and the second attempts
to compare levels holding the slope constant.

The basic procedure is to predict or forecast from the pre interven-
tion observations of Y (the dependent variable) into the post time period
and then compare the predicted observations with those which actually are
observed. In order to make these predictions or forecasts, one needs to
develop a mathematical model for the pre intervention data which will
make the most accurate possible forecasts. Thus, if the intervention has
no effect on level or slope of the series, the predictions will correspond
almost exactly to the obsefved values. We would conclude, then, that the
intervention had no effect on the phenomenon being studied. But if the
predicted values differ significantly from the observed values, then we

could conclude that the differences are attributable to the intervention
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(presuming that there are no other confounding effects).
Time series analysis normally involves four steps:

1. A preliminary identification of the mathematical model urder-
lying the observations;

2. Estimation of the unknown parameters;

3. Diagnostic tests to determine if the model identified in step one
is appropriate; and

4. Testing for statistical significance of the parameters, or fore-
casting, or using the model in whatever way it was intended.

Interrupted time series analysis should proceed with the same four
steps, but the techniques are not nearly as well developed as they are
for other types of time series analysis.

There are, in fact, a rather confusing plethora of methods and sta-
tistics for interrupted time series designs, including the Walker-Lev
tests, analysis of covariance, the ordinary least squares (OLS) regres-
sion approach, the Chow test of significance when using OLS, and what
has come to be called the Box-Jenkins approach that involves a series of
different models known as ARIMA (p,d,q).l

The purpose of this paper is to present the four steps in normal
time series analysis and, for each, to examine how the various approaches
to interruptéd time series designs has dealt with it.

Before proceeding, however, some equivalencies should be noted in
the different approaches to interrupted time series designs.

1. BAnalysis of Covariance Approaches: In the ANCOVA approach, the

pre intervention data are treated as group 1, the post data are group 2,
and the covariate X is time (scored as 1, 2, 3, and so on). The Walker-

Lev tests of significanée for interrupted time series are identical to

the usual ANCOVA tests. Furthermore, the ANCOVA procedures are identical
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to ordinary least squares (OLS) regression analysis if time is used as
the independent variable, the pre-post time periods are included as a
dummy variable, and the interaction between time and the dummy variable
is in the equation. The Chow test for significant differences of the
regression coefficient is slightly different from the ANCOVA tests, but
the differences are not substantial. Thus, in the subsequent discussion,
all of these will be grouped together and discussed as the general ANCOVA
approach to interrupted time series.

2. ARIMA (p,d,g): ARIMA is an acronym for autoregressive integrated

moving average. Box and Jenkins first popularized these models and
Glass, Willson, and Gotman first adapted them to interrupted time series

analysis.2

Identification of the Mathematical Model

The first major problem in interrupted time series analysis is to
identify the model underlying the data in the pre and post time periods.
A key distinction between the ANCOVA approach and ARIMA is that the former
assumes a deterministic model, whereas the latter assumes a stochastic
structure but contains adaptations that can be used when the data follow
a mixed stochastic/deterministic pattern:. In the subsequent discussion,
the two major types of deterministic models will be explained, as will
the two major kinds of stochastic models. Following this is a presenta-
tion of how the ARIMA approach incorporates a deterministic element into
the stochastic model and whether the ANCOVA approach could incorporate

a stochastic element into the deterministic model.
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Deterministic Models

The two most commonly found kinds of deterministic models are the

constant mean model and the linear trend model. The form of the constant

nean model is:

(1) Yt =Y where Y = the original data, observed over several
time periods
t = time, measured in months, years, etc.
Y = the mean of the Y values

he assumption of this model is that the post intervention data will be
dequately predicted by the mean of the pre intervention data if the
ntervention has no effect. Several authors (Box and Jenkins, Nelson)
0 not consider the constant mean model to be "deterministic." Box and
fenkins define a deterministic model as one in which the phénomenon is
1 function of time.

Linear trend is the second type of deterministic model. The form is:

(2) Yt = al + blt where Y = the observations
a,= the intercept value
bl= the regression coefficient
t = time, measured in months, years, etc.

This equation is solved with ordinary least squares (OLS) by regressing
the actual values of Y on time. Time can be scored in any number of ways.
One can use the year (e.g., time 1 might be 1965, time 2 1966, and so on)
or one could number the time points, usually starting with "1" for the
most distant and continuing through to the most recent time point. An

equation of this type would be used for both the pre and post interven-
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tion data, provided that there are sufficient data points to estimate
the parameters a and b. (The OLS method of solving for a and b are the
same as those used in analysis of covariance.  For the ANCOVA procedure,
the pre intervention data are treated as group 1l, the post are group 2,
and time is the covariate X.)

Non-linear trend models could be developed by transforming the ori-
ginal data in various ways, but the general technique is the same as
described above.

One should notice that the equations have no error term, which, in
practice, is unrealistic. Data could be considered to follow a generally
deterministic model which leaves some error between the actual and pre-
dicted Y values, but the deterministic model should produce error that
has the following two characteristics:

(a) The mean of the error is zero; and

(b) Theerror at one time point is not correlated with erxor at
another time point.

To test this, one regresses the error at t with the error at t-1

for all successive pairs. This is shown below.

(3) e, = pet_l+ v where p = the autoregression coefficient
e = error from prior equation
Vv = new error

The coefficient p is the autocorrelation coefficient for the resi-
duals of the original equation and v is the new error texm. If p is not
significantly different than zero, one can assume that the errors are not
autocorrelated and the deterministic model is an appropriate one for des-

cribing the data. (The Durbin—WaEson test is used.)




If there is autocorrelation in the residuals (i.e., p # 0, within
sampling error), then the appropriate model has not been identified. The

consequences of this are very serious, because the equation not only pro-

duces an inferior

error of the regression line is seriously underestimated. In turn, this

produces inflated F or t values when tests of significance are made for
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forecast for the post time pericd, but the standard

the regression coefficient.

The ANCOVA approach, then, assumes that a deterministic model under-

lies the data. The predictions are made from Y = a + bt. If the regres-

sion coefficient b = 0, the prediction of Y is equal to the intercept

value which (when b = 0) is equal to the mean of Y.

In interrupted time series, the formula is:

(4) Y =a+ b, I + b, TIME + b3I TIME

where

Stochastic Models

1 2

w
I

the dependent variable

a dummy variable representing the intervention point;
observations before the intervention would be given
a score of zero; observations after the intervention
would be given a score of one.

H
Il

TIME = time, measured 1, 2, 3, 4, and so on to the most
recent point, using weeks, quarters, years, etc.

I TIME = interaction between time and the intervention
dummy variable (this variable is created by multi-
plying the score on the intervention variable [zero
or one] and the score on the time variable, thereby
creating a new variable for each case).

The second broad type of time series models, stochastic models, are

considered to be appropriate when the phenomenon being studied is generally
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random rather than being "determined" by trend or, for that matter, even
the mean of the data. The observations of Y, 1f they follow a stochastic
pattern, contain no trend and are not correlated with any other exogenous
variable that has been measured and included in the model.

One way of conceptualizing this is that the phenomenon being studied
is the product of random shocks which, once having oc¢curred, influence
the current value of the dependent variable (Y) and continue to have an
effect (although a declining one) on future values of Y. Thus, the value
of Y at one time point would be correlated with the Y vi#lues at one or
more previous time points. The ARIMA approach is designed specifically
for stochastic processes. There are two kinds of stochastic models, auto-

regressive models and moving average models.

Autoregressive Models (p)

The form of this model is:

(5) Yt ~ L = Qllyt_l+ ¢2Yt-2+ cee ﬂth_p+ e,

where @ = a parameter to be estimated

L = the mean or initial level of the series

tne I, values are deviations from the mean or from the initial level
of the series (L). The symbol @ is the coefficient that governs the reia—
tionship between the value of Y at different time lags. Thus, ﬂl is the
coefficient showing the relationship between pairs of Y values when Y
at t is paired with Y at t-1 for all pairs. ¢2 is a partial coefficient
shoying the relationship between Yt with Yt-2 when Yt-l has been statisti-
cally controlled.
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If a random shock has an impact only on the current value of ¥ and
on the next one, then the second value of Y would be related to the first,
but the third value of Y would not be related to the first. This would
be an autoregressive scheme of order 1 (ARl). If a random shock has an
impact that is felt for two time periods in the future, the model would
be an autoregressive model of order 2 (AR2), and so on.

The coefficient @, if estimated using ordinary least squares, is the
regression coefficient (b). There are, however, problems with using OLS
to estimate coefficients when the independent variable is a lagged value
of the dependent variable.3 The major problem is that one cannot properly
estimate @ until the error term contains no autocorrelation. But the
Durbin-Watson test for determining whether autocorrelation of the error
is‘significantly different than zero is not valid when a lagged Value.
of tite dependent variable is used as a predictor in the first equation.
The preferred method is to estimate @ using maximum likelihood esti-
mates (MLE) rather than ordinary least squares regression. The MLE pro-
cedures are used with the ARIMA approach. Conceptually, one takes all
possible values of @ between ~1.and +1 and tests each in the equatiorn.

The value of @ that minimizes the squared error is chosen.

Moving Average Models (q)

The form of the moving average model is:

{5) Yt— L= _elet-l—ezet—2"'_eqet—q+ e,

where 6 a parameter to be estimated

the error in the prediction at previous time points

1]
]

the mean or initial level of the series

=
1l
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Notice that the difference between autoregressive (AR) models and moving

average models (MA) is that the AR equation contains Y as an independent

t-i

variable, whereas the moving average method contains the error in the pre-

vious prediction as the independent variable. By converting e to Yt—Q'

{actual Y minus the predicted Y), the following formulae show the differ-

ence between the ARl and the MAl models.

+ e

lYt—l t

(7) ;ARl: Yt -L=9g

]

(8) MAl: Y - L -8 (Y ) + e

£ 1 Y17 Yy

It obviously is difficult to estimate the coefficient O because
one cannot obtain a predicted value for Y at t-1 without knowing the
value of 0. Yet, estimating the value of 0 requires an estimate of the
errér term which is the difference between Y and predicted Y. This un~
ending cycle is resolved with maximum likelihood procedures in which all
possible values of 61 between -1 and +1 are tested in the MAl model.
Whichever value yields the lowest mean squared error (eiz) is selected.

. The type of ARIMA model is indicated by the subscripts p,d,g. The
first of these, p, refers to whether there is an autoregressive component
in the Y values after removing the level or mean; 4 refers to whether the
data were transformed using first differences, second differences, etc.
(this will be discussed later); and g refers to whether there is a moving
average component in the Y values. Thus, ARIMA (1,0,l1) refers to a model
in which p=1 (there is a first order autoregressive component); d=0 (first
differences were not taken); and g=1 (there is a first order moving aver-
age component). A first order autoregressive component means that ﬂl'is

calculated but ¢2 is not. €. is calculated but 82 is not in a first order

1
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moving average model... These points are summarized below:

ARIMA (p,d,q)

the autoregressive component

p=

d = the number of times differencing was used. d=1 means first dif-
ferences, d4-2 means second differences also were taken, and so on.

g = the moving average component

first differences were taken on the original Y values
and the predictions (forecasts) or underlying model
is specified as Y, -I=-0.e +e with Y _ representing
the values after Elrst él%ferences were taken.

Il

ARIMA (0,1,1)

ARIMA (1,0,1) the predictions (forecasts) or underlying model is

specified as having an autoregressive component of
order 1. Using the original raw data, predictions

are made in accordance with Y L-Q}l £-1 Slet l t

Tests are made to determine that the new error (et) is not autocor-
related.

One basic distinction between ANCOVA and ARIMA approaches is that
ANCOVA assumes a deterministic model in which Y is a function of time
and the mean of the Y values, whereas ARIMA (as presented to this point)
assumes that Y is a function of previous values of Y and/or previous
errors in predictions of Y.

A second and very important distinction is ;hat ANCOVA uses ordinary
least squares regression, whereas ARIMA uses maximum likeiihood techniques.
(Provided that the model is a deterministic one, the OLS approach is appro-
priate; provided that the model is stochastic, the MLE approach is appro-
priate.)

kBoth approaches use the same diagnostic¢ techniques for determining
whethexr the model is appropriate. If the error term from the equation

is not functionally related to e or

is not autacorrelated (that is, e -1

t
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to any other time lag), then the model is appropriate and one can pro-
ceed to test for intervention effects.

Differences between the two approaches become more complex ahd con-
fusing if the underlying model is mixed and contains séme deterministic

elements as well as some stochastic ones.

Mixed Models

In general, the ARIMA approaches incorporate deterministic elements
(if they exist) by:

(a) subtracting the mean or initial level (L) of the series from the
Y values prior to calculation of @ or 8; and/or

(b) taking first differences in the Y values (or second differences)
prior to calculation of # or 0; and/or

{¢) incurporating a constant term § into the equation; it represents
"drift" in the data through time.

It is fair to say that, in general, ANCOVA has no built in mechan-
ism for incorporating stochastic processes into the model, but techni-
ques for doing so using ordinary least squares have been siggested as an
alternative (albeit an inferior one) to the use of maximum likelihood
estimates used in ARIMA.4

For illustrative purposes, it will be useful to show the conditions
under which ARIMA procedures for incorporating deterministic elements
into the equation are similar to those used in ANCOVA. If we assume that
there is no autocorrelation in the data (i.e., @ and 0 are zero) and if

we assume that the Y values are not a function of time (and contain no

"drift"), then the two approaches are identical, as shown below:
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(9) ANCOVA: Y, =a+ bt + e ‘ b=0; a=Y
Yt =Y 4+ e

(10) ARIMA: Yt—L = th_l-eet_1+ S + e, g=06=38=0; L=Y
Y, = Y + e

When the regression coefficient b = 0, alpha takes on the value of
the mean’ of the series. Thus, the ANCOVA prediction is based entirely
on the mzan of Y. If @ and 6 are zero and there is no drift in the data,
the level of the series (L) is the mean of the data.

If we assume that there is drift in the data (which is analogous to
short term trend) and if ¢l=l.0 but 6=0, then the two approaches are iden-
tical. Consider the following equations in which a=I=e=0, $=1.0, and t

is measured in units of 1, 2, 3, etc:

(11) ANCOVA (12) ARIMA
Y, o=a+ bt Y=L+ ¢Yt_l+ §
Yt = bt Yt= th—l + 0
Y, = b3 Y=Y, + §
Y= Yl + 6
P 8
Substituting:

Y3=6+6+6 AND Y3=36

It is important to notice that (in ARIMA) when a lagged value of the
dependent variable is included as an independent variable, a trend or

drift component is represented as a constant (to be estimated) rather than
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as a parameter toc be estimated and multiplied by time. The reason is
that each previous value of Y already contains an appropriate "amount"

of the constant, whereas in equations withoﬁt lagged values the constant
must be multiplied by the time variable. It also is important to notice
that unless @ is exactly equal to 1.0 the inclusion of a "drift" wvariable
in ARIMA models will not yield the same results as inclusion of a trend
component (bt) in ANCOVA.

Apparently those employing the ARIMA models generally handle time
dependency by taking first differences {(or second differences, if needed)
and selecting ei;her the AR or MA model on the basis of a diagnosis con-
cerning the autocorreation after differences have been taken on the ori-
ginal Y values. It can be shown that taking first differences is identi-
cal to a first order autoregressive model in which #=1.0.

This is shown below by comparing an ARIMA (1,0,1) model with @=1.0

to an ARIMA (0,1,1) model.

(13) ARIMA (1,0,1) (14) ARIMA (0,1,1;
Y= g,Y, _(fe  te (first difference,
moving average)
OR
- = - +
Y- By = -Be +e Yoo Yy q= Pepyt e
t 1 t-1 t~-1 t

IF ¢l=l.0, THEN

Y-Y .=-6 + e
Ce-1

t t-1 t

The - technique of taking first differences; therefore, can be viewed
as a method of incorporating time dependent (deterministic) elements into
the model, but it actually is a special case of the autoregressive model.

Returning to the question posed earlier, it seems that the ARIMA models
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are identical to the ANCOVA approach only for the ARIMA (0,1,0) model
(first differencing within the equation) or a model that includes §
(drift) along with @=1.0 and 6=0. 1In addition, as noted earlier, ARIMA
and ANCOVA are the same when there is no trend or drift in the data and
no autocorrelation. In tﬁis case, both base the predicted Y values on
the mean of the Y data.

An analogous question concerns what the investigator using ANCOVA
should do if the residuals from the original OLS equation contain auto-
correlation. The most commonly recommended procedure is to take first
differences. - Some authors, however, argue that first differences should
not be taken unless the autocorrelation coefficient p (or @) actually is
close to 1.0.5 Otherwise, this procedure can result in erroneous conclu-
sions. First differencing will remove a linear trend from the data
(whether it actually was there or not). For example, if the values of Y
follow a perfectly linear trend going from 10 at time 1 to 20 at time 2
and 30 at time 3, the first differences will be perfectly stationary
(10, 10, 10). 1If the trend is greater than this (an exponential trend)
then first differencing will leave some trend in the data and it is like-
ly that the autocorrelation of the error term will still be significant.

As a substitute for first differences there is a procedure called
IV-Pseudo GLS, which can be done with two OLS regression analyses.6 The
recommended approach, however, is to use maximum likelihood estimates
of p.

This part of the discussion can be summarized as follows:

i. ANCOVA assumes the Y valﬁes are a function of time. If the

residuals are autocorrelated (p>0), then the model is not an-appropriate
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one. Obviously, if there are predictable patterns in the errors, one
could improve the predictions of Y by making use of this information.
Furthermore, tests of significance for b will contain inflated F wvalues.

2. There are no simple solutions to the autocorrelation problem
using OLS. First differences calculation may not be a good solution.

3. The ARIMA models are far superior in terms of the ability to
incorporate into the predictions a properly calculated coefficient re-
lating values at one time point with those at another and, when needed,

a coefficient that maximizes information contained in the error term.

But when first differences are used on the. original data, this approach
has the samé problem as noted above: The removal of trend for the pre
and post restricts our ability to test for significant changes in trend
or drift that might be attributable to the intervention.7 However, ARIMA
models that incorporate an autoregressive component (rather than first
differences) and a constant representing drift would bypass this problem.

All of the previous discussion focused on identifying the model,
estimating parameters, and diagnosing the fit of the model.8 The problem
of how one tests for significant changes in the level or slope of the

data is discussed in the next section.

Testing for Intervention Effects

The ANCOVA approach for testing the effect of the intervention will
be explained first, followed by a preséntation of the technique recommended
by Glass, Willson and Gotman for testing significance when using ARIMA

models.
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ANCOVA Tests

It should be noted at the outset that the three tests developed by
Walker-Lev for interrupted time series analysis are identical to the
standard analysis of covariance methods for testing significant differ-
ences. These, in turn, are identical to OLS tests using a dummy variable
procedure to represent the pre and post time periods. Table 1 shows the
formulae for Walker-Lev 1, Walker-Lev 3, and the Chow test using a regres-
sion (rather than ANCOVA) notation scheme. The reader should study the
definitions for the terms used in Table 1 (see Table 2).

The equation involving YT is simple to calculate using standard
regression procedures (and all of the data, pre as well as post). Like-
wise, the Yi equaiions are simple to calculate since one uses standard
regression on the pre I data for Yl and on the post I data for Y2. Use
of the three variable equation described previously yields all the infor-
mation needed.

The F test is used to establish the probability of differences be-
tween pre and post time periods. In general, the value of F is found by
dividing the explained sum of squares by the unexplained sum of squares.
The unexplained sum of squares (USS) is the squared error found by sub-
tracting the predicted Y from the observed Y. The total sum of squares
(TSS) is found by subtracting the mean of all the Y values from each ob-
servation, squaring, and summing (TSS = ESS + USS).

Walker-Lev Test 1 (which is the same as the first analysis of covari-
ance test) is designed to determine whether the slope in the pre time

period is different from the post. The numerator of the F ratio consists

of the difference between the predictéd Y values from the equation using
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TABLE 1
F TESTSl
Walker-Lev 1 E(Qw - Qi)z N - 2K Test for difference in slopes .
F__ .
D(Y - ¥.)2 K
Walker-Lev 3 Z(Qw - §t)2 N-K-1 Test for difference in
F = ~ 2 ~ 2 . intercepts.
(Y -Y.)" + (Y-Y.) K-1
w i i
Chow Test Z(QT - Yi)2 N - 2K Test for difference in entire
F = ~ 5 . regression line (intercept
Z(Y-Yi) K and slope).

1

The numerator

for Walker-Lev 1 in expanded form is: Z[E?w—§i) - (§i-§;5}2
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TABLE 2

REGRESSION NOTATIONS

regression of Y on time for entire
series. b, and a are best coeffi-
cients for all the data.

regression of pre-intervention Y
values on pre-intervention time
points (separate group regression).

regression of post-intervention Y
values on post time points (separate
group regression).

best common slope for both pre and
post; a;= intercept for preinter-
vention data.

best common slope for both pre and
post; a,=intercept for post-inter-
vention.

autoregression coefficient showing
serial dependency in error from any
of the regressions described above.

autoregression coefficient from Y
equation (also called total error,
slope and intercept removed).

autoregression coefficient for
equations 1 and 2 (also called
separate group, slope and inter-
cept removed).
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the best common slope (bw) and the equation using the best slope for each
time period calculated separately (bi). Then the difference between pre-
dictions based on bw from those based on bi is attributable to differences
in slopes. Therefore, if Qw_ §i= 0, the slopes are the same for both
éroups. If this is greater than zero, we simply assume that the slope
based on the separate group regressions is more accurate thén the common
slope. In a sense, the Walker-Lev test 1 shows whether the "gain" in ex-
plained variation provided through the use of a unique slope for each time
period is significantly different than zero. If so, we assume that the
slopes are different. If not, we assume that the common slope bw is an
adequate description for both the pre and post data.

Walker-Lev 3 compares the predicted values based on a common slope
(Qw) with those based on using one regression equation for the entire
pre and post data (§t). If the numerator shown in Table 1 for the Walker-
Lev 3 test is zero, this indicates that there is no gain in explained
variation from using a common slope (but unigue intercepts) over using
one intercept value and a slope estimated from all data points. If the
slopes are the same in the pre and post time periods, then all differences
between predictions from'Yw and from YT will be attributable to dAiffer-
ences in the intercept. Thus, when the slopes are equal, Walker-Lev 3
tests for significant differences in alpha (or the level of the seriec
between pre and post). When the slopes are not equal, the Walker~Lev 3
'is not particularly meaningful. It appears, in fact, as if the denomina-
tor shown in Table 1 should not be used unless the slopes are equal.9

The Chow test involves a comparison of the regression line calculated

from the entire set of data (pre and post) with the regression line



2-136

for each time period. The purpose is to determine if the post I data
are from a different population than the pre I data. If the F test is
significant, we do not know whether the differences between pre and post
are attributable to differences in level (intercept) or to differences
in slope. Nevertheless, the Chow test is a straightforward method of
determining whether the intervention had a significant effect.

The explained sum of squares used in any of the equations will be
over~estimated 1f there is autocorrelation in the residuals from the ori-
ginal regression of Y on time. Although this presehts no particular
problem in the numerator of the statistics, since the ESS from one re-
gression line is subtracted from the ESS of another, the denominator con-
taining the unexplained sum of squares is underestimated when ESS is over-
estimated. Thus, the Walker-~Lev statistics and the Chow test for signi-
ficance cannot be relied on when there is autocorrelation remaining in

the residuals of the original regression equation.

Tests of Significance for ARIMA Models

Those who have adapted ARIMA models for use in interrupted time
series have used t tests to determine whether the initial level of the

. . . e 0
series is greater than zero and to determine the significance of 6.1

As noted previously, incorporation of § into the equation when an
ARl model is being used (and @=1.0) results in § taking on a value analo-
gous to the trend component in the ANCOVA models. However, when a moving
average model is used, the value of 8 does not cumulate over time and it
becomes a measure of change in the level of the series. Thus, the current

state of the art in using ARIMA models for interrupted time series results
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in there being no test for change in trend, but only a test for change in
the level of the series.

The problem of how to incorporate a test for change in trend (or drift)
is difficult to resolve. One possibility would be to use an autoregres-
sive component in the model whenever any drift or trend is apparent
(rather than taking first differences) and to always include §. If § is
not significantly different than zero, when previous values of Y are in
the equation, then one could conclude that there is no incremental shift
upward or downward from one time point to the next. If £ is equal to 1.0
or -1.0, however, this model is identical to one which contains a linear
trend component (bt). If # is not egual to *1.0 (it wonld fall between
-1 and +1), then some of the drift apparently would be measured with @

and some of it with §.
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FOOTNOTES

For discussions of the ANCOVA approaches see Helen M. Walker and
Joseph Lev, STHTISTICAL INFERENCE (Holt, Rinehart, and Winston, 1953);
Charles W. Ostrom, Jr., TIME-SERIES ANALYSIS: REGRESSION TECHNIQUES
(Sage Publications, 1978); Joyce Sween and Donald T. Campbell, THE
INTERRUPTEY TIME SERIES AS QUASI-EXPERIMENT: THREE TESTS OF SIGNI~-
FPICANCE (Vogelbach Computing Center, Northwestern University, 1965);
and William %,. Hays, STATISTICS FOR PSYCHOLOGISTS (Holt, Rinehart,

and Winston, 1963).

The ARIMA models are discussed in George E.P. Box and Gwilym M. Jenkins,
TIME SERIES ANALYSIS: FORECASTING AND CONTROL, revised edition (Holden-
Day, 1976); Charles R.. Nelson, APPLIED TIME SERIES ANALYSIS (Holden-Day,
1973); Warren Gilchrist, STATISTICAL FORECASTING (John Wiley & Sons,
1976); Gene V. Glass, Victor L. Willson, and John M. Gottman, DESIGN
AND ANALYSIS OF TIME~SERIES EXPERIMENTS (Colorado Associated University
Press, 1975); and Stuart J. Deutsch and Francis B. Alt, "The Effect

of Massachusetts' Gun Control Law on Gun-Related Crimes in the City of
Boston," in EVALUATION QUARTERLY, l_(l977), 543-568.

Box and Jenkins, op. cit., and Glass et al., op. cit.

Ostrom, op. cit., has a good discussion of this.

See Ostrom, ibid., for a discussion of how this can be done using
SPSS.

Ibid.
Ibid.

The interpretation of the types of change {(change in trend or in
level) is difficult when first differences have been taken.

There are methods of examining the lag correlations of the origiral
(raw) data which are intended to identify the model. See Nelson,
op. cit., or Gilchrist, op. cit.

See Hays, op. cit,, for a discussion of ANCOVA.

See Glass and Deutsch, op. cit.
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SECTION 2G

*
DETERMINING APPROPRIATE SAMPLE SIZES IN EVALUATION

Abstract

Tables showing the sample size needed in order to achieve statis-
tical significance at the .05 and .0l levels for the Z test of propor-
tions are included. The determination depends on the magnitude of the
proportion. When this is not known, the evaluator would need to esti-
mate the expected percentage in order to estimate the size of sample
needed. Similar tables are more difficult to construct or use for other
types of ‘significance tests because the variance and mean of the data

have to be known or estimated.

*
This paper was prepared by William R. Griffith and has been accepted
for publication in Victimology.
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DETERMINING APPROPRIATE SAMPLE SIZES IN EVALUATION

Evaluators frequently encounter the problem of determining the appro-
priate sample size for their research. Often, arbitrary and capricious
criteria are employed when sample sizes are selected, resulting in samples
which are either too small to enable the evaluator to detect the hypo-~
thesized treatment effect or so large that human and financial resources
are wasted.

This paper presents two tables which will enable evaluators to deter-
mine more accurately the appropriate sample size prior to the conduct of
their research. Specifically, these tables present the minimum number of
cases needed for obtaining statistical significance between two propor-
tions; Table 1 reports values for a .05 significance level and Table 2 is
for a .01 significance level.

The following formula was used in generating the values in thesge

tables:

22 (p.q, + )
N = P9y ¥ Py,

(pl - P:)_)

where: N number of cases in both pr2 and post samples (independent
samples)

7z value for a one-tailed test of statistical significance

N
1l

(z = 1.645 for o = .05; z = 2.325 for o = .01)
p, = proportion for the "pre" period (or group 1)

P, = proportion for the "post" period (or group 2)
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One would use the tables in the following way: Let us say that one
is evaluating the effectiveness of a burglary reduction program through
the use of a victimization survey. The estimated burglary victimiéation
rate pribr to the implementation of the program is 9 per lOO( and the goal
of the program is to ;educe the burglary rate by 11% (i.e., reduce the
rate to 8 per 100). ‘Thus, in this case, p, = .09 and p, = .08. For the
differences between .09 and .08 to be statistically significant at the
.05 level, Table 1 shows that a minimum of 4,208 valid interviews would
be necessary for both the pre and post surveys; at the .0l level, Table 2
shows that 8,413 cases are necessary in each survey.

In additionvto pre and post samples, these tables can be used for
determining the sample size for any two groups. For example, if 25% of
group A and 30% of group B expressed dissatisfaction with the job that
their local law enforcement agency was doing, Table 1 shows that a mini-
mum sampie size of 430 for each group is necessary in order to obtain
statistical significaﬁce (00 = .05) between these two proportions.

In a similar fashion, given a certain number of cases, one can use
the tables to determine what differences in proportions would be statis-
tically significant. For example, if one had pre and post samples com-
posed of 1,000 cases each, one could anticipate that differences of 9%
and 7% would be significant at the .05 level, while differences of 9% and
8% would not be significant. Thus, a program which allocates resources
for a pre and post victimization survey of five hundred randomly selected
respondents each and which anticipates that the burglary rate will drop
from 9 per 100 households annually to 8 per 100 households annually would

be unable to detect such a change given the proposed sample size.
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As a demonstration of this formula, a test of significance (o = .05)
is calculated below for the two proportions and the two sample sizes given
in the first example.

The test of significance between two proportions is computed by the

following formula:

2
Z = L
/= -
p (1 - p) (l/Nl + l/N2)
where: p = (lel + NZXZ)/(Nl + N2)
Nl = number of interviews in group 1
N2 = number of interviews in group 2
ii = group 1 proportion
§é = group 2 proportion

For the example above, the values would be:

N, = 4,208
N, = 4,208
X, = .09
X, = .08
p = .085
Thus,
g = . .09 - .08
v.085 (.915) (1/4,208 + 1/4,208)
_ .01
v.085 (.915) (.0004753)
- .01
.00608
Z =1.645 (00 = .05, one-tailed test)

T Rl S 4 4

e
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It should be noted that these are the minimum number of cases neces-
sary in each sample in order to obtain statistically significant differences
Vbetween two proportions. In field research settings there will always be
a number of "missing" cases which will vary depending on the types of
questions being asked and the characteristics of the population being
sampled; thus, such factors must be taken into account when using these
tables. Moreover, for all proportions where the suggested number of cases
is less thaﬁ one hundred for each of the two samples, one is advised to
increase the sample size by at least ten percent in order to compensate

for discontinuities associated with small Ns.
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.45
.50
.55
.60
.65
.70
.75
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.95

NUMBER OF CASES NEEDED FOR STATISTICAL SIGNIFICANCE BETWEEN TWO PROPORTIONS

TABLE 1

798 (o = .05)
264 1318
145 392 1827
97 202 518 2324
72 129 257 641 2812
56 92 159 311 762 3288
46 70 111 189 364 879 3753
39 56 83 130 219 416 994 4208
33 46 66 97 149 248 466 1107 4652
19 24 29 37 47 61 81 111 157 235
13 15 18 21 25 30 36 44 54 68 311
- 11 12 14 16 18 21 24 28 33 B85 376
- - - 10 11 13 14 16 18 20 41 100 430
-~ = = = - - 10 11 12 14 24 47 112 474
- - - - - 4 - - -.10 16 27 51 122 506
- - - - - - - - - - 11 18 29 55 129 528
- - - - - - - - - - - 12 19 31 57133538
- = = = 4 4 4 4 4 - 4 - 13 20 32 59 134 538
- = e = a4 4 4 < 4 4 4 = - 14 20 32 59 133 528
- = = - - 4 4 4 4 4 < - - 10 14 20 32 57 129 506
- = = e 4 =4 4 e« e « a = = -~ 10 14 20 31 55 122 474
- - = e e e e e e 4 a4 e = = "= 13 19 29 51 112 430
- = = = e e a4 a4 e e e ae e 4 - - 12 18 27 47 100 376
- = = e 4 e 42 e e e 4 e e e e = =11 16 24 41 85 311
- = = = = = = 4 4 4 = 4 = 4 4 4 - - - 10 14 20 33 68 235
- = = = 4 4 - 4 4 4 - 4 = 4 4 4 = = = -4 411 16 25 47 149
0T 07 03 04 05 06 07 08 00 -I0 _I5 120 T35 30 T35 40 45 S50 55 60 6% 70 75 80 85 90 0%
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TABLE 2

NUMBER OF CASES NEEDED FOR STATISTICAL SIGNIFICANCE BETWEEN TWO PROPORTIONS

1596 (o = .01)
527 2635
290 784 3652
194 403 1036 4647
143 257 514 1282 5621
113 183 319 622 1523 6573
92 140 222 379 728 1758 7504
78 112 167 260 438 831 1988 8413
67 93 131 193 298 495 932 2213 9300
38 47 59 74 95 123 163 222 315 471
25 30 35 42 50 60 72 88 108 135 622 N
19 21 24 28 32 37 42 49 57 67 170 752 i
14 16 18 20 22 25 28 32 36 41 81 200 860 o
11 12 14 15 17 18 20 22 25 27 48 93 225 947
- 10 11 12 13 14 15 17 18 20 32 54 103 2431012
- - - - 10 11 12 13 14 15 23 35 59 110 257 1055
- - - - - - - 10 11 11 17 25 38 62 115 2651077
- - = -4 -4 - - = = - 13 18 26 40 64 117 2681077
- - - 4 4 -« -4 -4 - - 10 14 19 27 40 65 117 2651055
- = - - 4 -« -4 - - -4 - 10 14 19 27 40 64 115 2571012
- - = e - - = = =4 4 4 - 11 14 19 27 40 62 110 243 947
- - = = -4 -« -4 =4 = =4 =4 = = 11 14 19 26 38 59 103 225 860
- - - - - -4 - -« - « - - - - 10 14 18 25 35 54 93 200 752
- - - 4 - - -4 a4 4 =4 = = = = = 10 13 17 23 32 48 81 170 622
- = -« 4 4 - 4 4 =4 = = a4 = = = = = 11 15 20 27 41 67 135 471
- - - 4 4 4 e =4 4 4 4 4 « « & = = =10 13 17 22 32 50 95 298
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SECTION 2H

AN INTRODUCTION TO RELIABILITY & VALIDITY PROBLEMS

*
IN CRIMINAL JUSTICE EVALUATION

Abstract

Measurement error can be produced either by a lack of reliability
or by a lack of validity in the data; much of the data used in criminal
justice evaluation suffers from one or both problems. The impact of
measurement error on the results depends on whether the error is corre-
lated with values of the independent variable or whether it is randomly
distributed vis a vis the independent variable. In the former situa-

tion, the error can distort or even reverse the true direction of the

relationship. If the error is not correlated with the independent var-
iable, the major consequence is that values of statistics such as F, t,
Z, and the values of parameters such as the correlation coefficient, and
others that are based on explained and unexplained variation are under-

estimated.

*
These materials are a revision of those prepared by Anne L. Schneider

and L.A. Wilson II which were originally presented at a special forum
for ALJE evaluators.
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AN INTRODUCTION TO RELIABILITY & VALIDITY PROBLEMS

IN CRIMINAL JUSTICE EVALUATION

Introduction

Measurement problems are inherent in virtually all empirical social
science research. Even though the terms reliability and validity generali-
ly are associated with basic research rather than evaluation research,
they are equally rélevant to both. Propositions about the effect that
a new program will have upon a treatment population arise from some
theory about the relationship which exists between the selected treat-
ment and a particular behavior. It is in the translation of the con-
cepts from the theory into observable behavior, events, or predisposi-
tions that the issues of reliability and validity arise.

The importance of minimizing error in the measurement of the con-
cepts should not be underestimated. If the measures contain error that
is correlated with values on the independent variables, then the likeli-
hood is increased that the investigator will conclude that the treat-
ment and control groups are significantly different when, in fact, they
are not. (This is a Type 1 erroi: The false rejection of a tiue null

hypothesis.) If the measures contain error that is not correlated with

values on the independent variable, then the investigator may find no
significant differences when, in fact, the differences were significant.
(This is a Type 2 error: The failure to reject a false null hypothesis.)l
While not all of the "nothing works" literature can be understood in

these terms, it is reasonable to assume that some éf the failure to

find significant change as a result of program implementation is a
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function of uncorrelated measurement error which depresses.the‘value

of tests of siénificance and, therefore, results in an unwarranted con-
clusion of "no effect."2 These points will be illustrated in a subse-
quent section of the paper, following a presentation of what is meant

by "reliability" and by "validity" of measurement.

Reliability and Validity in Criminal Justice Research

The concepts of reliability and validity are most often associ-~
ated with attitude measurement. Different types of reliability (con-
sistency and stability) and validity (content, predictive, construct,
convergent-discriminant, etc.) have been identified and methodologies
and statistical models developed to assess them.3 The purpose of this
paper is to extend the concern about reliability and validity to the
behavior and event data more frequently dealt with in the evaluation
of c¢riminal justice programs.

Reliability has two different meanings. First, it can refer to
the consistency or uni-dimensionality of a set of items used to mea-
sure some phenomenon. In attitude measurement it is frequently assumed
that a fairly complex phenomenon is under investigation, such as alien-
ation, and multiple items are required to operationalize the concept.
Since each of the items is designed to measure the same concept (with
slightly different aspects of the concept being dealt with by speci-
fic items), it is assumed that a reliable set of items will have a
relatively high average inter-item correlation. ' Statistics such as

the Kuder—Richardson formulas 20 and 21 and the Cronbach alpha are used
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to assess this type of reliability.4

The second definition of reliability refers to the stability of
the observations that are made. In this case, reliability is assumed
to exist if, for instance, a respondent always gives the same answer
to the same question, assuming that conditions have not changed which
would egplain a change in respondent reply. It is this latter inter-
pretation of reliability that has the greatest relevance for event and
behavior data.

Validity refers to whether or not one is measuring the concept
that is presumably being measured. If there are clear behavioral refer-
ents in the defiﬁition of a concept, the assessment of its validity
can be rather simple, such as correlating it with some other variable
to which it should be related (predictive wvalidity). For more abstract
concepts that do not have clear behavioral referents, an assessment
of validity can involve a demanding specification of a whole series
of relationships that should be expected (construct validity).

The application of the terms validity and reliability to behavior
or event data in criminal justice might be demonstrated by the problem
of measuring the incidence of burglary in society. Addressing the prob-
lem of validity first, the measure of burglary (1) should accord with
our best understanding of the concept and (2) should measure the same
thing in each criminal justice system in theAnation. As Przeworski
and Teune note, "In a comparative or cross systemic context, validity
means that we are measuring in each system under consideration what
we intend to measure."5

The valid measurement of burglary would seem to be plagued with
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two immediate problems, both of which have to do with the definition
of the concept. First, as the International Association of Police
Chiefs were aware in 1927, the thousands of police jurisdictions in
the United States had hundreds, if not thousands, of idiosyncratic de-
finitions of what constituted a burglary or other major crime. When
this association's Committee on Uniform Crime Records published their
manual in 1929, their explicit purpose was to bring uniformity to the
definition of different types of crime. This was clearly the first
step toward the development of valid measures of crime. for society.
Tne second problem in the development of a valid measure of bur-
glary has to do with our understanding of what is actually being mea-
sured. - Assuming that all jurisdictions are judiciously abiding by the

guidelines of the Uniform Crime Reporting Handbook, official police

data reflect only the rates of repo;ted crime, not all crime in soci-
ety. Hence, such measures can only be valid if they are qualified by
the term "reported.”

Althcugh the criteria used’to identify and enumerate the incidents
of reported burglary in society may be valid, substantial opportunities
for unreliability in the actual figures are known to exist. The sources
of this unreliability can be found in the carelessness of crime codes
as well as in the‘purposeful nisrepresentation of information. The
latter source of unreliability, in fact, led the FBI to withhold publi-
cation of crime statistics during the years 1949 through 1952 for New
‘York City--precincts in that city were grossly underreporting the inci-
dence of all crime.

As will be discussed in the following sSection, both reliability
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and validity refer to the existence of error--either systematic (corre-
lated) or random (uncorrelated)--in our measurement. Either type of
error can lead to the wrong inferénces being made about the success or

failure of a program being evaluated.

Effect of Low Validity or Reliability on Evaluation Results

The first way in which the lack of reliability or lack of validity
can influence the results from evaluations is that it can introduce bias
into the Jirection of the relationship. This can be illustrated with an
example in which the concept the investigator wishes to measure is the
total number of delinguent offenses committed by juveniles in the exper-~
imental and control groups. The actual indicator used is the number of
re-contacts with the juvenile court. The variable--re~contact with the
juvenile court-~contains considerable error when it is used to measure
the number of delingjuent offenses actually committed, as shown in Table 1.
TLow reliability or validity can influence the direction of the relation-
ship and confuse the interpretation as to which group had lower delin-
quency rahes. In Table 1 the true proportion of the experimental and
control groups committing éubsequent delinquent offenses is 40 percent
and 20 percent, respectively. Based on this measure of recidivism, the
experimental treatment is not effective. But suppose that the police,
for one reason or another, always refer any youth in the control group
who committed a subsequent offense to the juvenile court, but only re-
fer a fraction of the youths in the experimental group who commit subse-
quent offenses to the court. If this happened, then the observed re-

contact measures could be reversed, as shown in Table 1, so that the
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TABLE 1
HYPOTHETICAL DATA
ON OBSERVED AND TRUE RECIDIVISM

WITH CORRELATED ERRORl

OBSERVED RECIDIVISM TRUE PROPORTION
GROUP (Re-Contact with Court) COMMITTING
SUBSEQUENT OFFENSE

Experimental

10% 40%
Group
Control 20% 20%
Group

lIn this example, the bias is introduced because the true measure was not
used and because of a referral process (to the court) that was correlated
with the treatment condition.



2-155

recidivism rate for the experimental group (10%) is lower than for the
control (20%). Thus, the use of re-~contact scores rather than true subse-
quent offenses produced a reversal in true recidivism differences between
experimental and control groups.

Whether a reversal in the direction of the relationship of this kind
is likely to occur depends on whether the lack of reliability or validity
has the same effect on both groups. In the previous example, it did not.
When the error does have the same effect on both groups the measurement
problem can be treated as a special type of threat to validity. With
a strong experimental design (and no treatment interaction effects of
the type described in the previous example), one could be more assured
that measurement problems did net alter the true direction of the rela-
tionship, but with weak designs one would not be as confident of this.

It also is important to insure that the methods of collecting and
reporting data are the same for the experimental and contrcl groups.

If so, then even though there may be some unreliability in the measures
one could be more confident that the error affects both groups in the
same way.

If there are reasons to believe that the reliability and/or vali-
dity problems will not be the same for the experimental and control
groups and will, therefore, distort the apparent differences between
them, the evaluator should c¢onsider the following steps in order to
strengthen the likelihood of being able to draw accurate conclusions:

1, If the problem stems from different data collection procedures
or methods across the groups or areas, the evaluator should arrange

for data to be collected with the same instruments (and, if possible,
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the same people). At a minimum, the evaluator should ensure that the

instruments are the same and, if there are different people collecting
the data for the experimental and control groups or areas, the evalua~-
tor should train them to use the same techniques and should conduct a

reliability check among them.

2. If the problems arise from a weak design and could be corrected
with a stronger research design, then the evaluator should attempt to
implement this solution before the project is so far underway that no
c¢hanges can be made.

3. In case nothing can be done about the problem, the evaluator's
responsibility is to assess the nature of the bias, measure it precisely
{if possible), and adjust the conclusions accordingly. This involves,
first, an assessment of whether the bias is such that it would make the
project appear to be more effective than actually observed or less ef-
fective. If the results of the evaluation indicate the project was ef-
fective and the measurement problem is such that it would produce an
underestimate of the true effectiveness, then the evaluator can conclude
that the results are a conservative estimate of true project effect. On
the other hand, if the results indicate the project is effective but the
bias works in such a way as to make the project appear more effective
than it actually is, the evaluator will not be able to draw any conclu-
sions about project effectiveness.

The second way in which measurement error affects the findings is
that it influences the tests of significance. Even if the evaluator
can be confident that the reliability/validity problems are the same

for both groups, the fact remains that reduced reliability or validity
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will result in an underestimate of the significance level for the true
differences between the groups. The value of f or t or Z or a correla-
tion coefficient cannot reach its maximum unless the measurement is per-
fectly reliable. Thus, unreliable data and/or data with low validity
result in an underestimate of the magnitude of these statistics. The
maximum correlation coefficient that can be achieved is estimated as

the square root of the product of the reliabilities:6 rmaxab=V;Ei;?§§;E;.
Although similar formulae are not available for tests of significance,
the effect can be demonstrated by using the value of Z for tests of
differences in proportiocn.

Consider the data in Table 2, where the true scores are in the
upper portion and the observed measures (re-contacts) are in the lower
part of the table. With a sample of 100 in each group and perfectly
reliable data, the Z score for the data in the upper portion of Table 2
would be 3.08 (significant at .002). If 50 percent of the youths who
ac?ually commit subsequent offenses are not returned to the court, the
value of Z drops to 1.98 (significant at .05). If 75 percent are not
caught, the value drops to 1.34 (significant at .18). But if 90 per-~
cent of the youths who actually commit subsequent offenses are not re-
turned to the court, the value of Z drops to .685 which has a signifi-

)

cance level of .49,

General Principles in Approaching a Measurement Problem

The following are some general principles that evaluation research-
ers might find useful in approaching any type of measurement problem:

1. Identify the broad concept that the project is trying to have
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TABLE 2

HYPOTHETICAL DATA ON TRUE SCORES & ACTUAL OBSERVAT:IONS1

Percent with Percent with NO
Measurement Subsequent Subsequent
Delinquent Offenses Delinquent Offenses

TRUE SCORES

Experimental Group 20% 80%

Control Group 40% 60%
COURT CONTACT MEASURES

Experimental Group 10% 90%

Control Group 20% 80%

1 . .

Court contact figures are based on an assumption that half the youths
who commit subsequent delinquent offenses are returned to the court and
half either are not gaught or, if caught, are not referred to the court.
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an effect on or reasonably could be expected to have an effect on and
define it in its best, most accurate terms.

2. Get the best possible operational measure of the concept. The

evaluator should attempt to measure the concept in the best way possible,
but with event/behavior data it is often impossible to have a perfect
fit between the variable and the concept. With recidivism data, how-
ever, it generally would be the case that measuring closer to the event
itself would produce more valid and reliable results than measuring
after conviction, for example. This would be true so long as it remains
the case that there are more people committing offenses without being
caught than there are people being caught who did not commit offenses.

3. Use multiple indicators of the concept whenever possible.

4, Assess the types of measurement problems and the factors that

would produce differences between the true (but measured) scores and
the actual scores.

5. Determine whether the problems affect both the control and

treatment groups in the same manner and, if not, which one is favored

by the reliability or validity problems.  Results from the study should
be interpreted with these types of problems ‘in mind.
6. If the measurement problems affect both groups in the same way,

be aware of the fact that tests of significance are conservative esti-

mates (underestimates) when the data are less reliable and/or less valid.
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SECTION 2T

*
MEASURING CHANGES IN THE CRIME RATE

Abstract

Three kinds of data can be used to measure changes in the crime
rate: official (reported) incidences of crime, two or more victimiza-
tion surveys conducted at different points in time, or one victimiza-
tion survey covering several months in the recall period. This paper
discusses the problems with each approach. In general, the official
statistics would be better unless there are reasons to believe that the
policy being evaluated altered the reporting of crimes by crime victims
te police. Two victimization surveys‘broduce only a pre-post design
and, in addition, are difficult to compare if different interviewing

procedures were used. One victimization survey cannot be used to mea-

sure crime trends because of the problems of forgetting and telescoping.

*
This paper is excerpted from Anne L. Schneider, "Measuring Change in
the Crime Rate," Oregon Research Institute, 1975.

Pt
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MEASURING CHANGE IN THE CRIME RATE

The Problem

Pclicy analysts and evaluators of the criminal justice system are
confronted with a major dilemma if they wish to examine the performance
of the system as a whole in relation to crime reduction. The most wide-
ly available performance measures for criminal justice systems are the
Uniform Crime Reports published since the 1930s by the FBI. Although
these data exist for many areas and many time points, they almost cer-
tainly are not reliable indicators of the magnitude in "total" crime.

{(The term "total" crime refers to both the reported and unreported of-

. fenses of a particular type.) The best available alternative data are

survey-generated estimates of victimizations, but these data are avail-
able for so few time points and so few areas that the more acceptable

types of quasi-eXperimental designs for use in policy analysis or evalu-

. ation cannot be used.

The purpose of this paper is to describe problems in measuring trends

in the crime rate with official crime data and with victimization survey

data.

Use of Official Data to Measure Trends in Crime Rates

Two major problems threaten the accuracy of the official police
estimates of changes in the crime rate.l One problem is that the proce-
dures used by the police departments to "produce" the official statis-
tics for the Uniform Crime Reports are subject to change over time and

the resulting estimatass of crime reflect such changes in policy. Crime



waves have been made to appear and disappear through policy decisions
conéerning how incidents reported to the police are counted and classi-
fied.2 The impact of policy changes on official crime estimates has
been studied rather extensively and the results have been dramatic enough
that some researchers have concluded that the official statistics are
worthless in the evaluation of social policies.3 Seidman and Couzens,
for example, document that the substantial decline in crime for Washing-
ton, DC, in 1972 was almost certainly a result of changes in the method
of classifyiﬁg and counting incidents. Spectacular increases and de-
creases in crime have been observed in other cities as a function of
changes in police department personnel rather than as a function of
change in the actual crime rate.

The second problem is that the official data upon which the UCR
are based contain onlj the incidents known to the police and do not in-
clude incidents that victims fail to report. Thus, the official data
are not a count of the "total" (reported and unreported) crime.

If the percentage of victims who report crimes to the police in-
creases over time the UCR rate will increase accordingly even though
total crime may remain the same.  Variability in victim reporting would
make the UCR unreliable indicators of crime change even if the official
data were perfect in every other respect.

Complicating the problem . for policy analysts and evaluators is the
possibility that crime reduction projects and programs may alter the
inclination of wvictims to report crimes to the police. Thus, the prob-~
lem of victim reporting is especially serious if one is attempting to

determine whether changes in the criminal justice system have reduced
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area-wide crime. Improvements in the system may increase victim repor-
ting, which in turn will result in an increased number of incidents
coming to the attention of the police. If the researcher uses the UCR
as an indicator of total crime change, s/he may erroneously conclude

that the program under study was ineffective or even:detrimental.

General Impact of Reporting Variability

The rate of change in victim reporting to the police will produce
the same rate of change in the official estimates o£ crime, even if the
total crime has remained unchanged. The hypothetical data in Table 1
illustrate the point. 'In the example, total crime (reported and unre-
ported) is 200 per 1,000 persons both at time one and time two. If the
proportion of victims who report incidents to the police is 40 percent
at time one and increases to 50 percent at time two, the rate of increase
in reporting will be 25 percent (50%-40%=10%; 10%/40%=25). The official data
also will show a 25 percent rate of increase. As indicated in the table,
the lower the percentage of incidents reported during the first time point,
the greater the impact a change will have on the rate of change in the
official crime data.

If it is reasonable to assume that the percentage of victims who
report crimes to the police has remained stable from one time period to
another, then trends in official crime could be accurate indications of
trend in total crime. However, if reporting varies, a change in offi-
cial crime can be attributed either to a change in reporting or to a
change in total crime. The critical question, then, is the accuracy of

the assumption that the tendency of victims to report crimes will
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TABLE 1
EFFECTS OF CHANGE IN REPORTING ON OFFICIAL CRIME RATES

IF TOTAL CRIME REMAINS THE SAME

@ @ @ @ @ @ rate of

percent percent rate of total official change in
reported reported change in crime rate crime rate official
to police to police reporting t, & t t t crime rate
£ - t 1 2 1 2 £ -t
tl t2 2 1 {(per 1,000) (ad) (bd) 2 1
£ £
40 50 25% 200 80 100 25%
40 60 50% 200 80 120 50%
50 60 20% 200 100 120 20%
50 70 40% 200 100 140 40%
60 70 17% 200 120 140 17%
60 80 33% 200 120 160 33%
70 80 14% 200 140 160 14%

70 20 29% 200 140 180 29%
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remain stable from one time period to another.

Use of Two Victimization Surveys to Measure Change in Crime Rates

One alternative to the use of official crime data would be to con-
duct two or more victimization surveys and attempt to estimate change
in the victimization rate by comparing the results from the two. There
are several problems an evaluator will encounter when attempting to com-
pare these victimization surveys, even if they were conducted within the
same city. 1In particular, the results will be comparable only if all
of the interviewing procedures, instructions, and so on are exactly equi-
valent. A mailed survey one year cannot be compared with a telephone
survey the second year. The findings from a high quality, well trained
and supervised group of interviewers conducting the survey at one point
in time should not be compared with a haphazard administration at a dif-
ferent point in time.3 Furthermore, given the cost of victimization
surveying, the evaluator should be cognizant of the fact that even if
two surveys are conducted, s/he is left with one of the weakest of all
possible evaluation designs: a pre-post, no control group design. Thus,
an evaluator should be very cautious before recommending that an evalu-
ation be based on a pre-post set of victimization surveys. Surveys are
suitable for measuring change in the crime rate if (1) they are conducted
on a regular basis for several years, (2) the technical requirements
for survey research are met, and (3) pre-post surveys are done on treat-

ment and comparison areas or treatment and control households.
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Use of One Victimization Survey to Measure Change in Crime Rates

There are four sources of bias in victimization data from a single
survey that prevent researchers from analyzing the trend during the re-
call period covered by the survey:

1. Respondents telescope events into the time period which actually
occurred prior to the first month which was covered in the survey recall
period.

2. Respondents telescope incidents both forward and backward within
the recall period, but the net effect is a forward telescoping of events.
3. Respondents forget some of the incidents which occurred and
the memory loss is greatest for the most distant months covered in the

recall period.

4, The actual month of occurrence cannot always be recalled by the
respondent and the tendency to forget the date is most apt to occur for
incidents during the most distant months.4

The combined impact of these biases is such that one should always
expect victimization survey data, when analyzed on a month-by-month
basis, to show that the victimization rate increased during the time
period covered by the recall period. |

It should be noted, however, that these biases tend to be uncorre-
lated with characteristics of individuals and it is likely, therefore,
that bias in the data would be the same for a comparison and a treat-
ment area of a city or for control and experimental households.5 Thus,

given a proper type of design, the evaluator could utilize trend data

from a single survey.
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FOOTNOTES

Two other major problems with the UCR are not discussed in this
article, but should be noted. One concerns victimless crimes--some-
times called "satisfied customer" crime--such as narcotics peddling,
prostitution, gambling, and so on. These are not included in the
UCR index. A second cateqory of poorly tabulated crime pertains

to employee pilfering, shgplifting, and some types of fraud. These
ara*farely reported as they occur and are generally detected during
periodic accounting procedures. Thus, the UCR give no indication

of level or change in these. A second problem concerns the fact

that the method of classifying crimes for UCR reporting is not direc-
ted at capturing what is needed for a measure of societal deviance.
Also see S. Wheeler, "Criminal statistics: A reformulation of the
Problem,"” in JOURNAL OF CRIMINAL LAW, CRIMINOLOGY AND POLICE SCIENCE,

1967, 58, 317-324.

A. Biderman and A.J. Reiss Jr., "On Exploring the 'dark figure' of
crime," in ANNALS OF THE AMERICAN ACADEMY OF POLITICAL AND SOCIAL
SCIENCE, 1967, 374, 1-15. Also see D. Seidman and M. Couzens,

"Getting the Crime Rate Down: Political Pressure and Crime Repor-

ting," in LAW AND SOCIETY REVIEW, 1974, 8, 457-493.

It is reasonable to believe that poor interviewers or interview pro-
cedures will discourage the recall of crimes by respondents and that

the type of events most likely to be forgotten or assumed to be
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irrelevant for the interviewer to bother with are the trivial ones.
Thus, the victimization rate would be too low and, since trivial
incidents are less likely to be reported to the police, poor inter-
viewing procedures will over-estimate the percentage that are re-

ported to authorities.
See Anne L. Schneider, William R. Griffith, David Sumi, and Janie M.

Burcart, "The Portland Forward Records Check of Crime Victims:

Final Report," Institute of Policy Analysis, December 1977.

Ibid.




2-171

SECTION 2J

MEASUREMENT STRATEGIES

*
FOR DETERMINING CITIZEN POLICY PREFERENCES

Abstract
Several issues and measurement strategies for assessing citizen

policy preferences are discussed in this paper.

*

This paper is a revision of materials prepared by L.A. Wilson II and
Anne L. Schneider in response to a technical assistance request during
the Model Evaluation Program.
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MEASUREMENT STRATEGIES

FPOR DETERMINING CITIZEN POLICY PREFERENCES

Introduction

Victimization surveys of the general public¢ normally have been con-
ducted for the purpose of measuring the "true" (reported and unreported)
crime rates. Survey research, however, is useful to criminal -justice
planners, analysts, and evaluators in several other ways. The purpose
of this paper is to discuss some of the issues and approaches for mea-
suring citizen preferences concerning the priority that should be given
to public safety vis a vis other types of public services. These same
issues and techniques could be used to measure citizen preferences about
the priority that should be given to different types of crimes and/or

different types of criminal justice system activities.

Choice of Referent

Questions about policy preferences can focus on the functional ex-
penditure categories found in most c¢ity budgets, such as police, courts,
parks, schools, and city transportation. fhe survey could measure the
relative importance of these, the amount of funds that "should" be spent
on each, satisfaction with current service levels provided; and so on.
One advantage of this approach is that the results can be compared rather
duickly and easily with the actual distribution of city resources, since
the referent in Fhe question corresponds to an existing budget category.
A problem with using functional categories as the referent is that citi-

zen perceptions of these probably are not as sharp nor as personal as
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they would be for some of the other choices.

A second choice of referent is to concentrate on goals and values
that correspond (more or less) to the range of services provided by the
public agencies. This would include such things as safety from different
types of crimes, safety from fire, rapid respcnse from police or firemen
in times of emergency, education, environmeqtal.quality, convenient trans-
portation, access to shopping, recreational facilities, etc.

A third choice is to measure citizen preferences concerning the
specific means of achieving different goals. For example, citizens might
be asked to judge the comparative importance of patrol cars, community
¢crime prevention,‘and speedy trials in achieving the general goal of re-
duced crime. .

A common problem in measuring citizen preferences is that the means/
end distinction is ignored. Citizen responses to questions about‘their
preferences concerning the proportion of resources that should be allo-
cated to the police, schools, or parks can reflect either the relative
importance of the various goals or the respondent's perception of the
likelihood that the agency could achieve that goal. For example, a
_fespondent might believe that crime reduction is the most important goal,
but indicate in respornse to a question that the bﬁlk of the resources
should go to educaticn and recreational programs. Underlying the response,
perhaps, is the notion that education and recreation are more effective
in crime prevention than are the police and courts.

Probably the most relevant point is that the questions should not
confuse means and ends. If one is interested in information about the

relative importance of various social goals, then the questions should
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focus on goals, ngt on agencies or agency activities. If the interest
is in citizen percepticns about the effectiveness of different methods
for achieving the goals, then this should be made clear in the question

and the method as well as the goal should be mentioned.

Dimensions of Preferences and Perceptions

Most of the previous research that has been done on citizen pre-

ferences and policy focuses on satisfaction with the current level of

service (or operating procedures), the priorities that should be giwven
to different policy areas, social problems, or social goals, and (rarely)
the value of incremental changes in amount of the service or goal. The
choice among these depends mainly on the purposes of the study. If one
is interested in comparing public preferences concerning priorities or
distribution of resources with the actual (official) priorities or dis-
tribution of resources, then "satisfaction" is not as good a choice as
the others. Even though a person might be more satisfied with one type
of gervice than with another, this does not provide information on which

should be given higher priority.

Questionnaire Construction and Measurement Strategy

Likert Scales: One of the most frequently used methods of measuring

citizen preferences with surveys is to use Likert-type items in which one
goal or problem is asked about in each question. For example, satisfac-

tion with existing services often has been measured by asking whether

the respondent is "very satisfied, somewhat satisfied, somewhat dissatis-

fied, or very dissatisfied" with educational services, police services,
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streets, etc. Clearly, this method leaves much to be desired if one

wants to compare the service levels or if one wants to determine the
citizen's preferences concerning the priorities that the government should
give to different policies. )

Ranking: Ranking of problems (in terms of their severity) or of
goals (in relation to their value) also is used at times to measure citi-
zen priorities. The problem with this procedure is that one cannot com-
pare citizen preferenges with government actions unless government offi-

cials also are interviewed and asked to respond to the same guestions.

Paired Comparisons: Paired comparisons would be a useful approach

for determining the priority citizens give to different problems or

goals, particularly if one used unfolding analysis to generate an inter-
val-type scale.l The problem with paired comparison, in field research,
’is that the number of questions generated can be extremely high since

all possible pairs need to be included in the questions. Pre-tests éf f/
an instrument that asked for the comparative importance of pelice pro-
tection, fire protection, education, and two other service areas gene-
rated ten pairs and it took twenty to thirty minutes for respondents to
answer the questions. Part of the problam was that there were ten se-
parate gquestions, but in additicn the interviewers reported that respon-
dents simply could not determine whether "police protection or fire prc-
tection" was more important to them. The zero-sum context of the responses
probabkly contributed to the length of time required to administer that
portion of the survey.

"Budget Pie": Another possibility that would be worth considering

(for personal interviews) is a "budget pie” type of guestion. The basic
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idea is to provide the respondent with a list of problems (or goals,
agencies or activities) and have them "slice" a budgetbpie to show the
-proportion of total resources that they think should be distributed to
each problem (or goals, etc.). The circle should have a center point
with a line at the 12 o'clock position to provide the respondent with

a starting point and probably should be relatively large to insure that
the perscn has room to include everything.

Obviously this type of question would be impossible to use in a
telephone interview. Another option would be to have the respondernt
simply list the proportion'of resources that should go to each of sev-
eral policy areas. The preblem with this is that the person will have
a hard time getting the total to add up to 100 percent, whereas in a
confined space (such as a budget pié) it is easier to conceptualize how
much is left to distribute after each response has been made.

The budget pie approach specifically asks for preferences concern-
ing the allocation of existing resources and, therefofe, is easily com-
pared to actual governmental allocations. One of the problems with ask-
ing persons to indicate the comparative "importance" of various problems
or goals is that "importance" is not very specific nor very clear. Ask-
ing for preferences concerning allocation of resoﬁrces is not as ambi-
guous. The budget pie type of question alsoc can be used to determine
how persons would like to allocate additional resources if some should

become available.

Magnitude Estimation: Another measurement strategy that might be
appropriate, especially for telephone surveys, is magnitude estimation.

The basic idea is to give the respondent one referent, assign it a "score,"
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and then ask for the "score" that the respondent would give to each of
several other referents. (The severity of different types of crimes
often is assessed in this way.) It might be possible to use this stra-
tegy to determine the comparative dollar amounts that the respondent thinks
should be given to solve certain types of problems.

Supply and Demand Curves: A problem with all of these procedures

is that none of theﬁ provides information concerning how much the indi-~
vidual would be willing to pay to achieve various proportions of certain
social goals. The budget pie procedure results in estimates of citizen
preferences concerning allocation of resources and these preferences can
be compared to actual allocations or could be used to provide guidance
concerning future resource distribution. The magnitude estimation proce=-
dure might be useful for determining the ratio that citizens would prefer
concerning allocation of resources across different types of policy areas.
But the economists would prefer a measure that indicates the public de-
mand for services for each of several different prices because this
would permit an estimate of the optimal amount of resources that should
be given to each service--not just the proportionate share.

One method that might be used to ask these kinds of guestions would
be to ask the respondent how much they would be willing to pay, in taxes
(presuming that everyone else paid their fair share), in order to achieve
some portion of a goal. One of thé problems with this is simply in fig-
ﬁring out how to phrase the gquestions. Information is not available as
to the quality of responses that would be obtained if someone simply
askea the respondent, "How much more would you be willing to pay in

taxes (presuming that everyone else paid their share as well) in order
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to reduce the number of burglaries in the city £xrom 20,000 to 15,0007
How much more would you be willing to contribute if you were certain that
the result would reduce the number of burglaries to 14,0002"

An interesting twist on this general approach would be to tell the
respondents that they have been given a specified amount of a particular
desired goal and then ask them how much they would sell it for. This
procedure would work well for measuring the value of certain types of
things. For example, one could tell the respondent that they have been
given a free parking permit for the downtown area and then ask them how
much someone would have to offer before they would sell it. The value
of police patrols might be assessed in this way, but it would be diffi-
cult to think of a plausible way of asking these questions (for example)
in relation to rape prevention.

Indifference Curves: Another approach would be to use survey data

for the purpose of constructing indifference curves and from these esti-~-
mate the tradeoffs that citizens would prefer between different services.
Since a variety of public services are offered, it makes no sense
to ask an individual how much of any one service in isolation from others
s/he wanﬁs. Conversely, it is impossible to ‘ask the respondent to deal
with all public services at once, deciding how much would go to each type
of service in competition with all other services. Even if possible, it
should be assumed that such responses would be quite errorful. The method
of approaching this problem would be one which permitted the definition
of an indifference curve representing the tradeoff between different types
of services which would be optimal, in the eyes of the respondent.

The use of indifference curves in looking at individual preferences
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for the provision of different types of public services offers a number
of advantages over other methods. First, all expressions of preference
are presented in terms of comparisons of the utility of at least two
different services. Second, there are constraints in the number of
goods and services which can be provided. That is, "real world" con-
straints in the amount of all goods and services which can be provided
are explicitly stated and dealt with. Third, it is possible to identify
optimal solutions for individuals and groups and assess the extent to
which these solutions vary from existing conditions. To illustrate some

of the points made above, consider the following indifference curves:

PERSON A PERSON B

1on

optimal solution

Police Protection
Police Protecti

NS
.
s
\\\
\ e —

rotection Fire Protection

Fi(e p

1ine of obtainable combinations
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The line of obtainable combinations places the real world constraint

upon the decision which is to be made. That is, a known ratio of one
public good to another can be provided for the same amount of money.
This ratio ruﬁs, in this example, from all fire protection/no police pro~
tection (far right of each diagram) to all police protection/no fire pro=
tection (far left of each diagram). Bet§een the right and left extremi-
ties an infinite range of ratios of one good to another are portrayed.

When an individual is asked the simple question, "How much police
protection do you want?" (or some variety of this with no'comparison or
constraint imposed), one is permitting the line of obtainable combina-
tions to move upward and tc the right. That is, more of all goods are
being provided at any point above zero when the line of obtainable com-
binations moves in this direction.

The optimal solution is reached when the indifference curve inter-
sects with the line of obtainaﬁle combinations. A suboptimal solution
exists when the actual amount of the gocds (or combination of the goods)
produced is either above or below (on the line of obtainable combinations)
this point of intersection.

Although of cbvious interest to the researcher, the description of
the individual's indifference curve is hot as impértant as the knowledge
of whether the individual perceives the amount of the good currently pro-
duced as the amount of the good desired &hen compared with the produc-
tion of énother good. That is, has an optimal solution been reached in
the production of two public goods or services? Additionally, we should
seek to discover the extent to whicﬁ the combination of goods produced

is suboptimal.
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‘The measurement problem can be dealt with through the use of paired
comparisons. The items to be-used might be of the following ‘nature:

1. BAssume for the moment that you are presently receiving 100 units
of police protection and 100 units of fire protection. If you
were able to exchange some of the police protection for some of
the fire protection (or vice wversa), which one would you decrease
and which would you increase? (Probe, if necessary.) Would you
give up a little fire protection to have a little more police
protection, or would you give up a little police protection to
have a little more fire protection?

increase 7 (A) decrease {B)
How much of the 100 units of (B) would you give to (p) 72

2. "Assume for the moment that you are presently receiving 100 units
of police protection and 100 units of parks and recreation. If
you were able to exchange some of the police protection for some

+of the parks and recreation (or vice versa), which would you
increase and which would you decrease?

increase (a) decrease (B)

(Probe, if necessary, in same Qay as above, and then ask:)
How much of the 100 units of (B) would yoﬁ give to _ () ?

Itens such ésAthose listed above could be repeated for as many public
services as deemed of interest; The use of such questions would yield
a c¢ollection of points in Cartesian coordinates. Each of the points
represents the particular combination of public goods and services that
reflects the intersection of each individual's indifference curve with
the line of‘obtainablekcémbinations-—each person's view of an optimal
solution.

Byvsetting up the problem in this way, we are making the assump-
tion‘thaﬁ the curreﬁt public policy is represented by lbO/lOO in any
combination of goods or serxrvices. This may or may not represent the
most optimal solution when one aggregates citiéen preferences. The ex-

tent to which the measure of central tendency for the survey sample
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diverges from the 100/100 solution would represent the extent to which
public policy is out of synch with citizen preferences.

A possible outcome of this type of analysis is portirayed below:

Existing Public Policy

Median Preference for Optimal
Solution

\\\\k:\\* L
e o e e e Y

= Yean Preference Tor Optimal
Solution-

e sme sm eon amy e e

Fire Protection

Thiskmethod of analysis would provide both individual level data,
against which could be measured. conformance of public policy wifh aggre-
gate preference. A number of assumptions are made in making use of this
strategy. Some of the more important ones are listed below:

1. 1In using this approach we are focusing upon ocutputs of public

policy. That is, we are looking at units of output, not units of input.
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The problem with looking at units of input, such as dollars, is that
the individual is then asked to translate those dollars into units of
output. Since this relationship is not known, we should explicitly
focus upon units of output.

2. In the same vein, by assuming that the individual is receiving
100 units of each good at the present time, we are standardizing the
amount of the good being received. It might be helpful to view the
100 figure as a percentage of the good that is being received. Clearly,
the individual is receiving 100% at this time (the 100% figure will ob-
viously differ across individuals in terms of the actual amount of the
good they are currently receiving).

3. The approach also assumes that we are interested in the extent
to which the current provision'of public goods and services is reflec-
tive of the optimal outcome as perceived by the aggregate of citizens.

4. Finally, it assumes that we can, with some precision, specify
the relevant and inclusive public goods and services that are to be com-

pared.
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FOOTNOTES

See Robyn Dawes, FUNDAMENTALS OF ATTITUDE MEASUREMENT (John Wiley

& Sons, 1972).

See Robert L. Hamblin, "Social Attitudes: Magnitude Measurement and
Theory," in Hubert M. Blalock (ed.), SOCIAL STATISTICS (McGraw-Hill

Book Com., 1972).
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SECTION 3

TECHNIQUES FOR IMPROVING THE UTILITY OF EVALUATION FINDINGS

IN PLANNING, PROJECT OPERATION, AND DECISION MAKING

Qverview

The five papers in this section are designed primarily for plan-
ners, project directors, and other decision makers. Nevertheless, they
should be studied carefully by evaluators in order to achieve a common
understanding (and a common set of terms) about evaluation.

The general thrust of the papers is to pinpoint the role of eval-
uation in the planning and decision making processes, to aid the con-
sumers of evaluation in determining the appropriate questions to be
asked in an evaluation, and to specify how one can determine the appro-

priate criteria for the "success" of a demonstration project.
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SHCTION 3A

AN INTRODUCTION TO EVALUATION

*
FOR PLANNERS AND DECISION MAKERS

*

This paper was written by Peter R. Schneider and Anne L. Schneider.
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AN INTRODUCTION TO EVALUATION

FOR PLANNERS AND DECISION MAKERS

The purposes of this paper are to pinpoint the role of evaluation

in the criminal justice planning process, to acquaint planners and other

decision makers with the different types of evaluations and with the

kinds of information evaluation provides, and to discuss the roles of

evaluators, planners, and other decision makers in selecting the ques-

tions to be answered and the methodology to be used.

The General Planning Process Model diagrammed in Figure 1 shall

serve as our point of departure.

FIGURE 1

GENERAL PLANNING PROCESS MODEL

1 2 3 4
PREPARING _ . DETERMINING________ JDETERMINING _____ CONSIDERING
for Planning Present Projections Alternative
1 Situation & Anticipations System Futures
! R, |
11 ¥
MONITORING 5 6
& Evaluating ---—--—me—mem—— > IDENTIFYING ___ -~ SSETTING
Progress Problems Goals
3 |
! }
10 9 8 7
IMPLEMENTING PLANNING SELECTING IDENTIFYING
Plans <-—=mw=———- for <emmemmmeo Preferred <——-—= Alternative
Implementation Alternatives Courses of Action

In this rmodel, evaluation (defined both as the monitoring of a pro-

ject's activity and the assessment of its impact) is perceived as being




central to the planning process. First, evaluative information can
assist planners in determining what is currently happening within the
criminal justice system, what is likely to happen during the planning
cycle, and what changes, if any, can be expected (steps 1-4). Second,
evaluatoré caﬂ‘assist in fhe precisé identificatioh‘of p;oblems, thé
setting of measurable goals, and the determination -- again based on
evaluative information -- of what types of strategies may be trans-
ferable from other settings (steps 5-~7). Third, evaluators can con-
tribute to thevpolicy—making ptocess by appraising specific projects
and helping to order them on a list of priorities for implementation _
(steps 8~9). Finally, evaluation of the projects which have beemn
implemented’provides project directors, planners, and decision-makers
with the feedbaék which is necessary for continuation and/or modification

decisions.

Types of Evaluations

A number of different types of evaluations can be identified. Perhaps
the besgt-known tyﬁology in the literature on evaluation is the distinction
made by Michael Scriven between formative evaluations and summative
evaluations. 2 Formative evaluations are oriented toward the "front-end"
of the planning process and are generally conducted for the purpose of
helping to develop new programs or contributing to decisions about program
installation. The activities unde;taken in a formative evaluation roughly
correspond to those involved in steps five through nine of the General
Planning Process Model, and would include such things as determining the
need or demand for a program, assessing the likelihood of its effectiveness,

and appraising the adequacy of resources for carrying it out. Summative



evaluations, on the other Hand, are oriented toward the "back-end" of the
planning process and are conducted for the purpose of assessing the overall
effectiveness of a given program or project and contributing to decisions
about its continuation, expansion, or fransferability to a different
environment.

The Law Enforcement Assistance Administration, in an effort to standard-
ize terminology for criminal justice evaluations, igsues and occasionally
updates guidelines defining the different types of evaluations. In the
current version of the guidelines, a distiﬁcticn is drawn between monitoring
and evaluation. While both compare the results or achievements of a project
with its intended objectives, evaluation involves a more intensive analysis
than monitoring and attempts to verify that the achievements or results of
a project are, in fact, attributable to the project's activities. For
example, the operation of a project designed to reduce juvenile recidi-
vism withinva pre-selected target population may indeed coincide with a
reduction in new offenses among the youth participating in the project,
and a monitoring report would be required to do little more than determine
whether the amount of_the reduction met the project's objectives. However,
an evaluation would be required to demonstrate whether the activities
of the project were responsible for the lower rate of new police contacts,
and that alternative explanations, such as increasing maturity and/or
greater skill in escaping detection, could be eliminated.

There are at least two problems with the existing LEAA guidelines
defining the types of evaluations: First, there is ambiguity as to what
constitutes the "results" of a project. In an anti~burglary project, for

example, one "result" might be that the police sent pamphlets to 20,000



households; another "result" would be that they engraved property in
5,000 homes; still another result might be that burglary in the fargeted
sections of the city actually declined, and a fourth result might be that
burglaries increased in other areas of the city due to the displacement
effect. There is no distinction, in other words, betﬁeen activity levels,
results and broader range outcomes. - A second problem with the current
definitions is that the majof difference between monitoring and evaluation
concerns the iﬁtensity of the effort and the kinds of research strategies
employed, and not the purposes for which the evaluation is undertaken.
Only one purpose, in fact, is recognized in the guidelines: to compare
project achievements with project objectives.

A training course currently being developed under LEAA auspices
contains another typology of evaluations which appears to correct the
major deficiencies of the LEAA definitions.3 In this scheme, a criminal
justice project is conceived of as a system consisting of inputs (resources,
guidelines and operating procedures); activities (those things the project
and its personnel do); results (the initial consequences of the activities);
and outcomes (the long-range, socially relevant consequences of the project.)
The system should contain a feedback loop through which ihe reéults and
outcomes of a project impact upon the operation of the project and act as
additional inputs.

The LEAA training course, therefore, differentiates among the types
of evaluations according to the point in the system where the final per-
formance measure is taken. It the evaluation attempts to link one or more
outcomes in a causal fashion back to results, activities and inputs, it is

referred to as an impact assessment. If the evaluation focuses oa results
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rather than outcomes, and the results are linked to activities of the pro-

ject, it is called a process evaluation. Finally, an evaluation in which

activities are linked in a causal fashion to inputs is called monitoring.

'Although this typology is quite adequate for some purposes, it does
not indiéate the kiﬁd of comparisons that are going to be made and,
therefore, is inadequate for the purposes of actually formulating the
questions that the evaluation would seek to answer. Thus, a second dimen-~
sion has been developed that will further expand our understanding of the
various types of evaluations which could be cénducted.

A "black box" evaluation is one in which the entire project is com-

pared with some alternative strategy of achieving the same objectives.

A "project component" evaluation is one in which a specific component

of the project is compared with some other component within the same
project.

A "multiple linkage" evaluation is one in which the activities are

related to the outcomes through one or more intervening linkages. For
example, one could propose that a crisis intervention program for status
offendefs would reduce the proportion held in detention and that this,

in turn, would reduce recidivism. Alternatively, one could propose that

a crisis intervention program would reduce recidivism because it is a

more effective type of counselling and that a reduction in detention

(even if it occurred) would be unrelated to recidivism. A multiple linkage

evaluation is one that would test which of these hypotheses is correct.

What Type of Evaluation is Needed?

The type of evaluation that is needed depends on the gquestions that one

wishes to answer with the evaluation. In turn, the questions that need to
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‘be answered depend on the "developmental phase" of the project and on the
kinds of decisions made by potential users of the evaluation findings.

Some would suggest that all projects should have each type of evalua-
tion (monitoring, process evaluation, and impact assessment) all the time,
but the expense of evaluation is such that choices must be made. In |
order to make these choices, it is useful to view a project as going
through four stages, beginning with its initial funding and implementation
in a community and continuing through its achievement of a maximum level
of efficiency.

At Phase I, when the project has just been funded, the critical
questions are whether the resources and guidelines (inputs) are producing
the desirgd level of activities and whether the internal operating pro-
cedures of the project afe contributing to the achievement of these
activity levels. Ideally, the cost effectiveness of each project
component would be ascertained. Cost effectiveness refers to more than
simply whgther the project is achieving its specified activity levels,
but whether the per unit cost of each project activity is reasonable,

Qhen compared against other methods of producing the same activities.

Monitoring of a project should provide answers to these questiohé.

At Phase II, the project has been implemented, 1its activities are
undexrway, and some client or areas or other parts of the criminal Jjustice
system are receiving the services or "treatments" of the project. At this
point, the critical questions are whether the activities are producing the
desired results (initial consequences or short-term effects), and whether

any unexpected or undesired results are occurring. Again, the best



procedure would be to examine the cost effectiveness of each project
activity in achieving these results by comparing different project activi-
ties with each other or by comparing the whole project with some alterna-
tive method of achieving the results. Process evaluation is most appro-
priate at this phase of project development.

At the third phase, the project has been implemented for a sufficient
length of time that it is reasonable for some broader-range social
consequences to have occurred. For some types of projects, these should
appear almost as soon as the initial results (within a few weeks or months)
whereas with others it may take considerably longer ( a year or so). The
key questions of concern during this phase are whether the strategy or
theory underlying the project is sufficient to produce the desired social
consequences, such as reducing crime or increasing the quality of justice.
Virtually all projects have either an explicit or implicit rationale (theory)
which makes it reasonable to believe that the activities will produce the
desired results and the desired results, in turn, will produce the expected
impact on the problem(s) that the project was supposed to solve or
ameliorate. The impact assessment, which determines whether the activities/
results are producing the desired outcomes, is appropriate at this phase of
the project.

.As before, the ideal impact assessment would not only verify that the
theory of the project is working properly (e.g., the activities produced
the desired results which, in turn, produce the desired ou£comes), but also
would indicate the optimal level of resources, activities, results, and
outcomes by determining whether the strategy used by the project is more
cost éffective than any other available strategy that.could be used by the

same or a different project.
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The fourth and final phase occurs after the project has become a
routinized, on-going part of the criminal justice system. Continuing

evaluation (usually process evaluaﬁion) is needed to determine whether

changes are occurring in the environment or in the project operating
procedures that would alter the relationships established in the previ-

ous evaluations. For example, if the characteristics of offenders are

shifting from professional to juvenile, then previously effective stra-
gegies may become ineffective in reducing crime.

The type of evaluation that is needed also depends on the decisions
that will need to be based on the findings from the evaluation.

Project directors, initially, will be most interested in examining
the various components of the project to determine yb}g&_resources, rules,
or operating procedures are the most cost effective in producing acti-
vities; which activities are most cost effective in terms of immediate
results; and which of the activities or results are the most cost effec-
tive in relation to the outcomes. This information can be used to eli-
minate some activities or re-allocate resources among the activities.

Agencies that are responsible for allocating funds to many projects,
some of which have similar purposes, will be interested in determining
which projects in comparison with other projects are most effective in
using resources, maintaining éost effective activity levels, producing
results, and achieving cost effective outcomes.

If the questions of concern to decision makers include an assess-
ment of project effectiveness in utilizing resources, achieving results,
ggg_producing the desired outcomes, then an impact assessment should be

conducted but it should have a monitoring and process evaluation component.



It is important to note that the planning required for the more complex
evaluations, especially impact assessment, must begin evern before the
project is implemented. Thus, if an impact assessment is needed, it

should be implemented before Phase I of the project development cycle.

Evaluation Methodologies

Evaluation is a type of research that attempts to establish a causal
linkage between the project (or some aspect of the project) and one or
more consequences of that project or project component.  Impact assess-
ment requires that the desired outcomes not only occur, but that the
role of the project in producing those outcomes be clearly identified.
Process evaluation requires not only that the results occur, but that
these can be attributed to the project rather than to some other fac-
tor external to the project. Even in the newer LEAA definition of moni-
toring, the method used should establish the linkage between inputs and
activities in order to demonstrate that the activities would not have
occurred without those resources and other inputs.

The importance of establishing a causal relationship shouid not
be underestimated. Consider a situation in which an evaluation report
claims that a particular project (costing $100,000) reduced burglaries
that would have resulted in $200,000 loss to victims. The project would
seem to be very cost effective in comparison with the way the system
operated without the project (it "saves" $2 for every §$1 spent).v This
conclusion, hoﬁever, would not be warranted unless the evaluator can
demonstrate that this entire reduction in burglaries (and loss from bur-

glaries) was due only to the project and not to other factors. If the
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reduction would have occurred anyway, then the project is not cost effec~-
tive at all. TIf part of the reduction is due to other parts of the sys-
tem, then the cost of these should have been ‘included and the cost effec-
tiveness for the entire system should have been assessed.

One of the key elements in establishing a causal relationship in-
volves the evaluation design that is to be used. The most common typo-
logy of evaluation designs distinguishes among experimental designs,
quasi-experimental designs, and pre-experimental designs.

1. Experimental Designs. In an experimental design some of the

clients (cases, areas, and so on). who are eligible for the "treatment"
are randomly selected to be in a control group that does not receive the
treatment or receives a different type of treatment. This design gener-
ally is implemented in field situations by first identifying a group of
persons (or areas or cases) that are eligible for the treatment or are
in need of the treatment. and then choosing some to receive it and others
not to. This becomes a "denial of services" only if the treatment clear-
ly is better than the alternative used for the control group and only if
the level of resources for the treatment is sufficient to handle all
those who are eligible or who need the intervention. In most situations.
an experimental design that is properly implemented will insure that the
true effectiveness level of the treatment can be ascertained and that
consequencesbof the project can be properly separated from outcomes that
would have occurred anyway.

2. Quasi-Experimental Designs. Quasi-experimental designs require

no random assignment, but the evaluator must have other groups, areas,

or cases that are relatively equivalent to those receiving the intervention
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and must compare these with the project groups (or areas or cases).
There are several quasi-experimental designs, including interrupted
time series and pre-post comparisons of the treatment group with a re-
latively equivalent group of persons who received some other type of
treatment or no treatment at all. These designs will not insure that
the apparent outcomes of a project can clearly be separated from out-
comes which would have occurred anyway, but some of the quasi-experi-
mental designs are quite good. Part of the difficulty in using a
quasi~experimental design is that one may not know until after the data
have been analyzed whether all of the alternative explanations for the
apparent effects of the project can be ruled out. Thus, the risk of
conducting the evaluation and still not knowing the answer to the ques-
tions of interest is greater with quasi-experimental designs than with
experimental designs. Nevertheless, a skilled evaluator may use sever-
al different guasi-experimental approaches and, through the consistency
in results, be able to answer most of the relevant questions.

3. Pre-Experimental Designs. The most common type of pre-experi-—

mental design is one in which the evaluator compares a "post-project”
observation (such as the crime rate) with a “pre-project® observation
for the group or area that received the intervention. This design is
so weak that virtually no valid conclusions about project effectiveness
in relation to results or outcomes can be drawn when it is used.
Although the establishment of causal linkage usually is guite dif-
ficult and requires a strong design, there are some situations in which
it is not as complex. In monitoring, for example, it is often suffi-

cient to simply document that the resources are being used and the



3-16

activities are occurring. There usually are no alternative explanations
for why the activities could have occurred. The evaluator will be able
to obtain documentary evidence or to observe the project in operation
and ascertain that the activities would not have occurred without the
project. But when the performance measure is a result or an outcome,
there usually are many alternative explanations for why the result or
outcome occurred. It is generally quite difficult to obtain valid evi-
dence that the crime rate, for example, declined because of the pro-

ject and would not have declined without the project.

Interrelationships During Project Planning and Implementation

In order to establish a causal relationship between the project
and the consequences of interest, the evaluator must have a strong re-
search design and must have data that are reliable and valid. Although
there are other factors involved in producing valid conclusions from
evaluation, these two are of considerable relevance to planners, pro-
ject directors, and decision makers because the evaluator cannot, with-
out the assistance of others, ensure that the data or design will be
sufficient to produce scientifically valid answers to the guestions of
interest.

In order to ensure that the proper data are collected and that the
data elements are both reliable and valid, the evaluator should be . in-
volved in the development of data collection instruments and procedures
even before the preject starts. If funds are sufficient, the evalua-
tor should have responsibility for designing instruments, training per-

sons to collect the data, and checking the reliability of the data. 1In



order to ensure that the design will be sufficient to provide valid an-
swers to the questions of interest, the evaluator should be involved

in discussions. and negotiations about the operation of the project be-
fore it is implemented. If the evaluator is called in months or years
after the project starts, it is quite possible that no valid conclu-
sions can be drawn about the causal relationship between the project and
its presumed effects because the design is too weak, the data are not
reliable, or the relevant data were not collected.

The evaluator also should be involved in the determination of which
questions the evaluation will attempt to answer. The extent of evalua-
tor involvement in this determination depends on the situation and on
the skills the evaluator has in anticipating the future informational
needs of planners, project directors, and other decision makers. If
the evaluator is quite skilled at this, then s/he could prepare the ini-
tial list of questions that might be important, the estimated costs of
the evaluation 'if it is to produce valid answers to those questions,
and the implications of the design used to answer the questions for

project operation and data cellection.

Summary

In general, it is reasonable to say that evaluation produces infor-
mation that could be used in planning and decision making, but in order
for this to happen, the evaluator should be involved in the development,
planning, and implementation of the project itself.

Evaluation can fail to serve the purpose of guiding decisions if

the relevant questions are not asked or if the answers provided by the
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evaluation are not valid. In some situations, the evaluator's role has
been limited to the technical research aspects of producing valid con-
clusions, whereas the planner's (or other decision maker's) role has
been limited to project development or operation. The approach des-
cribed above involves a series of discussion and negotiation sessions
in which the evaluator, planner, project director, and other relevant
decision makers clarify the questions to be addressed in the evaluation,
the design to be used, how this is to be implemented by project per-

sonnel, and the data collection procedures.
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FOOTNOTES

This model is the one being used by LEAA in its Training Course for

Criminal Justice Planners.

Michael Scriven, "The Methodology of Evaluation," in PERSPECTIVES

OF CURRICULUM EVALUATION (Chicago: Rand McNally, 1967).

The training course for criminal justice evaluators.

This scheme is only a slight modification of a general systems ap-
proach. The major differences are in terminology, the placement
of the boundaries around the system (e.g., project), and absence
of any explicit feedback loop, and in the lack of emphasis on the

environment.



SECTION 3B

*
A SYSTEMS APPROACH TO EVALUATION

Abstract
The purpose of this paper is to describe a series of procedures
that serve to pinpoint the questions and propositions which should

become the focus of an evaluation.

*The information presented in this paper and the terminology used are
consistent with the LEAA Evaluation Training Course, but some of the
materials here are not used in that course. The author of this paper
(Dr. Anne L. Schneider) teaches a module in the LEAA course that focuses
on some of the topics covered in this paper.



A SYSTEMS APPROCACH TO EVALUATION

Introduction

The fundamental purpose of evaluation is to produce scientifically
valid information and conclusions that will be useful to planners, pro-
ject directors, and other decision makers. Evaluation will meet these
objectives only if the questions to be ansQered by the evaluation are
relevant, rather than trivial, and only if the procedures used to draw
conclusions are consistent with the standards of social science inqguiry.

The purpose of this paper is to describe a systems approach to eval-
uation that should be useful not only to evaluators, but also to planners
and project directors, in their efforts to identify the types of questions

that should be addressed in an evaluation.

Components of the System

One of the first tasks when planning an evaluation study is to des-
cribe the components of the project using a systems perspective. Rele-
vant project components can be divided into four major parts: inputs,
activities, results, and outcomes, as shown in Figure 1. The project
itself exists in a larger, on-going criminal justice system and social
system.

Inputs are the ingredients and elements received by the project
from the environment in which the project exists. These include
resources (funds for personnel, equipment, and so on), guidelines that
constrain the operations of the project, and other rules or operating

procedures (formal and informal).



FIGURE 1

SYSTEM AND PROJECT COMPONENTS
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The Social System
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Activities include the operations of the project and any other or-
ganizational procedures, criteria, or rules that are developed within
the project (rather than from outside the project}. Anything that is
done with the resources and other inputs by project personnel is inclu-
ded in the category called activities. Thus, the activities category
includes those things produced entirely by project personnel, such as
the provision of services, information, and so on.

Results ére the initial consequences of project activities and in-
clude consequences which logically fall in between activities and out-
comes, in a type of causal sequénce. Results are distinguished from
activities in that, although the project and its resources theoretically
can produce activities, they cannot guarantee that the results will occur.
A project, for example, can provide counseling services to its clients
{(an activity), but it cannot guarantee that the counseling will change
the attitudes of the clients (a result). A project can engage in a‘pub~
lic relations campaign to improve relationships with other agencies (an
activity), but it cannot guarantee that relationships will improve (a
result).

Outcomes are the broader-range; socially relevant, consequences
of the proﬁect. In a sense, outcomes are those consequences cf a pro-
ject which, if positive, need no further social or political justifica-
tion: They are an end in themselves. The provision of safety to the
public (e.g., crime reduction or prevention) and the provision of jus-

tice are the two major outcomes from the criminal justice system. Thus,
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project consequences closely related to these would be called outcomes
and consequences that intervene between activities and the outcomes gen-
erally would be called results. The division between results and out-
comes is quite arbitrary and, if one wished, the causal linkage of acti-
vities‘to results to outcomes could be placed in a whole series of boxes
or categories rather ﬁhan just those descriked here.

The feedback loop shown in the criminal justice system part of

Figure 1 indicates that results and/or outcomes of a project can feed
back into the operations of the project as additional inputs. A pro-
ject responsible for soliciting clients to receive its services might
have an educational campaign (an activity) to interest crime victims,
for example, in the project services. A result might be that victims
contact the program which, through the feedback loop, becomes an addi-
tional input. Information about the results and/or outcomes of the pro-
ject also is channeled through the feedback loop into the project.

When an evaluator is beginning the planning phases for the study,
it is useful to read the grant application and actually develop a systems-
based, itemized description of the project. This could be done on a
form such as that shown in Table 1. The specific inputs, activities,
expected results, and expected outcomes (as presented in the grant
application) are entered in the top part of the form. The lower section
of the form is to be completed by the evaluator as s/he examines the
logic of the project to determine whether critical ingredients are

missing and what the essential intervening Jinkages are.
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SYSTEM DESCRIPTION OF THE PROJECT1
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This form is a slight adaptation of the one currently used in the LEAA evaluation training course.
In that course the form is called the "Method of Rationales."
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The Logic of the Project

After the project description is completed (from the grant applica-
tion and/or discussions with project personnel), the second task for the
evaluator is to trace the logic or theory of the project. (This proce-
dure is being called the "Method of Rationales" in LEAA's Evaluation
Training Workshops. The use of the system description to trace the
rationale of the project provides the name that LEAA has given to the
chart.)

There are no rules or guidelines on how one goes about identifying
the rationale of the project, but a few techniques are available that
can assist the evaluator in the task.

One method of tracing the logic of the project is to start at the
right-hand side of the system description and try to determine whether
it is reasonable for each of the expected outcomes to occur and what the
intervening events (between the activities and outcomes) are that must
exist if the project is to accomplish the outcome. In doing this, the
evaluator might think ahead to the types of discussions that would ensue
if the project does not accomplish the outcome. The various reasons or
rationales (or excuses) which might be given to explain why the project
did not achieve the outcome or goal would provide a useful beginning
point for identifying the assumptions that have been made as to why the
activities ought to produce the desired outcomes. The variables identi~
fied as critical linkages, if eventually included in the evaluation,
would_provide information as to why the project did not work or, if the
project is effective, the evaluator would be able to determine why it

worked. The former information is very important in determining whether,
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with changes, a project might be more effective in the future, whereas
information on the linkages for a project that was effective might help
in assessing whether the project is replicable in other situations or
places.

Another technique for identifying the assumptions and intervening
variables is to ascertain what types of behavior changes are needed if
the project is to achieve the outcome (or the results). If certain be-
havior has to change, the evaluator should determine whether there appears
to be sufficient incentive for this to occur. If it is questionable
whether the incentives exist, data about the motivations or attitudes
of persons whose behavior must change for the project to be successful
would be a useful inclusion in the evaluation.

The logic of the project can be traced back from outcomes to results
and from results to éctivities and from activities to inputs. In some
'instances, the evaluator may idenﬁify a complete causal chain linking
all of these parts together and, if this is the linkage of major con-
cern tc decision makers, it would become the focal point of the evalua-
tion.

Evaluators also will find it useful to start on the left-hand side
of the systems diagram and assess the likely efféect of each component
of the system on the next.  This approach assists in identifying criti-
cal inputs that may not have been provided for in the grant application,
activities that are not included but which are necessary if certain re-
sults are to occur, and results that were not mentioned in the grant
application but which have to occur if the outcome is to be achieved.

In addition, this approach will help the evaluator identify unintended
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consequences (positive and negative) of the project.

It should be emphasized that project directors, program developers,
planners, and other persons in the system would find these same tech-
niques useful in determining whether a project "makes sense.” Problems
in the rationale of the project identified by the evaluator or others
could be called to the attention of those responsible for implementing
the project and corrected even before the project begins.

Many evaluators will find it useful to actually £ill in the lower
portion of the system chart shown in Table 1 with a listing of the im-
plicit assumptions, intervening variables that perhaps should be included
in the evaluation, questions concerning what various aspects of the pro-
ject actually mean, and so on. Thus, the system description form becomes
a summary of the project and the potential independent, intervening,

and dependent variables to be included in the evaluation.

The Project and Its Environment

As noted previously, a project is part of an on-going system and
exists in the larger criminal justice and social environment. Many, but
not all, evaluations involve a comparison of the project with the sys-
tem as it existed without the project or a comparison of the project
with some other alternative approach. In order to determine what the
results and/or outcomes of the projéct are to be compared with, the eval-
uator should know how the project changed the systemn.

It is particularly important in terms of the development of cumula-
tive knowledge concerning the effectiveness of alternative approaches

for solving problems that the evaluator be aware of the theory upon
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which the project is based and be aware of whether there are competing
theories. If there are competing theories, the evaluatox should attempt
to compare the project with an alternative that is based on a different
theory. Some projects may contain more than one component, with the
different components representing different theoretical approaches to
solving a problem. In this situation, it may be gquite useful for the

evaluator to compare one component of the project with another.

Selecting the Questions and Piropositions

The procedures described above provide the evaluator with the know-
ledge and information needed to develop a complete set cof recommendations
concerning what questions the evaluation might attempt to answer.

These, in turn, could be converted into propositions and hypotheses.

An evaluator who has prior knowledge of the types of issues or ques-
tions of concern to the eventual users of the evaluation results would
not need to develop a complete set of all questions that could be ans-
wered, but evaluators often do not know exactly what the issues or con-
cerns of all the potential users of the information are. The questions
or propositions that the evaluator recommends to decision makers also
are constrained by the level of funding available to conduct the evalu-
ation, by problems of measurement, by the types of designs that are fea-
sible, and by considerations for the confidentiality and privacy of data.

In some situations the evaluator does not formulate the questions
to. be answered, as this has already been done by project personnel,
planners, or others in the system. Even so, the evaluator would be

much better prepared to guide or modify those choices if s/he were aware
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of the full set of questions that could be answered. Persons without
technical training sometimes fail to note that cerxtain guestions could
be answered and at other times assume it will be simple to owtain valid
answers to questions when, in fact, it is impossible. Thus, the evalua-
tor has a very important role in determining what questions or proposi-

tions will be incorporated in the evaluation.

The Type of Evaluation

The cheice of performance measures (dependant variables) generally
serves as the starting point for developing the evaluation gquestions
or propositions. This choice can serve to determine what type of eval-
uation is being done. Within the LEAA evaluation training course the
types of evaluation are identified by the point in the system where the
final performance measure is taken. As shown in Figure 2, an impact
assessment is an evaluation which attempts to link one or more outcomes
in a causal fashion back to results, activities, and/or inputs. The
assessment also may include examination of the effects of activities on
results or of inputs on activities.

Process evaluation is defined as a study in which the final perfor-
mance measures are results, rather than outcomes, and the results are
linked to activities and/oxr inputs.

Monitoring in the LEAA training course is defined as a type of eval-

uation in which activities are linked {in a causal fashion) to inputs.

Dimensions of Performance

Regardless of the type of evaluation that is to be conducted, theres

are four major categories of performance dimensions that should be
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TYPES OF EVALUATION

IMPACT ASSESSMENT

Inputs |- — 2| Activities |- — =>| Results =>| Outcome
PROCESS EVALUATION
Inputs |— — Activities >| Results
MONITORING
Inputs |——> Activities l

lThese are the types and definitions of evaluation currently being used in the LEAA evaluation

training course.
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considered for potential inclusion in the evaluation. These are the
quantity, quality (including egquality), timeliness, and cost of a pro-
ject. In an impact assessment where the evaluation is to focus on crime
reduction, for example, most of the relevant questions about the effect
of the project on crime are subsumed if one considers these dimensions,
as illustrated below:
1. Quantity: How much crime was prevented?
2. Quality: Was the fear of crime reduced? Was serious or trivial
crime reduced? For whom was crime reduced?
3. Timeliness: How long did it take for the effects to occur?
How long will they last?
4. Cost: What did it cost to prevent how many dollars worth of
crime?
These dimensions can be applied to outcomes (in impact assessments),

to results (in process evaluations), and to activities (in monitoring).

The Independent and Intervening Variables

The specific selection of independent and intervening variables
depends very much on the project to be evaluated, the situation, the
type of theory underlying the project, and so on. Nevertheless, there
are three general strategies that evaluators could use.

1. "Black Box" Evaluations. A "black box" evaluation refers to

one in which the entire project is compared, as a wholz, with some al-
ternative method of achieving the same or similar objectives and goals
(see Figure 3). In an impact assessment, for example, the "black box"
approach could involve a comparison of the recidivism rates of youths

in the project with recidivism rates of youths handled through the
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These are illustrations of the types of comparisons and linkages that can be used. Many combinations
and extensions of these are possible. The same types of configurations can be used when results
(instead of outcomes) are the dependent variables and when activities are the dependent variables.



"traditional" approach (whatever that might be). In a process evalua-
tion that focuses on results, such as a reduction in school behavior
problems of youths in a ¢ounseling program, the evaluation could compare
project youths with similar persons handled through the traditional ap-
proach. Even in monitoring this strategy could be used. For example,
the evaluator might compare the cost (per client) for providing coun-
seling to rape victims by a project administered in the police depart-
ment with the cost (per client) of a similar project operated as a
non-profit.

2. Project Component Evaluations. As illustrated in Figure 3,

one aspect or component of the project can be compared with another in
texrms of its effectiveness vis a vis outcomes, results, or activity
levels. A project that provides counseling, tutoring, and social acti-
vities might be evaluated in terms of the effectiveness of each compo-
nent (separately) or in relation to the best combination of these. |

3. Multiple Linkage Bvaluations. All evaluations involve estab-

lishing whether at least one linkage exists (the linkage between inde-
pendent and dependent variables). A multiple linkage evaluation is one
that attempts to establish whether one or more intervening linkages are
critical to the success of the project (see Figure 3). A multiple link-
age evaluation might seek to determine for whom or under what conditions
certain effects occur. For example, an evaluation could focus on wheéhei
a crisis intervention. program feduces detention days and other types of
penetration into the juvenile justice system and whether these, in turn,
reduce the recidivism rate. Alternatively, the crisis intervention

counseling, per. se, could have an effect on recidivism that is independent
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of changes in detention time or other indicators of penetration into
the system.

The list of questions, propositions, and hypotheses that could
be included in the evaluation can be formulated after the evaluator iden-
tifies the potential performance measures, the candidates for indepen-
dent and intervening variables, and the dimensions of performance that
seem relevant. As noted previously, the funding level for the evalua-
tion, measurement problems, protection of confidentiality and privacy,
and problems in the evaluation design will have a strong influence on
which questions actually can be answered. Thus, the evaluator needs not
only to be aware of the potential questions, but must assess which of
these can be answered within the constraints of budget, measurement,
design, and confidentiality/privacy of data.

When the discussions or negotiations are held concerning the exact
questions that will become the focal points of the evaluation, it would
be very helpful if the.evaluator could inform project personnel, plan-
ners, and other decision makers about what will be‘required in terms
of funding, project operation, and so on in order to obtain valid answers
to the questions. This would help prevent one of the more common prob-
lems that arises between evaluators and decision makers: The eventual
inability of the evaluator to provide scientifically valid answers to
gquestions that were of major interest. If fruitful discussions and
negotiations are carried on between the evaluator and the eventual users
of the information, a second common problem in evaluation might be
avoided: The production of an evaluation report that did not examine

the questions of interest to decision makers.
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SECTION 3C

ALTERNATIVE APPROACHES

*
FOR ESTABLISHING THE CRITERIA OF SUCCESS

Abstract

Grant applications usually contain specific, quantitative state-
ments of goals and objectives. These should be useful as a guide to
the conduct of an evaluation, but they often are not, for reasons ex-
plained in this paper. The discussion focuses on alternative ways to
specify the criteria of success and the role of evaluation in deter-
mining "success." In addition, a non-technical presentation is made
on the use and interpretation of significance tests in determining

project "success."

*
This paper was written by Anne L. Schneider.
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ALTERNATIVE APPROACHES

FOR ESTABLISHING THE CRITERIA OF SUCCESS

Introduction

Determining whether a project, program, or policy is a "success" in-
volves four quite distinct steps:

1. An identification, on the conceptual level, of the problems which
the project was supposed to solve or ameliorate;

2. Selection of specific operational measures that are valid indica-
tors of the concepts;

3. Selection of a particular "amount" of the problem that must be
solved in order for the project to be deemed successful; and

4. Selection of a particular probability level in reference to the
"amount" of the problem that the project is supposed to solve.

To illustrate: The problem that the project is supposed to amelio-
rate is the residential burglary rate; the indicators of this could be the
reported number of residential burglaries divided by the number of resi-
dential units in the city; the "amount" of the problem that is supposed to
be solﬁed might be a five percent reduction in the rate of occurrence; and
the probability that the five percent reduction could be produced by
chance is 10 out of 100 (e.g., .10 significance level).

Although the procedure for defining the success of a project might
appear to be straightforward and obvious, there are, in fact, several
options that can be used at each point. 'The identification of the broad
gauged problems which the project is supposed to solve generally is done

within the grant application process. The evaluator is not particularly
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involved in this, except to point out other positive or negative consequences
of ‘project.activities that could be included in the éwvaluation and to assess
the costs and difficulties of including these. The options (and dAiffi-
culties) in selecting valid indicators of the concepts depend primarily

upon what-the goals are and, even though this is a very important step

and is done mainly by the evaluator, it will not be discussed extensive-

ly here. Rather, the focus of this paper is to examine some of the

choices concerning the "amount" of the problem that must be solved if

the project is to be "successful" and to-examine the choice of a signi-

ficance level.

Magnitude of Project Impact

Perhaps the best method of determining the amount of a problem that
a project must solve in order to be successful is to conduct a cost-bene-
fit analysis. In this approach, one measures the total social osts of
the project and its total social benefits. If the project can solve
enough of a problem that its total social benefifs are greater than its
total social costs, it would be judged successful. Another method is to
compare one alternative strategy with another (or with several others)
in order to ascertain which is the most cost effective. With this tech-
nique, a prcject should be able to reduce the amount of a problem for
a lower per unit cost than other alternatives in order to be judged more
successful than the others.

*
Because of the difficulties in conducting these types of analyses,

lSee Section 3D , "Cost-Benefit and Cost-Effectiveness Analysis."
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decision makers usually must determine the success of a project without
the type of cost-benefit information that would permit perfectly ration-
al decisions. Instead, one finds grant applications with quantitative
measures of success that were apparently considered good enough so that,
if the project were able to achieve those objectives and goals, the de-
clsion makers would continue funding it. Some evaluators object to these
types of artificially established measures of success and would prefer
that the project state its objectives in a way that makes it easier to
convert them directly into an evaluation design.

Consider, for example, a statement that says the goal of the project
is to reduce the recidivism rate of project clients by ten percent. Even
though this might appear to be a very precise statement, an evaluator
will recognize that its meaning is not at all clear. It could mean "to
prevent ten percent of a group who otherwise would have recontact with
the court from having a recontact." But with whom are the clients to
be compared? It could also mean "to reduce the freguency of offenses,
on the average, by ten percent compared with the frequency prior to the
project.” It could, of course, mean many other things as well.

Still other évaluators will claim that unless the project has quan-
titative goals, it cannot be evaluated. That claim is patently false.l
An evaluator can measure the magnitude of project impact and report it,
along with the probability that it was due to chance. Even if a project

does not state what its general goals are, the evaluator can examine its

activities in order to determine what types of social consequences could
reasonably be expected from them. These, then, would constitute the

dependent variables in the evaluation.
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There are also some evaluators who permit the quantitative state-
ments of goals or objectives to determine how the evaluation is conducted.
Thus, an evaluation report might say that residential burglaries declined
by five percent during the two years of project operation from the two
years prior to project operation; therefore, the project achieva& its
.objective. Even though tjie first part of the statement may be txiig, the
second is not necessarily Urue at all. The task of evaluatior ig to
establish a causal linkage between the wroject activities and the cut-
comes in such a way that the impact of the project on the problem ¢an be
ascertained as independent of other factors and as independent of ghance.

Although there is general agreement that the causal linkages have
to be established, there is no consensus concerning the most appropriate
method& of stating quantitative goals and objectives for the project or
of determining project success.

Some of the alternatives used in evaluation for defining and test-
ing project "success" are described below.

1. The evaluator can simply ignore the guantitative statements in
the project grant application and test to determine if the project impact
is significantly different from zero. If this approach is used, the eval-
uator should at least include data showing the best estimate of the actu-
al magnitude of effect. The decision mgXers ultimately responsible for
deciding whether the project is a success or not will have the informa-
tion that they can compare with the "promises" made in the grant applica-
tion- and can decide whether the impact is large enough to suit them.

2. The evaluator could test whether the project impact is signifi-

cantly different from zero and could also conduct a test of significance




to see if the impact is significarntly less than the guantitative objec-
tive stategl in the grant application. Iﬁ other words, the null hypothesis
(for the second test) is that the project reduced crime, for example, by
five percent or more. If this hypothesis is rejected, then the project
"failed" at least in terms of its stated objectives. In some evaluations,
of course, it is possible that the evaluator will not be able to reject
the null hypothesis in either test. That is, s/he cannot reject either
the possibility that the crime rate was the same or the hypothesis that
crime was reduced by five percent.

3. Confidence intervals are another possible option for the evalu-
ator.  In this procedure, it does not matter whether the project stated
quantitative objectives or not. The evaluator calculates the confidence
interval (.35 or .0l or whatever) around the figure representing the mag-
nitude of impact. For example, the observed reduction in crime attri-
butable to the project might be 15 percent, with the lower bounds of -the
confidence interval being 10 percent and the upper bounds being 20 per-
cent. The 15 percent is still the best estimate, but the lower and upper
limits provide additional information to the decision makers.

4. Some evaluators restate project objectives so that the objec~-
tives or goals are to achieve statistically significant changes (or dif-
ferences). This approach has the advantage of bringing about congruence
and agreement between evaluator and decision makers before the evaluation
is conducted and could improve the likelihood that decisions will be
based at least in part on the evaluation results. On the other hand, this
approach is rather inflexible because the size of the sample has a strong
influence on the amount of difference needed to achieve statistical sig-

nificance. Thus, a project for which the evaluator collected recidivism




data on 1,000 treatment youths and 1,000 control youths will find it
very easy to achieve statistical signiﬁicance even though their impact
could be quite trivial (a 2 percent difference--i.e., 8 percent versus

6 percent--is significant at the .05 level with this many cases), A
project with 50 treatment cases and 50 control cases would find that even
a wubstantial difference of 15 percent (such as 50 percent versus 35 per-
cent) was not statistically significant at the .05 level.

5. Another option availagie to evaluators when the project has
stated quantitative objectives but not indicated the method of compari-
son is to restate the objectives incorporating both the sample size,
method of comparison, and the quantitative goal of the project. For
example, if the project goal is to achieve a 50 percent decrease in re-
cidivism (such as from 20 percent down to 10 percent), the evaluator
could restate the objective in the following way: "The goal is that
the recidivism rate of 200 project youths, 12 months after entry into
the project, will be 50 percent less than that of 200 control group
youths, 12 months after their entry into the system (i.e., the control
group will have a 20 percent recidivism rate and the experimental group
will go from the 20 peréent rate down to a 10 percent rate)}." With a
sample size of 200, the difference between 20 percent and 10 percent
is statistically significant beyond the .C5 level. This approach can
be used ;£ the evaluator has a good estimate of the size of the percen;
tage and can draw samples large enough to show significance if the de-
sired percentage difference is achieved.

An argument could be made that it is not the evaluator's job to

determine whether a project was "successful" or not and, therefore, the




evaluator does not need to be concerned with how the project personnel
or other decision makers--such as those in the planning agency--would
define "success" for any particular project. This argument is based on
the idea that an evaluator, as a social scientist with considerable
knowledge of the criminal justice system, is perfectly capable of exam-
ining the project activities and, from these, projecting what the po-
tential effects of the project are on its clients, other parts of the
criminal justice system, and the community. Furthermore, the evalua-
tor has the téchnical expertise to establish a valid method of compari-
son. . In the evaluation report (so the argument would continue) the
evaluator reports the magnitude of impact the project had (positive

and negative) on other parts of the system, clients, and/or community
and the probability of whether these impacts were due to chance rather
than to the project. At that point, it is up to the decision makers to
decide whether the project was "successful" or not in relation to the
impacts included in the evaluation.

On the other nand, persons concerned with the utilization of evalu-
ation results in decision making would argue that the evaluator and de-
cision makers (such as project directors, planners, elected officials,
and so on) should discuss and negotiate the criteria of success, inclu-
ding the specific methods of comparison and the actual "amount" of im-
pact that will be considered sufficient. Through this process, the pexr-
sons responsible for making recommendations or decisions might beco