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PREFACE 

The Handbook of Resources for Evaluators was prepared as part of 

the LEAA-funded Model Evaluation Program in the state of Washington. 

Evaluators who participated in that program will recognize some of the 

materials, but others were prepared especially for the Handbook. Much 

of the written work and verbal presentations prepared during the course 

of the Model Evaluation Program have been updated, expanded, and revised 

for inclusion in the Handbook. 

The major purpose of the Handbook is to provide evaluators, planners, 

and decision makers with information about techniques that could be used 

to overcome the more typical problems encountered in criminal justice 

evaluation. The techniques described and discussed in the Handbook 

address four different kinds of problems: 

First, there are technical and research-related problems which, 

if not overcome, result in evaluations that do not contain valid, aceu-­

rate answers to the questions that the evaluation sought to answer. 

The second problem concerns what type of evaluation should be done 

and what questions should be answered by it. Related to this is the 

problem of delineating the roles of the evaluator, the planner, the 

project director, and other decision makers in determining the type of 

evaluation, the questions to be answered, and the degree of confidence 

needed in the conclusions that are drawn. An evaluation that does not 

provide valid answers to relevant questions is not likely to be used 

by anyone. 

Third, and often overlooked, are the problems evaluators and others 
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must face in insuring the privacy and confidentiality of data collected 

and the protection of human subjects when they are affected by the eval­

uation study. 

The fourth problem is that evaluators do not tend to stay in their 

jobs for particularly long periods of time and there is insufficient do­

cumentation available to newly hired evaluators about local resources, 

organizational structure of the office, administrative procedures, and 

sources of data. 

Thus, the Handbook is expected to be useful to current evaluators, 

new evaluators, and to planners, project directors, and other decision 

makers in their efforts to produce evaluations that contain scientifi­

cally valid information that will be useful in the decision making process. 
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PART I 

TECHNIQUES FOR OVERCOMING COr~ON PROBLEMS 

IN CRIMINAL JUSTICE EVALUATION 
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INTRODUCTION TO PART I 

The purpose of Part I is to describe the major problems in crimi­

nal justice evaluation and to suggest alternative procedures for over­

coming these problems. 

Section 1 delineates the general categories of problems in criminal 

justice evaluation and reviews the techniques suggested in the papers 

contained within Part I for dealing with those problems. 

section 2 contains nine short papers, each of which describes a 

particular research or technical procedure that could be used by evalu­

ators in order to increase the validity and accuracy of conclusions 

drawn by the evaluation. 

Section 3 is primarily for planners, project directors, and deci­

sion makers, but also would be of value to evaluators. The six pape~s 

in this section examine techniques that could be used to determine the 

type of evaluation that should be conducted, the questions that should 

be addressed, and/or techniques for integrating the role of evaluators 

with the roles of planners, project directors, and other decision makers. 

Section 4 contains eight evaluations (or excerpts from evaluations) 

of projects within the State of Washington. Each was selected because 

it demonstrates an innovative or exemplary approach for overcoming prob­

lems in field evaluation or because it applies some of the principles 

discussed in the other papers in Part I. 

section 5 contains the most recent LEAA regulations about privacy, 

confidentiali,ty, security, and protection of human subjects. In addi­

tion, this section summarizes the types of forms that are needed, pro­

vides actual examples of procedures that were used, and discusses the 

issues involved in obtaining informed consent. 



Abstract 

SECTION 1 

INTRODUCTION AND SYNTHESIS 

The introduction seeks to pull together the general categories 

of problems and the approaches suggested for overcoming them. Although 

the discussion of each problem-solving technique is quite brief, it is 

sufficient to illustrate the basic rationale of the technique and how 

(or when) it could be used. 
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INTRODUCTION 

The purpose of evaluation is to produce scientifically valid infor­

mation or conclusions that will be useful wi'thin the planning and deci­

sion making processes. In order to obtain valid information, evalua­

tors must recognize the inherent problems in field research and must 

learn to use the techniques that are available for overcoming them. 

To produce useful information the evaluator must apply the research 

techniques to the questions or propositions that will yield the most 

relevant information for the persons who are expected to utilize the 

results. 

Planners, project directors, and decision makers also have a cri­

tical role in whether evaluation findings will be valid and useful. 

The integration of the work done by evaluators with that done by plan­

ners, project directors, and other decision makers begins with a com­

mon understanding of the types of evaluation that are available, the 

techniques for identifying important questions to be addx~ssed, and 

the procedures that must be followed by the project if the evaluator 

is to be successful in efforts to produce valid as well as useful 

information. 

The materials presented in Section 2 are mainly of interest to 

evaluators, since these deal with alternative techniques that could 

be used to overcome the more cornmon types of research-related problems 

in evaluation. The materials in Section 3 are designated primarily 

for planners, project directors, or other decision makers, but should 

be studied carefully by evaluators since these provide a cornmon 
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framework for identifying the types of evaluation, the questions to be 

addressed, and the involvement of the evaluator in project planning, 

project implementation, and project operation. 
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TECHNIQUES FOR STRENGTHENING EVALUATION DESIGNS 

The most common technical weakness in evaluation research is the 

use of an evaluation design that is too weak to rule out alternative 

explanations (threats to validity) for the observed or apparent effects 

of the project. The first step in overcoming this problem is for eval­

uators to be more conscious of the alternative explanations that may con­

found their conclusions. By anticipating confounding factors evaluators 

should be better able to select an appropriate design or to collect addi­

tional data that could be used to test whether certain alternative expla­

nations have, in fact, been confounded'with the apparent impact of'the 

project on the problem it was designed to solve or ameliorate. 

"A Rev}ew of Threats to Valid} ty" provides a semi-technical des­

cription of the general categories of alternative explanations that 

most often plague evaluation research in criminal justice. The approach 

differs in two important ways from the more common explication of Camp­

bell and Stanley's "threats to validity. "I First, the discussion does 

not provide a simple "yes or no" answer to whether a particular design 

automatically "solves" a threat to validity problem. Instead, the 

conditions that are needed if a particular design can be generally 

1.81ied upon to rule out the various alternat:'.ve explanations are iden­

tified. 

Second, the paper is organized so that each threat is described 

and discussed in relation to several relevant designs rather than having 

each type of design presented and then discussed in relation to each 

threat to validity. This approach should make it easier for the evaluator 
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(whose choice of design is often quite limited) to identify the rele­

vant threats to validity and then to determine what could be done to 

overcome them within the constraints imposed by the situation. 

Experimental designs are the most powerful that can be used for 

assessing the effectiveness of a project. Although rarely used in 

evaluation research, there is some evidence that when evaluators are 

involved in the planning and design of the project prior to its imple­

mentation they can be quite successful in obtaining true experimental 

conditions in the field setting. 
2 

One situation that is especiall:'l 

conducive for random assignment is when the evaluator can assist the 

planner or project director in identifying a pool of eligible persons 

(or cases or areas) who need the treatment (intervention) and, in ad-

dition, the resources for the project are less than those needed to 

handle all eligible clients (or cases or areas). In this situation 

random assignment is a fair and equitable way to distribute the limited 

services to those who need it. A second situation occurs when a pro­

ject has several components or alternative strategies and tests the ef­

fectiveness of each. In the absence of any knowledge as to which 

strategy is best, random assignment is a fair method of determining 

who gets what within the project and will permit a rigorous test of 

which strategies are more effective. 

When random assignment is not used the evaluator must rely on some 

type of quasi-experimental design. Two of the major categories of quasi­

experimental designs are disqussed in separate papers within the Hand­

book: Comparison group designs and interrupted time series designs. 
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In the paper "Comparison Group Designs" the logic of these designs 

is described and their usefulness under different field conditions is 

analyzed. The analysis in the paper leads to several important conclu­

sions about the use of comparison groups. 

First, the argument is made that comparison groups do not have to 

be perfectly equivalent to the treatment group in order to be useful. 

Instead, the comparison group should be equivalent to the treatment 

group in terms of the variables that are relevant to ruling out one 

or more specific threats to validity. Thus, with the use of several 

comparison groups--none of which is perfectly equivalent--the evalua­

tor could, in some situations, rule out most or all of the alternative 

explanations for the observed effects of the project. 

Second, the use of multiple regression is suggested as a more ap­

propriate approach than actuarial tables or matched pairs. 

Third, the paper points out that the selection procedures of the 

treatment group are critical for ascertaining whether a comparison 

group will be effective in ruling out alternative explanations. When 

these procedures are based on quantitative eligibility rules, compari­

son groups will be much more useful than they are when judgmental de­

cisions are made. Judgmental decisions that place the "easy" cases 

into one group and the "hard" cases into another are the most difficult 

to handle. In the latter situation none of the procedures for obtain­

ing comparison groups or analyzing data (i.e., matched pairs, actuarial 

tables, and mUltiple regression) necessarily will permit valid conclu­

sions to be drawn. Nevertheless, a comparison group approach is recom­

mended (over a pre-post design) because it is more likely that this 
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design can be used to rule out the alternative explanations. 

"Interrupted Time Series Designs" are described in the third paper. 

These are among the strongest that can be used in field evaluation and 

often place so few constraints on project operation that they are more 

feasible and practical than any other approach available to the evalu-

ator. The discussion in the Handbook covers six topics about inter-

rupted time series: The logic of interrupted time series, the patterns 

of change that are of interest, the different types of interrupted time 

series designs, the conditions under which interrupted time series (de-

pending on the particular type) controls for each of the major threats 

to validity, the statistical procedures available for analyzing inter-

rupted time series data, and techniques for handling the problem of 

autocorrelation in the residuals. 

Distinctions are made among the following interrupted time series 

designs: 

1. Ordinary Interrupted Tjme Series: A series of pre and post 
measures on the same group or area. 

2. Different Group Interrupted Time Series: A series of pre and 
post measures with the pre-project mea'sures on groups that 
would have been in the treatment if the project had existed 
at that time and the post measures on persons actually in the 
treatment program. 

3. Multiple Interrupted Time Series: A series of pre and post 
measures for the treatment group or area and a series of pre 
and post measures for a comparison group.---

4. Experimental Interrupted'Time Series: A series of pre and 
post measures on randomly selected treatment and control groups. 

5. Individual-Level Interrupted Time Series: Measures on a series 
of pre-project persons (rather than groups) who entered the 
system at several points in time prior to the project and a 
series of observations on individuals who entered the system 
at several points in time after the project was implemented. 
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Regardless of which design is used, the purpose of interrupted 

time series is to identify changes in the trend that could be attri­

butable to the project intervention and/or changes in the level. Inter­

rupted time series designs clearly are superior to pre-post designs and 

in many situations will be more useful than comparison group designs 

for ruling out alternative explanations. The strength of interrupted 

time series, however, depends on which of the designs is used and the 

nature of the threats to validity. Maturation, regression effects, 

and testing effects can be serious problems for the design (when obser­

vations are on the same group or area), but the different group design 

generally would be effective in handling problems introduced by matura­

tion effects or testing effects. A multiple time series in which the 

evaluator has both a treatment and a comparison group, with pre and 

post observations on each, is especially powerful. 

Statistical procedures for analyzing interrupted time series data 

are rather complex and present a number of problems for the evaluator. 

The paper describes many of the statistical procedures and notes that 

six of them (Walker-Lev, mood, double mood, analysis of covariance, 

Chow test, and dummy variable regression analysis) are all based on 

linear regression approaches. The Walker-Lev, ANCOVA, and dummy vari­

able regression are identical to each other. The problem of autocrre­

lation in the residuals is explained and procedures that could be used 

by the evaluator to resolve this problem are presented. 
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ANALYSIS AND STATISTICAL TECHNIQUES 

FOR QUASI-EXPERIMENTAL DESIGNS 

The statistical and analytical procedures for experimental research 

are usually quite straightforward and are among those taught in the most 

basic university statistics courses. In contrast, the analysis of data 

from quasi-experimental designs is considerably more complex. As in­

dicated in the last section of the interrupted time series paper, one 

generally will find many statistics that can be used. Some of these 

are identical to one another but have different names because they were 

developed within different academic disciplines. The statistics and 

analysis procedures described within the Handbook for use with quasi­

experimental designs have one factor in common: Each utilizes some 

technique to control or "hold constant" the variables other than the 

treatment of interest so that the "true" impact of the project (or 

other independent variable of interest) can be separated from the con­

founding effects of the other variables. 

The paper "The Intuitive Logic of Multiple Regression Analysis" pro­

vides a step by step explication of the logic underlying regression/cor­

relation approaches and a step by step description of how errors on hypo­

thetical cases are manipulated to provide the summary statistics from 

correlation/regression analysis. Substantive interpretations are pro­

vided that illustrate the differences in meaning for the correlation 

coefficient (r), the coefficient of determination (r2), the regression 

coefficient (b), and the intercept (a). In addition to the general 

description, several of the key assumptions of regression analysis are 
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explained in non-technical tenns and the impact of violating these 

assumptions on the results of the analysis is discussed. 

The paper "Prediction Models" covers three distinct topics: actu­

arial tables, multiple classification analysis, and linear prediction 

(regression analysis). All three approaches could be (or have been) 

used for the purpose of developing predictions of what the scores of 

project clients or areas on the dependent variable (perfonnance measure) 

would have been if the project had not existed. Thus, these are ana­

lytical and statistical techniques that are especiallY appropriate when 

the evaluator has a non-randomly selected comparison group (concurrent 

or historical) and has individual-level data about the persons in both 

the treatment and the comparison groups. If the methodology produces 

a reliable and valid estimate of what the scores would have been in the 

absence of the treatment, then the techniques would be a substitute 

for experimental designs. Unfortunately, none of the procedures is a 

completely reliable substitute for random assignment, but these are 

powerful tools that, in the proper situations, would pennit the evalua­

tor to draw a valid conclusion that otherwise would have been impossible. 

The paper "Applications of ARIMA and ANCOVA to Interrupted Time 

Series" is a rather technical presentation of the fundamental differences 

(and similarities) between these two. In the ANCOVA approach, time 

(measured in months, years, weeks, or other similar units) is an inde-

pendent variable in the regression equation. A linear prediction or 

projection is made from the pre-project observations into the post-pro­

ject time period in order to ascertain changes either in the trend or 

the level of the series. The ARIMA models do not use time in the 
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equation, but instead base future predictions of the values of obser­

vations on the immediate past value of the dependent variable or on 

patterns in the errors of previous predictions. Although arguments can 

be made that ARIMA models are more appropriate for social science data 

than the linear trend predictions used in ANCOVA, the former are more 

difficult to use because well-documented and well-developed statisti­

cal routines are not generally available to most evaluators. 

Regardless of the design or analysis procedures that are used, 

the estimate of whether the apparent impact of the project is due to 

chance must be ascertained. Whether an apparent impact will be sta­

tistically significant at a particular level (such as .05) depends on 

the rr~gnitude of the impact and on the size of the sample. It would 

be a rather embarrassing situation for an evaluator to draw a sample 

for the evaluation which was so small that even if the project 

achieved its quantitative goal (of reducing crime, for example, by 

10 percent) the results would not be statistically significant at the 

.05 level. In order to avoid that problem, a paper "Determining Appro­

priate Sample Size" is included in the Handbook. The paper provides 

tables that show the size of samples needed in order for specific 

differences in proportion to be statistically significant at the .05 

and .01 levels. 
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TECHNIQUES FOR MINIMIZING MEASUREMENT PROBLEMS 

Another major problem in evaluation research involves the relia-

bility and validity of data. In "An Introduction to Measurement Prob-

lems" reliability and validity are defined and discussed within the con-

text of criminal justice evaluation. Of particular importance is the 

fact that some reliability and validity problems result in a reversal 

of the true direction of the relationship and, for example, make it 

appear that the treatment group had higher recidivism rates than the 

comparison group when, in fact, the opposite was true. Other types of 

error will not affect the true direction of the relationship, but will 

depress the values of statistics used to test the significance of the 

differences. This, in turn, leads the evaluator to conclude that the 

project was not effective when, in fact, it was. Techniques for iden-

tifying reliability and validity problems are discussed in the paper, 

as are procedures that the evaluator could use to interpret the data 

after ascertaining the nature of the reliability and validity prob-

lems. 

The paper "Measuring Change in the Crime Rate" identifies three 

basic sets of data that could be used: official crime statistics (re-

ported crime), two or more victimization surveys taken at different 

points in time, and one victimization survey divided by the months in-

-'. cluded within the recall period. The types of errors and problems with 

each of these procedures is discussed in this paper. In general, the 

official statistics would be better unless there are reasons to believe 
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that the project altered the inclination of victims to report crimes 

to the authorities. If so, then the changes in officially reported 

crime rates will reflect not only changes in the frequency of offenses, 

but also changes in reporting. 

The use of two victimization surveys (one pre and one post) is con­

founded by problems of comparing two surveys unless they were conducted 

under virtually identical conditions. Furthermore, unless the evaluator 

has developed a rather elaborate sampling plan to include some "treated" 

households and some "untreated" households, the results of the two sur·­

veys will be one of the weakest of all types of comparisons--one pre 

and one post observation for the entire geographical area. 

A single victimization survey cannot be used to measure change 

in crime because respondents tend to forget incidents that occurred in 

the more distant months and because they tend to misreport the date of 

events which they do rememb~r. This error (called telescoping) is not 

randomly distributed throughout the recall period, but instead contains 

a bias so that the date given to the interviewer is more recent than 

when the crime actually occurred. Therefore, a single survey divided 

into monthly segments will always overestimate the true increase in 

the frequency of offenses. 

Although victimization surveys are the best known type of survey 

conducted within the criminal justice system, there are several other 

purposes that could be served by well designed and executed survey re­

search efforts. One such purpose would be to survey a sample of the 

general population in order to assess the relative importance of 
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alternative policy choices that could be made by the criminal justioe 

system. Alternatively, the same survey could examine the relative im­

portance of criminal justice goals when compared against other kinds of 

public policies. Surveys of this type could be used to ascertain the 

perceived seriousness of different kinds of crimes. 

In "Measurement strategies for Determining citizen Policy Prefer­

ences" several of the more important issues and technical procedures 

are described. Although the discussion is generally confined to measur­

ing citizen preferences about criminal justice goals vis a vis other 

policy areas, most of the techniques could be used in surveys conducted 

for different but related purposes. 
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TECHNIQUES FOR MAKING EVALUATION USEFUL 

It was noted at the beginning of this introduction that evalua­

tion has two primary purposes: (1) the production of scientifically 

valid information, and (2) the production of information that will be 

useful in planning and decision making. Each of the five papers in 

section 3 of the Handbook is intended to present information or des­

cribe procedures that will improve the utility of evaluation for plan­

ning and decision making. 

"l'..n lil.troduction to Evaluation for Planners and Decision Makers" 

describes the role of evaluation in the planning process, identifies 

the different kinds of eva.luation that could be conducted, and pro­

vides other informati.on that should be useful to planners and decision 

makers in their efforts to insure that their informational needs will 

be met by the evaluation report. 

The typology of evaluation described in the paper is the one cur­

rently being used by LEAA in its Evaluation Training Course. The dif­

ferent kinds of evaluation are identified by whether the final perfor­

mance criterion is an outcome (a. major social consequence), a result 

(an intermediate effect), or an activity (something done by the project 

itself) . 

Impact Assessment establishes the causal relationship between out­

comes (such as crime reduction) and the activities or results of the 

project. 

Prqcess 'Evaluation establishes the causal relationship be"tween 
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results (such as an increase in arrests) and project activities. 

Monitoring examines the activities or activity levels of the pro-

ject and relates these directly to the resources invested in the pro-

ject. 

The LEAA typology is extended so that it also incorporates an expli-

eit identification of what the project is being compared with. Thus, 

the project as a whole could be compared against some other alterna-

tive strategy (a "black box" evaluation) or several project activities/ 

components could be compared against each other (a project component 

evaluation). The position presented within the paper is that the type 

of evaluation that should be conducted depends upon the questions that 

need to be answered in order to meet the future informational needs of 

planners, project directors, and/or other decision makers. The questions 

that need to be answered depend on the decisions that will have to be 

made by the key audience of the evaluation findings. 

Another section of the paper describes the role of the evaluator 

in project planning and the role of planners or project directors in 

the conduct of the evaluation. It might seem reasonable to suggest 

that it is the evaluator's task to produce scientifically valid infor-

mation and it is the task of the planner, project director, or other 

decision makers to operate the project and decide what questions should 

be answered in the evaluation. The suggestion presented in the paper, 

however, is that these tasks are so interrelated that efforts to com-

pletely separate them generally will result either in invalid answers 

to important questions or valid answers to trivial questions. The al-
'0. 

ternative is to' have the eval1.,>-3..tor involved (along with planners, proj'ect 
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directors, and other decision makers) befQX,c.:, the project is implemented 

in order to insure that reliable data will be collected, the appropriate 

design can be implemented, and the relevant quest;~/{~~;1;S can be answered. 

The paper "A Systems Approach to Evaluation" presents a strategy 

for determining the questions and propositions which should be included 

in the evaluation. 

The first step is to describe the project as an interrelated system 

consisting of inputs, activities, results, and outcomes. The second 

is to use that description to trace the logic or theory of the project 

in order to determine why it is reasonable to believe that the inputs 

will indeed produce the activities at the levels expected, why these 

activities can reasonably be expected to produce the desired results, 

and why the results can reasonably be expected to produce the desired 

outcomes. The critical assumptions and intervening variables are iden­

tified through this process. 

In the third step the different types of evaluation that could be 

conducted are related to the kinds of comparisons that could be made. 

Four different dimensions of performance then could be applied: the 

quantity, quality, timeliness, or cost (of outcomes, results, or acti­

vities) . 

If fully developed and applied to the specific project described 

in the systems diagram, this procedure would identify virtually all 

of the questions that might be addressed in the evaluation. The eval­

uator (or person responsible for designing the evaluation) would then 

need to ascertain the costs of answ~ring these questions, identify those 
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most likely to be important in future decision making, and, through 

a process of discussion and negotiation with other relevant actors, 

arrive at a final agreement about the propositions or questions to be 

included in the evaluation. 
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DETERMINING THE "SUCCESS" OF A PROJECT 

One of the most frequently discussed issues in criminal justice 

planning and evaluation is what constitutes "success" for a project. 

The first paper in this series, "Alternative Approaches for Estab­

lishing the Criteria of Success," examines the issue from a practical 

point of view. The determination of "success" requires an identifica­

tion of the problems on which the project was supposed to have an impact, 

selection of measures for those concepts, selection of a particular 

amount of the problem that must be solved, and selection of a specific 

probability level for ascertaining whether the apparent effects of the 

project were due to a chance occurrence. The topics covered in this 

paper include the options available to project personnel for stating 

their goals and objectives in quantitative terms and the options avail­

able to the evaluator for converting these statements into propositions 

that are testable. In addition, the discussion presents a non-techni­

cal review of how tests of statistical significance should be reported 

and used in evaluation research. 

From a more philosophical perspective, one could argue that there 

are two fundamental ways of determining the "success" of any government 

action. The first of these, a "responsive government approach," is 

based on the rationale that a "successful" policy is the one that the 

citizens would choose to continue if permitted to vote on the relevant 

options in a fair election. The second, a cost-benefit approach, is 

based on the philosophy that a "successful" policy is one which pro­

vides at least one more unit of value to the public for a one unit 
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expenditure of resources. These two approaches are often discussed in 

conjunction with one another, so that the public, through elected repre­

sentatives, is permitted to identify the broad goals of government action, 

but technical inforulation of a cost-benefit nature is to be used to deter­

mine the means for achieving those goals. 

It is recognized, of course, that the decision making process is 

not nearly as responsive as that required by the "responsive government" 

approach, nor is it as rational as that envisioned in the cost-benefit 

approach. 

The paper "Cost Benefit and Cost Effectiveness Evaluation" describes 

the step by step procedures for conducting cost benefit and cost effec­

tiveness analyses. Although a cost benefit evaluation is the best pos­

sible kind, it is virtually impossible to obtain the data and design 

needed to assess the costs or benefits of social service programs. 

Cost effectiveness evaluations, however, can be conducted in most situ­

ations. These compare the per unit cost for two or more alternative 

strategies in achieving specified results or outcomes. It should be 

emphasized that cost benefit and cost effectiveness techniques require 

that the causal linkage between the project and the results or outcomes 

be established. Therefore, these types of evaluations do not in any 

way reduce the need for strong evaluation designs, and reliable 

data. 

"The Role of Evaluation in Rational and Bargaining Decision Making 

Process" contains a brief but interesting description of how evaluation 

findings are used within each of these types of decision making proce­

dures. 
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APPLICATIONS OF PROBLEM SOLVING TECHNIQUES 

IN CRIMINAL JUSTICE EVALUATIONS 

Section 4 of the Handbook contains eight evaluation reports or ex­

cerpts from evaluations, each of which was selected because it demon­

strates the use of one or more problem solving techniques that would 

be of interest and value to other evaluators. Introductory comments 

which identify or expand upon the particular techniques of major inter­

est have been prepared and precede each of the reports or excerpts. 

The discussion, at this point, of each evaluation report will be limited 

to a very brief overview of the techniques that were particularly inter­

esting. 

"The Hidden Camera Evaluation Report" illustrates a very useful 

method for achieving random assignment in field conditions. In contains 

a well developed cost effectiveness component and demonstrates the value 

of using different designs and different comparison groups to rule out 

virtually all of the alternative explanations for the observed effects 

of the project. 

"The Bellevue Citizen Involvement in Burglary Prevention Evaluation 

Report" demonstrates many of the typical problems encountered in field 

research. One of the problems was how to simultaneously analyze data 

from the treatment and comparison areas and the second was how to deter­

mine when the project effects should be expected to occur (i.e., when 

did the project "strat"). The discussion of this paper includes a ra­

ther detailed presentation of how additional analysis of the time series 

data would illuminate the conclusions drawn in the evaluation and provide 
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additional information an the effects of the project. 

"The De-Institutionalization of status Offender Project Evaluation" 

demonstrates how multiple regression and time series analysis can be 

combined to test the impact of the project on recidivism rates of the 

youths. A problem encountered by the evaluators was in ascertaining 

when the project "started." The time series excerpt illustrates the 

use of a double intervention point: one to test for changes that oc­

curred when the court approved, in principle, the application for the 

grant and the second to test for significant changes when the project 

was implemented. 

"The Target Hardening Evaluation" contains an informative discus­

sion of reliability and validity problems in the measurement of bur­

glary rates and demonstrates how one can proceed to assess the amount 

of error in the data. As with several of the other evaluations, the 

use of multiple indicators of performance, several different designs, 

and several different comparison groups greatly strengthened the con­

fidence in the conclusions that were drawn. The evaluation also demon­

strates a type of design that can be used to test for crime displace­

ment effects. 

"The Seattle Community Accountability Program Evaluation" includes 

a particularly thorough linkage statement that not only describes the 

theory of the project, but uses the theory as a guide for the selection 

of performance measures. The assumptions and limitations of it. 

(The actuarial table procedures are no longer being used by the Seattle 

evalua'!:ors. ) 

"The Burglary Prevention Team Project," according to the evaluation 
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report, was neither designed nor operated in such a way that it could 

b~ evaluated. This report was included because it describes why the 

project could not be adequately evaluated. An interrupted time series 

design was used and served the purpose of demonstrating that a simple 

pre-post comparison of burglary rates would have produced an erroneous 

conclusion. 

"The Burglary Task Force Evaluation Report" illustrates the rele­

vance of a "project component" evaluation in which two stra.tegies used 

by the same project are compared in ·terms of several performance mea­

sures. In additiqn, a multiple time series analysis is used in an 

effort to rule out alternative explanations for t.he apparent results 

of a single time series analysis. The report is especially well pre­

sented in that it contains a very short summary on the first page, a 

good description of the project theory and rationale, and concludes 

with a brief but informative discussion of the relevance of the find­

ings for project operation. 

"The Driving While Intoxicated Impact Grant Evaluation" demonstrates 

the use of interrupted time series and two other rather innovative tech­

niques. One of these is the use of regression equations to assess change 

in the productivity levels of police officers and the other is a lagged 

(time series) regression analysis to examine the direction of a cause 

and effect relationship. 
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FOOTNOTES 

1. See Donald T. Campbell and Julian C. stanl~y, EXPERIMENTAL AND QUASI­

EXPERIMENTAL DESIGNS FOR RESEARCH (Rand McNally & Company, 1966). 

2. See the "Hidden Camera Evaluation Report" in Section 4. 



Abstract 

SECTION 2 

TECHNIQUES FOR OVERCOMING TECHNICAL PROBLEMS 

IN EVALUATION RESEARCH 

The papers in this section discuss procedures for overcoming 

technical problems in evaluation research. The issues of design, 

analysis, and measurement are given primary attention. 
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SECTION 2A 

* A REVIEW OF THREATS TO VALIDITY 

Abstract 

A review of the major types of threats to validity (i.e., alter-

native explanations for findings) is presented in this paper, with spe-

cific applications to the types of problems encountered in criminal 

justice evaluation. Following a short introduction and discussion of 

the meaning of each threat to validity, there is a one-page summary 

for each threat containing a short definition, an example, alternative 

approaches for solving the problems (if any exist), and a diagram con-

taining the types of designs relevant to the discussion. 

* This paper is a revision and expansion of materials presented by Anne 
L. Schneider and L.A. Wilson II at a special forum for evaluators in 
the State of Washington. 
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A REVIEW OF THREATS TO VALIDITY 

Policies, projects, treatments, and other similar actions are sup­

posed to contribute to the solution of social problems. In order to 

determine whether a project is effective in solving or ameliorating a 

problem, an evaluation must establish a causal linkage between the poli­

cy and the outcome measure. Thus, evaluation must go far beyond simply 

noting that a change in the level of the "proble.m" has occurred and must 

attempt to determine how much (if any) of the observed change in the 

level of the "problem" can be attributed to the independent variable 

which is of interest to the decision makers. 

If something other than the act i,'vi t.ies of the proj ect might have 

contributed to a change in the level of the problem (or to the difference 

between what was observed and what would have been observed without the 

project), then these other conditions "threaten"the validity of any 

conclusion that is drawn. Thus. thE phrase "threat to validity" refers 

in a general sense to anything about the evaluation design or procedures 

that threatens the accuracy of a conclusion concerning the causal rela­

tionship between the independent variable and the dependent variable. 

In any particular evaluat.1;)n situation there may be dozens of "threats" 

to the validity of a conclusion, but the more common types have been iden­

tified and described by Campbell and stanley and extended by Cook and 

Campbell. 
I 

A study is said to have internal validity if one. can determine that 

the treatment was the causal agent and all other alterna.tive explanations 

for the observed outcome are eliminated. External validity refers to the 



2-6 

generalizabil-itoyof the final :n:~suJ:ts~~ The external validity-of most 

evaluations is extremely low because even if it can be determined beyond 

a reasonable doubt that the program had a positive impact (internal val-

idity), there is often no way to know whether the same program would 

have the same result.s in another city, with a different type of client, 

with a different director, and so on. It is also true, however, that 

the first step in producing knowledge about program effectiveness is to 

focus on internal, rather than external, validity. 

'Xihreats to the internal validity of an evaluation, as outlined by 

Cook and Campbell, are applied to criminal justice evaluation in the 

" 
discussion below." It should be kept in mind that many of these "threats" 

pertain to the group or area that received the treatment. Some of them 

are ruled out with the use of a control group, whereas others are not 

ruled out except under conditions of random assignment. 

History: "History" is a threat to internal validity when an ob-

served effect might be due to some event which took place between the 

pre-test and post-test and when this event is not the treatment of re-

search interest. In this context, pre-test refers to data collected 

about or from an individual or an area prior to the intervention of 

interest. Post-test refers to data collected about or from individuals 

or areas after the intervention. Thus, all events which occur at about 

the same time as the treatment of interest are potential threats to the 

internal validity of the study. In addition, an event could affect the 

pre-test observations but not the post-test, or could affect both but 

in different ways. This, too, will confound the interpretation of 

change from pre to post. 
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_________ Maturation: ___ Maturation refers to-the fact that individuals who 

are being studied, or areas that are being studied, change naturally 

over time. Individuals grow older, wiser, stronger, and so on. Areas 

of a city also change over time, although tne type of change may not be 

so easily described as changes of individuals. Maturation is a threat 

to internal validity because these "natural" changes could produce the 

observed effects and the effect could erroneously be attributed to the 

treatment. 

Testing: Some evaluations involve the administration of tests to 

persons before and after the intervention. Testing is a threat to in­

ternal validity because individuals can "learn" from having taken the 

test the first time, or, for some reason, having taken the test once in­

fluences the scores the second time. 

Instrumentation: A change in the measuring instrument that is used 

to collect p~e and post intervention data about individuals or areas 

could produce changes in the results that would be incorrectly attri­

buted to the treatment. This is a particularly critical problem in cri­

minal justice evaluation because much of the data is obtained from re­

cords that are kept by persons other than the eavluator and are subject 

to changes either in form or in policies concerning how the records are 

kept. 

Regression to the Mean: Regression to the mean (also called sta­

tistical regression) is a threat to internal validity when the treat­

ment of interest is used only on persons or areas that are especially 

"high" or "low" on the phenomenon being studied. It is normally the 

case that persons or areas which are abnormally "high" or "low" will 
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return to a more normal condition, over time, with or without a "treat­

ment" being administered. The reasons for this differ, depending on 

the type of data being used. If a program is designed to provide spe­

cial services to areas of a city only when those areas suddenly have 

an increase in the crime rate, then a decline in the crime rate without 

the intervention could be. anticipated simply because the sudden increase 

was "abnonnal." (This does not mean that all decreases from suddenly 

high crime rates are due to regression to the mean; it simply means that 

the researcher always must examine this possibility.)· Studies involving 

individuals who are tested and then placed into a treatment program if 

their. scores are especially high or especiallY low must consider regres­

sion to the mean as a possible explanation for change because measure­

ment error in the pre-test will result in some persons having higher 

scores than "normal" for them and some having "lower" than normal scores. 

The group with the highest scores would normally be expected to have a 

lower group average during a post-test, whereas the group with the low­

est scores would normally be expected to have a higher group average in 

the post-test condition. 

Selection: Selection is always a threat to validity ~~less the 

control and experimental groups are randomly chosen. Selection bias 

refers to the fact that differences in the types of persons in the treat­

ment and comparison groups that existed before the treatment could pro­

duce the differences in results or the changes observed between pre-test 

and post-test. 

Mortality: Mortality refers to the fact that certain types of per­

sons may drop out of a particular treatment (or contre)! group between 
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the pre-test and the post-test. Thus, the groups are composed of dif-

ferent persons at the post-test than at the pre-test. Differences ob-

served could be due to who dropped out rather than to the treatment. 

bif:f:t:lsit)n or Imitation of the Treatnient: When treatments involve 
---'/~ . ""J:"'_ ~------------'----'--~-

~.n£0.r/1iiatidnal programs and when the experimental and control groups can 

communicate with each other, the controls may learn the information and 

thereby may receive the treatment. The experiment thus becomes invalid 

because there is no treatment or control group in any functional sense, 

and the experimental-control difference at the end of the experiment 

will not reflect any real differences in the treatment experienced 

even if the treatment was very effective. 

Compensatory Equalization of Treatment: ~ihen the experimental 

treatment provides goods generally believed to be desirable, there may 

emerge administrative and constituency reluctance to tolerate the fo-

cused inequality that results. Thus, othe~ sources may provide funds 

or treatments to the (presumably) untreated group. Again, this results 

in a conclusion of "no effect" when there might have been one. 

Local History: .Local history refers to events that happen only 

to the treatment group ~ to the control group, but not to both. (This 

actually is not a different threat than that discussed under "history," 

but Cook and Campbell in their later work have begun to distinguish be-

tween local history which affects one or the other group--but not both--

3 
and "global" history which affects all persons or groups. 

In any particular policy area there are likely to be additional 

threats to validity not covered by any of the more commonly discussed 

ones--including those presented above. We have added one to the list 
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because of its common occurrence in criminal justice evaluations: 

Multiple Effects of Treatment: Multiple effects of a treatment or 

intervention can be a problem when not all of these are measured and 

when one of the effects confounds the measurement or interpretation of 

the outcome of interest. One of the common multiple effects in crimi­

nal justice occurs when program simultaneously increase the reporting 

of crimes and decrease the occurrence of crimes. If the reporting rate 

is not measured (pre and post), the change in it totally confounds the 

interpretation of change in the reported frequency of the crime. 

The major difference between true experiments and quasi-experiments 

has to do with internal validity and with the likelihood that one or 

more of the threats listed above will confound the results of the study. 

A true experiment, defined here as random assignment to treatments, a­

voids most of the threats. When respondents are randomly assigned to 

treatment groups, each group is similarly constituted (no selection or 

maturation bias); each experiences the same testing conditions and re­

search instruments (no testing or instrumentation problems); there is no 

deliberate selection of high and low scorers on any tests except under 

conditions where respondents are first matched according to, say, pre­

test scores and are then randomly assigned to treatment conditions (no 

regression to the mean problems); each group experiences the same global 

patterns of history; and if there are treatment-related differences in 

who drops out of the experiment this is interpretable as a consequence 

of the treatment and is not due to selection. Nevertheless, experiment­

al cases which are not available for the post-test could differ substan­

tially from control cases which are not available for the post-test. 
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Thus, randomization takes care of most, but not all, of the threats to ,_ 

internal validity (remaining are diffusion or imitation of treatment, 

compensatory equalization of treatment, local history, multiple treat-

ment effects, and--in some situations--mortality). 

With quasi-experimental groups the situation is much different. 

Instead of relying on randomization to rule out most internal validi-

ty threats, the investigator has to make them all explicit and then 

rule them out one by one. 

Making explicit and then ruling out the alternative explanations 

for the observed results is a difficult process. The investigator must 

think through each of the different threats and determine how each might 

have accounted for the observed results. When possible, alternative 

explanations should be tested empirically in the same way that the ori-

gina I effects of the treatment werE'. tested. The best procedure is to 

anticipate the likely threats to validity and design the evaluation in 

such a way that data will be available to test the plausible alterna-

tive explanations. 

On the subsequent pages, several of the more common threats to 

validity are defined, an example relevant to criminal justice is pro-

vided, and the extent to which the problem is "solved" by a randomly 

selected control group, a non-equivalent comparison group, and an inter-

rupted time series design is examined briefly. 

The following symbols are used in the discussion: 

refers to a pre-project measurement on the dependent variable of 
interest, such as the crime rate of a city; scores on a test given 
to a group of persons, the number of offenses committed by a group 
during a specific time period, and so on 
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refers to a post-project measurement on the dependent variable of 
interest for the same group (or area) measured in the pre-project 
time period 

X refers to the independent variable--the experimental treatment or 
project 

(R) means that cases were randomly selected into the experimental group, 
which receives the treatment X, and into the control group, which 
does not receive treatment X -

There are, of course, many other types of designs than those por-

trayed in the following tables. The purpose here is to clarify the 

threats to validity and to give the evaluator guidance as to how a sel-

ected number of designs deal with the problem. Designs that are refer-

enced in the text or that are especially relevant to the discussion are 

4 portrayed on each page. 
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HISTORY 

Definition for P~~-Post Designs 
An event other than the treatment could occur between the first and 

second Ineasurements, or an event could alter the value of the pre-treatment 
observation (but not the post), or events could change both the pre and 
post observations but at different magnitudes of change. 

Example for Pre-Post Designs 
An event other than the project could occur 

between the measurement of the outcome at 01 and O
2

• 
If so, this event could be confused with tfie effect 
of the project. 

An event of some type could alter the 'observa­
tion taken before the project starts (01 ) so that it 
is abnormally high or low. If this hiseorical event 
does not continue with the same effect on the post­
project observation O2 , then O2. would have differed 
from 01 even if the project! had not been implemented. 

Approaches to a Solution 
Either of the experimental designs (cases are 

randomly assigned either to the experimental group 
which receives the treatment X or to a control group 
which does not receive the treatment) will suffice 
to rule out any historical threats to validity which 
have the same impact on both groups. An experimental 
design will not suffice to rule out events which 
affect one group but not the other after the random 
assignment. 

A comparison group design (cases are not randomly 
selected) also will suffice to rule out any specific 
historical event that affected both groups in the 
same way but will not control for events that influ­
enced one group but not the other. 

In an interrupted time series design, many his­
torical events occurring during the pre-project time 
period and similar events occurring close to the inter­
vention ! which are of a similar magnitude and have 
a similar type of effect could be ruled out. Specific 
events occurring at exactly the same time as ! which 
never occurred before or which are of a different 
magnitude or which affect the observations in a dif­
ferent direction cannot be ruled out with this design. 
The multiple time series design will rule out any 
events that affect both the treatment group and the 
control group. 

* 

Pre-Post 
Design 

Pre-Post 
Experimental 

Design 

Post-Only 
Experimental 

Design 

Pre-Post 
Comparison Group 

Single * 
Time Series 

0000 X 0000 

Multiple 
Time Series * 

0000 X 0000 

0000 0000 

One should have at least 10 pre-program time points for these designs 
and more if possible. One or more post observations are needed. 
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REGRESSI.DN TO THE MEAN 

Definition 

Groups or areas that have extreme scores at one point in time tend to 
revert toward the average of the population from which they were drawn at 
subsequent points in time. Regression to the mean is a problem when clients 
or areas with extremely high or low values at 0

1 
are selected for treatment. 

Example in Pre-Post Design 

If the project selects only those cases with the 
highest scores on the pre-test (0

1
) then these clients 

will tend to have lower scores on the post-test even if 
the treatment had not been given. If the project selects 
only ca~es with the lowest scores at 01' the scores 
would be expected to increase by 02even without treat­
ment. 

Approaches to a Solution 
Either type of experimental design will suffice. 

The evaluation could identify a group of persons (or 
areas) that "need" the treatment ! and then randomly 
assign some to it and others to the control group. 
Even though the scores will change because of regres­
sion effects, the changes will occur for both groups 
and if there is a difference in the change or in the 
value of O2 between the groups, it could be attributed 
to X. 

Comparison designs generally are not sufficient 
to rule out regression to the mean if the treatment 

. group takes most or all of the cases with extreme 
scores. One or more pre-program comparison groups 
or areas that did not receive treatment but had 
experienced equally extreme scores in the past and 
for which a second measure is available for about 
the same time lag as the treatment group could be used 
to estimate the regression effects. (This has been 
called a "different time" comparison group design.) 

Time series designs with many pre-program obser­
vations control for regression to the mean if the 
groups or areas had experienced scores as high as those 
that occurred for the treatment group. This permits an 
estimate of the amount of regression to the mean which 
would be expected. 

Pre-Post 
Design 

Pre-Post 
Experimental 

Design 

Post-Only 
Experimental 

Design 

Pre-Post 
Comparison Group 

Different 
Time Comparison 

Single 
* Time Series 

0000 X 0000 

Multiple * 
Time Series 

0000 X 0000 

0000 0000 

*One should have at least 10 pre-program time points for these designs 
and more if possible. One or more post observations are needed. 
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Ml\TURATION 

Definition 

Persons within the groups or areas that receive the treatment are getting 
older, more mature, wiser, more experienced, or changing in some other way 
through time. 

Example in Pre-Post Design 

Because there is a time lag between 01 and O2 and 
because the people who receive the treatment! are 
getting older or wiser or more experienced, the value 
of O2 would be expected to change even without the 
intervention of the project !. 

Approaches to a Solution 

Random assignment of persons from an eligible 
group into the treatment and into the control group 
will control for maturation effects because, whatever 
these are, they influence both groups in the same way. 
Thus, if the change between 01 and O2 is greater for 
the experimental group than for the control, it could 
be attributed to X rather than to maturation. Or, if 
O2 differs between the control and experimental groups 
tliis difference could be attributed to X. 

A comparison group that is equivalent to the 
treatment group in terms of age or experience or other 
characteristics that change with time which might in­
fluence the value of a can be used to estimate the 
effect of maturation and to determine whether this 
threat has confounded the interpretation. 

Time series designs with many pre-project obser­
vations on the same groups or areas which later re-
ceive treatment will control for maturation effects 
if these effects are linear through time; but time 
series will not control for non-linear maturation 
effects. Time series designs with many pre-project 
observations on different groups or areas from those which 
later enter treatment but which are about of the same age 
(and so on) will control for maturation effects. Multiple 
time series also controls for ~aturation if the comparison 
group or area is equivalent (age, experience level, etc.) 
to the treatment group or area. 

Pre-Post 
Design 

Pre-Post 
Experimental 

Design 

post-Only 
Experimental 

Design 

Pre-Post 
Comparison Group 

01 X O2 
01 O2 

Single * 
Time Series 

0000 X 0000 

Multiple * 
Time Series 

0000 X 0000 

0000 0000 

* One should have at least 10 pre-P!ogram time points for these designs 
and more if possible. One or more post observations are needed. 
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SELECTION 

Definition 

Criteria used to select persons into the treatment group may differ from 
the criteria used in selecting persons for the comparison group. 

Example for Post-Only Comparison Group Design 

In the post-only comparison group design, there is 
no pre-project measurement. If the criteria used to 
select persons for the treatment are such that persons 
entering could be expected to do "better" or' "worse" 
than those in the comparison group, then the value of 
O2 would differ between the groups even if the treat­
ment had not been given. Self-selection into treatment 
produces the same problem because those interested in 
receiving treatment probably differ from those not in­
terested and the "not interested" group would consti­
tute the control group. 

* Approaches to a Solution 

Random assignment from a group of eligible persons 
into the treatment and control groups will randomly 
distribute pre-project differences. The pre-post ex­
perimental design and the post-only experimental 
design will both solve the problem. 

Pre-post comparison group designs do not 
solve the selection bias, although some analysis proce­
dures are available that (in some conditions) will per­
mit valid conclusions to be drawn. These procedures 
include'multiple regression, actuarial tables, matched 
pairs, and multiple classification analysis. 

Time series designs do not solve the selection 
bias problem but, again, there are procedures which 
can be used that (under some circumstances) will permit 
valid conclusions to be drawn. 

* 

Pre-Post 
Experimental 

Design 

(R) 0
1 

X O
2 

(R) 0
1 

O
2 

POlit-Only 
Experimental 

Design 

Post-Only 
Comparison Group 

X O2 
O2 

Single ** 
Time Series 

0000 X 0000 

Multiple ** 
Time Series 

0000 X 0000 

0000 0000 

Two other papers in this handbook discuss the value and use of comparsion 
group designs, interrupted time series, and various analysis procedures in 
resolving the problem of selection bias. See "Comparison Group Designs," 
"Prediction Models," and "An Instroduction to Interrupted Time Series." 

** One should have at least 10 pre-program time points for these designs 
and more if possible. One or more post observations are needed. 
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TESTING EFFECTS 

Definition 

Taking a test can have an influence on the scores obtained the second 
time the test is taken. 

Example in Pre-Post Design 

If taking the test the first time has an influence 
on the scores received the second time, then one would 
expect the value of O2 to differ from 01 even if the 
treatment had not been given. 

Approaches to Solutions 

Either of the experimental designs resolves the 
problem. In the pre-post experimental design one can 
assume that whatever testing effects exist will influ­
ence both groups in the same way. In the post-only 
experimental design there are no testing effects to 
worry about. 

The pre-post comparison group design sometimes 
will solve the problem because whatever'effects the 
taking of the test has on subsequent scores should 
exist for the comparison group if the latter is equi­
valent to the treatment group in age, intelligence, 
and so on. 

In the time series designs where the same group 
is tested repeatedly during the pre-project time per­
iod, one would expec't the testing effects to be cap­
tured in the pre-program trend and, since the expected 
post scores are projected from the trend, the design 
controls the problem. (If the testing effects are not 
linear, however, a linear projection of the trend will 
not solve the problem.) Time series utilizing a 
series of different, naturally occurring pre-program 
groups controls the problem if these historical groups 
are equivalent to the post-project groups. Multiple 
time series also control for testing effects if the 
comparison group is equivalent to the treatment group 
in terms of relevant variables such as those which in­
fluence the rate of learning. 

* 

Pre-Post 
Design 

Pre-Post 
Experinental 

Design 

(R) 

(R) 

x 

Post-Only 
Experimental 

Design 

Pre-Post 
Comparison Group 

Single * 
Time Series 

0000 X 0000 

Multiple * 
Time Series 

0000 X 0000 

0000 0000 

One should have at least 10 pre-program time points for these designs 
and more if possible. One or more post observations are needed. 
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MORTALITY 

Definition 

Mortality is a biased and differential loss of cases from the treatment 
and control (or comparison) groups. 

Example in a Pre-Post Experimental Design 

Some of the clients randomly assigned to the treat­
ment group will drop out of the program, producing a 
problem of whether to include them in the post-project 
measurement. Since no one "dropped out" of the "un­
treated" control group, the two groups are no longer 
equivalent. Or, if persons did drop out of the control 
group, these may not be the same types of people as those 

Pre-Post 
Experimental 

Design 

(R) x 
(R) 

who dropped out of the comparison group. Another problem is introduced if 
clients are not available for the second observation. Since those not avail­
able in the experimental group may be different than the dropouts from the 
control group, the two groups are no longer equivalent. 

Approaches to a Solution 

There is no design that will solve the problem, not even the experimental 
designs. If the mortality problem is introduced because clients failed to 
complete treatment but were still available for post-test, then the evaluator 
should simply include the dropouts with the group to which they originally 
belonged. If the problem is because the 02 measurement cannot be obtained, 
then the evaluator should attempt to insure that the dropouts from the 
treatment and control groups are equivalent to each other. (Some \Y'ould 
recommend that each dropout be matched to a person in the other group and 
both excluded from the entire analysis.) 
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FOOTNOTES 

1. Donald T. Campbell and Julian C. Stanley, EXPERIMENTAL AND QUASI­

EXPERIMENTAL DESIGNS FOR RESEARCH (Rand McNally & Co., 1966), and 

Thomas D. Cook and Donald T. Campbell, liThe Design and Conduct of 

Quasi-Experiments and True Experiments in Field Settings," in 

HANDBOOK OF INDUSTRIAL AND ORGANIZATION RESEARCH (Rand McNally, 1975). 

2. Cook and Campbell (ibi~") added three "threats" to the list, inclu­

ding diffusion of treatment, compensatory equalization of treatment, 

and local history. 

3. In subsequent parts of the paper local history is treated as a 

special case of the history threat. 

4. In the time series designs, the 0000 actually refers to many obser­

vations (at least 10 in the pre-project period), Unless otherwise 

noted, it is assumed in the time series designs that the observations 

ar~ on the same group or area. Distinctions are made among five 

different interrupted time series designs in the Handbook paper 

"An Introduction to Interrupted Time Series Designs." 
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SECTION 2B 

* COMPARISON GROUP DESIGNS 

Abstract 

The logic of experinental and quasi-experimental designs is presented 

as a point of departure for examining the strengths and weaknesses of com-

parison group designs. Matched pairs, actuarial tables, and multiple re-

gression constitute alternative procedures that an evaluator could use 

either to form a comparison group that is equivalent to the treatment 

group (matched pairs) or to statistically control for differences between 

the groups. The strength of a comparison group design depends on how 

similar the group is to the treatment group on whatever variables are 

relevant for ruling out one or more threats to validity. The general 

thrust of the paper is that comparison group designs, while not as rigor-

OllS as experimental ones, are better than pre-post designs, and in 

situations where the eligibility rules for entry into the project are 

quantitative and precise the comparison group design can be rat) .er strong. 

* Most o~ these materials are an expansion and revision of those presented 
by Anne L. Schneider at a special forum for Criminal Justice Evaluators 
in the State of Washington. 



-- -- - - -- ------------------------------~ 

2-23 

COMPARISON GRO~~ DESIGNS 

Introduction 

The most common typology of evaluation designs, popularized in Campbell 

and Stanley, includes experimental, quasi-experimental, and pre-experimen-

t 1 d · I a es~gns. For our purposes, these will be defined in the following 

way: 

1. Experimental designs are those in which persons (or areas) are 

randomly assigned to the various ca"tegories (or values) of the independent 

variable of interest. Although the phrase experimen~al design often refers 

to random assignment of cases into a treatment and non-treatment group the 

design is experimental if there is random assignment to two or more differ-

ent types of treatment, two or more different types of counsellors (who 

might be using the same "treatment"), to several different amounts of a 

treatment,' such as different number of hours in counseling. Randon 

assignment is the key to identifying an experimental design;.not the 

"treatment vs. non-treatment" characteristic. 

2. Quasi-experimental designs refer to a situation in which the 

groups (areas, or individual cases) differ in terms of their values on the 

independent variable of interest. Evaluators often have a pre-project or 

concurrent "untreated" group which could be compared to the project group. 

Less commonly found in the literature are situations where the evaluator 

has different amounts of a particular treatment (but no completely "un-

treated" cases). With this" situation, the evaluator could, other things 

being equal, compare those that rec@ive more with those that receive less 

in an effort to ascertain the optimal amount of a particular treatment. 
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Quasi-experimental time series t also called interrupted time series, 

refers to a design where the evaluator has several measures (usually 10 or 

more) before the treatment began and several observations after the treat­

ment. The observations for the pre-project time period could be for the 

same persons (or groups or areas) that later enter the project; or they 

could be for different persons Who form historical groups that would have 

been in the project if it had existed in the past. 

3. Pre-experimental designs are those in which the evaluator has only 

the post-treatment observation on the project group or area (and nothing 

at all to compare these observations to) or has one pre-treatment and one 

post-treatment measure for the group that receives the treatment. One 

might notice that the commonly used pre-post d~sign becomes an interrupted 

time series design when enough pre-treatment observations (about 10 or more) 

have been taken to establish a trend. 

Comparison group designs are a type of quasi-experimental 

design, as defined here. More specifically, a comparison group de­

sign will be defined as one in which (at a minimum) the. evaluator 

has post-treatment observations (and other relevant data, on a case-by-case 

basis) for the project group (or area) and has measures for another group 

on the same variables. Under this general rubric, then, there are several 

different types of designs: pre-post data on treatment and comparison group; 

post-treatment data on the treatment group and observations taken at the 

same time on a concurrent comparison group; or an historical comparison 

group with observations taken at one point in time but prior to the project 

implementation. The value of a comparison group depends on how equivalent 

(i.e., how similar) the group is to the treatment group and on whether 

one is juxtaposing this design against an experimental one, or a 
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pre-post, or some other type of quasi-experimental design. In general, 

the comparison group design is not as rigorous as the experimental, is much 

better than the pre-post, and is weaker than a multiple interrupted time 

series design. It should be noted, however, that the comparison group de­

sign can be extended by collecting case-by-case data at equally spaced time 

intervals on several pre-project historical groups and thereby cOl:verted 

into a type of interrupted time series design called a "different group" 

time series. 

The Logic of Designs 

Before discussing the problems with comparison group designs, it would 

be useful to review the logic of experimental (random assignment) designs, 

using a specific criminal justice example. Suppose that the purpose of a 

project is to reduce recidivism of juveniles, as measured by subsequent 

court contacts. At the juvenile court the youth will be assigned randomly 

either to the usual court procedure (C) or to the new program (T). At this 

point in time (i. e., when the youth enters the court system) there is some 

true probability that the youth later will recidivate. Every youth has a 

pre-treatment or prior probability of recidivating, but the evaluator does 

not know what that probability is. When the youths are randomly assigned 

to C and "T the pre-treatment probability of recidivating is being randomly 

distributed between the two groups and, within sampling error, we know that 

each group's average probability of recidivating will be the same. In other 

words, before the treatment begins, we can be confident that the future 

expected recidivism rate of C (control group) is approximately the same 

as that of T (the treatment group), within sampling error. 

When random assignment is used the future (expected) probability of 

recidivating E(Y) depends upon the pre-treatment probability (Z), and the. 
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treatment effect. 

Thus, for T: 

and for c: 

E(Y
T

) = ZT + treatmentT 

E(Y
C

) = Zc + treatmentc 

And, because of the random assignment, we know that the prior probabil-

ities ZT and Zc are the same, except for sampling error. Thus, the Z term 

drops out of the equation and we can anticipate that any differences we 

later observe on Y
T 

and Y
c 

(the six month recidivism rates, for example, of 

the two groups) are due only to the differences in treatment or to sampling 

2 error. When the actual measurement of Y
T 

and Y
c 

are taken, it is the case 

that the control group's recidivism rate 1s being used as the estimate of 

what the treatment group's recidivism rate would have been if the treatment 

had not been received. 

The fundamental principle in random assignment and experimental designs 

is that the scores of the randomly selected control group on the dependent 

variable can be used as the estimate of what the experimental group scores 

would have been IF THEY HAD BEEN IN THE CONTROL GROUP INSTEAD OF THE 

EXPERIMENTAL GROUP. Thus, the comparison between control and experimental 

scores provides an estimate of the effect of the treatment. The sampling 

error can be estimated from the size of the sample and if the differences 

between recidivism rates of T and C are greater than what would have been 

produced by error, one can conclude that the difference in scores is 

attributable to the treatment rather than to error. 

This situation should be contrasted with what exists when we do 

not have random assignment. At intake, there is a prior probability 

for each youth that he or she will recidivate. Again, the evaluator does 

not know what the probability is. The intake officer, in this situation, 
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does not randomly assign youths to the project and to the traditional 

treatment, but instead uses his or her judgment as to which program would 

be best for the youth. The result of this, for the evaluator, is a com­

plete lack of knowledge concerning not only what the prior probability of 

recidivism is, but also a lack of knowledge concerning whether the pre­

treatment recidivism probability (ZT' treatment) is at all similar to the 

pre-treatment probability (Zc' the comparison group). 

When the evaluator later measures the reGidivism rates of T and C, 

he or she cannot simply compare the two and draw any conclusions about the 

effects of the treatment because the pre-treaY'ment probability of recidivism 

cannot be assumed to have been equivalent across the groups. 

General Approaches to Solving the Problem 

It should be noted at the outset that taere are no solutions to the 

problem of drawing conclusions about treatment effects when cases were not 

assigned randomly to the treatment and comparison groups. 

Matching is one of the commonly used techniques for solving the problem 

of non-random assignment. In some types of research, the evaluator may have 

sufficient control over the situation so that whenever the project selects 

a case for treatment, the evaluator would have an available pool of eli­

gibles from which he or she could select a matched case for the comparison 

group. This situation is more typical, perhaps, in some types of educa­

tional programs or clinical psychology, than in criminal justice. The pro­

cedure is for the evaluator to select a case from the eligible pool that 

"matches" the one selected for treatment in terms of whatever variables are 

presumed to affect the dependent v.ariable of interest. Thus, in education 
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if a pre-test has been given, the evaluator normally would select for the 

comparison group a caSe that matches the one in the treatment group on the 

pre-test score and perhaps on some other variables that presumably would 

influence learning (if that is the dependent variable) such as age, race, 

sex, family stability, and so on. In criminal justice, the evaluator rarely 

has the chance to randomly select from the pool of eligibles one of the 

cases that "matches" the one placed in the program. Instead, the matching 

procedure generally is done post-hoc. From the group of persons not 

selected into the project, the evaluator attempts to match on whatever 

characteristics he or she thinks the project used in determining who would 

receive the treatment and on any other variables that might influence the 

dependent variable of interest. 

The evaluator has two procedures for "matching" cases in order to 

create a comparison group. One of these, called matched pairs, requires the 

evaluator to randomly select one case from the non-project group that 

matches each case in the project on variables thought to be important. For 

example, suppose the project accepts a client who is a male first 

offender charged with burglar.y who lives with his stepfather and has been 

expelled from school. The eval1lator, using matched pairs, might decide 

that all of these other characteristics are important an.d identify (in the 

non-project group) all 16 year old first offender males, charged with bur­

glary, living with a stepfather, who have been expelled from school and 

then select (randomly) one of these cases for the comparison group. 

The second procedure that could be used by the evaluator is to select 

all (or many) non-project cases that rlif;J,at these criteJ:ia and use the propor­

tion of this subset who recidivate as the estimated probability of recidi­

vating for all project clients who fit into that same category. This tech-
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nique yields an actuarial table or set of tables from which 

the expected recidivism of the treatment group can be estimated. It clearly 

is superior to the matched pair procedure because it would provide a much 

more stable estimate of the probability of recidivating than would a single 

case. Even so, most researchers would argue that a multiple regression 

approach would be superior to the second matching procedure unless the 

number of cases within each subset (e.g., 16 year old male, first offender, 

charged with burglary) is relatively high. 3 A discussion of why 

multiple regression normally would be superior is beyond the scope 

of this paper, but in general it has to do with the fact 

that multiple regression analysis provides the best estimate of the value 

of the dependent variable (recidivism, for example) for each independent 

variable, holding each of the others constant. The actuarial-table approach 

permits any type of interaction among the independent variables to alter 

the recidivism probabilities and permits any type of non-linear relation-

ship that exists in the non-project group to be used as estimates even 

when the interaction and/or the non-linear relationship is produced entirely 

by error variance attributable to the small number of cases in the cells. 

(Multiple regression analysis can incorporate non-linear relationships and 

interaction terms can be included in the equation. Whether these are 

useful in terms of predictive accuracy would be determined with tests of 

significance on the regression coefficients of the non-linear terms and the 

* interactions terms.) 

* There are' special types of regression analysis which could be used and 
which, in some circumstances, would be superior to multiple regression 
analysis. One of these, multiple classification analysis (MeA), is simi­
lar to the actuarial table approach except that tests of significance are 
made for the cell estimates and the procedure identifies the combination 
of independent variables that will yield the most accurate predictions 
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The extent to which any of these three approaches (matched pairs, 

actuarial tables, or multiple regression) will permit the evaluator to 

draw valid conclusions about project effectiveness depends on the actual 

procedures that were used to form the treatment and comparison groups. If 

cases were selected so that prior to the treatment, the project and com-

parison groups have widely divergent expec~ed values on the dependent (out-

corne) measure, then none of the procedures will work very well. Neverthe-

less, a comparison group design will still be better than a pre-post design 

for reasons that will be explained below. 

Suppose that the project conducts a pre-test of some type and then 

accepts the clients who have either the highest or lowest scores on that 

test (i.e., the "easy" or "hard" clients). The evaluator could select 

matched pairs based on the pre-test or could select match~d pairs based on 

the test and other characteristics. Alternatively, he or she could use an 

actuarial table approach or multiple regression. Regardless of the tech-

nique, there almost certainly will be a serious regression-to-the-mean 

probl~m withi~_the treatment group that ooe& not exist for the comparison 

group. Clients whose scores were extreme in the pre-testi:.end to score 

closer to the average of the original population on a post-test even with-

out any type of treatment. Thus, if the project takes the hard cases they 

will tend to do better on the post-test whereas if the comparison group 

consisted of easier cases they would not regress as much toward the mean on 

the post-test. Conversely, if the project selected the "easy" cases, they 

(based on least squares estimates). Logit analysis is similar except that 
the researcher specifies the combination of cells and uses a logit trans­
formation.on the percentages within the cell in order to correct for ceil­
ing effects. 



2-31 

would tend naturally to score worse on the post-test whereas if the com­

parison group had harder cases they would tend to do better on the post­

test. 

Similar types of problems occur if the persons responsible for selecting 

clients into the project use judgmental criteria that are related to the 

dependent variable of interest. Thus, if the intake officer in the first 

example selected persons for the project who were thought to have a high 

probability of recidivating (based on unmeasured characteristics, such as 

attitude) and if his or her judgment is at all accurate, then the treatment 

group would not be equivalent enough to the comparison group to draw con­

clusions even though the two were perfectly matched on characteristics such 

as age, race, and sex. Conversely, if the selection procedure were such 

that the "easy" cases were in the. project and the harder ones in the control 

group, the comparisons of recidivism between the groups would not be valid. 

If the evaluator knows or suspects that the project and comparison 

group differ in that the selection procedure tended to place "easier" cases 

in one and "harder" case::; in the other, then the best procedure to use would 

be multiple regression but even this technique will not completely adjust 

for pre-program differences in the probability of recidivating. 4 

Nevertheless, if the multiple regression procedure indicates that 

the project received the harder cases, and if this matches the infor­

mation that the evaluator has concerning the selection procedure, and 

if the project recidivism rate is less than that of the comparison group 

anyway, (with the other confounding variables controlled in the regression 

equation) then the evaluator could conclude that the project is effect.ive 

and the magnitude of its effect probably is underestimatt:!d. l'l'his general-
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ization is true ori'ly for a comparison of the post-test scores. If pre-

post change scores are used, the evaluator must be confident that regression­

to-the-mean pro~lems are affecting both the project and comparison groups 

in the same way.) On the other hand, if the project is not shown to have 

a significant effect on the dependent variable (with the potentially con­

founding factors controlled in the equation) and if the project did receive 

the "harder" cases, then the evaluator cannot draw any conclusion at all 

about the true effectiveness. 

The situation which has been described above is one in which the cri­

teria for selecting cases into the project either are not known, or cannot 

be measured quantitatively, or are presumed to be very biased in terms of 

the expected outcome measure. Even in this situation, a comparison group 

design is better than a pre-post design because with the latter anything 

that affected either the first or the seGond observations (other than the 

treatment) could account for differences and there is no way to rule out 

any of them. For example, post-treatment scores can be expected to differ 

from pre-project scores because of such threats to validity as maturation 

(clients get older, wiser, etc.); historical events that affected either the 

pre or post-test; regression to the mean for persons with high or low scores 

on the pre-test; changes in the methods of collecting data; changes in poli­

cy decisions concerning how the variables are to be measured; .or testing 

effects. A comparison group does not have to be perfectly equivalent to the 

project group in order to rule out some of these types of threates to the 

validity of the conclusions; it must be equivalent on the relevant variables. 

For ~xample, a comparison group of juvenile delinquents who are of the same 

approximate 'age of delinquent youths in the treatment group could sometimes 
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be used to estimate the amount of change attributable to maturation. A 

comparison group composed of all delinquent youths except those in the pro­

ject could be used to examine whether policy changes at the juvenile court 

or police department affecting all delinquents could account for pre-post 

changes in the treatment group. The application of common sense, creativ­

ity, and ingenuity in the use of comparison groups--even when the group is 

not perfectly equivalent--can help a great deal in ruling out alternative 

explanations for observed changes in the treatment group. 

A second situation is one in which the project meets the following 

conditions: 

1. It has precise, quantitative criteria that are used to select per­

sons for treatment and follows these explicitly; 

2. It accepts all cases that meet those criteria; 

3. There is a relatively large pre-project group of persons for whom 

the data are available to determine whether they would or would not have 

been eligible for the project if it,had existed at that time; and 

4. There is a relatively large pre-project group of persons who would 

have bf.:"en eligible. 

If these conditions are met, the evaluator could use the matched pair 

procedure (selecting one eligible case from the pre-project group, randomly, 

for each eligible case in the project). Or, better, the evaluator could 

use all of the pre-project eligibles as a basis of comparison utilizing mul­

tiple regression analysis to control for any differences that exist between 

the groups. The groups, of course, would be identical in terms of what­

ever characteristics were used to define eligibility, but might differ on 

other characteristics because of'shifts, over time, in the characteristics 
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of persons eligible for the project. One possibly confounding factor is 

that there have been gradual changes, over time, in the dependent variable 

(such as recidivism rates) so that differences in means between the pre and 

post groups represent only a continuation of the trend rather than an actual 

change attributable to the treatment. If so, the evaluator would be wise 

to select the pre-program group at equally spaced time intervals prior to 

project implementation and expand the comparison group design into an inter­

rupted time series design (ITS). The ITS, in this instance, simply con­

sists of a series of comparison gxoups each representing a particular time 

interval prior to the project. The scores on the dependent variable can 

be tested in the pre-project groups to determine if there is a gradual trend 

~nthem. If not, the entire pre series can be compared with the post series. 

A second confo~~ding factor is that some historical event influenced the pre 

or post measures. The eavluator should examine the situation carefully 

to determine whether it is plausible to suspect that this happened. In 

spite of these potential problems, the use of a pre-program comparison 

group (or groups), matched perfectly in terms of eligibility criteria, using 

multiple regression to control for any other differences, constitutes a 

rather strong design. 

One of the conditions mentioned above is that the project must take 

all of the eligible clients. If they do not, then the evaluator must ascer­

tain the basis for their accepting· some and rejecting others. If any of 

the criteria are judgmental and cannot be replicated in the pre-project 

comparison group, then the evaluator could compare the entire pre-project 

group of eligibles with the entire post-project eligibles even though some 

of the latter were not in the treatment group_ This constitutes a. rather 
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severe test of project effectiveness since the project did not take all 

the clients. In addition, the "treated vs. untreated" eligibles could be 

compared to determine which were the "harder" and "easier" cases. If this 

can be ascertained, then it may be possible to obtain useful information 

about project effectiveness in spite of the bias in the groups. As noted 

previously, if the project takes the harder cases and still does significant­

ly better than the comparison group, the evaluator has a basis for saying 

that the project is effective. And, if the project takes the easier cases 

but does no better th~n the comparison group, there is no evidence that 

the project is effective. With other results, however, no conclusions can 

be drawn. 

still a third situation is that the project cannot take all of the 

eligible cases but selects on the basis of "first come, first served". This 

presents fewer problems for the evaluator than judgmental selection because 

it is likely that those who came too late to be accepted (or missed being 

in the project because it was full during the time they were eligible for 

it) did not differ much, if at all, from the persons accepted. 

Summary 

The major points in this paper can be summarizeu as follows: 

1. Comparison group designs are not as rigorous as experimental designs, 

but are better than pre-post., They are generally weaker than interrupted 

time series but can easily be expanded into a combination comparison group, . 

time series, design. 

2. Matching, using the matched pair procedure, is not as good a tech­

nique for dealing with the problems of non-random assignment as is the use 
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of actuarial tables and the latter is not as useful, under most conditions, 

as multiple regression analysis. 

3. In situations whe;t:'e the project has explicit, quantitative el.igi­

bility rules which can be h,plicated in a pre-proje0t group, or if t~,ere 

is a group of eligibles whose only reason for exclusion from the project 

is that the project. was filled to capacity· when they were eligible for it, 

tl:l~~. ~J:l_e. e,,~lt:!C!.tor should use_t.hese caS.as (eligible.-1:mt not inthe-pr0j-ec-t-)~---··-·· 

for the comparison group. The evalu,:;.Itor should examine the groups care-

fully for any differences between them and, if one is a pre-project group, 

should also assess whether trends or historical events could constitute 

alternative explanations for any differences that might be observed. 

4. In situations where the "easy" cases were assigned to one group 

and the "hard" cases to the other, the evaluator has to be extraordinarily 

cautious about drawing conclusions and none of the procedures (matched pairs, 

actuarial tables, multiple regression) will work very well. 
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FOOTNOTES 

L See Donald T. Campbell and Julian C. Stanley, EXPERIMENTAL AND QUASI­
EXPERIMENTAL DESIGNS FOR RESEARCH (Rand McNally & Co., 1966). 

2. This can be shown as follows: 

___ ~E eXT) -=-~T u:L:t::::J:"~atmentT ____ _ 

E(YC) = Zc + treatment
c 

and: E (YT) - E (Y
c

) -- (ZT + treatment
T
,)- (ZC + treatmentc ) 

since: Z = Z the equation becomes 
T C 

E(Y
T

) - E(Y
C

) = treatment
T 

- treatm€nt
c 

3. See Donald T. Campbe1l'and Robert F. Boruch, "Making the Case for 
Randomized Assignment to Treatments by Considering the Alternatives: 
Six Ways in IYhich Quasi-Experimental Evaluations in Compensatory 
Education Tend to Underestimate Effects," in C.A. Bennett and A. 
Lumsdaine teds.), CENTRAL ISSUES IN SOCIAL PROGRAM EVALUATION 
(Academic Press, 1975). 

4. Re-ana1ysis of Head Start program data, combined with the use of 
hypothetical data with known properties, have revealed that the 
multiple regression approach did not adequately adjust for pre-Head 
Start differences among younqste~s. Thus, the conclusion that Head 
Start was not effective or, in fact, even harmful, is almost certain­
ly erroneous. See Donald T. Campbell and A. Er1ebacher, "How Re­
gression Artifacts in Quasi-Experimental Evaluations can Mistakenly 
Make Compens.:;.tory Education Look Harmful," in J. Hellmuth (ed.), 
COMPENSATORY EDUCATION: A NATIONAL DEBATE (Brunner/Mazel, 1970). 
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SECTION 2C 

* IN'l'RODUCTION TO INTERRUPTED TIME SER1ES DESIGNS 

----- ""-------------

Abstract 

In interrupted time series the pre-project observations are used as 

the basis for estimating the trend and level of the post-project observa-

tions. Differences between the pre~icted values in the post period and 

those actually observed can be tested to ascertain whether a statistically 

significant change in the trend or level occurred at the time of the inter-

vehtion.--Fivedifferent types of intc-rrupted time series designs !'ire iden-

tified in the paper. The extent to which alternative explanations for the 

apparent impact of the project are controlled by these depends on which of 

the designs has been used and the nature of the threat to validity. The 

analysis of interrupted time series data presents eavluators with especi-

ally complex problems. This paper d~scribes several statistical tests and 

procedures which canne used and explains how the evaluator should test 

for autocorrelation in the residuals. Another paper in the Handbook, "Ap-

plications of ARIMA and ANCOVA to Interrupted Time Series," contains a 

more technical discussion of these two fundamentally different approaches 

to the analysis of time series data. 

* These materials are a revision and expansion of those originally prepared 
by Anne L. Schneider and L.A. Wilson II for a Special Forum of the Asso­
ciation" of Law and Justice Evaluators ·;in the State of Washington. 
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INTRODUCTION TO INTERRUPTED TIME SERIES DESIGNS 

The purpose of this paper is to describe interrupted time series 

designs (ITS) and discuss how they can be used in criminal justice evalu-

----- _____ -a tions~-- The-pr-esent-a-ti-en~--i-s- cl.-i-V"idee----i-n-t-e----three -maj o-r--part-s: ~ - -(-1 )--A--des -------

cription of the underlying logic of interrupted time series designs, 

(2) a discussion of threates to V"alidity in the quasi-experimental time 

series approach, and (3) a presentation of statistics for estimating the 

significance of various types of changes that might occur in the data. 

LOGIC OF INTERRUPTED TIME SERIES 

Time series analysis, as that phrase is normally used by statis-

ticians, economists, and others, refers to an analysis of a single vari-

able measured at many successive time points. Interrupted time series 

analysis refers to an analysis of a single variable measured at many 

successive time points, but with some of the measures taken prior to 

the intervention of a program or policy and other observations taken 

after that intervention. Fig'.:Ire I shows a set of data that could be 

used in an interrupted time series analysis. 

On the horizontal axis are time points (months) "'lith "one" refer-

ring to tbe most distant month for which a measure of armed robberies has 
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been obtained and "15'" referring to the most recent month for which there 

is a measurement. On the vertical axis, in the example, is the number 

of armed robberies that occurred for each of the months. The vertical 

line marked "I" refers to the intervention of some type of policy at the 

end of the tenth month. 

There are three ingredients for any interrupted time series design: 

1. A minimum of 10 observations of the dependent variable prior 

to the intervention, and at least one observation afterward. At least 

10 observations are needed to obtain a stable estimate of the trend in 

the data. 

2. The observations must be taken at different times. The time 

unit can be in days, months, quarters, or years, but it generally is 

better to narrow the time interval in order to increase the number of 

time points rather than to aggregate to a larger interval (years, for 

example) and reduce the number of time points. 

3. The third essential ingredient is that one must know when the 

intervention took place. If information is not available about when 

the program was implemented, then it is very difficult--sometimes iropos­

sible--to draw inferences from the analysis. 

The basic logic of interrupted time series is rather straightfor­

ward. Given that the dependent variable (Y) has been measured before 

and after the intervention, and that the observed values of Y have been 

obtained (shown in Figure 1 as the solid line), then the key question 

is: What would Y have been after the intervention if the inter~ention 

had not occurred? Almost all research seeks to compare one or more ob­

served outcomes with some theoretical expectation of what the outcome 
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would have been if X (the intervention) had not occurred. 

In interrupted time series analysis the expected values of the out­

come (the dependent variable) after the intervention are obtained by 

projecting (forecasting) these values from the pre-program data. 

As shown in Figure 1, the data before the intervention follow a 

perfect linear upward trend, increasing by about five robberies per month 

during the 10 months for which there are measures. The dotted line after 

the intervention represents the expected scores on Y if the intervention 

had not occurred. The solid line after the intervention represents the 

observed values of Y. 

How are the data projected to obtain the expected values? 

Linear projections, using regression analysis, are acceptable for 

most of the shorter time series. l Time, measured by integers (one, two, 

three .•. ), is used for the X variable in a normal least square regres-

sion equation. 

There are three patterns of change that should be watched for and 

tested for in interrupted time series analysis: 

1. Long-term change in the trend (which is measured as the slope 

of the line--that is, the regression coefficient); 

2. Short-term change (which is indicated by a shift in the level 

of the series right after the intervention point); and 

3. The durability of the change (which is determined by the slope 

of the post-intervention time points). 

Several patterns of change ~re shown in Figure 2. Figure 2a indi­

cates that the program had ,an imnlediate impact and also reversed the 

pre-program trend from an upward trend to a downward trend. 
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Figure 2b shows that the prog~am had an immediate effect in reducing 

the level of the series, but it did not alter the trend. This is some­

times called a step function. 

Figure 2c shows that the program had no immediate impact on the 

level, but apparently altered the trend in the data. This type of pat­

tern is especially difficult to interpret and to attribute to the pro­

gram itself. It is wise to extend the pre-program data back for as many 

additional months as possible in order to determine whether this type 

of change has occurred in the past even when there was no intervention. 

Figure 2d shows no change at all. 

The basic logic of time series analysis is similar to that used 

in many oth~r types of research designs. It is especially instructive 

to show the similarities between interrupted time series and pre/post 

designs with no control groups. 

suppose we have one year of pre-program data on the number of status 

offenders in the community who were detained at the juvenile court and 

one year of data after a status offender diversion program became opera­

tive. A pre/post design, with no control group, would take the average 

number of status offenders detained ~er month prior to the program and 

compare with the average number detained per month afterward. 

An interrupted time series design would break the data out on a 

month-by-month basis and plot it for each month. 

Under what conditions will the results of a pre/post comparison 

be the same as the results of an interrupted time series? Under what 

conditions will one make unwarranted inferences (or no inferences at 

all) with the pre/post design that would not be made with the time series 

design? Several conditions are shown in Figure 3. 
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situation 1: In situation 1 (~"igul:e 3) there is no trend either in 

the pre')r pC/st.-program data. In this situation, one would draw the· 

same conclusion regardless of the design that is used. This is, how-

ever, about the only situation where the same conc1usi.on would be drawn. 

Situation 2: There is a downward trend in pre-program months, fo1-

lowed by an il'r.mediate drop and then an upward trend in the post-program 

time period. The means (or totals) of pre and post would be almost iden-

tical. The pre/post design will obscu~e what really happened. 

situation 3: This diagram shows a steady and rather rapid upward 

trend. The pre/post design will show a significant effect because the 

means would differ substantially, when in fact there is no justification 

for it. 

Situation 4: The pattern shown in situation 4 is a step change. 

The pre/post design will show no effect when, in fact, the entire level 

of the series is lower than it would have been without the program. 

Situation 5: A change in trend without an immediate rise or lower-

ing of the series after the intervention is shown in situation 5. Again, 

the comparison of means using a pre/post design will miss the relevant 

change which occurre~. 

Interrupted time series designs are not limited, however, to situ-
I 

ations in which there is no control or comparison group. Several vari-

eties of interrupted time se.ries designs are described below. 

1. Multiple Interrupted Time Series: In this design the evalua-

tor includes a comparison group for whom a series of pre and post rneasure-

ments on the dependent variable are taken at the same time intervals as 

used for the treatment group or area. 

2. Experimental Interrupted Time Series: In this design cases 

1i.. .. ............ .o.~ ...................................... .a .... -------------~---------
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or areas would be randomly assigned either to 'treatment or non-treatment 

conditions and measurements would need to be available for both during 

an historical pre-project time period and after the project was imple­

mented. 

3. Different Group Interrupted Time Series: In most references to 

interrupted time series designs, it is assumed that the pre-project mea­

sures have been taken for the same group or area that later enters treat­

ment. Examples would include time series analysis of the crime rate for 

a city or a.rE:,;1. within a city, the historical offense rate of offenders 

",ho later enter the project, and so on. For some types of projects, 

however, there will be naturally occurring groups of persons who entered 

the system prior to the treatment but exited before the project began. 

In these situations, the naturally occurring groups could be divided 

in accordance with when they entered the system and composed into a 

series of historical groups. Juvenile offenders who had contact with 

the juvenile court in January 1974, for example, could become the first 

set of observations; those entering in Pebruary 1974 would be the second; 

and so on for each month prior to when the project was implemented. 

The proportion of youths detained, incarcerated, recidivating within 

three months, and so on might be the dependent variable of inter-

est. These proportions could be plotted for each month p:r.ior to the 

project, forming a pre-project time series to be compared with the post­

project data. With this type of design, the ev.:;\l:uator cannot be certain 

that the pre and post popUlations will differ only because of the pro­

ject intervention. The characteristics of ·the population may be chang­

ing so that persons entering earlier differ substantially from those 

entering later. Further, the intervention itself could alter the 
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characteristics of the population. In spite of these problems, the dif­

ferent group ITS is a useful design in many contexts. 

4. Individual-Level Interrupted Time Series: In a sense, this is 

not an ITS design, but is more of a multiple regression approach using 

an historical comparison group. Nevertheless, it is worth describing at 

this time. Suppose the evaluator ha!-!' case-by-case data on persons who 

entered the court system prior to the project (including the month and 

year they entered) and has the same type of data on persons entering 

the system after a new project was implemented. "Time" can be used as 

an independent variable in a regression equation in order to determine 

whether the project altered the dependent variable of interest. The 

logic is that any trend in the dependent variable that was occurring 

during the pre-project time period would be controlled, statistically, 

by using the month of entry as a control variable, and the impact of 

the project, independent of the general trend, could be ascertained. 

THREATS TO VALIDITY WITH INTERRUPTED TIME SERIES DESIGNS 

Several of the common threats to validity will be discussed here 

in terms of whether the interrupted time series designs control for them. 

History 

During the pre-project time periods a variety of historical events 

have been occurring and are producing variability in the observations. 

The same would be true for the post-project observations. Because the 

tests of significance incorporate the extent of pre and post variability 
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in the data when assessing the statistical significance of project ef­

fects, many of the historical events can be controlled with this design. 

On the other hand, any specific historical event occurring between the 

pre and post series of observations that differs from those occurring 

in the past in terms of the direction of effect or the magnitude of ef­

fect would not be controlled. As is true with comparison group and ex­

perimental designs, the multiple time series design controls for histor­

ical events that affect both series of observations in the same way. 

Maturation 

An interrupted time series design that uses pre and post observa­

tions on the same group of persons who are aging, gaining experience, 

or maturing in other ways controls for maturation effects only if the 

effect of maturation on the dependent variable is linear. If so, and 

if linear projections are made into the post time period, then the effect 

of maturation is contained in the trend and is properly controlled. It 

often is the case, however, that the effect of maturation is not a linear 

function of time (or age). Offense rates of juveniles, for example, tend 

to increase until the youths are 14 to 16 years of age and then they de­

cline. A time series study of a group in which the first observations 

were taken when the youths were 12 and the intervention occurs at about 

age 14 through 16 will be seriously confounded by maturation. The dif­

ferent group time series design (in which the pre observations are on 

youths who are about the same age as the groups that later enter the pro­

gram) would not have a serious problem with maturation effects. The 

multiple time series design also would control for maturation if the com­

f,jlrison group is equivalent to the treatment group in terms of whatever 
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characteristics of maturation are presumed to influence the dependent 

variable. 

Testing 

The threats to validity introduced by testing effects are controlled 

by the single group time series design only if the effect of repeated 

testing is linear and, therefore, is incorporated into the trend line 

projections. If the effects "wear off" after the first or second test 

and these observations are not removed from the pre-project data, then 

the design would not control properly for their effects. The different 

groups time series design controls for the testing effect if it is rea­

sonable to believe that the historical groups are influenced by these in 

the same way as the treatment group (e.g., the persons taking the tests 

are about the same age, and so on). The multiple time series design 

also would control for them under those same conditions. 

Mortality 

When ~he mortality problem is created by the absence of data in the 

post time period on certain types of persons for whom data were available 

in the pre-project period, then the time series design does not control 

for this problem. 

Regression to the Mean 

Interrupted time series, on the same group or area, helps to con­

trol or rule out regression to the mean only if the pre-project observa­

tions include time points wi·th scores as extreme as those that were used 

to select persons or areas for the treatment and only if these occurred 

far enough before the project to determine the presence and/C'~ magnitude 
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of regression effects. A multiple time series design in which the e"J'alu­

ator can find one (or preferably several) other areas that had scores 

as extreme as those used to select cases for the project (in the histori­

cal time periods) would be better able to control for regression effects. 

Selection 

Random assignment designs (time series or otherwise) are the only 

good way to control for selection biases. With a different group time 

series design, however, the evaluator could compare all. pre-project his­

torical groups or persons who meet the quantitative eligibility rules 

for the project with all of the persons in the post period who meet those 

rules--even if they were not selected into the project. This procedure 

is extremely conservative in assessing the effectiveness of the project 

unless the project handled a substantial proportion of the eligible 

cases. If a project takes all eligible clients, however, and the evalu­

ator can identify those in the pre-project period who would have been 

eligible, then the different groups time series design would control 

for selection bias. 

ANALYZING DATA FROM INTERRUPTED TIME SERIES DESIGNS 

Among the various methods and statistics that h~ve been used to 

analyze interrupted time series data are the Walker-Lev tests, analysis 

Qf covariance, ordinary least squares regression analysis, the Chow test 

of statistical significance, the single mood test, the double mood test, 
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and a series of different models based on the BoX-Jenkins work which 

are called ARlMA (auto regressive integrated moving average).2 Of 

these, only the ARIMA models constitute a fundamentally different ap-

proach to time series analysis. Before describing some of these statis-

tics and explaining (in non-technical terms) how to use them, it should 

be noted that all the statistics mentioned except the ARIMA models are 

based on multi-variate linear regression. 

Five of the significance tests can be obtained from the Walker-Lev 

* time series comput~r program and these will be described first. It should 

be emphasized that these statistics test for different types of changes 

in the data. Thus, one should not expect the results from the tests 

to be "consistent" for a particular time series because the tests are 

used for different purposes and have different interpretations. 

Single Mood 

The single mood test fits a linear regression line to the pre-pro-

gram observations and then projects an estimate of the expected value 

(score) for the first time period after the program has been implemented. 

The difference between the predicted value and the observed value for 

the first time poin·t after program implementation is evaluated by at-test. 

If the difference is statistically significant (at the .05 level for example), 

then the conclusion is that the program hac1 an immediate impacL This 

test provides no information on whether the impact was maintained or 

whether the pre-program trend was altered by the program. 

* Examples of how i:o access and use these nre contained in Part II of the 
Handbook. Also see the discussion of the "Bellevue Citizen Involvement 
in Burg~ary Prevention E,raluation" in Section 4B for examples of their 
use and the actual computer output. 
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Double Mood 

The double mood test can be used when there are a sufficient number 

of post-program time points to fit a linea~ regression line to them. A 

regression line is fitted to the pre-program time points and an esti­

mate made for the expected value of a time point that lies in between 

the last pre-program time point and the first post-program time point. 

Another regression line is fitted to the post-program data and an esti­

mate projected backwards in time to the point that lies in between the 

last observation for the pre-program time period and the first observa­

tion for the post-program time period. A significant t-test indicates 

that there was an immediate impact from the program and the impact was 

maintained during the post-program time period. Under some conditions 

the single mood may be significant and the double mood may not be signi­

ficant for the same data. Consider the hypothetical data in Figure 4. 

In this hypothetical case the single mood test probably would be sig­

nificant, indicating an immediate impact, but the double mood would not 

be significant. 

Walker-Lev 1 (ANCOVA 1) 

The first Walker-Lev test (which is identical to the first ANCOVA 

test) compares the regression slope for the pre-program time period with 

the slope for the post-program time period.
3 

If the test is significant, 

one can conclude that the trend observed in the pre-program months was 

altered significantly by the program. Given certain types of changes 

in the time series, the Walker-Lev 1 can be significant even though 

neither the single nor double mood tests would be. Consider the example 
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in Figure 5. In this example the program intervention clearly altered 

the generally upward trend of the pre-program series, resulting in a 

downward trend afterward. Neither the single nor the double mood tests 

would be significant, however, because the predicted observations would 

be almost identical to those observed for the month when the program 

began as well as for the hypothetical time point that lies in between 

the two series. 

Walker-Lev 2 (ANCOVA 2) 

The second Walker-Lev test is of interest only if the first Walker­

Lev indicates that there is no difference in slopes (trend) for the pre­

program time period compared with the post-program time period. If the 

slopes are the same (statistically insignificant differences), then the 

second Walker-Lev indicates whether the trend for the entire regression 

line is significantly different than zerO. 

Walker-Lev 3 (ANCOVA 3) 

The third Walker-Lev test is to identify significant changes in 

the entire level of the series (differences in intercept values) that 

could be attributed to the intervention. This is done by comparing a 

single regression line for the pre and post data with regression lines 

wi thin the pre and post that have the same slope bu·t unique intercepts. 

If the first test indicated that the slopes (trend) in the pre and post 

data were the same, the Walker-Lev 3 is a clear test for differences 

in the level of the series. But if the slopes were different, accord­

ing to Walker-Lev 1, then the third test is not particularly meaningful. 

This test is designed to show statistically significant differences for 



2-58 

data of the type shown in Figure 6. 

Most of the statistical analysis packages for the social sciences 

have multiple regression programs that can be used to produce the same 

statistics as the Walker-Lev tests and most have analysis of covariance 

routines that provide the same information. The ANCOVA routine in the 

Statistical Package for the Social Sciences (SPSS) does not, however, pro­

vide quite all the information needed.
4 

Figure 7 shows the interpretation 

for the result.s of a multiple regression time series analysis. The formula is: 

where: Y = the dependent variable. \ 

I = a dummy variable representing the intervention point; obser­
vations before the intervention would be given a score of 
zero; observations after the intervention would be given a 
a score of one. 

TIME = time, measured 1, 2, 3, 4, and so on to the most recent 
point, using weeks, quarters, years, and so on. 

I TIME = interaction between time and the intervention dummy 
variable (this variable is created by multiplying the score 
on the intervention v·ariable [zero or one] and the score 
on the time variable, thereby creating a new variable for 
each case. 

The three hypotheses tested with the Walker-Lev tests or the ANCOVA 

tests can be examined using various parts of the equation above, as 

summarized in Table 1. 

The Chow test is slightly different from any of these and, in some 

ways, might be more useful.
5 

Its purpose is to determine if the post 

intervention observations are from a different population than the pre 

intervention observations. This is done by comparing the explained 

* For rea.ders not familiar with regression analysis this notation is devel-
oped and explained in the following paper "Intuitive Logic of Multiple 
Regression Analysis." 
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FIGURE 7 

INTERPRETATION OF MULTIPLE REGRESSION STATISTICS 

FOR INTERRUPTED TIME SERIES 
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HYPOTHESIS 

61. The inte:t:'v~:mtion 

produces a change in the 
trend of the dt:~pendent 
variable. 

H2. (IF HI is not 
accepted). There is an 
underlying trend in the 
dependent variable 
throughout the entire 
time period. 

FOR SIGNIFICANT INTERVENTION EFFECTS 

FORMt:"A EQUIVALENT 
TESTS 

Y = a + b l I+b2time + b3 ITime Walker Lev 1 
ANCOVA I 

Walker LeV' 2 
ANCOVA 2 

H3. (If HI is not Y = a + bl ! + b2time 
accepted). The intervention 

Walker Lev 3 
ANCOVA 3 

produced a change in the level 
of the dependent variable. 

INTERPRETATION AND COMMENTS 

(a) The regression coefficient 
for the interaction term, b 3 , 
gives the post-intervention slope 
adjustment over the pre-project 
data. If b3 is significant, then 
the regression coefficient for 
time (b2) is the pre-intervention 
slope (trend). 

(b) If b3 is not significant, test 
for H2 and H3. 

Note: The interaction term must be 
removed from the equation to test 
this hypothesis. 

The coefficient for time (b2) gives 
the slope (trend) for the entire pre 
and post time periods. If it is 
significant, then the trend is 
different from zero. 

Note: The equation is the same as 
for H2, but a~ before, the interaction 
term must not be in the equation, 
even if it is not significant. 

The coefficient for I (bl ) gives 
the post-intervention intercept 
adjustment which can be interpreted 
as the magnitude of change in the 
level of the series. 
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variation obtained from a single regression line wit.h the explained var-

iation obtained when unique slopes and intercepts are calculated for 

both the pre and post time periods. Using the output from the multiple 

regression analysis explained above, one could calculate the value of 

the Chow test by conducting an F test of significance on the increase 

in R2 The time variable would be entered first (and R2 is calculated) 

in a step-wise regression and then the intervention variable and the 

interaction term entered. If the change in R2 when all three are in 

the equation is statistically significant (in comparison with the R2 

when only the time variable was used) then the conclusion would be that 

the post intervention observations are from a different population than 

h 
. . 6 t e pre lnterventlon data. 

ASSUMPTIONS IN USING REGRESSION ANALYSIS 

FOR INTERRUPTED TIME SERIES 

The assumptions that should be met in order to use regression/corre-

lation analysis are described in another paper in this series and will 

not be examined extensively except for a major confounding problem: 

non-independence of the units of analysis. 

A key assumption in the use of regression analysis is that the cases 

or units of analysis are independent of one another. In time series data 

the cases or units of analysis constitute time points represented by 

scores on the dependent variable. Since social phenomena are often ~ 

indep3ndent through time, this assumption may be violated. If so, the 
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tests of significance are inflated and the evaluator who was unaware of 

the problem would erroneously conclude that a significant change occurred 

when, in fact, it: did not. 

A determination of whether this assumption has been violated can 

be made by examining the autocorrelation of the residuals from the re­

gression equation. If the residuals (e.g., the error in predicted values) 

are correlated with each other, then there is an autocorrelation problem 

and the tests of significance are not valid. The autocorrelation or 

autoregression coefficient is calculated by regressing the error at one 

time point with the error at the next, moving across each of the time 

points. In other words, the error in prediction for the first month 

is paired with the error for the second; the error for the second is 

paired with the error for the third; the error for the third is paired 

with the error for the fourth, and so on. The Durbin-Watson test of 

statistical significance for this type of error will indicate whether 

the autocorrelation problem is serious enough to disregard the tests of 

significance obtained for the various ANCOVA or Walker-Lev or regression 

tests.
7 

(The SPSS program will give the Durbin-Watson test if that option 

is requested.) The Walker-Lev program does not give this statistic, but 

it does give the autocorrelation cOHfficients for'Lag 1. The approxi­

mate value of the Durbin-Watson test can be calculated from the auto­

correlation coefficient using the following formu1a:
8 

D .- 2 (l-r) 

The critical points of the Durbin-Watson test are attached to this paper 

as Appendix 1. If the value is greater than the upper bounds shown 
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(D ) then there is no autocorrelation problem. If the value is lower 
'U 

than the lower bounds (D
L

) then there definitely is a problem. If the 

value is in between the lower and upper bounds, it is not clear whether 

a problem exists or not. 

If there is a significant autocorrelation problem, the researcher 

has several options available for trying to solve it. Technical discus-

sions of these are beyond the scope of this paper, but they are described 

briefly and a reference given. 

1. Take first differences. First differencing is done by simply 

subtracting the value of the dependent var'iable at time 1 from the value 

at time 2, creating a new "difference" variable. The same is done for 

the value at time 2 with time 3, and so on. These new values are then 

used with the same analysis routines described before. If the residuals 

are not autocorrelated, then the significance tests are accur.ate. Al-

though most references on time series analysis recommend the use of 

first differencing to remove autocorrelation problems, some recent authors 

have suggested that this procedure is not a good one to use unless the 

9 
autocorrelation coefficient is close to 1.0. 

2. Use generalized least squares. Generalized least squares is 

a varient of ordinary x'egression analysis and, when applied to time 

series.data, involves the calculation of the autoregression coefficient 

and then weighting the lag one value of the variable with that coeffi-

cient. This procedure is explained by Ostrom and he also shows how it 

b 
' . . 10 can e done uSlng SPSS multlple regressl0n analysis. 

3. Transform the data in a substantively meaningful way. The re-

searcher might, for example, calculate rates of change between the 
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observation at time 1 and time 2; time 2 and time 3; and so on. This 

is a variant of first differencing, but one which has a substantive 

interpretation and might remove the autocorrelation problem. The test 

for intervention effects would indicate whether the rate of change in 

the observations was effected by the intervention. 

4. Include a la99.ed value of the dependent variable in the regres­

sion equation. This procedure seeks to statistically control the most 

recent value of the observation and test for intervention effects. The 

ARIMA approach uses lagged values. The major problem with the technique 

is that the Durbin-watson test of significance is not valid when lagged 

values are included and, therefore, the evaluator would not know whether 

the autocorrelation problem was solved with this procedure. 11 

5. Use one of the ARIMA (auto regressive integrated moving average) 

models. This would be the best solution to the problem, but it also is 

the most difficult and technically complex, since well-developed and 

documented statistical routines to apply these models to interrupted 

time series (as distinct from ordinary time series) are not generally 

available. 
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APPENDIX I 

DURBIN-WATSON TEST FOR AUTOCORRELATION 

k = Number - of Regressors (Excluding Constant) 

1 2 3 4 5 .. 
DT., Dn DT., Dn D

T
, Dn DT., Dn DT.' Dn 

.81 1.07 .70 1.25 .59 1.46 .49 1. 70 .39 1.96 ' 

.95 1.23 .83 1.40 .71 1.61 .59 1.84 110 2.09 .~u 

1.08 1.36 .95 1.54 .82 1. 75 .69 1.97 .56 2.21 

.95 1.15 .86 1.27 .77 1.41 .68 1.57 .60 1. 74 
1.08 1.28 .99 1.41 .89 1.55 .79 1. 70 .70 1.87 
1.20 1.41 1.10 1.54 1.00 1.68 .90 1.83 .79 1,99 

LOS 1.21 .98 1.30 .90 1.41 .83 1.52 .75 1.65 
1.18 1.34 1.10 1.43 1.02 1.54 .94 1.65 .86 1.77 
1.29 1.45 1.21 1.55 1.12 1.66 1.04 1.77 .95 1.89 

I 1.26 1.07 1.34 1.01 1.42 .94 1.51 .88 1.61 (13 
1.25 1.38 1.18 1.46 1.12 1.54 LOS 1.63 .98 1. 73 
1.35 1.49 1.28 1.57 1.21 1.65 1.14 1. 74 1.07 1.83 

1.25 1. 34 1.20 1.40 1.15 1.46 1.10 1.52 1.05 1.58 
1.35 1.45 1.30 1.51 1.25 1.57 1.20 1.63 1.15 1.69 
1.44 1.54 1.39 L60 1.34 1.66 1.29 1.72 1.23 1. 79 

1.32 1.40 1.28 1.45 1.24 1.49 1.20 1.54 1.16 1.59 
1.42 1.50 1.38 1.54 1.34 1.59 1.30 1.64 1.26 1.69 
1.50 1.59 1.46 1.63 1.42 1.66 1.38 1.72 1.34 1.77 

1.38 1.45 1. 35 1.48 1.32 1.52 1.28 1.56 1. 25 1.60 
1.47 1.54 1.44 1.57 1.40 1.61 1. 37 1.65 1.33 1.69 
1.55 1.62 1.51 1.65 1.48 1.69 1.44 1. 73 1.41 1.77 

1.47 1.52 1.44 1.54 1.42 1.57 1.39 1.60 1.36 1.62 
1.54 1.59 1.52 1.62 1.49 1.65 1.47 1.67 1.44 1. 70 
1.61 1.66 1.59 1.69 1.56 1.72 1.53 1.74 1.51 1.77 

1.52 1.56 1.50 1.72 1.48 1.60 1.46 1.63 1.44 1.65 
1.59 1.63 1.57 1.65 1.55 1.67 1.53 1. 70 1.51 1.72 
1.65 1.69 1.63 1.72 1.61 1. 74 1.59 1. 76 1.57 1. 78 

TABLE IX Critical Points of the 
Durbin-Watson Test for 
Autocorrelation [see equation (6-31)] 

This table gives two limiting 
values of critical D (DLand DU)' 
corresponding to the two most extreme 
configurations of the regressors; 
thus, for every possible configuration, 
the critical value of D will be some­
where between DL .and DU: . 

N 
I 

en 
U1 
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FOOTNOTES 

1. There is considerable debate as to whether linear predictions, used 
in the deterministic models, are suitable for social phenomena or 
whether stochastic models such as the ARIMA ones are more appropriate. 
See Section 2F of the Handbook, "Applications of ARIMA and ANCOVA 
to Interrupted.Time Series Analysis." 

2. See George E. P. Box and G\,lilym M. Jenkins, TIME SERIES ANALYSIS: 
FORECASTING AND CONTROL .. revised edition (Holden-Day, 1976). These 
models were first applied to interrupted time series by Gene Glass 
et al. See Gene V. Glass, Victor L. Willson r and John M. Gottman, 
DESIGN AND ANALYSIS OF TIME SERIES EXPERIMENTS (qolorado Associated 
University Press, 1975). 

3. Helen M. Walker and Joseph Lev, STATISTICAL INFERENCE (Holt, Rei~hart, 
and Winston, 1953). 

4. Norman H. Nie et al., SPSS: STATISTICAL PACKAGE FOR THE SOCIAL 
SCIENCES, second edition (McGraw-Hill, 1975). 

5. Gregory C. Chow, "Tests of Equality Between Sets of Coefficients 
in Two Linear Regression," ECONOMETRICA, 28 (July 1969), 591-605. 

6. Nie et al. present a discussion of how this can be done. 

7. See Charles W. Ostrom Jr., TIME SERIES ANALYSIS: REGRESSION TECH­
NIQUES (Sage Publications, 197'8). 

8. Ronald Wannecott and Thomas Wonnacott, ECONOMETRICS (John Wiley & 
Sons, 1970), p. 143. 

9. See Charles W. Ostrom Jr., op cit. 

10. Ibid. The technique is also described in Wonnacott and Wonnacott, 
op cit. 

11. See Ostrom, op cit. 
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SECTION 2D 

* THE INTUITIVE LOGIC OF MULTIPLE CORRELATION AND REGRESSION 

Abstract 

A step by step explication of the intuitive (rather than mathematical) 

logic of regression analysis is provided, along with n step by step illus-

tration of how scores for hypothetical individuals are manipulated to ob-

tain the statistics. The procedure is then extended to the mUltivariate 

case. For evaluators who are not familiar with regression analysis, it 

is suggested that they calculate the hypothetical data by hand, following 

the instructions in the paper, in order to fully understand the logic of 

the calculations. The paper describes and illustrates the substantive 

interpretation of the correlation coefficient (r), the coefficient of 

determination (r2 ), the regression coefficient (b), and the intercept (a). 

* These materials were prepared by Anne L. Schneider and distributed to 
ALJE evaluators during the Model Evaluation Program. 
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THE INTUITIVE LOGIC OF MULTIPLE CORRELATION AND REGRESSION 

There are several approaches one can take to present an "intuitive" 

(rather than mathematical) logic of correlation/regression analysis. The 

one used in this paper begins with nominal-interval data using the basic logic 

of analysis of variance and then proceeds to interval-interval data and the 

multivariate case. l 

Introduction 

Suppose that data are available on the number of arrests for 20 youths 

during a two-year period after they were originally arrested for burglary. 

It is known that 10 of the youths were in a new juvenile program (Program A) 

whereas the other 10 were in the traditional minimum supervision probation 

program (Program B). The data are arranged as shown in Table 1. 

The following observations can be made: 

1. There is considerable variability in the number of arrests among 
youths in the two programs and considerable variability in arrests 
even for persons within each program. 

2. The average number of arrests for all 20 youths is 3.5. 

3. The average number of arrests for Program A youths is 2. 

4. The average number of arrests for Program B youths is 5. 

Clearly, it appears that youths in Program A did .better than those in 

Program B. It also is clear that the programs are not the only thing influ-

encing the arrest rates of the youths. Which program a juvenile is in explains 

or accounts for some of the differences in number of arrests (e.g., an aver-

age of two arrests per person for Program A vs five for Program B) but 

being in Program A cannot explain why one youth in Program A has zero arrests, 

another has five, and so on. Nor can being in Program B explain why one youth 
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in that program has four arrests, another nine, and another eight. 

One way of phrasing the relevant question is this: How much of the var-

iabili.ty among the youths' arrest rates is accounted for (explained) by the 

treatment programs and how much of the variability among them is not attrib-

utable to the programs? 

TABLE 1. DATA ON 20 HYPOTHETICAL YOUTHS 

Program A 
Youths: Number of 
Arrests in Two Years 

1. Sam 

2. John 

3. Harry 

4. Wallace 

5. Albert 

6. Allee 

7. Betty 

8. Carolyn 

9. Evelyn 

10. Freda 

2 

o 

3 

1 

1 

3 

5 

2 

3 

o 
20 

2 

Program B 
Youths: Number of 
Arrests in Two Years 

11. George 

12. Harvey 

13. Isaac 

14. Jacob 

15. Kenneth 

16. Laura 

17. Mary 

18. Nancy 

19. Paul 

20. Rita 

3 

4 

2 

5 

4 

5 

8 

6 

4 

9 

50 

5 

Grand Total = 50 + 20 = 70 

Grand Mean y = 70/20 = 3.5 
G 

To answer this, one must measure the total amount of variance among 

the group of 20 youths and then ascertain what proportion of the variance 

can be explained by the program they were in and what proportion is left 

unexplained by the program. 
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Partitioning the Variance 

The variance is the mO'dt commonly used measure of spread (i. e., differ-

ences among the scores, v0Toiability among the scores). It is calculated by 

subtracting the mean score (grand mean) from each individual score to measure 

deviation around the mean and then squaring the results for each case. The 

sum of these, for all cases, is called the sum of squares. 

-2 -2 -2 -2 
Sum of Squares = (YI - Y) +. (Y2 - Y) + (Y

3 
- Y) + ... + (Y

n 
- Y) 

Where Yl refers' to the first case (Sam); Y
2 

refers t~ a second case 
(John); and so on through the 20th case (R~ta), and Y is the grand mean. 

The variance is the sum of the squared deviations divided by the number 

of cases, but we will use the sum of squares for the subsequent examples. 

The logic of partitioning the variance into that which can be explained 

by the program and that which cannot is as follows: We calculate the total 

sum of squares for the arrest data (the measure of variability for all 20 

youths) and then we calculate the sum of squares that is NOT explained by 
. , 

which program the youth is in. As noted before, being in Program A'cannot 

explain why the youths within the program differ among themselves in terms of 

their arrest scores; nor can being in Program B explain why the youths in 

that group differ among themselves in the number of arrests. Thus, the sum 

of squares (variability) within Program A is calculated and th0 sum of squares 

within Program B is calculated.* These two are added together and are called 

the unexplained sum of squares. Next, we calculate the amount of variability 

that IS explained by being in one program rather than the other. 

~['he logic for calculating the unexplained sum of squares is easy to 

grasp since it is obvious that when the youths were exposed to the same pro-

gram (such as Program A) but differ in arrests, the pro~ram as a whole cannot 

account for the differences. The logic for calculating the explained sum of 

* See the formulas and explanation on page 4. 



TSS = USS + ESS 

(y - 2 TSS Y
G

) + 1 
- 2 + (IN - Y ) 

G 

USS = USS + USS
b a 

(Y
l 

- 2 USS = Y
A

) + a 
- 2 

+ (y - Y
A

) 
N 

ESS = ESS
a 

+ ESS
b 
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(total sum pf squares equals unexplained sum of 
squares plus explained sum of squares.) 

-( Y
2 

- 2 
- y ) 

G 
+ .•• y - this is the "grand" mean 

G for all 20 youths n - 2 = E (y .. - y. ) 
i=l 1 

G 

(y 2 
- 2 

- Y·
A

) + •.. 
n - 2 E (Y. - Y ) 

i=l 1 A 

Y.- rearrest score for youth 1, 
1 

2, 3, and so on until all ~ 
cases have been used. 

Y - this is the mean number of 
A rearrests for youths within 

Y.-
1 

-

Program A. 

rearrest score for youth 1, 
2, 3, and so on until all 
10 cases in Program A have 
been used. N = number of. 
cases in Program A. 

Y
B

- this is the mean number of 
rearrest for youths within 
Program B. 

Y .. -
1 

rearrest scores for youth 11, 
12, 13, and so on until all 
10 cases in Program B have 
been used. N = number of 
cases in Program B. 

ESS a 
- 2 (y A - Y

G
) (N) Y G- this is the "grand" mean for 

all 20 youths 

(-Y _ - ) 2 (N) 
B YG 

-Y
A

- this is the mean for group A 
N = number if Program A. 

-v - this is the "grand" mean for -'G 
all youths 

-Y
B

- this is the mean for group B 
N = number in Program B. 

The actual calculations are shown in Table 2. 
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TABLE 2. CALCULATION SUM OF SQUARES 

Number Total Unexplained Explained 
of Sum of Squares Sum of Squares Sum of Squares 

Program A Youths Offenses - - 2 - - 2 (y - - 2 
YG 

(Y
i 

- y
G

) YA (Y. - y
A

) y
G

) 
1 A 

l. Sam 2 3.5 2.25 2 0 (2 - 3.5)2 = 2.25 

2. John 0 3.5 12.25 2 4 (2 _ 3.5)2 = 2.25 
" 

3. Harry 3 3.5 .25 2 1 (2 - 3.5)'<: 2.25 

4. Wallace 1 3.5 6.25 2 1 (2 _ 3.5)2 = 2.25 

5. Albert 1 3.5 6.25 2 1 (2 _ 3.5)2 = 2.25 

6. Alice 3 3.5 .25 2 1 (2 _ 3.5)2 = 2.25 

7. Betty 5 3.5 2.25 2 9 (2 _ 3.5)2 = 2.25 

8. Carolyn 2 3.5 2.25 2 0 (2 - 3.5)2 = 2.25 

9. Evelyn 3 3.5 .25 2 1 (2 - 3.5)2 = 2.25 

10. Freda 0 3.5 12.25 2 4 (2 _ 3.5)2 = 2.25 

L = 20 L = 44.50 L = 22 L: = 22.50 

Y = 2 A 
)2 - 2 

Program B Youths Y (Y. - Y (y - y
G

) 
B 1 "B 

l. George 3 3.5 .25 5 4 (5 - 3.5)2 2.25 

2. Harvey 4 3.5 .25 5 1 (5 _ 3.5)2 = 2.25 

3. Isaac 2 3.5 2.25 5 9 (5 - 3.5)2 = 2.25 

4. Jacob 5 3.5 2.25 5 0 (5 - 3.5)2 = 2.25 

5. Kenneth 4 3.5 .25 5 1 (5 _ 3.5)2 = 2.25 

6. Laura 5 3.5 2.25 5 0 (5 - 3.5)2 = 2.25 

7. Mary 8 3.5 20.25 5 9 (5 - 3.5)2 = 2.25 

8. Nancy 6 3.5 6.25 5 1 (5 - 3.5)2 = 2.25 

9. Paula 4 3.5 .25 5 1 (5 - 3.5)2 = 2.25 

10. Rita 9 3.5 30.25 5 16 (5 -
2 

3.5) "= 2.25 

L = 64~50 L = 42 L = 22.50 

TSS = 44.50 + 64.50 = 109 
USS = 22 + 42 = 64 
ESS = 22.5 + 22.5 = 45 2 

.64 r = .41 r = 
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squares is not as self evident. Program A can explain why youths in Program 

A differ, on the average,from all of the youths, and Program B can explain 

why its clients differ, on the average, from all the youths: Thus the mean of 

the entire 20-person group is subtracted from the mean of Group A and from the 

mean of Group B (once for each client) to calculate the explained sum of squares. 

Having calculated the total sum of squares and the explained sum of 

squares, it is now possible to determine the proportion of the variance that 

is attributable to the differences in treatment programs. The coefficient of 

determination (r2) is a summary measure of the proportion of variance explained: 

2 
r = ESS = .41 r = ~l = .64 (correlation coefficient) 

TSS 

The regression coefficient (b) is simply the difference in means between 

the two groups. In this example (b = 5-2 = 3). If a "score" is assigned to 

each group (Program A = O~ Program B = 1) then the relationship can be dia-

grammed as shown in Figure 1. The average score for Group A is plotted above 

the value we have given Program A (i.e., zero) and the average score for 

Group B is plotted above the value we have given for ProgramB (1). 

The regression coefficient (b) is interpreted as the change that occurs, 

on the average, in the dependent vflriable when there i!3 a one unit change on 

the independent variable. 'Thus, in the example, when a change is made from 

Program A to Program B (one "unit") there is a change, on the average, from 

two arres'ts to five arrests which is a total change of three arrests. 

Alpha (the intercept) is the value on the dependent variable when the 

independent variable is zero. Since we used zero as the score for Program A 

youths, alpha (in the example) will equal the mean arrest score for juveniles 

in Program A (two arrests). 

The formula that expresses these relationships is: 
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FIGURE l. 

b 3 
a = 2 

1 
B Program (X) 

Predicted score for each youth in Group A = 2 

Predicted score for each youth in Group B 5 

._---------------------------_.-_._-----------

Where: Y is the predicted (estimated) score for a youth 

a is the intercept value (2 in this example) 

b is the regression coefficient (which has a value of 3 in this 
example 

X is the independent variable (which in this example, is scored 
as zero if the youth is in Program A and as one if in Program B). 

The correlation coefficient (.64) is a summary measure of the spread or 

degree of accuracy that is observed when one actually "predicts" the number 

of arrests for each youth. The coefficient of determination (r2) is the 

proportion of variance in arrests explained by the program variable. 

Extension to Multiple Regression 

As noted previously, there must .. be some other variables influencing 

arrest of these youths, since only part of the differences among them is 
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attributable to being in one program rather than the other. 

Examination of the originCj.1 data in Table I indicates tha·t sex may account 

for some of the variability in scores. Of particular concern, however, is 

whether the variance presumably e~lained by the program variable actually 

is due to the program effects or whether it is partly due to differences 

attributable to sex. 

In order to find out, one could'redo the analysis by first letting the 

sex variable explain all of the variance in arrests that it can and then 

calculate how much of the residual (left-over) sum of squares can be explained 

by the program variable. 

This procedure is illustrated in Table 3 using cases from the original 

data. The best prediction of arrests for boys in either program would be 

the average number of arrests for all boys, and the best prediction for girls 

would be the mean number of arrests for all the, girls. This becomes the "pre­

dicted" or "expected~' score on arrests for each case and it is subtracted 

from the actual (origin~l) score producing the residual variance that cannot 

be explained by sex. 

For example, the mean numb~r of arrests for boys in this analysis (Ym) is 

2.5. Thus one would expect Sam to have 2.5 arrests; John should have 2.5 

arrests; and so on. Sam, however, only has two arrests and th~refore has .5 

fewer arrests than were expected. John had no subsequent arrests and there­

fore had .2.5 fewer arrests than expected. The residual scores represent the 

variance in arrests that cannot be explained by the youth's sex and these 

scores become a new dependent variable. One then proceeds to calculate the 

proportion of the variance in these residual scores that can be explained by 

the program variable. Thus, a new total sum of squares is calculated for the 

residual scores, a new unexplained sum of squares is calculated, and a new 
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TABLE 3. CALCULATING THE RESIDUALS 

MALE FEMALE 

Residual Residual 
Program A Y YG Score Y Y'G Score 

1. Sam 2 2.5 - . 5 6 . Alice 3 4.5 -1.5 

2. John 0 2.5 -2.5 7. Betty 5 4.5 .5 

3. Henry 3 2.5, J5 8. .car6'lyn 2 4.5 -2.5 

4. Wallace 1 2.5 -1.5 9. \" Evelyn 3 4.5 -1.5 

5. Albert 1 2.5 -1.5 10. Freda 0 4.5 -4.5 
-------------------------~--------------------------------------------------

- -l: = 7 Y'MA = 1.4 l: = 13 Y.FA = 2.6 

Program B 

ll. George 3 2.5 .5 16. Laura 5 4.5 .5 

12. Harvey 4 2.5 1.5 17. Mary 8 4.5 3.5 

13. Isaac 2 2.5 - .5 18. Nancy 6 4.5 1.5 

14. Jacob 5 2.5 2.5 19. Paula 4 4.5 - .5 

15. Kenneth 4 2.5 1.5 20. Rita 9 4.5 -4.5 --------------------------------------_----1_---__ ----_____________________ _ 
l: = 18 YMB = 3.6 l: = 32 Y'FB = 6.40 

---------------------------------------------------------------------------
if = 2 5 M • 

explained sum of squares is calculated. 

2 The r that is produced from the new analysis is a partial coefficient 

of determination (the new r value is a partial correlation coefficient). The 

new regression coefficient is a partial regression coefficient. Substantively, 

2 r represents the proportion of the variance in arrests that can be explained 

by which program the youth was in after having statistically controlled for 

the effect of sex. The partial regression coefficient represents the amount 

of change in arrest scores for each unit of change in the program variable 

after sex has been statistically controlled. 
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The mc;re familiar formula for multiple regression is: 

(Note: most existing calculation routines do not actually let one vari-

able explain all the variance it can, calculate the residual, and then let 

another variable explain as much of the residual as it can. Instead, the 

calculation routines partial the explained variance to X'l' X2 •.•• XN simultan­

eously. Nevertheless, the intuitive logic of multiple correlation is easy 

to understand using the step by step procedure described above.) 

Extension to Interval Level Data 

The extension of the logic to interval data for both the independent and 

the dependent variables is quite straightforward. Figure 2 shows the rela-

tionship between parental income (X) and the nunmer of self-reported offenses(Y) 

for a hypothetical group of 12 ninth grade boys. Three of the boys have 

parents with incomes of $5,000. These youths reported a total of 33 offenses, 

for a mean of 11. The three boys whose parents have incomes of $10,000 reported 

a total of 30 offenses, for a mean of 10. The score (on the dependent vari-

able) for the subset of persons who have a common score on the independent 

variable is plotted on the diagram. 

The regression line is calculated in such a way as to maximize the pro-

portion of the total sum of squares that can be explained by the independent 

variable which also means that the regression line minimizes the squared 

deviations around the line (the unexplained sum of squares is minimized). 

This type of regression analysis often is referred to as least squares 

regression. 

Figure 3 has been drawn to illustrate the interpretation of the statis-

tics that one obtains from correlation/regression analysis. 
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FIGURE 2. 

(Y) 16 
15 
14 
13 
12 
11 Y 

Self- 10 Y 
Reported 9 
Offenses 8 

7 Y 
6 -5 Y 
4 
3 
2 
1 
0-:-- • . . . , . . . I . . . • 

5,000 10,000 15,000 20,000 
Parental 
Income (X) 

FIGURE 3. REGRESSION DIAGRAM, INTERVAL DATA 

(Y) 10 
Arrests 9 

8 
7 
6 
5 
4 
3 
2 
1 
0 5 10 15 20 25 Age (X) 

b - (regression coefficient, slope). Each unit of change in the independent 
variable is associated with £ units of change in the dependent variable. 
In the example, b is .5 indicat,ing that each unit of change in age (Le., 
each additional year) is associated with the addition of one-half an 
offense. It takes a change of two years in age to produce, on the aver­
age, one additional offense. 

beta (standardized regression coefficient). A change of one standard devia­
tion on the independent variable is, associated with a change of one standard 
deviation on the dependent variable when beta equals one. 

a - alpha (intercept). The value bf Y (dependent variable) when X is equal 
to zero. In the example, the regression line crosses X at 10 years, 
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indicating that on the average there were no offenses committed by youths 
with an age of 10 and that if age were theoretically zero, there would 
be a -8 offenses. 

2 
r - (coefficient of determination). The proportion of variance in the depen-

dent variable explained by the independent variable. In the example, 
the actual scores are shown as points on the graph. The sum of the dis­
tance between each point and the regression line, squared, is the unex­
plained sum of squares. 

l_r2 
- proportion of variance in dependent variable not explair.ed by the 

independent variable. 

r - correlation coefficient. The correlation coefficient has no straightfor­
ward interpretation and is most easily understood by squaring the value 
to obtain the proportion of variance explained by the independent vari­
able. 

Application to Evaluation 

There are many applications of correlation and regression analysis to 

evaluation research. Two will be illustrated here. 

Situation 1. Juveniles have been randomly assigned to Program A and to 
Program B. 

As shown in the first example (Table 1), correlation analysis can be 

used to calculate the proportion of variance on the dependent variable attri-

butable to the program. This can be done with an analysis of variance rou-

tine or with any standard correlation/regression program. The formula, for 

this type of regression is: 

'" Y=a+bX Y - the dependent variable 

a - the intercept (alpha) 

b - the regression coefficient (slope) 

X - the independent variable which, in 
this example, has a score of zero 
if the youth is in Program A and a 
score of one if the youth is in 
Program B. 

Output from the program will include the value of the correlation coeffi-

cient (r), both the standardized (S), and unstandardized (b) regressioll coef-
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ficients, the intercept value (called alpha, a, or the constant), and for 

most computer routines the output will show the "within group" sum of 

squares (i. e., unexplained variance) and the "between group" sum of squares 

(explained variance) . 

situation 2. A jurisdiction introduced a new program (Program A) in 

1977 for juvenile felony offenders and data have been collected about youths 

in the program. Data also have been obtained on a group of juvenile felony 

offenders from 1976 to be used as a comparison group (Program B). Program 

A clients constituted only a fraction of the 1977 youths and there is no 

information on the criteria used to determine which juveniles would be in 

Program A. It is suspected that youths in the new program may be younger 

and have fewer prior offenses than the total population. Therefore, the 

investigator wishes to ascertain whether Program A clients have lower 

recidivism scores than Program B which are due to the program independ-

ently from differences in recidivism that might be produced by differences 

between the age of youths in the two groups or differences in the number 

of prior offenses. 

The formula is as follows: 

Y - dependent variable (recidivism) 

a - alpha (intercept) 

b - partial regression coefficients 

treatment variable (Program 
A=l; Program B=O) 

age 

X3 number of prior offenses 

In addition to the output described in situation 1, the output from the 

program will include R2 (multiple coefficients of determination) which repre-

sents the amount of variance in Y that can be explained by all of the vari-

ables in the equation. Of major concern is whether the treatment variable has a 
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statistically significant effect on Y when the other variables (such as age 

and prior contacts) have been statistically controlled. Most computer pro-

grams will provide a significance test for each o'f the partial regression 

coefficients. If the one for the treatment variable is significant, then 

the program apparently had an impact on the dependent variable that is 

independent of differences between the group in terms pf age, race, sex, 

prior contacts, and the other characteristics of the youths that were used 

as control variables in the equation. 

A note of caution. If the researcher suspects that the "easy" cases 

were generally assigned to Program A (or the "hard" cases were generally 

assigned to Program A) then statistical controls, using multiple regression, 
, 

will not entirely remove variance in Y attributable to pre-treatment differ-

ences in the youths. If the "easy" cases are in Program A, there is a danger 

that the treatment variable will appear to be effective when, in fact, it 

is not. If the "hard" cases tend to be in Program A, there is a danger that 

the treatment will appear to have no impact or to even be "worse" than the 

pre-program group when, in fact, it is not. Although multiple regression 

analysis is one of the better analysis techniques (perhaps the best) for 

non-equivalent comparison group designs, its use does not relieve ·the 

evaluator of the responsibility to identify alternative explanations for 

the results obtained with the regression analysis. 
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Problems & Issues in the Use of Regression & Correlation Analysis 

There are several assumptions which should be met before one uses re-

. 2 
gression or correlation analys1s. Some of these are more important than 

others in that violation of certain assumptions will not have much impact 

on the conclusions that are drawn. In this section we will discuss some of 

the assumptions which, if violated, can have serious consequences for the 

researcher's ability to draw accurate conclusions from the data. 

1. Assumption of Linearity 

Correlation-regression analysis assumes that the relationship between 

the dependent variable and the independent variable is linear, as shown in 

Figure 3a below. If the relationship is not linear, such as shown in Figure 

3b, the regression equation and correlation coefficient may not provide 

accurate descriptions of the relationship. 
3 

Figure 3a: Linear 

y 

Figure 3b: Non-Linear 

. . , 

. '. 
r ' ... '" ••• . . . .. 

" . 

x 

The investigator's theory should specify whether the expected relation-

ship is linear or, if not, what type of relationship is expected. The re-

searcher always should examine a scatterplot of the relationship between the 

dependent variable and each,independent variable to be used in the analysis 

before proceeding to multiple regression analysis. If the relationship is 

not expected to be linear, from a theoretical perspective, and is not linear, 
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based upon examination of the scatterplot, then the data and/or the equations 

* should be transformed and a non-linear analysis conducted. 

2. Assumption of Normal Distribution 

Variables used in regression-correlation analysis should be normally 

distributed. In practice, however, data (especially from small samples) are 

rarely perfectly normally distributed. There are two problems which the 

researcher should always examine before proceeding with regression or correla­

tion analysis. The first is to determine whether there are any extreme out­

liers in the data. An outlier is a case which has a value much higher or 

much lower than any of the other cases in the study. For example, one might 

measure the number of prior offenses and determine that 99 percent of the cases 

have six or fewer prior offenses but one individual has 25 priors. This is an 

extreme outlier. 

If the data are otherwise normally distributed, the simplest solution 

is to reduce the value of the outlier to a number just larger than the ne~t 

highest number. Like any transformation, this preserves the rank ordering of 

the cases. In other words, one would group seven or more priors into a single 

category in order to "normalize" the distribution. 

The second problem that often is encountered involves a highly skewed 

variable in which most of the cases have either a high or low score and the 

others take on a considerable range. For example, one might find that 90 per­

cent of the cases have a score of zero on number of prior offenses and the 

remainder have scores ranging from one to 10 priors. There are no simple 

solutions to this type of skewness problem, but the investigator should be 

aware of the fact that the correlation coefficient cannot reach its maximum 

value (of +1 or -1) when the variables are badly skewed in opposite directions. 

* See "Prediction Models," Section 2E of this Handbook for a discussion of this. 
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, .-!.If .... • -t,' 
Thus, the statistics one obta~ns when using a skewed variable are more conser-

vative than they would be if \'the data were normally distributed. 

3. Independence of Observations 

The assumption of independent observations means that each unit of ana-

lysis has a score which is independent of the other units. For example, it is 

assumed that one person's score on recidivism is not influenced by another 

person's score. This assumption is most likely to be violated when one has 

measured both the independent and dependent variable at several different time 

points. For example, one might correlate the number of arrests with the 

number of convictions using monthly data. Thus, the first unit of analysis 

might be January, which has 20 arrests and five convictions; the next is Feb-

ruary, whi~h has 25 arrests and 10 convictions; and so on. These units of 

analysis (months) probably are not independent of one another due to trends 

in both of the variables. 

Violation of the assumption of independence does not affect the regression 

coefficient nor the correlation coefficient, but it does result in inflated 

F and t values used in testing the significance of the coefficients. 

4. Interval-Level Measurement 

One of the assumptions of regression-correlation analysis is that all 

of the variables have been measured at the interval level. Often, there is 

confusion over what this means and there is considerable disagreement con-

cerning how important it is. It is generally recognized that orie can use 

categorical variables in regression analysis if one has scored the variables 

properly. (This sometimes is called dummy variable regression analysis.) 

For example, suppose one is comparing the effectiveness of three different 

treatment programs in relation to recidivism rates. In order to'conduct a 

multivariate analysis, three variables should be developed. Persons who are 
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in Program A are given a score of one on the variable representing Program A; 

others are given a score of zero. Persons in Program B aJ;"e given a score of 

one for the Program B variable; others are given a zero on Program B. Persons 

who are in Program C are given a score of one on the Program C variable, and 

others have a zero on this variable. Scores of zero and one are ofterl used, 

but other numbers are permissible. WIlen conducting the analysis, however, 

one of the dummy variables must be omitted from the equation because scores 

on it are completely determined by scores on the other two dummy (categorical) 

variables. The omitted category is called the refereilce category and predicted 

scores for it are given by the intercept value (alpha). In normal regression 

analysis, the value of alpha is interpreted as the value of Y (the dependent 

variable) when X is zero. In dummy variable regression, the value of alpha 

srlows the expected (predicted) score on Y when an individual has a score of 

one on the reference category. 

It is critically important to remember that when categorical (nominal) 

variables are used in regression analysis, one must not give scores of one, 

two, three, four, and so on, to the different categories, since this type of 

scoring presumes some kind of underlying metric order across the categories. 

Nominal and categorical variables, by definition, do not have any underying 

metric order except "presence" or "absence" in the category. 

Another issue in regression analysis concerns the use of ordinal data 

where one has a variable with three or more scores 1.one, two, three, for 

example), but the "true" distance between a score of one and a score of two 

is not equal to the "true" difference between a score of two and a score of 

three. There is considerable disagreement concerning the consequences of 

using regression-correlation analysis on ordinal-level variables, but the 

best information, at this time, is that the major consequence is usually 
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one of depressing the magnitude of the regression coefficient and correla-

, ff" 4 tLon coe LCLent. 

5. Cases to Variables Ratio 

One of the most commonly overlooked problems in multiple regression 

analysis is that the number of independent variables used in the analysis 

should not exceed one for approximat~ly every 15 cases. For example, if 

the investigator has 50 cases in the analysis, no more than three indepen-

dent variables should be used in the multivariate analysis. If this ratio 

is exceeded, the F value of the multiple coefficient of determination (R2) 

will begin to drop and the substantive interpretation of the results can 

, , 5 
become qULte meanLngless. 
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FOOTNOTES 

1. Regression analysis is discussed in most standard statistical texts. 
The bibliography in Section 6 of the Handbook lists several texts 
that include such discussions. 

2. An excellent discussion of the assumptions and their relevance is 
found in Eric A. Hanushek and John E. Jackson, STATISTICAL METHODS 
FOR SOCIAL SCIENTIST (Academic Press, 1977). 

3. There are many other kinds of non-linearity. 

4. See Brent Rutherford, "The Accuracy, Robustness, and Relationships 
Among Correlational Models for Social Analysis," presented at the 
annual meeting of the American Political Science Association in 1972. 

5. Robyn M. Dawes and Bernard Corrigan, "Linear Models in Decision Making," 
PSYCHOLOGICAL BULLETIN, 81 (1974),95-106. 
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SECTION 2E 

* PREDICTION METHODS 

This paper deals with the problems encountered when an experiment 

or quasi-experiment is not possible. In these cases the evaluator must 

create some sort of predicted outcome against which the program treatment 

can be compared. Actuarial tables ana prediction models are discussed 

as possible options. It is argued that actuarial tables have a number 

of problems that may make them inappropriate in most criminal justice 

evaluations. Alternatively, two prediction model techniques are con-

sidered: Multiple classification analysis and multiple regression ana-

lysis. Multiple classification analysis offers an approach that attempts 

to reflect the full detail of the sample dat;a. However, under certain 

conditions it is possible to disregard much of this detail and make 

accurate predictions employing the multiple regression model. 

* This paper was written by Jerry Medler, based on his presentation and 
that of Robyn Dawes at an ALJE special forum. 
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PREDICTION METHODS 

The Problem 

In many evaluation contexts it is not feasible to create a meaning­

ful control group or even a comparison group which has not been exposed 

to the program treatment. This generally comes about because of the 

inability to make random assignments to experimental and control groups 

from a designated pool of treatment clients. Because the treatment pool 

is often a subset of a larger popUlation (i.e., selected as a target 

population), descriptive statistics for the larger population may be 

available but inappropriate for benchmarks or comparisons for evalua­

ting the effects of the program. This lack of an appropriate compari­

son group leads to the need for a prediction of how the treated sub­

group would have behaved without treatment. Such an estimate could then 

be compared to the actual observed behavior after treatment. A test 

of the significance of any observed difference could then serve as the 

inferential basis for evaluation of treatment effects. 

It must be recognized, however, that a prediction for "no treat­

ment" behavior is vulnerable to the usual validity problems of quasi­

experiments. It is still possible that historical events or other fac­

tors external to the program could cause a shift in behavior after the 

program is underway which would be mistaken for program effects. In 

short, a prediction method is not a substitute .for a control group. 
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The Actuarial Approach 

There are many different approaches to making predictions. For 

our purposes we will distinguish between actuarial tables and what we 

will call prediction models. An actuarial table is best thought of 

as an n-variable contingency table. The variables themselves are fre-

quently demographic characteristics such as age, race, and sex. Cross 

tabulation of the set of variables creates a large (often very large) 

number of categories. The set of categories is then cross tabulated 

with the behavior we are trying to predict, such as recidivism. The 

relative frequency of the behavior is used as a direct estimate of the 

probability of the occurrence of the behavior. For example, if we 

examine the category of white-male-sixteen and find that 25 percent of 

them recidivate in six months, we infer the probability of six month 

recidivism is .25. To predict the total recidivism for a client pool 

(say, males less than sixteen years old), we would select the relevant 

subset of cells from the actuarial table (e.g., all cells in which 

there are males sixteen or younger). We would then break down the 

client pool by the same variables used to construct the actuarial table. 

Because the client pool is a subset of the population for which the 

actuarial table was compiled there will be fewer cells in the client 

pool table than in the actuarial table. However, for each cell in 

the client pool table, there should be a corresponding cell or proba-

bility estimate in the actuarial table. 

The information in the two tables can be combined to make a pre-

diction. Let N, 'k represent the number of subjects in a given cell 
lJ 

of the client table, where i stands for the ith category of variable ~, 



2-93 

'f h ,th , th 2 or t e 2 category of var~able ~, and ~ for the ~ category of 

variable C. Then p, 'k represents the probability in each category of 
~J 

the actuarial table. E, 'k' producing a predicted number 
~J 

of recidivists for each cell of the client pool table. The sum, 

EEijk= Rtotal' gives the total. number of recidivists expected in the 

treatment group. This sum then becomes the benchmark against 'flhich 

we evaluate the effectiveness of the program under study. 

At first glance this approach seems very useful: We have a pre-

diction of untreated behavior without the expense of a control group. 

In addition, we can analyze the predictions and actual behavior on a 

cell-by-cell basis which could give us additional information about 

the relative success of the program for discrete categories of clients. 

For example, we might find that there are fewer recidivists than pre-

dicted for those clients fourteen and under, while those over fourteen 

are recidivating at approxi~ately the predicted rate. Such a finding 

might De very useful on either redefining the client pool or adjusting 

the treatment. When actuarial tables are viewed as an analysis of 

variance they seem particularly appealing. As more cells are added to 

an actuarial table (by adding variables or adding categories to the 

variables) the variation within cells will generally go down. Thus, 

the larger the table (the greater the number of cells) the lower the 

unexplained sum of squares. Given a set of variables and a set of 

categories for the variables, actuarial tables reduce the unexplained 

variation to a minimum. Viewing the actuarial table as the focus of 

analysis (as distinct from a prediction tool) we have reached the upper 

bound of our explanatory power with the set of variables used to create 
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the table. 

In practice there are several difficulties with using actuarial 
... 

tables. The most obvious of these problems is an empty cell in the 

actuarial table. When the tables are constructed from several vari-

abIes with several categories, it is easy to generate thousands of cells. 

Even with thousands of cases in the actuarial table we may not have 

any female/black/eleven-year-old/bad check writers. If such a person 

ends up in the client pool we. are hard pressed to make a prediction 

about her recidivism, as we have no basis for a prediction. A slightly 

less severe version of the empty cell problem is the near-empty cell. 

Here we need to recognize that the observed relative frequency is only 

an estimate of the probability of behavior. More importantly, this 

estimate can be wrong. The standard error of a proportion is given 

/poq 
by I~' Exploration of this error leads to the realization that the 

number of cases (N) is very important. For example, where p~.25 the 

standard error of the estimated proportion is 4% for 100 cases, but 

nearly 14% for ten cases. This demonstrates the problem with predic-

tions based on relatively small numbers of cases--they can have poten-

tially large errors. This reveals the dilemma'of actuarial tables. 

If we increase the number of cells, we reduce the unexplained varia-

tion to a minimum, which seems desirable. However, we are simultan-

eously maximizing the standard error of the predictions in the table, 

which is not desirable. 

Theoretically the problems of the actuarial table could be handled 

by merely adding enough cases to assure adequate cell size or, alter-

natively, acceptable standard errors. However, in practice this does 
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not seem to be an acceptable approach. For example, in a small juris­

diction there may be too few cases to fill an actuarial table. It would 

be possible to expand the number of cases in the actuarial table by going 

back in time to include more cases. This, however, raises a serious 

question of validity. 

The popularity of recreational drug use and the response of the 

criminal justice system over time can illustrate the problem. Many 

jurisdictions vigorously prosecuted drug users but later (for a variety 

of reasons) lessened their activity in this area. Consequently, an 

actuarial table based on vigorous prosecution is of little value in an 

era of more relaxed control. More to the point, changes in the direc­

tion (less vigorous prosecution) will overstate the effect of a program. 

Alternatively, changes in the opposite direction (more vigorous prose­

cution) will lead to an understatement of the program effects. At the 

very least, actuarial tables based on extended periods of time would 

have to be examined for trends and, if present, adjustments made for 

extrapolation to the program period. This, however, vastly complicates 

the use of actuarial tables and perhaps undermines much of their attrac­

tion as a simple-to-use tool. 

-I 

The Model Building Approach 

Because some of the problems with the actuarial approach may be 

difficult (if not impossible) to overcome in particular evaluation con­

texts, it is important to explore some alternatives. The major alter­

native is to construct a model of the behavior we want to predict. The 

prediction model, like the actuarial table, can then be used to generate 
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a prediction of untreated behavior, a benchmark for evaluating the ef-

fects of a particular program. In general, prediction models are better 

able tG make use of relatively small numbers of cases and thereby avoid 

some of the problems of empty or near-empty cells in an actuarial table. 

In the simplest terms, this is accomplished by averaging the information 

in the cells of the actuarial table to summarize the effects of a pre-

dictor variable. In doing this we often overlook, or smooth out, irre-

gularities in the actuarial table in hopes of gaining a better picture 

of the overall predictive role of a variable. 

The basic tasks of the prediction model can be diagrammed as follows: 

A 

Y CRITERION VARIABLE / I ~.g., rate 
of recidivism) 

PREDICTOR 
VARIABLES 

level i 
of Xl 

SEX 

level i 
of X

2 
AGE 

level k 
of X3 

RACE 

The goal is to predict an event such as recidivism for an individual or 

group of individuals who are characterized by their position on a set 

of predictor variables. In the case of recidivism, the prediction y, 'k 
l.] 

takes the form of a proportion of a group or a probability for a single 

individual. 

Without experimental control we are almost assured that predictor 

variables will be correlated. Prediction models therefore must be able 

to "sort out" the partial effects of interrelated predictors. The raw 

or unadjusted strength of a relation can be estimated by a bivariate 

regression or by calculating the explained sums of squares associated 
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with the categories comprising a variable. In contrast, adjusted strengths 

are expressed by weights, such as partial regression coefficients or ad-

justed sums of squares. In the two models to be discussed this adjust-

mentis accomplished by solving a set of simultaneous equations (called 

normal equations) which take into account the correlations among predic-

tors and express the importance of each predictor "holding constant" 

all the other predictors. 

There are several decisions that need to be made in constructing 

a prediction model. Perhaps the most basic question is the shape of 

the relation between the predictor variables and the criterion vari-

able. The simplest fox~ is a linear relation. However, actual data 

often suggest curves. Once the linear form is abandoned there are many 

options. Figure 1 contrasts the simpler curves of power functions and 

logarithmic functions with the straight line. All of the curves in 

Figure 1 can be considered conditional monotones; as x increases y in-

creases. It is conceivable that more complex shapes could be suggested 

by the data. Figure 2 illustrates possible non-monotones. If the data 

display non-linear patterns, a better fitting model generally can be 

specified by selecting an appropriate exponent for the vahl.es of the 

predictor variables. For instance, a curve might be modeled by 

y = x2 or Y = logX . 

In addition, multivariate prediction models must specify how the 

effects of the predictor variables combine. In general, there are two 

options available. The simplest is to combine effects by addition--

A 

an additive model: Y = However, under some conditions 

it can be argued that multiplication is more appropriate···-a mul tiplicati ve 
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FIGURE 1 

VARIOUS ILLUSTRATIVE FORMS OF CONDITIONALLY MONOTONE RELATIONS 

Y=logX -

o 
1 2 3 4 5 
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FIGURE 2 

ILLUSTRATIONS OF CURVES THAT ARE NOT CONDITIONALLY MONOTONIC 

Y 

l 
x 
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A 

Y = X • X • X
3

. 
1 2 

It is possible that addition and multipli-

A 

:7·3.tion may be mixed: Y = Xl + X
2 

• X
3

• Usually social theory does not 

,<pecify the shape of the relation between predictors nor whether the 

',\',ethod of combination is additive or multiplicative. We are left to 

!'ecide these matters inductively by examining the data. 

In practice the data are seldom clear. The basic strategy is to 

fit alternative models and measure how well one model fits compared to 

another. This raises the question of how to measure "goodness of fit." 

The generally accepted principle is to minimize the error (e) between 

the predictions of the model (Y) and the observed values of the criter--

ion variable (Y). The difference, e=(Y-Y), can of course be positive 

2 A 2 
or negative, so it is squared, e =(y-y) . This squared error is then 

averaged for all predictions (all subjects in the sample) as: 

L;e 2 L;(y_y)2 
-- = It is this mean summed square error (MSE) that predic-

n N 

tion models seek to minimize. The best model is that model which pro-

duces the smallest mean squared error. However, there can be tradeoffs 

involved. By complicating the model with mUltiplicative terms and a 

variety of exponents, we may be able to marginally reduce the MSE. 

However, the price we pay may be a vastly complicated model. 

Multiple Classification Analysis 

Perhaps the most flexible approach to prediction models is based 

on an extension of analysis of variance called multiple classification 

analysis (MCA).l This approach is closely related to the use of actuar-

ia~. tables and serves as a good example of how a prediction model may 

be derived from categorical configurations such as contingency tables. 
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The goal"of the model can be stated as predicting the mean value (or 

proportion) of some criterion variable when the subject is in a parti-

cular category or cell of a contingency table. The flexibility of MCA 

lies in the relative lack of assumptions which need to be made about 

the data. For example, MCA is able to predict proportions such as the 

percentage of clients who might recidivate from unordered categories 

such as sex (male, female), as ':leU, as from ordered categories such 

as age (12,13,14,15 ... ). Mon:.':l'.Ter, MCA does not assume the effect 

of an ordered variable is linear. This is particularly attractive be-

cause it allows us to model U-shaped or inverted U-shaped relations. 

In predicting recidivism this is valuable because the rate may rise 

and then fall with age. 

The major limiting assumption of MCA is that the effects of the 

predictor variables are additive. However, the assumption of additive 

effects may not be appropriate. In this case, interaction terms or 

mUltiplicative effects must be explicitly introduced if the model is 

to reach its maximum predidtive \? Ner. This problem is discussed be-

low. 

The general model for MCA can be written: 

where y, 'k is the predicted value of the criterion variable for the 
~J 

, ,th h ,th ' th 
subJects in the ~ category of ~, t e 2 category of ~, and the ~ 

category of C. The prediction is defined by references to the mean of 

the criterion variable Y. Coefficients (ai' b
j

, c
k 

•.• ) are ,added or. 

subtracted according to the position of thei,.subject in the cross 
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classification. The term e _ -k is an error term which represents the 
1.) 

deviation of each individual from the predicted value for that cate-

gory of the cross classification. 

Multiple classification analysis creates adjusted coefficients for 

each variable which state the net effect of a particular category "hol-

ding constant" the effe9ts of all other predictor variables. with these 

adjusted coefficients it is possible to visualize the effects of the 

cab'gory of each variable. This can be accomplished by plotting the 

values (aI' a 2 , a 3 ••• ). If the categories cf the variable are ordered, 

as with age, the plot of the coefficients reveals the presence or lack 

of linearity in relation with the criterion variable. It should be noted 

that in solving the set of normal equations MCA sets the grand mean, Y, 

equal to zero. Thus, the coefficients of each category (aj , b
k 
... ) 

are stated as positive or negative deviations from the grand mean. 

The overall explanatory power of each variable is also calculated 

by MCA. Coefficients with and without adjustment for intercorrelated 

predictors are available and serve to summarize the strength of each 

variable in determining the criterion variable. The overall predictive 

power of the model is also expressed by a summary coefficient that can 

be interpreted as the proportion of variance explained by the model. 

Because MCA is based on the grand mean, all of these coefficients are 

derived from comparisons (ratios) of explained and unexplained sums 

of squares. For anyone familiar with analysis of variance, MCA is an 

easily tractable extension. For those not familiar with analysis of 

variance, the concept of variation around the means of categories 

offers an easily understood model building procedure. 
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The Detection of Interaction Terms 

The major weakness of MCA is its inability ot handle interaction 

terms. Moreover, MCA offers few clues that the additivity assumption 

has been violated. Therefore, it is possible to be misled by multiple 

classification procedures if they are applied blindly to a data set. 

This means tlF:-1; a preliminary analysis, searching for evidence of inter­

action terms, is generally required. This process has been automated 

by an elaborate computer routine known as Automatic Interaction Detec­

tion (AID) which is both powerful and complex. However, for a relative­

ly small number of variables (on the order of four or five) much of 

the information gained from AID can be approximated by simpler and often 

more available procedures. 

In simple terms, an interaction effect means that the variable A 

has one relation with variable Y for those subjects in the first cate­

gory of variable ~ (b
l

), but a different relation for those subjects 

in the second category of variable ~ (b2 ). Thus we say variable B in­

teracts with variable ~ to produce~. In the case of predicting reci­

divism, we might consider the relation of prior contact with authori­

ties to recidivism for girls and boys. Assume for the moment that prior 

contact has a positive relation with recidivism for boys, as shown in 

Figure 3. Prior contacts also have a positive effect for girls, but the 

slope for girls is less than that for boys. Because the slope is differ­

ent for the two categories of the sex variable, we say sex interacts with 

prior contacts in producing recidivism. A visual portrayal as in Figure 3 

is probably the simplest device with which to check for interaction 

effects. It is also possible that an interaction effect may involve 
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diffel:'eP.-t-signs or directions---Of---slopes. In Figure 4 the relation be­

tween seriousness of the instant offense and recidivism is ,positive 

for boys but negative for girls. Because MCA does not impose linear­

ity it is possible that some variables may take non-linear forms. 

However, it is still necessary to search for interaction terms. Fig­

ure 5 indicates the general principle involved--essentially we are 

looking for parallel and non-parallel lines. In Figure 5 the relation 

for boys is a steep inverted U-shape. The line for girls is not para­

llel, indicating a possible interaction effect involving a non-linear 

relation. The importance of interaction effects as well as non-linear-­

ity will vary with the data set being examined. If interactions are 

absent the next step is to proceed directly with multiple classifica­

tion analysis. 

If there is evidence of interactions, they must be included in 

the MCA model. This is usually accomplished by formlng the cross pro­

duct of the scores for each individual on the two interacting variables. 

This creates a new composite variable referred to as an interaction 

term. When an interaction term i~ included, the two variables from 

which it is created are usually excluded from the MCA model. For example, 

we might create an interaction term for sex and race. The values of the 

new interaction variable are shown in the table below. 

SEX 

female male 

white 1 2 

RACE 

non-white 3 4 
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The new variable has four categories and is entered into the MeA 

analysis directly. The results of the MeA analysis will estimate the 

predictive power of this "new" variable. It is possible that the new \ 

variable may be awkward or impossible to interpret. For exampl~, there 

is no logical order among the four categories of the new variablt;~. In 

fact, any set of numbers could have been given to the cells of the new 

variable. For prediction purposes it may be useful to assign cell 

values according to the order of category means on the criterion vari-

able. Some interaction terms may make intuitive sense. For example, 

if we found evidence of an interaction between sex and race, we might 

simply consider this as four distinct types of youth culture: one for 

white girls, one for white boys, one for non-white girls, and one for 

non-white boys. In any event, once interaction effects have been detec-

ted and included, the use or MeA follows directly. 

The process of interaction detection can be tedious with large 

numbers of predictor variables, which is why the AID program was ori-

ginally developed. However, if there are only a few predictors it is 

possible to examine the pairs of predictors on a one-by-one basis (in 

1 h 'II b n(n-l) , f 'bl 'bl 't genera t ere W1 e 2 pa1rs 0 POSS1 e two-var1a e 1n erac-

tions where n is the number of variables). This can be accomplished 

by making use of the BREAKDOWN routine in SPSS. MeA can also be accom-

plished with SPSS by using the MeA option for the ANOVA routine. 

Linear Regression Analysis 

An alternative approach to constructing a predictive model is to 

use the simpler technique of linear regression. The general model can 
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A 

be stated as: Y = 

that the relation between each predictor variable and the criterion is 

linear. Regression directly averages all the categories of a given vari-

able and creates a summary weight (the ~ coefficients) expressing the 

relative strength of each variable. Although these regression coeffi-

cients are partial coefficients which take into account the interrela-

tions between the predictors, the model provides no evidence concerning 

the actual shape of the relation in the data. Like MeA, this model 

assumes a priori that the effects of the predictors are additive. Thus, 

the ~ weights and the intercept coefficient (~) are fitted to minimize 

the mean squared error (MSE) under the dual assumptions of additivity 

and linearity. The goodness of fit is expressed by the squared coeffi­

cient of multiple regression: R2 = 1 - MSE/Var where Var is the var-
y y 

iance of the criterion variable. 

Recent research indicates -this simpler form of the multivariate 

function can produce robust predictions even though the assumption of 

linearity is violated. In general, it has been found that any monotone 

function can be well approximated by a line. For example, a power 

function such as Y = x2 (shown in Figure 1) has a correlation of .975 

with X (for the positive values of X). If a relation is clearly not 

a monotone (as shewn in Figure 5), then the values of X can be rescaled 

in terms of their distance from the peak of the curve to create a new 

monotone function. Similarly, it has been found that for prediction 

purposes certain types of interactions can be predicted well by an addi-

tive function. Although various studies have reported "ordinal" inter-

action effects, it has been shown that multiplicative terms need not 
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be introduced into the regression model. As long as the slopes have 

the same sign, as shown in Figure 3, additive models simply average the 

two slopes and can be expected to produce excellent predictive results. 

Theoretically it is possible to encounter "disordinal" interactions or 

slopes with opposite signs, as shown in Figure 4. In practice this type 

of interaction is extremely rare and when encountered often is not repli­

cable. However, if this interaction is encountered it needs to be trans­

formed to a multiplicative term. 

Use of an additive linear model'when there is evidence of non-linear 

relations and/or interaction effects is contrary to intuition as well 

as the traditional logic of lnodel building. However, parameter estima­

tion from a single sample at a single point in time clearly capitalizes 

on chance variation in the sample. Any parameter estimated for a sample, 

such as the ~ weights of the regression equation, are biased toward 

the extreme values of the sample. Stated conversely, chance variation 

in the sample can produce parameters that are not at all indicative of 

the true parameters of the population. Thus, to create a non-linear 

and/or multiplicative model may not be warranted if these apparent 

deviations from -the additive linear form are based on chance variation 

in the sample. Skepticism of sample estimates has le.d Dawes to argue 

that unless there is convincing evidence to the contrary, prediction 

models should be additive and linear. Dawes further suggests t'.~le rela-' 

tive weights of predictor variables should be equal. Thus, the major 

decision about the prediction model in this scheme is to decide if a 

variable should be included in the additive linear model. 

The robustness of additive linear regression makes a powerful 



2-111 

argument for its use. It is o."tb <l:!asy to apply and easy to interpret. 

Given these advantages and the excellent predictive results indicated 

by recent research, it is recommended that evaluators in need of a pre-

diction for the untreated behavior of program popUlations consider this 

approach. The validity of the additive linear model rests on its abili-

ty to reasonably approximate conditionally monotone relations and ordi-

nal interactions. This means that non-monotonic relations and disordi-

nal interactions must be removed or transformed before the regression 

analysis is undertaken. As a multi-stage strategy it is suggested that 

the data display capacities of multiple classification analysis and 

then interaction detection can be employed as a first step to assure 

the conditions of conditional monotonicity and ordinal interaction 

have been met. Once these conditions have been assured, the final pre-

diction can then be generated with the regression model. 

FOOTNOTES 

1. See annotated bibliography for basic discussion and documentation 
of multiple classification analysis computer programs. 

2. This simplification is suggested only under the condition that the 
predictor variables all have positive intercorrelates. See article 
by Dawes and Corrigan (in annotated bibliography) for a complete 
dis:. '1C' ~ion. 
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SECTION 2F 

* APPLICATION OF ARIMA AND ANCOVA TO INTERRUPTED TIME SERIES 

Abstract 

The major differences and similarities between the ARIMA and ANCOVA 

approaches to time series analysis are discussed in this paper. ARIMA 

is an acronym for ~uto £egressive !ntegrated ~oving ~verages and ANCOVA 

refers to analysis of covariance. The latter is used to demonstrate the 

rationale which underlies all of the deterministic approaches (linear 

trend predictions) to time series. 

* This is a draft working paper written by Anne L. Schneider. Please do 
not quote from this draft until revisions have been made. 
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APPLICATION OF ARIMA AND ANCOVA TO INTERRUPTED TIME SERIES 

Introduction 

The purposes of interrupted time series designs are (a) to compare 

the slope (trend) of the pre intervention data with the slope (trend) 

in the post intervention data and ascertain whether a statistically sig­

nificant change has occurred; (b) to compare the level (either the mean 

or the intercept value) of the pre with the post and test to determine 

whether a statistically significant change has occurred; and (c) to com­

pare the entire pre intervention data with the post and test to deter­

mine whether the data in the post intervention time period are from a 

different population than the pre intervention data. The latter test in­

corporates both the level and slope in the test, whereas the first one 

seeks to compare slopes (holding level constant) and the second attempts 

to compare levels holding the slope constant. 

The basic procedure is to prediqt or forecast from the pre interven­

tion observations of Y (the dependent variable) into the post time period 

and then compare the predicted observations with those which actually are 

observed. In order to make these predictions or forecasts, one needs to 

develop a mathematical model for the pre intervention data which will 

make the most accurate possible forecasts. Thus, if the intervention has 

no effect on level or slope of the series, the predictions will correspond 

almost exactly to the observed values. We would conclude, then, that the 

intervention had no effect on the phenomenon being studied. But if the 

predicted values differ significantly from the observed values, then we 

could conclude that the differences are attributable to the intervention 
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(presuming that there are no other confounding effects). 

Time series analysis normally involves four steps: 

1. A preliminary identification of the mathematical model under­
lying the observations; 

2. Estimation of the unknown parameters; 

3. Diagnostic tests to determine if the model identified in step one 
is appropriate; and 

4. Testing for statistical significance of the parameters, or fore­
casting, or using the model in whatever way it was intended. 

Interrupted time series analysis should proceed with the same four 

steps, but the techniques are not nearly as well developed as they are 

for other types of time series analysis. 

There are, in fact, a rather confusing plethora of methods and sta-

tistics for interrupted time series designs, including the Walker-Lev 

tests, analysis of covariance, t.he ordinary least squares (OLS) regres-

sion approach, the Chow test of significance when using OLS, and what 

has come to be called the Box-Jenkins approach that involves a series of 

1 
different models known as ARIMA (p,d,q). 

The purpose of this paper is to present the four steps in normal 

time series analysis and, for each, to examine how the various approaches 

to interrupted time series designs has dealt with it. 

Before proceeding, however, some equivalencies should be noted in 

the different approaches to interrupted time series designs. 

1. Analysis of Covariance Approaches: In the ANCOVA approach, the 

pre intervention data are treated as group 1, the post data are group 2, 

and the covariate X is time (scored as 1, 2, 3, and so on). The Walker-

Lev tests of significance for interrupted time series are identical to 

the usual ANCOVA tests. Furthermore, the ANCOVA procedures are identical 
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to ordinary least squares (OLS) regression analysis if time is used as 

the independent variable, the pre-post time periods are included as a 

dummy variable, and the interaction between time and the dummy variable 

is in the equation. The Chow test for significant differences of the 

regression coefficient is slightly different from the ANCOVA tests, but 

the differences are not substantial. Thus, in the subsequent discussion, 

all of these will be grouped together and discussed as the general ANCOVA 

approach to interrupted time series. 

2. ARIMA (p,d,q): ARIMA is an acronym for ~uto£egressive i?tegrated 

~oving ~verage. Box and Jenkins first popularized these models and 

Glass, Willson, and Gotman first adapted them to interrupted time series 

I . 2 ana ys~s. 

Identification of the Mathematical Model 

The first major problem in interrupted time series analysis is to 

identify the model underlying the data in the pre and post time periods. 

A key distinction between the ANCOVA approach and ARIMA is that the former 

assumes a deterministic model, whereas the latter assumes a stochastic 

structure but contains adaptations that can be used when the data follow 

a mixed stochastic/deterministic pattern. In the subsequent discussion, 

the two major types of deterministic models will be explained, as will 

the two major kinds of stochastic models. Following ~his is a presenta-

tion of how the ARIMA approach incorporates a deterministic element into 

the stochastic model and whether the ANCOVA approach could incorporate 

a stochastic element into the deterministic model. 
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Deterministic Models 

The two most commonly found kinds of deterministic models are the 

constant mean model and the linear trend model. The form of the constant 

nean model is: 

Y where y = the original data, observed over several 
time periods 

t = time, measured in months, years, etc. 

y = the mean of the Y values 

he assumption of this model is that the post intervention data will be 

dequately predicted by the mean of the pre interyention data if the 

ntervention has no effect. Several authors (Box and Jenkins, Nelson) 

.0 not consider the constant mean model to be "deterministic." Box and 

fenkins define a deterministic model as one in which the phenomenon is 

1 function of time. 

Linear trend is the second type of deterministic model. The form is: 

(2) Y
t = a l + bIt where Y the observations 

a = 
1 

the intercept value 

b = 
1 

the regression coefficient 

t = time, measured in months, years, etc. 

This equation is solved with ordinary least squares (OLS) by regressing 

the actual values of Y on time. Time can be scored in any number of ways. 

One can use the year (e.g., time I might be 1965, time 2 1966, and so on) 

or one could number the time points, usually starting with "I" for the 

most distant and continuing through to the most recent time point. An 

equation of this type would be used for both the pre and post interven-
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tion data, provided that there are sufficient data points to estimate 

the parameters ~ and £. (The OLS method of solving for ~ and b are the 

same as those used in analysis of covariance. For the ANCOVA procedure, 

the pre intervention data are treated as group 1, the post are group 2, 

and time is the covariate X.) 

Non-linear trend models could be developed by transforming the ori-

ginal data in various ways, but the general technique is the same as 

described above. 

One should notice that the equations have no error term, which, in 

practice, is unrealistic. Data could be considered to follow a generally 

deterministic model which leaves some error between the actual and pre-

dicted Y values, but the deterministic model should produce error that 

has the following two characteristics: 

(a) The mean of the error is zero; and 

(b) The error at one time point is not correlated with error at 
another time point. 

To test this, one regresses the error at t with the error at t-l 

for all successive pairs. This is shown below. 

where p the autoregression coeff,icient 

e = error from prior equation 

v new error 

The 60efficient £ is the autocorrelation coefficient for the resi-

duals of the original equation and v is the new error term. If £ is not 

significantly different than zero, one can assume that the errors are not 

autocorrelated and the deterministic model is an appropriate one for des-

cribing the data. (The Durbin-Watson test is used.) 
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If there is autocorrelation in the residuals (i.e., p ~ 0, within 

sampling error), then the appropriate model has not been identified. The 

consequences of this are very serious, because the equation not only pro-

duces an inferior forecast for the post time period, but the standard 

error of the regression line is seriously underestimated. In turn, this 

produces inflated F or t values when tests of significance are made for 

the regression coefficient. 

The ANCOVA approach, then, assumes that a dete~~inistic model under-

lies the data. The predictions are made from Y = a + bt. If the regres-

sion coefficient b = 0, th~ prediction of Y is equal to the intercep·t 

value which (when b ~ 0) is equal to the mean of Y. 

In interrupted time series, the formula is: 

where 

stochastic Models 

Y the dependent variable 

I a dummy variable representing the intervention point; 
observations before the intervention would be given 
a score of zero; observations after the intervention 
would be given a score of one. 

TIME = time, measured 1, 2, 3, 4, and so on to the most 
recent point, using weeks, quarters, years, etc. 

I TIME = interaction between time and the intervention 
dummy variable (this variable is created by multi­
plying the score on the intervention variable [zero 
or one] and the score on the time variable, thereby 
creating a new variable for each case). 

The second broad type of time series models, stochastic models, are 

considered to be appropriate when the phenomenon being studied is generally 
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random rather than being "determined" by trend or, for that matter, even 

the mean of the data. The observations of Y, if they follow a stochastic 

pattern, contain no trend and are not correlated with any other exogenous 

variable that has been measured and included in the model. 

One way of conceptualizing this is that the phenomenon being studied 

is the product of random shocks which, once having occurred, influence 

the current value of the dependent variable (y) and continue to have an 

effect (although a declining one) on future values of Y. Thus, the value 

of Y at one time point would be correlated with the Y vt,.lues at one or 

more previous time points. The ARIMA approach is designed specifically 

for stochastic processes. There are two kinds of stochastic models, auto-

regressive models and moving average models. 

Autoregressive Models (p) 

The form of this model is: 

where ~ = a parameter to be estimated 

L the mean or initial level of the series 

line L values are deviations from the mean or from the initial level 

of the series (L). The symbol ~ is the coefficient that governs the rela-

tionship between the value of Y at different time lags. Thus, ~l is the 

coefficient showing the relationship between pairs of Y values when Y 

at t is paired with Y at t-l for all pairs. ~2 is a partial coefficient 

showing the relationship between Y
t 

with Y 2 when Y 1 has been statisti-t- t-

cally controlled. 
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If a random shock has an impact only on the current value of Y and 

011 the next one, then the second value of Y would be related t() the first, 

but the third value of Y would not be related to the first. Tl'iis would 

be an autoregressive scheme of order 1 (ARl). If a random shock has an 

impact that is felt for two time periods in the future, the model would 

be an autoregressive model of order 2 (AR2), and so on. 

The coefficient ~, if estimated using ordinary least squares, is the 

regression coefficient (b). There are, however, problems with using OLS 

to estimate coefficients when the independent variable is a lagged value 

of the dependent variable.
3 

The major problem is that one cannot properly 

estimate ~ until the error term contains no autocorrelation. But ·the 

Durbin-watson test for determining whether autocorrelation of the error 

is significantly different than zero is not valid when a lagged value 

of t~le dependent variable is used as a predictor in the fi:cst equation. 

The preferred method is to estimate ~ using maximum likelihood esti.-

mates (MLE) rather than ordinary least squares regression. The MLE pro-

cedures are used with the ARlMA approach. Conceptually, one takes all 

possible values of ~ between -I. and +1 and tests each in the equation. 

The value of 91 that minimizes tbe squared error is chosen. 

Moving Average Models (q) 

The form of the moving average model is: 

(6) Y - L 
t 

where e a parameter to be estimated 

e = the error in the frediction at previous time points 

L = the mean or initial level of the series 
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Notice that the difference between autoregressive (AR) models and moving 

average models (MA) is that the AR equation contains Y
t 

. as an indepenQent 
-~ 

variable, whereas the moving average method contains the error in the pre·· 

vious prediction as the independent variable. By converting e to Y -y . 
t 

(actual Y minus the predicted Y), the following formulae show the differ-

ence between the ARI and the MAl models. 

(7) ARI: 

(8) MAl: 

Y - L 
t 

Y - L 
t 

It obviously is difficult to estimate the coefficient 8 because 

one cannot obtain a predicted value for Y at t-l without knowing the 

value of 8. Yet, estimating the value of 8 requires an estimate of the 

error term which is the difference between Y and predicted Y. This un-

ending cycle is resolved with maximum likelihood procedures in which all 

possible values of 8
1 

between -1 and +1 are tested in the MAl model. 

Whichever value yields the lowest mean squared error (e.
2

) is selected. 
~ 

The type of ARIMA model is indicated by the subscripts p,d,q. The 

first of these, £, refers to whether there i~ an autoregressive component 

in the Y values after removing the level or mean; ~ refers to whether the 

data were transformed using first differences, second differences, etc. 

(this will be discussed later); and ~ refers to whether there is a movirig 

a.verage component in the Y values. Thus, ARIMA (1,0,1) refers to a model 

in which p=l (there is a first order autoregressive component); d=O (first 

differences were not taken); and q=l (there is a first order moving aver-

age component). A first order autoregressive component means that ~l is 

calculated but ~2 is not. 8
1 

is calculated but 82 is not in a first order 
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moving average model. These points are summarized below: 

ARIMA (p,d,q) 

p = the autoregressive component 

d the number of times differencing was used. d=l means first dif­
ferences, d-2 means second differences also were taken, and so on. 

q = the moving average component 

ARIMA (0,1,1) = firs·t differences were taken on the original Y values 
and the predictions (forecasts) or underlying model 
is specified as Yt-L=-8let_l+et with Yt representing 
the values after first aifferences were taken. 

ARIMA (1,0,1) the predictions (forecasts) or underlying model is 
specified as having an autoregressive component of 
order 1. Using the original raw data, predictions 
are made in accordance with Yt-L=~lYt_1-81et_l+et. 

Tests are made to determine that the new error (e
t

) is not autocor-

related. 

One basic distinction between ANCOVA and ARIMA approaches is that 

ANCOVA assumes a deterministic model in which Y is a function of time 

and the mean of the Y values, whereas ARI~m (as presented to this point) 

assumes that Y is a function of previous values of Y and/or previous 

errors in predictions of Y. 

A second and very important distinction is that ANCOVA uses ordinary 

least squares regression, whereas ARlMA uses maximum likelihood techniques. 

(Provided that the model is a deterministic one, the OLS approach is appro-

priate; provided that the model is stochastic, the MLE approach is appro-

priate.) 

Both approaches use the same diagnostic techniques for determining 

whether the model is appropriate. If the error term from the equation 

is not autocorrelated (that is, e
t 

is not functionally related to e
t

_
l 

or 
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to any other time lag), then the model is appropriate and one can pro-

ceed to test for intervention effects. 

Differences between the two approaches become more complex and con-

fusing if the underlying model is mixed and contains some deterministic 

elements as well as some stochastic ones. 

Mixed.Models 

In general, the ARIMA approaches incorporate deterministic elements 

(if they exist) by: 

(a) subtracting the mean or initial level (L) of the series from the 
Y values prior to calculation of ~ or 8; and/or 

(b) taking first differences in the Y values (or second differences) 
prior to calculation of ~ or 8; and/or 

(c) incvrporating a constant term 0 into the equation; it represents 
"drift" in the data through time. 

It is fair to say that, in general, ANCOVA has no built in me chan-

ism for incorporating stochastic processes into the model, but techni-

ques for doing so using ordinary least squares have been suggested as an 

alternative (albeit an inferior one) to the use of maximum likelihood 

. . 4 
est~mates used ~n ARIMA. 

For illustrative purposes, it will be useful to show the conditions 

under which ARIMA procedures for incorporating deterministic elements 

into the equation are similar to those used in ANCOVA. If we assume that 

there is no autocorrelation in the data (i.e., ~ and 8 are zero) and if 

we assume that the Y values are not a function of time (and contain no 

"drift"), then the two approaches are identical, as shown below: 
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(9) ANCOVA: Y
t - a + bt + e b=Oi a=Y 

Y
t Y + e 

(10) ARIMA: Y -L = ~Y -8e + 
t t-l t-l 

o + e t ~=8=0=0; L=Y 

Yt = Y + e 

Whe1.1 the regression coefficient b = 0, alpha takes on the value of 

the mean' of the series. Thus, the ANCOVA prediction is based entirely 

on the !U'san of Y. If ~ and 8 are zero and there is no drift in the data, 

the level of the series (L) is the mean of the data. 

If we assume that there is drift in the data (which is analogous to 

short term trend) and if ~1=1.0 but 8=0, then the two approaches are iden­

tical. Consider the following equations in which a=L=e=O, ~=1.0, and t 

is measured in units of 1, 2, 3, etc: 

(11) ANCOVA (12) ARIMA 

Yt = a + bt Y = L + ~Y 1+ 0 
t t-

Y
t 

bt Y = 
t ~Y 1 + t-

0 

Y3 b3 Y = 3 
Y2 + 0 

Y = 2 
Y

l 
+ 0 

Y = 
1 

0 

Substituting: 

Y
3
=8+8+0 AND Y =30 

3 

Thus: b = 0 

It is important to notice that (in ARIMA) when a lagged value of the 

depende~t variable is included as an independent variable, a trend or 

drift component is represented as a constant (to be estimated) rather than 



2-129 

as a parameter to be estimated and multiplied by time. The reason is 

that each previous value of Y already contains an appropriate "amount" 

of the constant, whereas in equations without lagged values the constant 

must be multiplied by the time variable. It also is important to notice 

that unless fi1 is E;lxactly equal to 1.0 the inclusion of a "drift" variable 

in ARIMA models will not yield the same results as inclusion of a trend 

component (bt) in ANCOVA. 

Apparently those employing the ARIMA models generally handle time 

dependency by taking first differences (or second differences, if needed) 

and selecting either the AR or MA model on the basis of a diagnosis con-

cerning the autocorreation after differences have been taken on the ori-

ginal Y values. It can be shown that taking first differences is identi-

cal to a first order autoregressive model in which fi1=1.0. 

This is shown below by comparing an ARIMA (1,0,1) model with fi1=1.0 

to an ARIMA (0,1,1) model. 

(13) ARIMA (1,0,1) 

Yt = fi1lYt_l-eet_l+ e t 

OR 

Yt - fi11
Y

t - l = -ee
t

_l + e t 

IF fi11 =1. 0, THEN 

Yt - Yt - l = -ee
t

_
l

+ e t 

(14) ARIMA (0,1,1) 

(first difference, 
moving average) 

Y - Y = -ee + e
t t t-l t-l 

The technique of taking first differences; therefore, can be viewed 

as a method of incorporating time dependent (deterministic) elements into 

the model, but it actually is a special case of the autoregressive model. 

Returning to the question po~ed earlier, it seems that the ARIMA models 
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are identical to the ANCOVA approach only for the ARIMA (0,1,0) model 

(first differencing within the equation) or a model that includes <5 

(drift) along with ~=1.0 and 8=0. In addition, as noted earlier, ARIMA 

and ANCOVA are the same when there is no trend or drift in the data and 

no autocorrelation. In this case, both base the predicted Y values on 

the mean of the Y data. 

An analogous question concerns what the investigator using ANCOVA 

should do if the residuals from the original OLS equation contain auto-

correlation. The most commonly recommended procedure is to take first 

differences. Some authors, however, argue that first differences should 

not be taken unless the autocorrelation coefficient p (or ~) actually is 

5 close to 1.0. otherwise, this procedure can result in erroneous conclu-

sions. First differencing will remove a linear trend from the data 

(whether it actually was there or not). For example, if the values of Y 

follow a perfectly linear trend going from 10 at time 1 to 20 at time 2 

and 30 at time 3, the first differences will be perfectly stationary 

(10,10, 10). If the trend is greater than this (an exponential trend) 

then first differencing will leave some trend in the data and it is like-

ly that the autocorrelation of the error term will still be significant. 

As a substitute for first differences there is a procedure called 

IV-Pseudo GLS, which can be done with two OLS regression analyses.
6 

The 

recommended approach, however, is to use maximum likelihood estimates 

of p. 

This part of the discussion can be summarized as follows: 

1. ANCOVA assumes the Y values are a function of time. If the 

residuals are autocorrelated (p>O), then the model is not an appropriate 
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one. Obviously, if there are predictable patterns in the errors, one 

could improve the predictions of Y by making use of this information. 

Furthermore, tests of significance for b will contain inflated F values. 

2. There are no simple solutions to the autocorrelation problem 

using OLS. First differences calculation may not be a good solution. 

3. The ARIMA models are far superior in terms of the ability to 

incorporate into the predictions a properly calculated coefficient re­

lating values at one time point with those at another and, when needed, 

a coefficient that maximizes information contained in the error term. 

But when first differences are used on the, original data, this approach 

has the same problem as noted above: The removal of trend for'the pre 

and post restricts our ability to test for significant changes in trend 

or drift that might be attributable to the intervention. 7 However, ARIMA 

models that incorporate an autoregressive component (rather than first 

differences) and a constant representing drift would bypass this problem. 

All of the previous discussion focused on identifying the model, 

estimating parruneters, and diagnosing the fit of the model.
8 

The problem 

of how one tests for significant changes in the level or slope of the 

data is discussed in the next section. 

Testing for Intervention Effects 

The ANCOVA approach for testing the effect of the intervention will 

be explained first, followed by a presentation of the technique recommended 

by Glass, Willson and Gotman for testing significance when using ARIMA 

models. 
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ANCOVA Tests 

It should be noted at the outset that the three tests developed by 

Walker-Lev for interrupted time series analysis are identical to the 

standard analysis of covariance methods for testing significant differ-

ences. These, in turn, are identical to OLS tests using a dummy variable 

procedure to represent the pre and post time periods. Table 1 shows the 

formulae for Walker-Lev 1, Walker-Lev 3, and the Chow test using a regres-

sion (rather than ANCOVA) notation scheme. The reader should study the 

definitions for the terms used in Table 1 (see Table 2). 

The equation involving Y
T 

is simple to calculate using standard 

regression procedures (and all of the data, pre as well as post). Like-

wise, the Y. equations are simple to calculate since one uses standard 
~ 

regression on the pre I data for Y
l 

and on the post I data for Y2 . Use 

of the three variable equation described previously yields all the infor-

mation needed. 

The F test is used to establish the probability of differences be-

tween pre and post time periods. In general, the value of F is found by 

dividing the explained sum of squares by the unexplained sum of squares. 

The unexplained sum of squares (USS) is the squared error found by sub-

tracting the predicted Y from the observed Y. The total sum of squares 

(TSS) is found by subtracting the mean of all the Y values from each ob-

servation, squaring, and summing (TSS = ESS + USS). 

Walker-Lev Test 1 (which is the same as the first analysis of covari-

ance test) is designed to determine whether the slope in the pre time 

period is different from the post. The numerator of the F ratio consists 

of the difference between the predicted Y values from the equation using 



Walker-Lev 1 
F = 

Walker-Lev 3 
F 

Chow 'rest 
F 
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TABLE 1 

F TESTS
I 

N - 2K 

A 2 
- y ) 

t 

K 

N-K-l 

K-l 

N - 2K 

A 2 
2: (Y-Y . ) 

]. 
K 

Test for difference in slopes. 

Test for difference in 
intercepts. 

Test for diffe~ence in entire 
regression line (intercept 
and slope). 

1 The numerator for Walker-Lev 1 in expanded form is: 



1) 

2) 

3) 

4) 

5) 

6) 

7) 

8) 

Y. 
1. 

i=l 

Y. 
1. 

i=2 

Y 
w 

w=l 

Y 
w 

w=2 

a. + b.X + e 
1. 1. 

a. + b.X + e 
1. ]. 

a + pe
t

_
l 

= a. + p.e. 
1. 1. l.t_l 
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TABLE 2 

REGRESSION NOTATIONS 

(X = time) 

b 
\oJ 

b 
w 

p 

p. 
1. 

regression of Y on time for entire 
series. bT and ~ are best coeffi­
cients for all the data. 

= regression of pre-intervention Y 
values on pre-intervention time 
points (separate group regression). 

= regression of post-intervention Y 
values on post time points (separate 
group regression). 

= best common slope for both pre and 
post; a1~ intercept for pre inter­
vention data. 

best common slope for both pre and 
post; a

2
=intercept for post-inter­

vention. 

autoregressioh coefficient showing 
serial dependency in error from any 
of the regressions described above. 

autoregression coefficient from Y 
equation (also called total error, 
slope and intercept removed). 

autoregression coefficient for 
equations I and 2 (also called 
separate group, slope and inter­
cept removed). 
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the best common slope (b ) and the equation using the best slope for each 
w 

time period calculated separately (b.). Then the difference between pre­
~ 

dictions based on b from those based on b. is attributable to differences w 1 

in slopes. Therefore, if Y - Y.= 0, the slopes are the same for both w ~ 

groups. If this is greater than zero, we simply assume that the slope 

based on the separate group regressions is more accurate than the common 

slope. In a sense, the Walker-Lev test I shows whether the "gain" in ex-

plained variation provided through the use of a unique slope for each time 

period is significantly different than zero. If so, we assume that the 

slopes are different. If not, we assume that the common slope b is an 
w 

adequate description for both the pre and post data. 

Walker-Lev 3 compares the predicted values based on a common slope 

A 

(Y ) with those based on using one regression equation for the entire 
w 

pre and post data (Y
t
). If the numerator shown in Table 1 for the Walker-

Lev 3 test is zero, this indicates that there is no gain in explained 

variation from using a common slope (but unique intercepts) over using 

one intex:cept value and a slope estimated from a.ll data points. If the 

slopes are the same in the pre and post time periods, then all differences 

between predictions from Y
w 

and from Y
T 

will be attributable to niffer-

ences in the intercept.. Thus, when the slopes are equal, Walker-Lev 3 

tests for significant differences in alpha (or the level of the serie~ 

between pre and post). When the slopes are not equal, the Walker-Lev 3 

is not particularly meaningful. It appears, in fact, as if the denomina-

9 
tor shown in Table I should not be used unless the slopes are equal. 

The Chow test involves a comparison of the regression line calculated 

from the entire set of data (pre and post) with the regression line 
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for each tim~ period. The purpose is to determine if the post I data 

are from a different population than the pre I data. If the F test is 

significant, we do not know whether the differences between pre and post 

are attributable to differences in level (intercept) or to differences 

in slope. Nevertheless, the Chow tes't is a straightforward method of 

determining whether the intervention had a significant effect. 

The explained sum of squares used in any of the equations will be 

over-estimated if there is autocorrelation in the residuclls from the ori-

gina 1 regression of Y on time. Although this presents no particular 

problem in the numerator of the statistics, since the ESS from one re-

gression line is slwtracted from the ESS of another, the denominator con-

taining the unexplained sum of squares is underestimated when ESS is over-

estimated. Thus, the Walker-Lev statistics and the Chow test for signi-

ficance cannot be relied on when there is autocorrelation remaining in 

the residuals of the original regression equation. 

Tests of Significance for ARIMA Models 

Those who have adapted ARIMA models for use in interrupted time 

series have used t tests to determine whether the initial level of the 

.. h d d . h . . f' f ~ 10 ser1es 1S greater t an zero an to eterm1ne t e s1gn1 1cance 0 u. 

As noted previously, incorporation of 0 into the equation when an 

ARl model is being used (and ~=l.O) results in 0 taking on a value analo-

gous to the trend component in the ANCOVA models. However, when a moving 

average model is used, the value of 15 does not cumulate over time and it 

becomes a meclsure of change in the level of the series. Thus, the current 

state of the art in using ARlMA models for interrupted time series results 



-~----------------

2-137 

in there being no test for change in trend, but only a test fo~ change in 

the level of the series. 

The problem of how to incorporate a test for change in trend (or drift) 

is difficult to resolve. One possibility would be to use an autoregres­

sive component in the model whenever any drift or trend is apparent 

(rather than taking first differences) and to always include o. If 0 is 

not significantly different than zero, when previous values of Yare in 

the equation, then one could conclude that there is no incremental shift 

upward or downward from one time point to the next. If ~ is equal to 1.0 

or -1.0, however, this model is identical to one which contains a linear 

trend component (bt). If ~ is not equal to ±1.0 (it would fall between 

-1 and +1), then SOIne of the drift apparently would be measured with ~ 

and some of it with o. 

- ... ---
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FOOTNOTES 

1. For discussions of the ANCOVA approaches see Helen M. Walker and 
Joseph Lev, S'rl;TISTICAL INFERBNCE (Holt, Rinehart, and Winston, 1953); 
Charles W. Ostrom, Jr., TIME-SERIES ANALYSIS: P~G:tmSSION TECHNIQUES 
(Sage Publications, 1978); Joyce Sween and Donald T. Campbell, THE 
INTERRUPTED TIME SERIES AS QUASI-EXPERIMENT: THREE TESTS OF SIGNI­
E'ICANCE (Vogelbach Computing Center, Northwestern Uni versi ty, 1965); 
and William Y... Hays, STATISTICS FOR PSYCHOLOGISTS (Holt, Rinehart, 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

and Winston, 1963). 

The ARIMA models are discussed in George E.P. Box and Gwilym M. Jenkins, 
TIME SERIES ANALYSIS: FORECASTING AND CONTROL, revised edition (Holden­
Day, 1976); Chclrles R.· Nelson, APPLIED TIME SERIES ANALYSIS (Holden-Day, 
1973); Warren Gilchrist, STATISTICAL FORECASTING (John Wiley & Sons, 
1976); Gene V. Glass, Victor L. Wills.on, and John M. Gottman, DESIGN 
AND ANALYSIS OF TIME·"SERIES EXPERIMENTS (Colorado Associated University 
Press, 1975); and Stuart J. Deutsch and Francis B. Alt, "The Effect 
of Massachusetts' Gun Control Law on Gun-Related Crime~~ in the City of 
Boston," in EVALUATION QUARTERLY, ! (1977), 543-568. 

Box and Jenkins, op . cit., and Glass ~t al., op .£.i t. 

Ostrom, op. cit., has a good discussion of this. 

SeE: Ostrom, ibid., for a discussion of how this can be done using 
SPSS. 

Ibid. 

Ibid. 

The interpretation of the types of change (change in trend or in 
level) is difficult when first differences have been taken. 

There are methods of exalrining the lag correlations of the origin~l 
(raw) data which are intended to identify the model. See Nelson, 
op. cit., or Gilchrist, op. cit. 

See Hays, op. cit.! for a discussion of ANCOVA. 

See Glass and Deu~:sch, op. cit. 

--~~~$~ ______ ~~ _____ '~""~"""~"""""""MM~"""~----------------------------------
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SECTION 2G 

* DETERMINING APPROPRIATE SAMPLE SIZES IN EVALUATION 

Abstract 

Tables showing the sample size needed in order to achieve statis-

tical significance at the .05 and .01' levels for the Z test of propor-

tions are included. The determination depends on t.he magnitude of the 

proportion. When this is not known, the evaluator would need to esti-

mate the expected percentage in order to estimate the size of sample 

needed. Similar tables are more difficult to construct or use for other 

types of significance tests because the variance and mean of the data 

have to be known or estimated. 

* This paper was prepared by William R. Griffith and has been accepted 
for publication in Victirnology. 

- - .. --.... ------------------
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DETERMINING APPRO?RIATE SAMPLE SIZES IN EVALUATION 

Evaluators frequently encounter the problem of determining the appro-

priate sample size for their research. Often, arbitrary and capricious 

criteria are employed when sample sizes are selected, resulting in samples 

which are either too 3mall to enable the evaluator to detect the hypo-

thesized treatment effect or so large that human and financial resources 

are wasted. 

This paper presents two tables which will enable evaluators to deter-

mine more accurately the appropriate sample size prior to the conduct of 

their research. Specifically, these tables present the minimum number of 

cases needed for obtaining statistical significance between two propor-

tions; Table 1 reports values for a .05 Significance level and Table 2 is 

for a '.01 significance level. 

The following formula was used in generating the values in thes.e 

tables: 

where: N 

N = 
2 

z (P.lq1 + P2Q2) 

2 
(PI - P2) 

number of cases in both pr~ and post samples (independent 

samples) 

z Z value fox' a one-tailed test of statistical significance 

(z = 1.645 for a = .05; z = 2.325 for a = .01) 

PI proportion for the "pre" period (or group 1) 

. P2 proportion for the "post" period (or group 2) 

ql 1 - PI 

q2 = I - P2 
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One would use the tables in the following way: Let us say that one 

is evaluating the effectiveness of a burglary reduction program through 

the use of a victimization survey. The estimated burglary victimization 

rate prior to the implementation of the program is 9 per 100, and the goal 

of the program is to reduce the burglary rate by 11% (i.e., reduce the 

rate to 8 per 100). Thus, in this case, PI = .09 and P2 = .08. For the 

differences between .09 and .08 to be statistically significant at the 

.05 level, Table 1 shows that a minimum of 4,208 valid interviews would 

be necessary for both the pre and post surveys; at the .01 level, Table 2 

shows that 8,413 cases are necessary in each survey. 

In addition to pre and post samples, these tables can be used for 

determining the sample size for any two groups. For example, if 25% of 

group A and 30% of group B expressed dissatisfaction with the job that 

their local law enforcement agency was doing, Table 1 shows that a mini­

mum sample size of 430 "for each group is necessary in order to obtain 

stati(3tical significance (eI. = .05) between these two proportions. 

In a similar fashion, given a certain number of cases, one can use 

the tables to determine what differences in proportions would be statis­

tically significant. ior example, if one had pre and post samples com-' 

posed of 1,000 cases each, one could anticipate that differences of 9% 

and 7% would be significant at the .05 level, while differences of 9% and 

8% would not be significant. Thus, a program which allocates resources 

for a pre and post victimization survey of five hundred randomly selected 

respondents each and which anticipates that the burglary rate will drop 

from 9 per 100 households annually to 8 per 100 households annually would 

be unable to detect such a change given the proposed sample size. 
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As a demonstration of this formula, a test of significance (a = .05) 

is calculated below for the two proportions and the two sample sizes given 

in the first example. 

The test of significance between two proportions is computed by the 

following formula: 

z 

where: p = (Nl Xl + N2X2)/(N
l 

+ N2 ) 

Nl number of interviews in group 1 

N :; number of interviews in group 2 2 

Xl group 1 proportion 

X
2 

group 2 proportion 

For the example above, t}~e values would be: 

Nl 4,208 

N2 4,208 

Xl :; .09 

X2 .08 

P .085 

Thus, 

Z 
.09 - .08 

1".085 ( .915) (1/4,208 + 1/4,208) 

.01 
= 

1.085 (.915) (.0004753) 

.01 
.00608 

Z 1.645 (a :; .05, one-tailed test) 

.• ,~.~~ .... .:ou ........... . 
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It should be noted that these are the minimum number of cases neces­

sary in each sample in order to obtain statistically significant differences 

between two proportions. In field research settings there will always be 

a number of "missing" cases which will vary depending on the types of 

questions being asked and the characteristics of the population being 

sampled; thus, such factors must be taken into account when using these 

tables. Moreover, for all proportions where the suggested number of cases 

is less than one hundred for each of the two samples, one is advised to 

increase the sample size by at least ten percent in order to compensate 

for discontinuities associated with small Ns. 
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TABLE 1 

Nut-mER OF CASES NEEDED FOR STATISTICAL SIGNIFICANCE BETWEEN TWO PROPORTIONS 

.02 798 (a. = .05) 

.03 264 1318 

.04 145 392 1827 

.05 97 202 518 2324 

.06 72 129 257 641 2812 

.07 56 92 159 311 762 3288 

.08 46 70 III 189 364 879 3753 

.09 39 56 83 130 219 416 994 4208 

.10 33 46 66 97 149 248 466 1107 46S2 

.15 19 24 29 37 47 61 81 111 157 235 

.20 13 15 18 21 25 30 36 44 54 68 311 

.25 11 12 14 16 18 21 24 28 33 85 376 
N 
I ..... 

.30 10 11 13 14 16 18 20 41 100 430 "'-
lJl 

.35 10 1J. 12 14 24 47 112 474 

.40 - 10 16 27 51 122 506 

.45 11 18 29 55 129 528 

.50 12 19 31 57 133 538 

.55 13 20 32 59 134 538 

.60 14 20 32 59 133 528 

.65 10 14 20 32 57 129 506 

.70 10 14 20 31 55 122 474 

.75 - 13 19 29 51 112 430 

.80 12 18 27 47 100 376 

.85 11 16 24 41 85 311 

.90 - 10 14 20 33 68 235 

.95 11 16 25 47 149 

0 .15 .20. .25 .30 .35 .40 .45 .50 .55 .60 .65 .70 .75 .80 .85 .90~ 



TABLE 2 

.02 1596 
NUMBER OF CASES NEEDED FOR STATISTICAL SIGNIFICANCE BETWEEN TWO PROPORTIONS 

(CI. '" • 01) 
.03 527 2635 

.04 290 784 3652 

.05 194 403 1036 4647 

.06 143 257 514 1282 5621 

.07 113 183 319 622 1523 6573 

.08 92 140 222 379 728 1758 7504 

.09 78 112 167 260 438 831 1988 8413 

.10 67 93 131 193 298 495 932 2213 9300 

.15 38 47 59 74 95 123 163 222 315 471 

.20 25 30 35 42 50 60 72 88 108 135 622 

.25 

.30 

19 21 24 28 32 37 42 49 57 67 170 752 

14 16 18 20 22 25 28 32 36 41 81 200 860 

.35 11 12 14 15 17 18 20 22 25 27 48 93 225 947 

.40 

.45 

.50 

.55 

.60 

.65 

.70 

.75 

.80 

.85 

.90 

.95 

10 1.1 12 13 14 15 17 18 20 32 54 103 243 1012 

10 11 12 13 14 15 23 35 59 110 257 1055 

10 11 11 17 25 38 62 115 265 1077 

13 18 26 40 64 117 268 1"077 

10 14 19 27 40 65 117 265 1055 

10 14 19 27 40 64 115 2!;i71012 

- 11 14 19 27 40 62 110 243 947 

11 14 19 26 38 59 103 225 860 

10 14 18 25 35 54 93 200 752 

10 13 17 23 32 48 81 170 622 

- 11 15 20 27 41 67 135 471 

- 10 13 17 22 32 50 95 298 

.01 .02 .03 .04 .05 .06 .07 .08 .09 .10 .15 .20 .25 .30 .35 .40 .45 .50 .55 .60 .65 .70 .75 .80 .85 .90 .95 
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SECTION 2H 

AN INTRODUCTION TO RELIABILITY & VALIDITY PROBLEMS 

* IN CRIMINAL JUSTICE EVALUATION 

Measurement error can be produced either by a lack of reliability 

or by a lack of validity in the data; much of the data used in criminal 

justice evaluation suffers from one or both problems. The impact of 

measurement error on the results depends on whether the error is corre-

lated with values of the independent variable or whether it is randomly 

distributed vis a vis the independent variable. In the former situa-

tion, the error can distort or even reverse the true direction of the 

relationship. If the error is not correlated with the independent var-

iable, the major consequence is that values of statistics such as F, t, 

Z, and the values of parameters such as the correlation coefficient, and 

others that are based on explained and unexplained variation are under-

estimated. 

* These materials are a revision of those prepared by Anne L. Schneider 
and L.A. Wilson II which were originally presenteu at a special forum 
for ALJE evaluators. 
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AN INTRODUCTION TO RELIABILITY & VALIDITY PROBLEMS 

IN CRIMINAL JUSTICE EVALUATION 

Introduction 

Measurement problems are inherent in virtually all empirical social 

science research. Even though the terms reliability and validity general­

ly are associated with basic research rather than evaluation research, 

they are equally relevant to both. Propositions about the effect that 

a new program will have upon a treatment population arise from some 

theory about the relationship which exists between the selected treat­

ment and a particular behavior. It is in the translation of the con­

cepts from the theory into observable behavior, events, or predisposi­

tions that the issues of reliability and vaJidity arise. 

The importance of minimizing error in the measurement of the con­

cepts should not be underestimated. If the measures contain error that 

is correlated with values on the independent variables, then the likeli­

hood is increased that the investigator will conclude that the treat­

ment and control groups are significantly different when, in fact, they 

are not. (This is a Type I error: The false rejection of a true null 

hypothesis.) If the measures contain error that is not correlated with 

values on the independent variable( then the investigator may find no 

significant differences when, in fact, the differences were significant. 

(This is a Type 2 error: The failure to reject a false null hypothesis.)l 

While not all of the "nothing works" literature can be understood in 

these terms, it is reasonable to assume that some of the failure to 

find significant change as a result of program implementation is a 
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function of uncorrelated measurement error which depresses. the value 

of tests of significance and, therefore, results in an unwarranted con­

clusion of "no effect.,,2 These points will be illustrated in a subse­

quent section of the paper, following a presentation of what is meant 

by "reliability" and by "validity" of measurement. 

Reliability'and Validity in Criminal Justice Research 

The concepts of reliability and validity are most often associ­

ated with attitude measurement. Different types of reliability (con~ 

sistency and stability) and validity (content, predictive, construct, 

convergent-discriminant, etc.) have been identified and methodologies 

and statistical models developed to assess them. 3 The purpose of this 

paper is to extend the concern about reliability and validity to the 

behavior and event data more frequently dealt with in the evaluation 

of criminal justice programs. 

Reliability has two different meanings. First, it can refer to 

the consistency or uni-dimensionality of a set of items used to mea­

sure some phenomenon. In attitude measurement it is frequently assumed 

that a fairly complex phenomenon is under investigation, such as alien­

ation, and multiple items are required to operationalize the concept. 

Since each of the items is designed to measure the same concept (with 

slightly different aspects of the concept being dealt with by speci­

fic items), it is assumed that a reliable set of items will have a 

relatively high average inter-item correlation. Statistics such as 

the Kuder-Richardson formulas 20 and 21 and the Cronbach alpha are used 
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to assess this type of reliabi1ity.4 

The second definition of reliability refers to the stability of 

the observations that are made. In this case, reliability is assumed 

to exist if, for instance, a respondent always gives the same answer 

to the same question, assuming that conditions have not changed which 

would explain a change in respondent reply. It is this latter inter­

pretation of reliability that has the greatest relevance for event and 

behavior data. 

Validity refers to whether or not one is measuring the con<::ept 

that is presumably being measured. If there are clear beh~vioral refer­

ents in the definition of a concept, the assessment of its validity 

can be rather simple, such as correlating it with some other variable 

to which it should be related (predictive validity). For more abstract 

concepts that do not have clear behavioral referents, an assessment 

of validity can involve a demanding specification of a whole series 

of relationships that should be expected (construct validity). 

The application of the terms validity and reliability to behavior 

or event data in criminal justice might be demonstrated by the problem 

of measuring the incidence of burglary in society. Addressing the prob­

lem of validity first, the measure of burglary (1) should accord with 

our best understanding of the concept and (2) should measure the same 

thing in each criminal justice system in the nation. As Przeworski 

and Teune note, "In a comparative or cross systemic context, validity 

means that we are measuring in each system under consideration what 

we intend· to measure."S 

The valid measurement of bur,glary would seem to be plagued with 
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two immediate problems, both of which have to do with the definition 

of the concept. First, as the International Association of Police 

Chiefs were a!'!ctr,e in. 1927, the thousands of police jurisdictions in 

the united states had hundreds, if not thousands, of idiosyncratic de­

finitions of what constituted a burglary or other major crime. When 

this association's Committee on Uniform Crime Records published their 

manual in 1929, their explicit purpose was to bring uniformity to the 

definition of different types of crime. This was clearly the first 

step toward the development of valid measures of crime for society. 

The second problem in the development of a valid measure of bur­

glary has to do with our understanding of what is actually being mea­

sured. Assuming that all jurisdictions are judiciouslY abiding by the 

guidelines of the Uniform ~rime Reporting Handbook, official police 

data reflect only the rates of reported crime, not all crime in soci­

ety. Hence, such measures can only be valid if they are qualified by 

the term "reported." 

Although the criteria used to identify and enumerate the incidents 

of reported burglary in society may be valid, substa!ltial opportunities 

for unreliability in the actual figures are known to exist. The sources 

of this unreliability can be found in the carelessness of crime codes 

as well as in the purposeful misrepresentation of information. The 

latter source of unreliability, in fact, led the FBI to withhold publi­

cation of crime statistics during the years 1949 through 1952 for New 

York City--precincts in that city were grossly underreporting the inci­

dence of all crime. 

As will be discussed in the following section, both reliability 
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and validity refer to the existence of error--either systematic (corre­

lated) or random (uncorrelated)--in our measurement. Either type of 

error can lead to the wrong inferences being made about the success or 

failure of a program being evaluated. 

Effect of Low Validity or Reliability on Evaluation Results 

The first way in which the lack of reliability or lack of validity 

can influence the results from evaluations is that it can introduce bias 

into the jirection of the relationship. This can be illustrated with an 

example in which the concept the investigator wishes to measure is the 

total number of delinquent offenses committed by juveniles in the exper­

imental and control groups. The actual indicator used is the number of 

re-contacts with the juvenile court. The variable--re-contact with the 

juvenile court--contains considerable error when it is used to measure 

the number of deliliquent offenses actually committed, as shown in Table 1. 

Low reliability or validity can influence the direction of the r.elation­

ship and confuse the interpretation as to which group had lower delin-

quen<:;,y ra'5:es. In Table 1 the true proportion of the experimental and 

control groups committing subsequent delinquent offenses is 40 percent 

and 20 percent, respectively. Based on this measure of recidivism, the 

experimental treatment is not effective. But suppose that the police, 

for one reason or another, always refer any youth in the control group 

who committed a subsequent offense to the juvenile court, but only re­

fer a fraction of the youths in the experimental group who commit subse­

quent offenses to the court. If this happened, then the observed re­

contact measures could be reversed, as sho\Yn in Table 1, so that the 
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Control 
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TABLE 1 

HYPOTHETICAL DATA 

ON OBSERVED AND TRUE RECIDIVISM 

WITH CORRELATED ERROR
l 

OBSERVED RECIDIVISM 
(Re-Contact with court) 

10% 

20% 

TRUE PROPORTION 
COMMITTING 

SUBSEQUENT OFFENSE 

40% 

20% 

lIn this example, the bias is introduced because the true measure was not 
used and because of a referral process (to the court) that was correlated 
with the treatment condition. 
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recidivism rate for the experimental group (10%) is lower than for the 

control (20%). Thus, the use of re-contact scores rather than true subse­

quent offenses produced a reversal in true recidivism differences between 

experimental and control groups. 

Whether a reversal in the direction of the relationship of this kind 

is likely to occur depends on whether the lack of reliability or validity 

has the same effect on both groups. In the previous example, it did not. 

When the error does have the same effect on both groups the measurement 

problem can be treated as a special type of threat to validity. With 

a strong experimental design (and no treatment interaction effects of 

the type described in the previous example), one could be more assured 

that measurement problems did not alter the true direction of the rela­

tionship, but with weak designs one would not be as confident of this. 

It also is important to insure that the methods of collecting and 

reporting data are the same for the experimental and control groups. 

If so, then even though there may be some unreliability in the measures 

one could be more confident that the error affects both groups in the 

same way. 

If there are reasons to believe that the reliability and/or vali­

dity problems will not be the same for the experimental and control 

groups and will, therefore, distort the apparent differences between 

them, the evaluator should consider the following steps in order to 

strengthen the likelihood of being able to draw accurate conclusions: 

1. If the problem stems from different data collection procedures 

or methods across the groups or areas, the evaluator should arrange 

for data to be collected with the same instruments (and, if possible, 
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the same people). At a minimum, the evaluator should ensure that the 

instruments are the same and, if there are different people collecting 

the data for the experimental and control groups or areas, the evalua­

tor should train them to u~e the same techniques and should conduct a 

reliability check among them. 

2. If the problems arise from a weak design and could be corrected 

with a stronger research design, then the evaluator should attempt to 

implement this solution before the project is so far underway that no 

changes can be made. 

3. In case nothing can be done about the problem, the evaluator's 

responsibility is to assess the nature of the bias, measure it precisely 

(if possible), and adjust the conclusions accordingly. This involves, 

first, an assessment of whether the bias is such that it would make the 

project appear to be more effective than actually observed or less ef­

fective. If the results of the evaluation indicate the project was ef­

fective and the measurement problem is such that it would produce an 

underestimate of the true effectiveness, then the evaluator can conclude 

that the results are a conservative estimate of true project effect. On 

the other hand, if the results indicate the project is effective but -the 

bias works in such a way as to make the project appear more effective 

than it actually is, the evaluator will not be able to draw any conclu­

sions about project effectiveness. 

The second way in which measurement error affects the findings is 

that it influences the tests of significance. Even if the evaluator 

can be confident that the reliability/validity problems are the same 

for both groups, the fact remains that reduced reliability or validity 



2-157 

will result in an underestimate of the significance level for the true 

differences between the groups. The value of f or t or Z or a correla-

tion coefficient cannot reach its maximum unless the measurement is per-

fectly reliable. Thus, unreliable data and/or data with low validity 

result in an underestimate of the magnituC:J.e of these statistics. The 

maximum correlation coefficient that can be achieved is estimated as 

the square root of the product of the reliabilities:
6 

rmaxab=/relaorelb. 

Although similar formulae are not availabl~ for tests of significance, 

the effect can be demonstrated by using the value of Z for tests of 

differences in proportion. 

Consider the' data in Table 2, \'lhere the true scores are in the 

upper portion and the observed measures (re-cont.acts) are in the lower 

part of the table. f/lith a sample of 100 in each group and perfectly 

reliable data, the Z score for the data in the upper portion of Table 2 

would be 3.08 (significant at .002). If 50 pe't'cent of the youths who 

actually commit subsequent offenses are not returned to the court, the 

value of ~ drops to 1.98 (significant at .05). If 75 percent are not 

caught, the value drops to 1.34 (significant at .18). But if 90 psr-

cent of the youths who actually commit subsequent offenses are not re-

turned to the court, the value of ~ drops to .685 which has a signifi-

cance level of .49. 

General Principles in Approaching a Measurement Problem 

The following are some general principles that evaluation research-

ers might find useful in approaching any type of measurement problem: 

1. Identify the broad concept that the project is trying to have 
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TABLE 2 

HYPOTHETICAL DATA ON TRUE SCORES & ACTUAL OBSERVATfONS1 

Measurement 
Percent with 

Subsequent 
Delinquent Offenses 

Percent with NO 
Subsequent 

Delinquent Offenses 

TRUE SCORES 

Experimental Group 20% 80% 

Control Group 40% 60% 

COURT CONTACT MEASURES 

Experimental Group 10% 9Q~ 

Control Group 20% 80% 

1court contact figure~ are based on an assumption that half the youths 
who commit subsequent delinquent offenses are returned to the court and 
half either are not ~aught or, if caught, are not referred to the court. 

,0., 
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an effect on or reasonably could be expected to have an effect on and 

define it in i'ts best, most accurate terms. 

2. Get the best possible operational measure of the concept. The 

evaluator should attempt to measure the concept in the best way possible, 

but with event/behavior data it is often impossible to have a perfect 

fit between the variable and the concept. With J:ecidivism data, how­

ever, it generally would be the case that measuring closer to the event 

itself would produce more valid and reliable results than measuring 

after conviction, for example. This would be true so long as it remains 

the case that there are more people committing offenses without being 

caught than there are people being caught who did not commit offenses. 

3. Use multiple indicators of the concept whenever possible. 

4. Assess the types of measurement problems and the factors that 

would produce differences between the true (but measured) scores and 

the actual scores. 

5. Determine whether the problems affect both the control and 

treatment groups in the same manner and, if not, which one is favored 

by the reliability or validity problems. Results from the study should 

be interpreted with these types of problems 'in mind. 

6. If the measurement problems affect both groups in the same way, 

be aware of the fact that tests of significance are conservative esti­

mates (underestimates) when the data are less reliable and/or less valid. 
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FOOTNOTES 

1. See Hubert M. Blalock, "The Measurement P.roblem: A Gap Between the 
Languages of Theory and Research, 11 in Hub~~rt M. Blalock, Jr. and 
Ann B. Blalock (eds.), METHODOLOGY IN SOCIAL RESEARCH (McGraw-Hill 
Book Co., 1968), pp. 5-27. 

2. Robert Martinson, "What Works?--Questions and Answers about Prison 
Reform, " THE PUBLIC INTEREST, 22., 22-54. 

3. For an excellent discussion of reliability and validity in psycholo­
gical measurement, see the papers contained in William A. Mehrens 
and Robert L. Ebel, PRINCIPLES OF EDUCATIONAL AND PSYCHOLOGICAL 
MEASUREMENT: A BOOK OF SELECTED READINGS. (Rand McNally & Co., 1967). 

4. G. Frederic Kuder and Marion W. Richardson, "The Theory of the Esti­
mation of Test REliability, in William A. Mehrens and Robert L. Ebel~ 
PRINCIPLES OF EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT: A BOOK OF 
SELECTED READINGS (Rand McNally & Co., 1967). 

5. Adam Przeworski and Henry Teun:=. THE LOGIC OF COMPARATIVE SOCIAL 
INQUIRY (Wiley-Interscience, 1970), p. 103. 

6. David Magnuss ion. TEST 'rHEORY (Addison -Wesley, 1967). AlFiO see 
William A. Mehrens and Robert L. Ebel (eds.), PRINCIPLES OF EDUCA-­
TIONAL' AND PSYCHOLOGICAL MEASUREMENT (Rand McNally & CO., 19C7). 
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SECTION 2I 

* MEASURING CHANGES IN THE CRIME RATE 

Abstract 

Three kinds of data can be used to measure changes in the crime 

rate: official (reported) incidences of crime, two or more victimiza-

tion surveys conducted at different points in ,time, or one victimiza-

tion survey covering several month~ in the recall period. This paper 

discusses the problems with each approach. In general, the official 

statistics would be better unless there are reasons to believe that t.he 

policy being evaluated altered the reporting of crimes by crime victims 

to police. Two victimization surveys produce only a pre-post design 

and, in addition, are difficult to compare if different interviewing 

procedures wen! used. One victimization survey cannot be used to mea-

sure crime trends because of the problems of forgetting and telescoping. 

* This paper is excerpted from Anne L. Schneider, "Measuring Change in 
the Crime Rate," Oregon Research Institute, 1975. 
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MEASURING CHANGE IN THE CRIME RATE 

The Problem 

Policy analysts and evaluators of the criminal justice system are 

confronted with a major dilemma if they wish t.O examine the performance 

of the system as a whole in relation to crime reduction. The most wide­

ly available performance measures for criminal justice systems are the 

Uniform Crime Reports published since the 1930s by the FBI. Although 

these data exist for many areas and many time points, they almost cer­

tainly are not reliable indicators of the magnitude in "total" crime. 

(The term "total" crime refers to both the reported and unreported of­

fenses of a particular type.) The best available alternative data are 

survey-generated estimates of victimizations, but these data are avail­

able for so few time points and so few areas that the more acceptable 

types of quasi-experimental designs for use in policy analysis or evalu­

ation cannot be used. 

The purpose of this paper is to describe problems in measuring trends 

in the crime rate with official crime data and with victimiz~,tion survey 

data. 

Use of Official Data to Measure Trends in Crime Rates 

Two major problems threaten the accuracy of the official police 

estimates of chrulges in the crime rate. l One problem is that the proce­

dures used by the police departments to "produce" the official statis­

tics for the Uniform Crime Reports are subject to change over time and 

the resulting estimat13s of crime reflect such changes in policy. Crime 
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waves have been made to appear and disappear through policy decisions 

concerning how ~ncidents reported to the police are counted and classi­

fied.
2 

The impact of policy changes on official crime estimates has 

been studied rather extensively and the results have been dramatic enough 

that some researchers have concluded that the official statistics are 

worthless in the evaluation of social policies. 3 Seidman and Couzens, 

for example, document that the substantial decline in crime for Washing­

ton, DC, in 1972 was almost certainly a result of changes in the method 

of classifying and,counting incidents. Spectacular increases and de­

creases in crime have been observed in other cities as a function of 

changes in police department personnel rather than as a function of 

change in the actual crime rate. 

The second problem is that the official data upon which the UCR 

are based contain only the incidents known to the police and do not in­

clude incidents that victims fail to ~eport. Thus, the official data 

are not a count of the "total" (reported and unreported) crime. 

If the perCel'l.tage of victims who report crimes to the police in­

creases over time the UCR rate will increase accordingly even though 

total crime may remain the same. Variability in victim reporting would 

make the UCR unreliable indicators of crime change even if the official 

data were perfect in every other respect. 

Complicating the problem for policy analysts and evaluators is the 

possibility that crime reduction projects and programs may alter the 

inclination of victims to report crimes to the police. Thus, the prob­

lem of victim reporting is especially serious if one is attempting to 

determine whether changes in the criminal justice system have reduced 
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area-wide crime. Improvements in the system may increase victim repor­

ting, which in turn will result: in an increased number of incidents 

coming to the attention of the police. If the researcher uses the UCR 

as an indicator of total crime change, s/he may erroneously conclude 

that the program under study was ineffective or even'~detrimental. 

General Impact of Reporting Variability 

The rate of change in victim reporting to the police will produce 

the same rate of change in the official estimates of crime, even if the 

total crime has remained unchanged. The hypothetical data in Table 1 

illustrate the point. In the example, total crime (reported and unre­

ported) is 200 per 1,000 persons both at time one and time two. If the 

proportion of victims who report incidents to the police is 40 percent 

at time one and increases to 50 percent at time two, the rate of increase 

in reporting will be 25 percent (50%-40%=10%; 10%/40%=25). The official jata 

also will show a 25 percent rate of increase. As indicated in the table, 

the lower the percentage of incidents reported during the first time point, 

the greater the impact a change will have on the rate of change in the 

official crime data. 

If it is reasonable to assume that the percentage of victims who 

report crimes to the police has remained stable from one time period to 

another, then trends in official crime could be accurate indications of 

trend in total crime. However, if reporting varies, a change in offi­

cial crime can be attributed either to a change in reporting or to a 

change in total crime. The critical question, then, is the accuracy of 

the assumption that the tendency of victims to report crimes will 
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TABLE 1 

EFFECTS OF CHANGE IN REPORTING ON OFFICIAL CRIME RATES 

IF TOTAL CRIME REMAINS THE SAME 

0 ® @ ® @ ® rate of 
percent percent rate of total official change in 

reported reported change in crime rate crime rate official 
to police to police reporting t1 & t2 t1 t2 crime rate 

tl t2 
t2 - t1 (per 1,000) (ad) (bd) t2 - t1 

tl tl 

40 50 25% 200 80 100 25% 

40 60 50% 200 80 120 50% 

50 60 20% 200 100 120 20% 

50 70 40% 200 100 140 40% 

60 70 17% 200 120 140 17% 

60 80 33% 200 120 160 33% 

70 80 14% 200 140 160 14% 

70 90 29% 200 140 180 29% 
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remain stable from one time period to another. 

Use of Two Vi~timization Surveys to Measure Change in Crime Rates 

One alternative to the use of official crime data would be to con-

duct two or more victimization surveys and attempt to estimate change 

in the victimization rate by comparing the results from the two. There 

are several problems an evaluator will encounter when attempting to com-

pare these victimization su~~veys, even if they were conducted within the 

same city. In particular, the results will be comparable only if all 

of the interviewing procedure£, instructions, and so on are exactly equi-

valent. A mailed survey one year cannot be compared with a telephone 

survey the second year. The findings from a high quality, well trained 

and supervised group of interviewers conducting the survey at one point 

in time should not be compared with a haphazard administration at a dif-

f 
... 3 erent pOl.nt l.n tJ.me. Furthermore, given the cost of victimization 

surveying, the evaluator should be cognizant of the fact that even if 

two surveys are conducted, s/he is left with one of the weakest of all 

possible evaluation designs: a pre-post, no control group design. Thus, 

an evaluator should be very cautious before recommending that an evalu-

ation be based on a pre-post set of victimization surveys. Surveys are 

suitable for measuring change in the crime rate if (1) they are conducted 

on a regular basis for several years, (2) the technical requirements 

for survey research are met, and (3) pre-post surveys are done on treat-

ment and comparison areas or treatment and control households. 
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Use of One Victimization Survey to Measure Change in Crime Rates 

There are four sources of bias in victimization data from a single 

survey that prevent researchers from analyzing the trend during the re-

call period covered by the survey: 

1. Respondents telescope events into the time period which actually 

occurred prior to the first month which was covered in the survey recall 

period. 

2. Respondents telescope incidents both forward and backward within 

the recall period, but the net effect is a forward telescoping of events. 

3. Respondents forget some of the incidents which occurred and 

the memory loss is greatest for the most distant months covered in the 

recall period. 

4. The actual month of occurrence cannot always be recalled by the 

respondent and the tendency to forget the date is most apt to occur for 

4 
incidents during the most distant months. 

The combined impact of these biases is such that one should always 

expect victimization survey data, when analyzed on a month-by-month 

basis, to show that the victimization rate increased during the time 

period covered by the recall period. 

It should be noted, however, that these biases tend to be uncorre-

lated with characteristics of individuals and it is likely, therefore, 

that bias in the data would be the same for a comparison and a treat­

S 
ment area of a cit.y or for control and experimental households. Thus, 

given a proper type of design, the evaluator could utilize trend data 

from a single survey. 
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FOOTNOTES 

1. Two other major problems with the UCR are not discussed in this 

article, but should be noted. One concerns victimless crimes--some­

times called "satisfied customer" crime--such as narcot;i:::,:; peddling, 

prostitution, gambling, and so on. These are not included in the 

UCR index. A second cateqory of poorly tabulated crime pertains 

to employee pilfering, shoplifting, and some types of fraud. These 

ar~~rarely reported as they occur and are generally detected during 

periodic accounting procedures. Thus, the UCR give no indication 

of level or change in these. A second problem concerns the fact 

that the method of classifying crimes for UCR reporting is not direc­

ted at capturing what is needed for a measure of societal deviance. 

Also see S. Wheeler, "Criminal statistics: A reformulation of the 

Problem, " in JOURNAL OF CRIMINAL LAW, CRIMINOLOGY AND POLICE SCIENCE, 

1967, 58, 317-324. 

2. A. Biderman and A.J. Reiss Jr., "On Exploring the 'dark figure' of 

crime," in ANNALS OF THE AMERICAN ACADEMY OF POLITICAL AND SOCIAL 

SCIENCE, 1967, 374, 1-15. Also see D. seidman and M. Couzens, 

"Getting the Crime Rate Down: Political Pressure and Crime Repor­

ting," in LAW AND SOCIETY F.EVIEW, 1974, ~, 457-493. 

3. It is reasonable to believe that poor interviewers or interview pro­

cedu~es will discourage the recall of crimes by respondents and that 

the type of "events most likely to be forgotten or assumed to be 
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irrelevant for the interviewer to bother with are the trivial ones. 

Thus, the victimization rate would be too low and, since trivial 

incidents are less likely to be reported to the police, poor inter­

viewing procedures will over-estimate the percentage that are re­

ported to authorities. 

4. See Anne L. Schneider, William R. Griffith, David Sumi, and Janie M. 

Burcart, "The Portland Forward Records Check of Crime Victims: 

Final Report," Institute of Policy Analysis, December 1977. 

5. Ibid. 
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SECTION 2J 

MEASUREMENT STRATEGIES 

* FOR DETEru1INING CITIZEN POLICY PREFERENCES 

Abstract 

Several issues and measurement strategies for assessing citizen 

policy preferences are discussed in this paper. 

* This paper is a revision of materials prepared by L.A. Wilson II and 
Anne L. Schneider in response to a technical assistance request during 
the Model Evaluation Program. 
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MEASUREMENT STRATEGIES 

FOR DETERMINING CITIZEN POLICY PREFERENCES 

Introduction 

victimization surveys of the general public normally have been con-

ducted for the purpose of measuring the "true" (reported and unreported) 

l crime rates. Survey research, ho,vever, is useful to criminal iustice 

planners, analysts, and evaluators in several other ways. The purpose 

of this paper is to discuss some of the issues and approaches for mea~ 

suring citizen preferences concerning the priority that should be given 

to public safety vis a vis other types of public services. These same 

issues and techniques could be used to measure citizen preferences about 

the priority that should be given to different types of crimes and/or 

different types of criminal justice system activities. 

Choice of Referent 
- - - . . -=",--,0-;;:";;";;:";;"'-'-'-. 

Questions about policy preferences can focus on the functional ex-

penditure categories found in most city budgets, such as police, courts, 

parks, schools, ana city transportation. The survey could measure the 

relative importance of these, the amount of funds that "should" be spent 

on each, satisfaction with current service levels provided f and so on. 

One advantage of this approach is that the results can be compared rather 

quickly and easily with the ~ctual distribution of city resources, since 

the referent in the question corresponds to an existing budget category. 

A problem with using functional categories as the referent is that citi-

zen perceptions of these probably are not as sharp nor as personal as 
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they would be for some of the other choices. 

A second choice of referent is to concentrate on goals and values 

that correspond (more or less) to the range of services provided by the 

public agencies. This would include such things as safety from d~,fferent 

types of crimes, safety from fire, rapid response from police or firemen 

in times of emergency, education, environmental quality, convenient trans­

portation, access to shopping, recreational facilities, etc. 

A third choice is to measure citizen preferences concerning the 

specific means of achieving different goals. For example, citizens might 

be asked to judge the comparative importance of patrol cars, community 

crime prevention, and speedy trials in achieving the general goal of re­

duced crime. 

A common problem in measuring citizen preferences is that the means/ 

end distinction is igno.red. Citizen responses to qt!.estions about their 

preferences concerning the proportion of resources that should be allo­

cated to the police, schools. or parks can reflect either the relative 

importance of the various goals or the respondent's perception of the 

likelihood that the agency could achieve that goal. For example, a 

respondent might believe that crime reduction is the most important goal, 

but ind:!.cate in response to a question that the bulk of the resources 

should go to education and recreational programs. Underlying the response, 

perhaps, is the notion ~hat education and recreation are more eftective 

in crime prevention than are the police and courts. 

ProbablY the most relevant point is that the questions should not 

confuse means and ends. If one is interested in information about the 

relative importance of various social goals, then the questions should 
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focus on goals, no't on agencies or agency activities. If the interest 

is in citizen perceptions about the effectiveness of different methods 

for achieving the goals, then this should be made clear in the question 

and the method as well as the goal should be mentioned. 

Dimensions of Preferences and perceptions 

Most of the previous research that has been done on citizen pre­

ferences and policy focuses on satisfaction with the current level of 

service (or operating procedures), the priorities that should be given 

to different policy areas, social problems, or social goals, and (rarely) 

the value of incremental changes in amou.nt of the service or goal. The 

choice among these depends mainly on the purposes of the study. If one 

is interested in comparing public preferences concerning priorities or 

distribution of resources with the actual (official) priorities or dis­

tribution of resources, then "satisfaction" is not as good a choice as 

the others. Even though a person might be more sat;j.sfied with one type 

of service than with another, this does not provide information on which 

should be given higher priority. 

Questionnaire Construction and Measurement Strategy 

Likert Scales: One of the most frequently used methods of measuring 

citizen preferences with surveys is to use Likert-type items in which one 

goal or problem is asked about in each question. For example, satisfac­

tion with existing services often has been measured by asking whether 

the respondent is "very satisfied, somewhat satisfied, somewhat dissatis­

fied, or very dissatisfied" with educational services, police services, 
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streets, etc. Clearly, this method leaves much to be desir~d if one 

wants to compare the service levels or if one wants to determine the 

c.itizen's preferences concerning the priorities that the government should 

give to different policies. 

Ranking: Ranking of problems (in terms of their severity) or of 

goals (in relation to their value) also is used at times to measure citi-

zen priorities. The problem with this procedure is that one cannot com'-

pare citizen preferences with government actions unless government offi-

cia:ls also are interviewed and asked to respond to the same questions. 

Paired Comparisons: Paired comparisons would be a useful approach 

for determining the priority citizens give to different problems or 

goals, particularly if one used unfolding analysis to generate an inter­

I 
val-type scale. The problem with paired comparison, in field research, 

is that the number of questions generated can be extremely high since 

all possible pairs need to be included in the questions. Pre-tests of 

an instrument that asked for the comparative importance of police pro-

tection; fire protection, education, and two other service areas gene-

rated ten pairs dnd it took twenty to thirty minutes for respondents to 

answer the questions. Part of the probi3m was that there were ten se-

parate questions, but in addition the interviewers reported tbat respon-

dents simplY could not determine whether "police protection or fire prc-

tection" was more important to them. The zero-sum context of the responses 

probably contributed to the length of time required to administer that 

portion of the survey. 

"Budqet Pie": Another possibility that would be worth considering 

(for personal interviews) is a "budget pie" type of question. The basic 

/ 
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idea is to provide the respondent with a list of problems (or goals, 

agencies or activities) and have them "slice" a budget pie to show the 

proportion of total resources that they think should be distributed to 

each problem (or goals, etc.,). The circle should have a center point 

with a line at the 12 o'clock position to provide the respondent with 

a st~rting point and probably should be relatively large to insure that 

the person has room to include everything. 

Obviously this type of question would be impossible to use in a 

telephone interview. Another option would be to have the respondent 

simply list the proportion of resources that should go to each of sev-

eral policy areas. The problem with this is that the person will have 

a hard time getting the total to add up to 100 percent, whereas in a 

confined space (such as a budget pie) it is easier to conceptualize how 

much is left to distribute after each response has been made. 

The budget pie approach specifically asks for preferences concern-

ing the allocation of existing resources and, therefore, is easily com-

pared to actual governmental allocations. One of the problems with ask-

ing persons to indicate ,the comparative "importance" of various problems 

or goals is that "importance" is not very specific nor very clear. Ask-

ing for preferences concerning allocation of resources is not as ambi-

guous. The budget pie type of question also can be used. to determine 

how persons would like to allocate additional resources if some should 

become available. 

Magnitude Estimation: Another measurement strategy that might be 

. . 2 
appropriate, especially for telephone surveys, is magnitude estl.mat~on. 

The basic idea is to give the resPondent one referent, assign it a ~'score," 
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and then ask for the "score" that the respondent would give to each of 

several other referents. (The severity of different types of crimes 

often is assessed in this way.) It might be possible to use this stra­

tegy to determine the comparative dollar amounts that the respondent thinks 

should be given to solve certain types of problems. 

Supply and Demand Curves: A problem with all of these procedures 

is that none of them provides information concerning how much the indi­

vidual would be willing to pay to achieve various proportions of certain 

social goals. The budget pie procedure results in estimates of citizen 

preferences concerning allocation of resources and these preferences can 

be compared to actual allocations or could be used to provide guidance 

concerning future resource distribution. The magnitude estimation proce­

dure might be useful for determining the ratio that citizens would prefer 

concerning allocation of resources across different types of policy areas. 

But the economists would prefer a measure that indicates the public de­

mand for services for each of several different prices because this 

would permit an estimate of the optimal amount of resources that should 

be given to each service--not just the proportionate share. 

One method tha:t might be used to ask these kinds of questions would 

be to ask the respondent how much they would be willing to pay, in taxes 

(presuming that everyone else paid their fair share), in order to achieve 

some portion of a goal. One of the problems with this is simply in fig­

uring out how to phrase the questions. Information is not available as 

to the quality of responses that would be obtained if someone simply 

asked the respondent, "How much more would you be willing to pay in 

taxes (presuming that everyone else paid their share as well) in order 
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to reduce the number of burglaries in the city from 20,000 to 15,000? 

How much more would you be willing to contribute if you were certain that 

the result would reduce the number of burglaries to 14,000?" 

An interesting twist on this general approach would be to tell the 

respondents that they have been given a specified amount of a particular 

desired goal and then ask them how much they would sell it for. This 

procedure would work well for measuring the value of certain types of 

things. For example, one could tell the respondent that they have been 

given a free parking permit for the downtown area and then ask them how 

much someone would have to offer before they would sell it. The value 

of police patrols might be assessed in this way, but it would be diffi­

cult to think of a plausible way of asking these questions (for example) 

in relation to rape prevention. 

Indifference Curves: Another approach would be to use survey data 

for the purpose of constructing indifference curves and from these esti­

mate the tradeoffs that citizens would prefer between different services. 

Since a variety of public services are offered, it makes no sense 

to ask an individual how much of anyone service in isolation from others 

s/he wants. Conversely, it is impossible to 'ask the respondent to deal 

with all public services at once, deciding how much would go to each type 

of service in competition with all other services. Even if possible, it 

should be assumed that such responses would be quite errorful. The method 

of approaching this problem would be one which permitted the definition 

of an indifference curve representing the tradeoff between different types 

of services which would be optimal, in the eyes of the respondent. 

The use of indifference curves in looking at individual preferences 
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for the provision of different types of public services offers a number 

of advantages over otber methods. First, all expressions of preference 

are presented in terms of comparisons of the utility of at least two 

differe,nt services. Second, there are constraints in the number of 

goods and services which can be provided. That is, "real world" con-

straint:s in the amount of all goods and seryices which can be provided 

are explicitly stated and dealt with. Third, it is possible to identify 

optimal solutions for individuals ~nd groups and assess the extent to 

which these solutions vary from existing conditions. To illustrate some 

of the points made above, consider the following indifference curves: 
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The line of obtainable combinations places the real world constraint 

upon the decision which is to be made. That is, a known ratio of one 

public good to another can be provided for the same runount of money. 

This ratio runs, in this example, from all fire protection/no police pro~ 

tection (far right of each diagram) to all police protection/no fire pro­

tection (far left of each diagram). Betwee~ the right and left extremi­

ties an infinite range of ratios of one good to another are portrayed. 

When an individual is asked the simple question, "How much police 

protection do you want?" (or some variety of this with no comparison or 

constraint imposed), one is permitting the line of obtainable combina­

tions to move upward and to the right. That is, more of all goods are 

being provided at any point above zero when the line of obtainable com­

binations moves in this direction. 

The optimal solution is reached when the indifference curve inter­

sects with the line of obtainable combinations. A sUboptimal solution 

exists when the actual amount of the goods (or combination of the goods) 

produced is either above or below (on the line of obtainable combinations) 

this point of intersection. 

Although of obvious interest to the researcher, the description of 

the individual's indifference curve is not as important as the knowledge 

of whether the individual perceives the amount of the good currently pro­

duced as the amount of the good desired when compared with the produc­

tion of another good. That is, has an optimal solution been reached in 

the production of two public goods or services? Additionally, we should 

seek to discover the extent to which the combination of goods produced 

is suboptimal. 
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The. measurement problem can be dealt with through the use of paired 

comparisons. The items to be·used might be· of the following-nature: 

1. Assume for the moment that you are presently receiving 100 units 
of police protection and 100 units of fire protection. If you 
were able to exchange some of the police protection for some of 
the fire protection (or vice versa), which one would you decrease 
and which would you .increase? (Probe, if necessary.) Would you 
give up a little fire protection to have a little more police 
protectibn, or would you give up a little police protection to 
have a little more fire protection? 

increase (A) 
--------~---------

decrease (B) 
--------~~-----------

How much of the 100 units of (B) would you give to 
--'--'---

(A) ? 

2.A.s8ume for the moment that you are presently receiving 100 units 
of police protection and 100 units of parks and recreation. If 
you were able to exchange some of the police protection for some 

. of the parks and recreation (or vice versa), which would you 
increase and which would you decrease? 

increase (A) 
------~~---------

decrease (B) 
--------~~------------

(probe, if necessary, in same way as above, and then ask:) 

How much of the 100 units of (B) would you give to 
--"'!"-"---

(A) ? 

Items such as those listed above could be repeated for as many public 

services as deemed of interest. The use of such questions would yield 

a collection of poin~s in Cartesian coordinates. Each of the points 

represents the particular combination of public goods and services that 

reflects the intersection of each individual's indifference curve with 

the line of obtainable combinations--each person's view of an optimal 

solution. 

By setting up the problem in this way, we are making the assump-

tion-that the current public policy is represented by 100/100 in any 

combination of goods or services. This mayor may not represent the 

most optimal solution when one aggregates citizen preferences. The ex-

tent to which the measure of central tendency for the survey sample 
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diverges from the 100/100 solution would represent the extent to which 

public policy is out of synch with citizen preferences. 

A possible outcome of this type of analysis is portrayed below: 

Existing Public Policy 

Hedian Preference for Optimal 
Solution 

+' " ~ ; ----. --- _. -_. -- -~~ .. 77) .---- l~ean Preference 

~ -_~:--= -= _~--=- :::: .~~ -_:-~f ~~c--- Sol ution . 

1.( . \ 
: I: ~ 
I I I ~ 
I , I "" I I I . 

I 
! I I 

fm~ Opt'illml 

----.----.----...... --~.~-'--.!...---------... -.-.-,---
Fi.re Protection 

This method of analysis would prov~de both individual level data, . 

against which could be measured. conformance of public policy with aggre-

gate preference. A number of assumptions are made in making use of this 

strategy. Some of the more important ones are listed below: 

1. In using this approach we are focusing upon outputs of public 

policy. That is, we are looking at units of output, not units of input. 



2-184 

The problem with looking at units of input, such as dollars, is that 

the individual is then asked to translate those dollars into units of 

output. Since this relationship is not known, we should explicitly 

focus upon units of output. 

2. In the same vein, by assuming that the individual is receiving 

100 units of each good at the present time, we are standardizing the 

amount of the good being received. It might be helpful to view the 

100 figure as a percen'cage of the good that is being received. Clearly, 

the individual is receiving 100% at this time (the 100% figure will ob­

viously differ across individuals in terms of the actual amount of the 

good they are currently receiving). 

3. The approach also assumes that we are interested in the extent 

to which the current provision of public goods and services is reflec­

tive of the optimal outcome as perceived by the aggregate of citizens. 

4. Finally, it ,assumes that we can, with some precision, specify 

the relevant and inclusive public goods and services that are to be com­

pared. 
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FOOTNOTES 

1. See Robyn Dawes, FUNDAMENTALS OF ATTITUDE MEASUREMENT (John Wiley 

& Sons, 1972). 

2. See Robert L. Hamblin, "Social Attitudes: Magnitude Measurement and 

Theory," in Hubert M. Blalock (ed.), SOCIAL STATISTICS (McGraw-Hill 

Book Corn., 1972). 
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SECTION 3 

TECHNIQUES FOR IMPROVING THE UTILITY OF EVALUATION FINDINGS 

IN ~LANNING, PROJECT OPERATION, AND DECISION MAKING 

OVerview 

The five papers in this section are designed primarily for plan­

ners, project directors, and other decision makers. Nevertheless, they 

should be studied carefully by evaluators in order to achieve a common 

understanding (and a common set of terms) about evaluation. 

The general thrus·t of the papers is to pinpoint the role of eval­

uation in the planning a.nd decision making processes, to aid the con­

sumers of evaluation in determining the appropriate questions to be 

asked in an evaluation, and to specify how one can determine the appro­

priate criteria for the "success" of a demonstration project. 
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SECTION 3A 

AN INTRODUCTION TO EVALUATION 

* FOR PLANNERS AND DECISION MAKERS 

This paper was written by Peter R. Schneider and Anne L. Schneider. 
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AN INTRODUCTION TO EVALUATION 

FOR PLANNERS AND DECISION MAKERS 

Introduction 

The purposes of this paper are to pinpoint the role of evaluation 

in the criminal justice planning process, to acquaint planners and other 

decision makers. with the different types of evaluations and with the 

kinds of infonnation evaluation provides, and to discuss the roles of 

evaluators, planners, and other decision makers in selecting the ques-

tions to be answered and the methodology to be used. 

Th~ General Planning Process Model diagrammed in Figure 1 shall 

1 serve as our point of departure. 

FIGURE 1 

GENERAL PLANNING PROCESS MODEL 

1 2 3 4 
PREPARING _____ ~_>DETERMINING-------->DETERMINING _______ >CONSIDERING 
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I I 
I 

11 
MONITORING 

& Ev~luating 
Progress 

t 
I 
I 

10 
IMPLEMENTING 

_____________________________ 1 

+ 
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-----------~---> IDENTIFYING 
Problems 

9 
PLANNING 

6 
___________________ >SETTING 

Go?ls 
I 

~ 
8 7 

SELECTING IDENTIFYING 
Plans <---------- for <---------- Preferred ~------- Alternative 

Implementation Alternatives Courses of Action 

In this model, evaluation (defined both as the monitoring of a pro-

ject's activity and the assessment of its impact) is perceived as being 
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central to the planning process. First, evaluative info~~ation can 

assist planners in determining what is currently happening within the 

criminal justice system, what is likely to happen during the planning 

cycle, and what changes, if any, can be expected (steps 1-4). Second, 

evaluators can assist in the precise identification of problems, the 

setting of measurable 9'oals, and the determination -- again based on 

evaluative information -- of what types of strategies may be trans-

ferable from other settings (steps 5-7). Third, evaluators can con-

tribute to the policy-ma~ing process by appraising specific projects 

and helping to order them on a list of priorities for implementation 

(steps 8-9). Finally, evaluation of the projects which have been 

implemented provides project directors, planners, and decision-makers 

with the feedback which is necessary for continuation and/or modification 

decisions. 

Types of Evaluations 

A number of different types of .evaluations can be identified. perhaps 

the bes.t-known typology in the literature on evaluation is the distinction 

made by Michael Scriven between formative evaluations and summative 

1
. 2 eva uat~ons. Formative evaluations are oriented toward the "front-end" 

of the planning process and are generally conducted for the purpose of 

helping to develop new programs or contributing to decisions about program 

installation. The activities undertaken in a formative evaluation roughly 

correspond to those involved in steps five through nine of the General 

Planning Process Model, and would include such things as determining the 

need or demand for a program, assessing the likelihood of its effectiveness, 

and appraising the adequacy of resources for carrying it out. Summative 



evaluations, on the other hand, are oriented toward the "back-end" of the 

planning process and are conducted for the purpose of ass~ssing the overall 

effectiveness of a given program or project and contributing to decisions 

about its continuation, expansion, or transferability to a different 

environment. 

The Law Enforcement Assistance Administration, in an effort to standard­

ize terminology for crim~nal justice evaluations, issues and occasionally 

updates guidelines defining the different types of evaluations. In the 

current version of the guidelines, a distinction is drawn between mon.itoring 

and evaluation. While both compare the results or achievements of a project 

with its intended objectives, evaluation involves a more intensive analysis 

than monitoring and attempts to verify that the achievements or results of 

a project are, in fact, attributable to the project's activities. For 

example, the operation of a project designed to reduce juvenile recidi­

vism within a pre-selected target population may indeed coincide with a 

reduction. in new offenses among the youth participating in the project, 

and a monitoring report would be required to do little more than determine 

whether the amount of the reduc't;ion met the project's objectives. However, 

an evaluai:ion would be required to demonstrate whether the activities 

of the project were responsible for the lower rate of new police contacts, 

and that alternative explanations, such as increasing maturity and/or 

greater skill in escaping detection, could be eliminated. 

There are at least two problems with the existing LEAA guidelines 

defining the types of evaluations: First, there is ambiguity as to what 

constitutes the "results" of a project. In an anti-burglary project, for 

example, CIne "result" might be that the police sent pamphlets to 20,000 
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households; another "result" would be that they engraved property in 

5,000 homes; still another result might be that burglary in the targeted 

sections of the city actually declined, and a fourth result might be that 

burglaries increased in other areas of the city due to the displacement 

effect. There is no distinction, in other words, between activity levels, 

results and broader range outcomes. A second problem with the current 

definitions is that the major difference between monitoring and evaluation 

concerns the intensity of the effort and the kinds of research strategies 

employed, and not the purposes for which the evaluation is undertaken. 

Only one purpose, in fact, is recognized in the guidelines: to compare 

project achievements with project objectives. 

A training course currently being developed under LEAA auspices 

contains another typology of evaluations which appears to correct the 

major deficiencies of the LEAA definitions. 3 In this scheme, a criminal 

justice project is conceived of as a system consisting of inputs (resources, 

guidelines and operating procedures); activities (those things the project 

and its personnel do); results (the initial consequences of the activities); 

( h . 1 I f h . t· 4 and outcomes t e long-range, SOC1a ly re evant consequences 0 t e proJec .J 

The system should contain a feedback loop through which the results and 

outcomes of a project impact upon the operation of the project and act as 

additional inputs. 

The LEAA training course, therefore, differentiates among the types 

of evaluations according to the point in the system where the final per-

formance measure is taken. It the evaluation attempts to link one or more 

outcomes in a causal fashion back to results, activities and inputs, it is 

referred to as an impact assessment. If the evaluation focuses D<l results 



rather than outcomes, and the results are linked to activities of the pro­

ject, it is called a process evaluation. Finally, an evaluation in which 

activities are linked in a causal fashion to inputs is called monitoring. 

Although this typology is quite adequate for some purposes, it does 

not indicate the kind of comparisons that are going to be made and, 

therefore, is inadequate for the purposes of actually formulating the 

questions that the evaluation would seek to answer. Thus, a second dimen­

sion has been developed that will further expand our understanding of the 

various types of evaluations which could be conducted. 

A "black box" evaluation is one in which the entire project is com­

pared with some alternative strategy of achieving the same objectives. 

A "project component" evaluation is one in which a specific component 

of the project is compared with some other component wi.thin the same 

project. 

A "multiple linkage" evaluation is one in which the activities are 

related to the outcomes through one or more intervening linkages. For 

example, one could propose that a crisis intervention program for status 

offenders would reduce the proportion held in detention and that this, 

in turn, would reduce recidivism. Alternatively, one could propose that 

a crisis intervention program would reduce recid~vism because it is a 

more effective type of counselling and that a reduction in detention 

(even if it occurred) would be unrelated to recidivism. A multiple linkage 

evaluation is one that would test which of these hypotheses is correct. 

What Type of Evaluation is Needed? 

The type of evaluation that is needed depends on the questions that one 

wishes to answer with the evaluation. In turn .. the questions that need to 
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be answered depend on the "developmental phase" of the project and on the 

kinds of decisions made by potential users of the evaluation findings. 

Some would suggest that all projects should have each type of evalua­

tion (monitoring, process evaluation, and impact assessment) all the time, 

but the expense of evaluation is such that choices must be made. In 

order to make these choices, it is useful to view a project as going 

through four stages, beginning with its initial funding and implementation 

in a community and continuing through its achievement of a maximum level 

of efficiency. 

At Phase I, when the project has just been funded, the critical 

questions are whether the resources and guidelines (inputs) are producing 

the desired level of activities and whether the internal operating pro­

cedures of the project are contributing to the achievement of these 

activity levels. Ideally, the cost effectiveness of each project 

component would be ascertained. Cost effectiveness refers to more than 

simply whether the project is achieving its specified activity levels, 

but whether the per unit cost of each project activity is reasonable, 

when compared against other methods of producing the same activities. 

Monitoring of a project should provide answers to these questions. 

At Phase II, the project has been implemented, its activities are 

underway, and some client or areas or other parts of the criminal justice 

system are receiving the services or "treatments" of the project. At this 

point, the critical questions are whether the activities are producing the 

desired results (initial consequences or short-term effects), and whether 

any unexpected or undesired results are occurring. Again, the best 
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procedure would be to examine the cost effectiveness of each project 

activity in achieving these results by comparing different project activi­

ties with each other or by comparing the whole project with some alterna­

tive method of achieving the results. Process evaluation is most appro­

priate at this phase of project development. 

At the third phase, the project has been implemented for a sufficient 

length of time that it is reasonable for some broader-range social 

consequences to have occurred. For some types of projects, these should 

appear almost as soon as the initial results (within a few weeks or months) 

whereas with others it may take considerably longer ( a year or so). The 

key questions of concern during this phase are whether the strqtegy or 

theory underlying the project is sufficient to produce the desired social 

consequences, such as reducing crime or increasing the quality of justice. 

Virtually all projects have either an explicit or implicit l:ationale (theory) 

which makes it reasonable to believe that the activities will produce the 

desired results and the desired results, in turn, will produce the' expected 

impact on the problem(s) that the project was supposed to solve or 

ameliorate. The impact assessment, which determines whether the activities/' 

results are producing the desired outcomes, is appropriate at this phase of 

the project. 

As before, the ideal impact assessment would not only verify that the 

theory of the project is working properly (e.g. t the activities produced 

the desired results which, in turn, produce the desired outcomes), but also 

would indicate the optinlal level of resources, activities, results, and 

outcomes by determining whether the strategy used by the project is more 

cost eff8ctive than any other available strategy that could be used by the 

same or a different project. 

"".' .~.~ ..... y.._ .... t ........ __ ........ ·.,.r ... - ...... '~--
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The fourth and final phase occurs after the project has become a 

routinized, on-going part of the criminal justice system. Continuing 

evaluation (usually process evaluation) is needed to determine whether 

cnanges a~e occurri~g in the environment or in the project operating 

procedures that would alter the relationships established in the previ­

ous evaluations. For example, if the characteristics of offenders are 

shifting from professional to juvenile, then previously effective stra­

tegies may become ineffective in reducing crime. 

The type of evaluation that is needed also depends on the decisions 

that will need to be based on the findings from the evaluation. 

Project directors, initially, will be most interested in examining 

the various components of the project to determinE; which resources, rules, 

or operating procedures are the most cost effective in producing acti­

vities; which activities are most cost effective in terms of immediate 

results; and which of the activities or results are the most cost effec­

tive in relation to the outcomes. This information can be used to eli­

minate some activities or re-a11ocate resources among the activities. 

Agencies that are responsible for allocating funds to many projects, . 

some of which have similar purposes, will be interested in determining 

which projects in comparison with other projects are most effective in 

using resources, maintaining cost effective activity levels, producing 

results, and achieving cost effective outcomes. 

If the questions of concern to decision makers include an assess­

ment of proj.ect effectiveness in utilizing resources, achieving results, 

and producing the desired outcomes, then an impact assessment should be 

conducted but it should have a monitoring and process evaluation component. 
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It is important to note that the planning required for the more complex 

evaluations, especially impact assessment, must begin even before the 

project is implemented. Thus, if an impact assessment is needed, it 

should be implemented before Phase I of the project development cycle. 

Evaluation Methodologies 

Evaluation is a type of research that attempts to establish a causal 

linkage between the project (or some aspect of the project) and one or 

more consequences of that project or project component. Impact assess­

ment requires that the desired outcomes not only occur, but that the 

role of the project in producing those outcomes be clearly identified. 

Process evaluation requires not only that-the results occur, but that 

these can be attributed to the project rather than to some other fac-

tor external to the project. Even in the newer LEAA definition of moni­

toring, the method used should establish the lir~age between inputs and 

activities in order to demonstrate that the activities would not have 

occurred without those resources and other inputs. 

The importance of establishing a causal relationship should not 

be underestimated. Consider a situation in which an evaluation report 

claims that a particular project (costing $100,000) reduced burglaries 

that would have resulted in $200,000 loss to victims. The project would 

seem to be very cost effective in comparison with the way the system 

operated without the project (it "saves" $2 for every $1 spent). This 

conclusion, however, would not be warranted unless the evaluator can 

demonstrate that this entire reduction in burglaries (and loss from bur­

glaries) was due only to the project and not to other factors. If the 
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reduction would have occurred anyway, then the project is not cost effec­

tive at all. If part of the reduction is due to other parts of the sys­

tem, then the cost of these should have been included and the cost effec­

tiveness for tl]e en~ire system should have been asses,sed. , 

One of the key elements in establishing a causal relationship in­

volves the evaluation design that is to be used. The most cornmon typo­

logy of evaluation designs distinguishes among experimental designs, 

quasi-experimental designs, and pre-experimental designs. 

1. Experimental Designs. In an experimental design some of the 

clients (cases, areas, and so on) who are eligible for the "treatment" 

are randomly selected to be in a control group that does not receive the 

treatment or receives a different type of treatment. This design gener­

ally is implemented in field situations by first identifying a group of 

persons (or areas or cases) that are eligible for the treatment or are 

in need of the treatment. and then choosing some to receive it and others 

not to. This becomes a "denial of services" only if the treatment clear­

ly is better than the alternative used for the control group and only if 

the level of resources for the treatment is sufficient to handle all 

those who are eligible or who need the intervention. In most situa.tions. 

an experimental design that is properly implemented will insure that the 

true effectiveness level of the treatment can be ascertained and that 

consequences of the project can be properly separated from outcomes that 

would have occurred anyway. 

2. Quasi-Experimental Designs. Quasi-experimental designs require 

no random assignment, but the evaluator must have other groups, areas, 

or cases that are relatively equivalent to those receiving the intervention 
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and must compare these with the project g~oups (or areas or cases). 

There are several quasi-experimental designs, including interrupted 

time series and pre-post comparisons of the treatment group with a re­

latively equivalent group of persons \liho received some other type of 

treatment or no treatment at all. These designs will not insure that 

the apparent outcomes of a project can clearly be separated from out­

comes which would have occurred anyway, but some of the quasi-experi­

mental designs are quite good. Part of the difficulty in using a 

quasi-experimental design is that one may not know until after the data 

have been analyzed whether all of the alternative explanations for the 

apparent effects of the project can be rLlled out. Thus, the risk of 

conducting the evaluation and still not knowing the answer to the ques­

tions of interest is greater with quasi-experimental designs than with 

experimental designs. Nevertheless, a skilled evaluator may use sever­

al different quasi-experimental approaches and, through the consistency 

in results, be able to answer most of the relevant questions. 

3. Pre-Experimental Designs. The most common type of pre-experi­

mental design is one in which the evaluator compares a "post-project" 

observation (such as the crime rate) with a "pre-project" observation 

for the group or area that received the intervention. This design is 

so weak that virtually no valid conclusions about project effectiveness 

in relation to results or outcomes can be drawn when it is used. 

Although the establishment of causal linkage usually is quite dif­

ficult and requires a strong design, there are some situations in which 

it is not as complex. In monitoring, for example, it is often suffi­

cient to simply document that the resources are being used and the 



3-16 

activities are occurring. There usually are no alternative explanations 

for why the activities could have occurred. The evaluator will be able 

to obtain documentary evidence or to observe the project in operation 

and ascertain that the activities would not have occurred without the 

project. But when the performance measure is a result or an outcome, 

there usually are many alternative explanations for why the result or 

outcome occurred. It is generally quite difficult to obtain valid evi­

dence that the crime rate, for example, declined because of the pro­

ject and would not have declined without the project. 

Interrelationships During Project Planning and Implementation 

In order to establish a causal relationship between the project 

and the consequences of interest, the evaluator must have a strong re­

search design and must have data that are reliable and valid. Although 

there are other factors involved in producing valid conclusions from 

evaluation, these two are of considerable relevance to planners, pro­

ject directors, and decision makers because the evaluator cannot, with­

out the assistance of others, ensure that the data or design will be 

sufficient to produce scientifically valid answers to the questions of 

interest. 

In order to ensure that the proper data are collected and that the 

data elements are both reliable and valid, the evaluator should be in­

volved in the development of data collection instruments and procedures 

even before the project starts. If funds are sufficient, the evalua­

tor should have responsibility for designing instruments, training per­

sons to collect the data, and checking the reliability of the data. In 



3-17 

order to ensure that the design will be sufficient to provide valid an­

swers to the questions of interest, the evaluator should be involved 

in discussions and negotiations about the operation of the project be­

fore it is implemented. If the evaluator is called in months or years 

after the project starts, it is quite possible that no valid conclu­

sions can be drawn about the causal relationship between the project and 

its presumed effects because the design is too weak, the data are not 

reliable, or the relevant data were not collected. 

The evaluator also should be involved in the determination of which 

questions the evaluation will attempt to answer. The extent of evalua­

tor involvement in this determination depends on the situation and on 

the skills the evaluator has in anticipating the future informational 

needs of planners, project directors, and other decision makers. If 

the evaluator is quite skilled at this, then slhe could prepare the ini­

tial list of questions that might be important, the estimated costs of 

the evaluation if it is to produce valid answers to those questions, 

and the implications of the design used to answer the questions for 

project operation and data collection. 

Summary 

In general, it is reasonable to say that evaluation produces infor­

mation that could be used in planning and decision making, but in order 

for this to happen, the evaluator should be involved in the development, 

planning, and implementation of the project itself. 

Evaluation can fail to serve the purpose of guiding decisions if 

the relevant questions are not asked or if the answers provided by the 
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evaluation are not valid. In some situations, the evaluator's role has 

been limited to the technical research aspects of producing valid con­

clusions, whereas the planner's (or other decision maker's) role has 

been limited to project development or operation. The approach des­

cribed above involves a series of discussion and negotiation sessions 

in which the evaluator, planner, project director, and other relevant 

decision makers clarify the questions to be addressed in the evaluation, 

the design to be used, how this is to be iro~lemented by project per­

sonnel, and the data collection procedures. 
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FOOTNaI'ES 

1. This model is the one being used by LEAA in its Training Course for 

Criminal Justice Planners. 

2. Michael Scriven, "The Methodology of Evaluation," in PERSPECTIVES 

OF CURRICULUM EVALUATION (Chicago: Rand McNally, 1967). 

3. The training course for criminal justice evaluators. 

4. This scheme is only a slight modification of a general systems ap­

proach. The major differences are in terminology, the placement 

of the boundaries around the system (e.g., project), and absence 

of any explicit feedback loop, and in the J.ack of emphasis on the 

environment. 
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SECTION 3B 

* A SYSTEMS APPROACH TO EVALUATION 

Abstract 

The purpose of this paper is to describe a series of procedures 

that serve to pinpoint the questions and propositions 'which should 

become the focus of an evaluation. 

* The information presented in this paper and the terminology used are 
consistent with the LEAA Evaluatlon Training Course, but some of the 
materials here are not used in that course. The author of this paper 
(Dr. Anne L. Schneider) teaches a module in the LEAA course that focuses 
on some of the topics covered in ,this paper. 
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A SYSTEMS APPROACH TO EVALUATION 

Introductio:n 

The fundamental purpose of evaluation is to produce scientifically 

valid information and conclusions that will be useful to planners, pro­

ject directors, and other decision makers. Evaluation will meet these 

objectives only if the questions to be answered by the evaluation are 

relevant, rather than trivial, and only if the procedures used to draw 

conclusions are consistent with the standards of social science inquiry. 

The purpose of this paper is to describe a systems approach to eval­

uation that should be useful not only to evaluators, but also to planners 

and project directors, in their efforts to identify the types of questions 

that should be addressed in an evaluation. 

Components of the System 

One of the first tasks when planning an evaluation study is to des­

cribe the components of the project using a systems perspective. Rele­

vant project components can be divided into four major parts: inputs, 

activities, results, and outcomes, as shown in Figure 1. The project 

itself exists in a larger, on-going criminal justice system and social 

system. 

Inputs are the ingredients and elements received by the project 

from 'the environment in which the project exists. These include 

resources (funds for personnel, equipment, and so on), guidelines that 

constrain the operations of the project, and other rules or operating 

procedures (formal and informal). 
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Activities include the operations of the project and any other or­

ganizational procedures, criteria, or rules that are developed within 

the project (rather than from outside the project). Anything that is 

done with the resources and other inputs by project personnel is inclu­

ded in the category called activities. Thus, the activities category 

includes those things produced entirely by project personnel, such as . 

the provision of services, information, and so on. 

Results are the initial consequences of project ac..:tivities and in­

clude consequences which logically fall in between activities and out­

comes, in a type of causal sequence. Results are distinguished from 

activities in that, although the project and its resources theoretically 

can produce activities, they cannot guarantee that the results will occur. 

A project, for example, can provide cOlli,seling services to its clients 

(an activity), but it cannot guarantee that the counseling will change 

the attitudes of the clients (a result). A project can engage in a pub­

lic relations campaign to improve relationships with other agencies (an 

activity), but it cannot guarantee that relationships will improve (a 

result). 

Outcomes are the broader-range, socially relevant, consequences 

of the project. In a sense, outcomes are those consequences of a pro­

ject which, if positive, need no further social or political justifica­

tion: They are an end in themselves. The provision of safety to the 

public (e.g., crime reduction or prevention) and the provision of jus­

tice are the two major outcomes from the criminal justice system. Thus, 
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project consequences closely related to these would be called outcomes 

and consequences that intervene between activities and the outcomes gen­

erally would be called results. The division between results and out­

comes is quite arbitrary and, if one wished, the causal linkage of acti­

vities to results to outcomes could be placed in a whole series of boxes 

or categories rather than just those described here. 

The feedback loop shown in the criminal justice system part of 

Figure I indicates that results and/or ou.tcomes of a project can feed 

back into the operations of the project as additional inputs. A pro­

ject responsible for soliciting clients to receive its services might 

have an educational campaign (an activity) to interest crime victims, 

for example, in the project services. A result might be that victims 

contact the program which, through the fee~back loop, becomes an addi­

tional input. Information about the results and/or outcomes of the pro­

ject also is channeled through the feedba~k loop into the project .. 

When an evaluator is beginning the planning phases for the study, 

it is useful to read the grant application and actually develop a systems­

based, itemized description of the project. This could be done on a 

form such as that shown" in Taple 1. The specific inputs, activities, 

expected results, and expected outcomes (as presented in the grant 

application) are entered in the top part of the form. The lower section 

of the form is to be completed by the evaluator as slhe examines the 

logic of the project to determine whether critical ingredients are 

missing and what the essential intervening linkages are. 
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The Logic of the Project 

After the project description is completed (from the grant applica­

tion and/or discussions wit.h project personnel), the second task for the 

evaluator is to trace the logic or theory of the project. {This proce-

dure is being called the "Method of Rationales" in LEAA's Evaluation 

Training Workshops. The use of the system description to trace the 

rationale of the project provides the name that LEAA has given to the 

chart. ) 

There are no rules or guidelines on how one goes about identifying 

the rationale of the project, but a few techniques are available that 

can assist the evaluator in the task. 

One method of tracing the logic of the project is to start at the 

right-hand side of the system description and try to determine whether 

it is reasonable for each of the expected outcomes to occur and what the 

intervening events (between the activities and outcomes) are that must 

exist if the project is to accomplish the outcome. In doing this, the 

evaluator might think ahead to the types of discussions that would ensue 

if the project does not accomplish the outcome. The various reasons or 

rationales (or excuses) which might be given to explain why the project 

did not achieve the outcome or goal would provide a useful beginning 

point for identifying the assumptions that have been made as to why the 

activities ought to produce the desired outcomes. The variables iden.ti­

fied as critical linkages, if eventually included in the evaluation, 

would provide information as to why the project did not work or, if the 

project is effective, the evaluator would be able to determine why it 

worked. The former information is very important in determining whether, 
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with changes, a project might be more effective in the future, whereas 

information on the linkages for a project that was effective might help 

in assessing whether the project is replicable in other situations or 

places. 

Another technique for identifying the assumptions and intervening 

variables is to ascertain what types of behavior changes are needed if 

the project is to achieve the outcome (or the results). If certain be­

havior has to change, the evaluator should determine whether there appears 

to be sufficient incentive for this to occur. If it is questionable 

whether the incenth:es exist, data about the motivations or attitudes 

of persons whose behavior must change for the project to be successful 

would be a useful inclusion in the evaluation. 

The logic of the project can be traced back from outcomes to results 

and from results to activities and from activities to inputs. In some 

instances, the evaluator may identify a complete causal chain linking 

all of these parts together and, if this is the linkage of major con­

cern to decision makers, it would become the focal point of the evalua­

tion. 

Evaluators also will find it useful to start on the left-hand side 

of the systems diagrrun and assess the likely effect of each component 

of the system on the next. This approach assists in identifying criti­

cal inputs that may not have been provided for in the grant application, 

activities that are not included but which are necessary if certain re­

sults are to occur, and results that were not mentioned in the grant 

application but which have to occur if the outcome is to be achieved. 

In addition, this approach will help the evaluator identify unintended 
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consequences (positive and negative) of the project. 

It should be emphasized that project directors, program developers, 

planners, and other persons in the system would find these same tech­

niques useful in determining whether a project "makes sense." Problems 

in the rationale of the project identified by the evaluator or others 

could be called to the attention of those responsible for implementing 

the project and corrected even before the project begins. 

Many evaluators will find it useful to actually fill in the lower 

portion of the system chart shown in Table 1 with a listing of the im­

plicit assumptions, intervening variables that perhaps should be included 

in the evaluation, questions concerning what various aspects of the pro­

ject actually mean, and so on. Thus, the system description form becomes 

a summary of the project and the potential independent, intervening, 

and dependent variables to be included in the evaluation. 

The Project and Its Environment 

As noted previously, a project is part of an on-going system and 

exists in the larger criminal justice and social environment. Many, but 

not all, evaluations involve a comparison of the project with the sys­

tem as it existed without the project or a comparison of the project 

with some other alternative approach. In order to determine what the 

results and/or outcomes of the project are to be compared with, the eval­

uator should know how the project changed the system. 

It is particularly important in terms of the development of cumula­

tive knowledge concerning the effectiveness of alternative approaches 

for solving problems that the evaluator be aware of the theory upon 
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which the project is based and be aware of whether there are competing 

theories. If there are competing theories, the evaluator should attempt 

to compare the project with an alternative that is based on a different 

theory. Some projects may contain more than one component, with the 

different components representing different theoretical approaches to 

solving a problem. In this situation, it may be quite useful for the 

evaluator to compare one component of the project with another. 

Selecting the Questions and P~opositions 

The procedures described above provide the evaluator with the know­

ledge and information needed to develop a complete set of recommendations 

concerning what questions the evaluation might attempt to answer. 

These, in turn, could be converted into propositions and hypotheses. 

An evaluator who has prior knowledge of the types of issues or ques­

tions of concern to the eventual users of the evaluation results would 

not need to develop a complete set of all questions that could be ans­

wered, but evaluators often do not know exactly what the issues or con­

cerns of all the potential users of the information are. The questions 

or propositions that the evaluator recommends to decision makers also 

are constrained by the level of funding available to conduct the evalu­

ation, by problems of measurement, by the types of designs that are fea­

sible, and by ~onsiderations for the confidentiality and privacy of data. 

In some situations the evaluator does not formulate the questions 

to be answered, as this has already been done by project personnel, 

plan~ers, or others in the system. Even so, the evaluator would be 

much better prepared to guide or modify those choices if s/he were aware 



of the full set of questions that could be answered. Persons without 

technical training sometimes fail to note that certain questions could 

be answered and at other times aSSilllIb it will be simple to 00tain valid 

answers to questions when, in fact, it is impossible. Thus, the evalua­

tor has a very important role in determining what questions or proposi­

tions will be incorporated in the evaluation. 

The Type of Evaluation 

The choice of performance measure~ (dependent variables) generally 

serves as the starting point for developing the evaluation questions 

or propositions. This choice can serve to determine what type of eval­

uation is being done. Within the LEAA evaluation training course the 

types of evaluation are identified hy the point in the system where the 

final performance measure is taken. As shown in Figure 2, an impact 

assessment is an evaluation which attempts to link one or more outcomes 

in a causal fashion back to results, activities, and/or inputs. The 

assessment also may include examination of the ef.fects of activities on 

results or of inputs on activities. 

Process evaluation is defined as a study in which the final perfor­

mance measures are results, rather than outcomes, and the results are 

lin~'ed to activities and/or inputs. 

Monitoring in the LEAA training course is defined as a type of eval­

uation in which activities are linked (in a causal fashion) to inputs. 

Dimensions of Performance 

Regardless of the type of evaluation that is to be conducted, there 

are four major cate'gories of performance dimensions that should be 
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considered for potential inclusion in the evaluation. These are the 

quantity, quality (including equality), timeliness, and cost of a pro­

ject. In an impact assessment where the evaluation is to focus on crime 

reduction, for example, most of the relevant questions about the effect 

of the project on crime are subsumed if one considers these dimensions, 

as illustrated below: 

1. Quantity: How much crime was prevented? 

2. Quality: Was the fear of crime reduced? Was serious or trivial 

crime reduced? For whom was crime reduced? 

3. Timeliness: How long did it take for the effects to occur? 

How long will they last? 

4. Cost: What did it cost to prevent how many dollars worth of 

crime? 

These dimensions can be applied to outcomes (in impact assessments), 

to results (in process evaluations), and to activities (in monitoring). 

The Independent and Intervening Variables 

The specific selection of independent and intervening variables 

depends very much on the project to be evaluated, the situation, the 

type of theory underlying the project, and so on. Nevertheless, there 

are three general strategies that evaluators could use. 

1. "Black Box" Evaluations. A "black box" evaluation refers to 

one in which the entire project is compared, as a whole, with some al­

ternative method of achieving the same or similar objectives and goals 

(see Figure 3). In an impact assessment, for example, the "black box" 

approach could involve a comparison of the recidivism rates of youths 

in the project with recidivism rates of youths handled through the 
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"traditional'; approach (whatever that might be). In a process evalua­

tion that focuses on results, such as a reduction in school behavior 

problems of youths in a counselL~g program, the evaluation could compare 

project youths with similar persons handled through the traditional ap­

proach. Even in monitoring this strategy could be used. For example, 

the evaluator might compare the cost (per client) for providing coun­

seling to rape victims by a project administ.ered in the police depart­

ment with the cost (per client) of a similar project operated as a 

non-profit. 

2. Project Component Evaluations. As illustrated in Figure 3, 

one aspect or component of the project can be compared with another in 

terms af its effectiveness vis a vis outcomes, results, or activity 

levels. A project that provides counseling, tutoring, and social acti­

vities might be evaluated in terms of the effectiveness of each compo­

nent (separately) or in relation to the best combination of these. 

3. Multiple Linkage Evaluations. All evaluations involve estab­

lishing whether at least one linkage exists (the linkage between inde­

pendent and dependent variables). A multiple linkage evaluation is one 

that attempts to establish whether one or more intervening linkages are 

critical to the success of the project (see Figure 3). A multiple link­

age evaluation might seek to determine for whom or under what conditions 

certain effects occur. For example, an evaluation could focus on whether 

a crisis intervention program reduces detention days and other types of 

penetration into the juvenile justice system and whether these, in turn, 

reduce the recidivism rate. Alternatively, the crisis intervention 

counseling, per. se, could have an effect on recidivism that is independent 



of changes in detention time or other indicators of penetration into 

the system. 

The list of questions, propositions, and hypotheses that could 

be included in the evaluation can be formulated after the evaluator iden­

tifies the potential performance measures, the candidates for indepen­

dent and intervening variables, and the dimensions of performance that 

seem relevant. As noted previously, the funding level for the evalua­

tion, measurement problems, protection of confidentiality and privacy, 

and problems in the evaluation design will have a strong influence on 

which questions actually can be answered. Thus, the evaluator needs not 

only to be aware of the potential questions, but must assess which of 

these can be answered within the constraints of budget, measurement, 

design, and confidentiality/privacy of data. 

When the discussions or negotiations are held concerning the exact 

questions that will become the focal points of the evaluation, it would 

be very helpful if the evaluator could inform project personnel, plan­

ners, and other decision makers about what will be required in terms 

of funding, project operation, and so on in order to obtain valid answers 

to the questions. This would help prevent one of the more common prob­

lems that arises between evaluators and decision makers: The eventual 

inability of the evaluator to provide scientifically valid answers to 

questions that were of major interest. If fruitful discussions and 

negotiations are carried on between the evaluator and the eventual users 

of the information, a second common problem in evaluation might be 

avoided: The production of an evaluation report -that did not examine 

the questions of interest to decision makers. 
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SECTION 3C 

ALTERNATI~ APPROACHES 

* FOR ESTABLISHING THE CRITERIA OF SUCCESS 

Grant applications usually contain specific, quantitative state­

ments of goals and objectives. These should be useful as a guide to 

the conduct pf an evaluation, but they often are not, for reasons ex­

plained in this paper. The discussion focuses on alternative ways to 

specify the criteria of success and the role of evaluation in deter­

mining "success." In addition, a non-technical presentation is made 

on the use and interpretation of significance tests in determining 

project "success." 

* This paper was written by Anne L. Schneider. 
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ALTERNATIVE APPROACHES 

FOR ESTABLISHING THE CRITERIA OF SUCCESS 

Introduction 

Determining whether a project, program, or policy is a "success" in­

volves four quite distinct steps: 

1. An identification, on the conceptual level, of the problems which 

the project was supposed to solve or ameliorate; 

2. Selection of 'specific operational measures that are valid indica­

tors of the concepts; 

3. Selection of a particular "amount" of the problem that must be 

solved in order for the project to be deemed successful; and 

4. Selection of a particular probability level in reference to the 

"amount" of the problem that the project is supposed to solve. 

To illustrate: The problem that the project is supposed to amelio­

rate is the residential burglary rate; the indicators of this could be the 

reported number of residential burglaries divided by the number of resi­

dential units in the city; the "amount" of the problem that is supposed to 

be solved might be a five percent reduction in the rate of occurrence; and 

the probability that the five percent reduction could be produced by 

chance is 10 out of 100 (e.g., .10 significance level). 

Although the procedure for defining the success of a project might 

appear to be straightforward and obvious, there are, in fact, several 

options that can be used at each point. The identification of the broad 

g'auged problems which the proj ect is supposed to solve generally is done 

within the grant application process. The evaluator is not particularly 
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involved in this, except to point out other positive or negative consequences 

of project "activities that Gould be included in the ev.aluation and :to assess 

the costs and difficulties of including these. The options (and diffi­

culties) in selecting valid indicators of the concepts depend primarily 

upon what the goals are and, even though this is a very important step 

and is done mainly by the evaluator, it will not be discussed extensive-

ly here. Rather, the focus of this paper is to examine some of the 

choices concerning the "amount" Qf the problem that must be solved if 

the project is to be "successful" and tb.:examine the choice of a signi­

ficance level. 

Magnitude of PToject Impact 

Perhaps the best method of determining the amount of a problem that 

a project must solve in order to be successful is to conduct a cost-bene­

fit analysis. In this approach, one measures the total social ,":osts of 

the project and its total social benefits. If the project can solve 

enough of a problem that its total social benefits are greater than its 

total social costs, it would be judged succe'ssful. Another method is to 

compare one alternative strategy with another (or with several others) 

in order to ascertain which is the most cost effective. With this tech­

nique, a project should be able to reduce the amount of a problem for 

a lower per unit cost than other alternatives in order to be judged more 

successful than the others. 

* Because of the difficulties in conducting these types of analyses, 

lsee section 3D , "Cost-Benefit and Cost-Effectiveness Analysis." 
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decision makers usually must determine the success of a project without 

the type of cost-benefit information that ~ould permit perfectly ration­

al decisions. Instead, one finds grant applications with quantitative 

measures of success that were apparGntly considered good enough so that, 

if the project were able to achieve those objectives and goals, the de­

cision makers would continue funding it. Some evaluators object to these 

types of artificially established measures of success and would prefer 

that the project state its objectives in a way that makes it easier to 

convert them directly into an evaluation design. 

Consider, for example, a statement that says the goal of the project 

is to reduce the recidivism rate of project clients by ten percent. Even 

though thi~ might appear to be a very precise statement, an evaluator 

will recognize that its meaning is not at all clear. It could mean "to 

prevent ten percent of a group who otherwise would have recontact with 

the court from having a recontact." But with whom are the clients to 

be compared? It could also mean "to reduce the fre9-uency of offenses, 

on the average, by ten percent compared with the frequency prior to the 

project." It eouId, of course, mean many other things as well. 

Still other evaluators will claim that unless the project has quan­

titative goals, it cannot be evaluated. That claim is patently false. l 

fu~ evaluator can measure the magnitude of project impact and report it, 

along with the probability that it was due to chance. Even if a project 

does not state what its general goals are, the evaluator can examine its 

activities in order to determine what types of social consequences could 

reasonably be expected from them. These, then, would constitute the 

dependent variables in the evaluation. 



There are also some evaluators wpo permit the quantitative state­

ments of goaJ.s or objectives to determine how the evaluation is cond'..1cted. 

Thus, an evaluation report might say that residential burglaries declined 

by five percent during the two years of project operation from tne two 

years prior to project operation i therefore, the proj 6,:t achieved i,ts 

objective. Even though tr.l~ first part of the statement may be t;ti,l~., the 

second is not necessarily true at all. The task of evaluation i$ to 

establish a cau8al linkage between the project activities and the out­

comes in such a way that the impact of t·be project on the problem c'an be 

ascertained as independent of other factors and as independent of chance. 

~lthough there is general agreement that the causal linkages have 

to be established, there is no consensus concerning the most appropriate 

method of stating quantitative goals .and objectives for the,: project or 

of determining project success. 

Some of the alternatives used in evaluation for defining and test­

ing project "success" are described below. 

1. The evaluator can simply ignore the quantitative statements in 

the project grant application and test to determine if the project impact 

is significantly different from zero. If this approach is used, the eval­

uator should at least include data showing the best estimate of the actu­

al magnitude of effect. The decision m~kers ultimately responsible for 

deciding whether the project is a success or not will have the informa­

tion that they can compare with the "promises" made in the grant applica­

tion· and can decide whether the impact is large enough to suit them. 

2. The evaluator could test whether the project impact is signifi­

ca~tly different from zero ~~ could also conduct a test of significance 
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to see if the impact is significantly less than the q'l::lantitative obje(!'~ 

tive stated in the grant application. In other words, the null hypothesis 

(for the -second test) is that the project reduced crime, for example, by 

five percent or more. If this hypothesis is rejected, then the project 

flfailed fl at least in terms of its stated objectives. In some evaluations, 

of course, it is possible that the evaluator will not be able to reject 

the null hypothesis in either test. That is, s/he cannot reject either 

the possibility that the crime rate was the same or the hypothesis that 

crime was reduced bl' five percent. 

3. Confidence intervals are another possible option for the evalu­

ator. In this procedure, it does not matter wheth~r the project stated 

quantitative. objectives or not. The evaluator calculates the confidence 

interval (.05 or .01 or whatever) around the figure representing the mag­

nitude of impact. For example, the observed reduction in crime attri­

butable to the project might be 15 percent, with the lower oounds of·the 

confidence :i,nterval being 10 percent and the upper bounds being 20 per­

cent. The 15 percent is still the best estimate, but the lower and upper 

limits provide additional information to the decision makers. 

4. Some evaluators restate project objectives so that the objec­

tives or goals are to achieve statistically significant changes (or dif­

ferences). This approach has the advantage of bringing about congruence 

and agreement between evaluator and decision makers before the evaluation 

is conducted and could improve the likelihood that decis~ons will be 

based at least in part on the evaluation results. On the other hand, this 

approach is rather inflexible because the size of the sample has a strong 

influence on the amount of difference needed to achieve statistical sig­

nificance. Thus, a project for which the evaluator collected recidivism 
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data on 1,000 treatment youths and 1,000 control youths will find it 

very easy to achieve statistical signi~icance even though their impact 

could be quite trivial (a 2 percent difference--i.e., 8 percent versus 

6 percent--is significant at the .05 level with this many cases), A 

project with 50 treatment cases and 50 control cases would find that even 

a ~ubstantial difference of 15 percent (such as 50 percent versus 35 per­

cent) was not statistically significant at the .05 level. 

5. Another option available to evaluators when the project has 

stated quantita'tive objectives but not indicated the method of compari­

son is to restate the objectives incorporating both the sample size, 

method of comparison, and the quantitative goal of the project. For 

example, if the project goal is to achieve a 50 percent decrease in re­

cidivism (such as from 20 percent down to 10 percent), the evaluator 

could restate the objective in the following way: "The goal is that 

the recidivism rate of 200 project youths, 12 months after entry into 

the project, will be 50 percent less than that of 200 control group 

youths, 12 months after their entry into the system (i.e., the control 

group will have a 20 percent recidivism rate and the experimental group 

\."ill go from the 20 percent rate down to a 10 percent rate)." With a 

sample size of 200, the difference between 20 percent and 10 percent 

is statistically significant beyond the .05 level. This approach can 

be used ;~ the evaluator has a good estimate of the size of the percen­

tage and can draw samples large enough to show significance if the de­

sired percentage difference is achieved. 

An argument could be made that it is not the evaluator's job to 

determine whether a project was "successful" or not and, therefore, the 
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evaluator does not need to be concerned with how the project personnel 

or other decision makers--such as those in the planning agency--would 

define "success" for any particular project. This argument is based on 

the idea that an evalt~tor, as a social scientist with considerable 

knowledge of the criminal justice system, is perfectly capable of exam-

ining the project activities and, from these, projecting what the po-

tential effects of the project are on its clients, other parts of the 

criminal justice system, and the community. Furthermore, the evalua-

tor has the technical expertise to establish a valid method of compari-

son. In the evaluation report (so the argument would continue) the 

evaluator reports the magnitude of impact the project had (positive 

and negative) on other parts of 'the system, clients, and/or community 

and the probability of whether these impacts were due to chance rather 

than to the project. At that point, it is up to the decision makers to 

decide whether the project was "successful" or not in relation to the 

impacts included in the evaluation. 

On the other nand, persons concerned with the utilization of evalu-

ation results in decision making , would argue that the evaluator and de-

cision makers (such as project directors, planners, elected officials, 

and so on) should discuss and negotiate the criteria of success, inclu-

ding the specific methods of comparison and the actual "amount" of im-

pact that will be considered sufficient. Through this process, the per-

sons responsible for making recommendations or decisions might become 

more aware of the value of evaluation and what is needed to obtain valid 

answers. Evaluators would become more sensitive to the wide range of 

questions that are of interest to the eventual users of the evaluation 
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results and the range of performance measures that could be included. 

The Level of Statistical Significance 

The purpose of this discussion is not: to present a technical dis­

course on tests of statistical significance, but instead it is to provide 

some guidance on the use and interpretation of significance tests within 

the context of evaluation research. 

A test of significance is conducted in order to estimate the pro­

bability that tan apparent impact of the project on the dependent vari­

able could have occurred by chance and, therefore, the project should 

not be credited with the outcomes or results even though they occurr~d. 

In laboratory experimental research it is an accepted practice to estab­

lish the significance level at .001 or .01 or .05 before conducting the 

experiment and to adhere rigorously to the principle that one must assume 

"no effect" unless the probability of a chance occurrence is qu.ite low, 

su.ch as one in a thousand, one in a hundred, or five in a hundred. 

Applied research differs in several fundamental ways from basic 

research and the use of tests of significance should be somewhat dif­

ferent. 

First, it must be recognized that whenever one observes a change 

in the dependent variable (the criterion of success) which might be 

attributaDle to the project, there almost always are several alterna~ 

tive explanations for why the change occurred. Similarly, in a com­

parison design, if one observes a difference between the experimental 

and comparison groups there may be several potential reasons--other 

than the project--that could account for it. One possible reason for 
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a change or a difference is a purely chance occurrence. Tests of statis­

tical significance provide information on the likelihood that chance is 

the alternative explanation, but these tests GO not provide any infor­

mation at all on whether other alternative explanations (i.e., threats 

to validity) could have produced the observed difference or change. 

Thus, in evaluation research tests of significance always should be con­

ducted, but it must not be assumed that a statistically significant ef­

fect shows that the project was the factor influencing the change in the 

level of problem unless other confounding factors can be ruled out. 

Conversely, external factors not related to the project could serve 

to minimize or hide completely the impact of a project even though it 

had a substantial effect on the outcome of interest. A project might, 

for example, simultaneously increase the reporting of rape cases and 

reduce the incidence of rape. If the rate of this crime (as officially 

reported to authorities) is uS'ed as the measure of success, it might 

increase due to the increased reporting or it could decrease because of 

a reduction in the true (reported and unreported) frequency. Thus, one 

must not conclude that the failure to achieve a significant difference 

shows that the project was ineffective unless it can be established that 

external factors did not hide or mask the effects. 

Third, it was noted earlier that the size of the samples has a 

considerable effect on the amount of change or difference that must 

occur if statistically significan't differences are to be obtained. An 

evaluator could find himself or herself in the ~ather embarrassing 

situation of having such small sample sizes and low base rates on the 

dependent variable that it is impossible to establish statistical 
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significance for the project even if it reduces the problem to zero. 

It is conceivable, for example, that the recidivism rate or crime rate 

within a control group or area to be so low and the sample sizes so small 

that a reduction to zero in the experimental group would not be statis­

tically significc.nt. 

Fourth, evaluators should recognize. that decision makers often have 

to choose from among many alternative ways of allocating funds and have 

very little information on the probability that any of the alternatives 

will have an impact on the problem. They may not require that the chances 

be 5 out of 100 before they are willing to take a chance that a parti­

cular project is a better option than the other approaches. Evaluation 

reports should include the exact probability level from the significance 

test rather than just a statement of significance or non-significance 

at the .05 level (or .01 level or whatever). Decision makers might de­

cide that a project which was evaluated using :small samples and which 

indicated an impact with the associated probability that it would occur 

by chance 20 times out vf 100 to be a better risk than any other option 

available to them. 

Fifth, tests of significance in applied research often are conser­

vative (underestimates) of the magnitude of the impact of the project-­

providing that the alternative explanations for any observed differences 

or changes can be ruled out. The tests are conservative due to the low 

reliability of the data generally used in criminal justice research. 

Te~ts of significance are conservative in another sense. It is 

normally the case in criminal justice that only the newer, more inno­

vative projects are evaluated at all. These approaches are required 
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demonstrate effectiveness beyond reasonable doubt, whereas other ap­

proaches that are more a part of the established system do not have 

to demonstrate effectiveness at all. Most projects are evaluated in 

comparison with whatever existed in the past or with a concurrent com­

parison group or area that is receiving the "usual" treatment or pro­

cedure. It is the new approach that usually is required to be signi­

ficantly better than the old. In some situations, it would be just 

as reasonable to require that the traditional approach be significant­

ly better. In other situations it would be quite reasonable only to 

require that the new approach not be any worse than the old. Examples 

of tnis include the deinstitutionalization of status offender (DSO) 

projects. Most of these projects remove status offenders from the jur­

isdiction of the juvenile court and may be less expensive and more hu­

mane in the sense that status offenders cannot be detained or Gent to 

state institutions. Nevertheless, many of these projects stated as a 

goal that the recidivism of the DSO status offenders would be less. One 

could argue that it is not fair or reasonable to require a statistically 

significant recidivism reduction in comparison with the tradit.ional ap­

proaches in oroe::r ,to establish the success of the deinstitutionali.zation 

projects. 



FOOTNOTES 

1. It i~ the case that some projects cannot be evaluated, but the source 

of the problem is not the ~ack of quantitative goals. Rather, prob­

lems stem from such things as weak designs, unreliable data, or no 

data at all. 



3-53 

SECTION 3D 

COST BENEFIT AND COST EFFECTIVENESS EVALUATIONS* 

Abstract 

Cost benefit analysis requires measurement on a common unit of 

value of the full social costs and full social benefits of a program. 

Cost effectiveness analysis is less complex in that it requires com-

parable measurement of the costs of two or more strategies and measures 

of effectiveness vis a vis one (or more) common objective. The re-

quirements of cost benefit and cost effectiveness analysis are explained 

and an example of cost effectiveness analysis is presented. 

* These materials were presented by Anne L. Schneider at a special forum 
of the Model Evaluation Program. 
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COST BENEFIT AND COST EFFECTIVENESS EVALUATIONS 

Introduction 

The purpose of this paper is to explain, on a conceptual level, the 

differences between cost benefit analysis and cost effectiveness analysis 

and to explain how one does cost effectiveness analysis. 

Cost Benefit Analysis 

Cost benefit analysis is the best, most comprehensive type of eval­

uation that one can conduct on any type of public policy or program.
l 

It unfortunately is also far more difficult and complex than any other 

type of evaluation--so much so that it is often impossible to conduct 

cost benefit analysis for social programs. 

The key characteristics of cost benefit analysis are described below: 

1. One must first measure the total social benefits of a particular 

policy. Social benefits are defined as the sum total of all benefits 

directly attributable to the policy from the perspective of the society 

as a whole. Benefits mean "wants" and include all things valued by the 

society. 

Direct benefits of the criminal justice system would include bene­

fits such as safety from crime, justice, and various types of emergency 

services available to the society. 

Indirect benefits include goods or services that are "external" to 

the direct benefits. For example, the criminal justice system in Seattle 

produces direct benefits for Seattle. If Seattle develops a highly ef­

fective program for preventing juvenile delinquency and if a proportion 
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of these youths move to Spokane, then the subsequent reduction in juve­

nile crime in Spokane is an indirect benefit of the Seattle program. 

2. After ~easuring social benefits, one must then measure the total 

social costs of the policy that is being considered. Social costs are 

defined as the "wants" or "benefits" that could be produced for the soci­

ety as a whole if the resources used for the policy under consideration 

were, instead, used for something else or were left to the private sec­

tor (that is, the money was never collected in taxes). The social costs 

also are called opportunity costs. If the resources to be used for the 

policy are used for it, then one must know what opportunities are fore­

gone by this choice of expenditure. Thus, the first component of social 

costs is the value of the resources being used for the policy, measured 

in terms of alternative uses. Most commonly the value of the resources 

is assumed equal to the dollar value if the funds for the program had 

been left to individuals and never collected in taxes. 

A second component of social costs is the direct or indirect nega­

tive result--if any--of the policy. For e:-<:ample, if Seattle develops 

a very effective enforcement program against drug use which displaces 

drug pushers and users to other parts of the state, then the transplant­

ing of the problem is an indirect cost to the other areas of the Seattle 

program. If persons in Seattle are conducting the cost benefit analysis, 

they could define the society as "Seattle" and ignore these displa,ce­

mentsj but if the state is conducting the analysis, then these need to 

be counted, as costs of the Seattle program to another area. 

Another example of indirect costs are costs incurred by clients 

or citizens. If Spokane develops a program for youths that requires 
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parents to incur costs--travel time, appearing in courts, etc.--then these 

are additional indirect costs of the program. 

3. The costs and the benefits now must be converted to a cornmon 

scale. For example, if some of the costs are measured in resources and 

dollars, then one cannot measure benefits in terms of recidivism rcduc-

tion, or improvement in con~unity support for the criminal justice system, 

and so on, because these measures are not comparable to dollars. In 

practice, all the costs and benefits usually are measured in dollars. 

The exact amount of the "benefit" attributable to the program has to be 

known or estimated. For example, if juvenile crime declines as a result 

of HB 371 and if someone is successful in figuring out the dollar value 

of reducing juvenile crime by a particular amount, then one must deter-

mine exactly how much of the decline is attributable to the new programs 

and procedures introduced by HE 371. The amount that is attributable to 

something else (for which costs have not been measured) cannot be in-

cluded as a benefit from the bill. The proportional amount is all that 

should be attributed to the program because only the costs of the pro-

gram have been measured. The costs of other factors that may also have 

reduced juvenile crime have not been measured. Serious errors result 

if benefits are attributed to a program when, in fact, they are the re-

suIt of something else and the costs are not included in the a.nalysis. 

4. Having achieved all of the above, one can now calculate the 

cost benefit ratio. If the total social costs are greater than the 

total social benefits, then the government should not be spending the 

I 
money on the program since this results in a net loss to society. If 

the total social benefits are greater than the total social costs, then 
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this is a proper expenditure of funds. 

5. There is a great deal more to cost benefit analysis -than this 

brief overview. One needs to calculate the cost benefit ratio for this 

year, next year, 10 years in the future, and so on, to determine whether 

or not the government should invest taxpayers' money in the program. 

There is no point discussing techniques of extending the analysis into 

the future, because, with virtually all criminal justice programs, a 

true cost benefit analysis is impossible. 

cost Effectiveness Analysis 

Cost effectiveness analysis is simpler and is something that can be 

done in relation to social programs. 
2 

Cost effectiveness analysis is 

not something new--it basically involves adding a "cost" component to the 

usual types of effectiveness-oriented evaluations. The basic procedures 

are described below: 

1. One must select one or more measures of effectiveness. T~ese 

can and often do include social benefits such as those used in cost bene­

fit analysis, but the value of the outcomes do not have to be converted 

to dollars. Thus, one could measure recidivism reduction, crime rates, 

"justice" or perceptions of it, cC?mmunity attitudes, and so on, using 

different scales for each of these. 

2. The investigator must specify more than one method of achieving 

the goals. That is, a new program is compared with an old one; two new 

programs are compared to each other; or two or more variants of the same 

program ?re compared, and so on. Cost benefit analysis can (theoreti­

cally) be conducted on just one program. with cost effectiveness at 
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least two alternative ways of trying to accomplish the goals are needed. 

3. The cost of each program must be measured. There is more flex­

ibility concerning how this is done than with cost benefit analysis, but 

one must be careful to insure that the method of measuring cost for pro­

gram A is comparable to that used for program B. For example, the bud­

get (personnel, supplies, etc.) for each program could be used, but if 

one of the programs required capital expenditures and the other did 

not, in the long run the capital expenditures of the first program would 

become less and less important. Measurement of the cost can get rather 

complex, but the basis procedure is to figure out what the components are 

of each program and then add up the costs of personnel, supplies, value 

of space used, etc. 

4. Next the investigator needs to measure the effectiveness of 

the program in relation to the measures selected for it. This is done 

in the manner usually use.d in evaluation. The amount of recidivism, 

for example, from one program is compared with the alternatives. As with 

cost benefit analysis, one must have a precise estimate of how much of 

the difference in recidivism (or reduction, if using pre-post measures) 

clearly is attributable to the program. In addition, one may find it 

useful to put a confidence interval around the number. Thus, if pro­

gr?m A's recidivism level is .20 and program B's is .30, the difference 

of .10 is statistically significant and the confidence interval for the 

difference might be .08 to .12. 

The data in Table 1 illustrate a cost effectiveness analysis of 

two programs. Each program begins with 100 clients. Program A has a 

recidivism rate of 25 percent, compared with a recidivism rate of 
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TABLE 1 

AN ILI,USTRATION OF COST EFFECTIVENESS ANALYSIS
I 

Data & Calculations Program A Program B 

DATA 

(a) number of clients 

(b) recidivism rate 
(subsequent convictions) 

(c) number of clients 
NOT recidivating 

(d) cost of project 

CALCULATIONS 

1. cost of preventing a subsequent 
offense by non-recidivators2 

2. marginal additional cost of pro­
gram B to prevent 5 more offenses 
than program A 

100 

25% 

75 

$7,500 

$7,500 
75 = $100 

100 

20% 

80 

$16,000 

$16,000 = 
80 

16,000 - 7,500 

$200 

$8,500 

lIt is assumed that the differences in recidivism are due entirely to the 
differences in program operation and not to any other factors. 

2This calculation assumes, in a sens~, that everyone in each program 
would have recidivated if the program had not existed. 
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20 percent for program B. The number of clients not recidivating is 75 

for program A and 80 for program B. The cost of program A is $7,500, 

compared with $16,000 for program B. The first calculation shows the 

cost of preventing each subsequent offense. If it is assumed that 75 

subsequent offenses are prevented by program A and 80 by program B, the 

per unit cost for program A is $100, while the per unit cost for pro-

gram B is $200. 

Marginal comparisons also should be made. Program B prevented five 

subsequent offenses more than program A for a cost of $8,500 more. 

Thus, it costs $8,500 more to prevent five more subsequent offenses. 

In this example program B is more effective in reducing recidivism 

than program A (rate of 20 and 25 percent, respectively). Bu.t the cri-

tical question is whether it is worth $8,500 more to "prevent" five 

more persons,per 100, from recidivating. 

Cost effectiveness analysis norma·lly involves a comparison of two 

alternatives in relation to one objective at a time. It can, however, 

be extended to incorporate multiple objectives through the use of sub-

jective valuation of alternative goals. The procedures are to have 

decision makers (or the public) place a subjective estimate of the dol-

lar value on the achievement of each unit of each goal. For example, 

consider an evaluation that includes measures of recidivism and commun-

ity support -Frvr .... ho A'I'c!.f-;_~ 
--- _ .... - .J ...... - """ ................ The latter might be measured on a 

five-point scale ranging from a high level of support to a very low level 

of support. Decision makers would need to place a dollar value of pre-

venting each subsequent offense and a dollar value on community support. 

The latter might be accomplished by specifying the dollar value of having 
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109 percent of the community in the "high support" category, compared with 

having 90 percent in that category, 80 percent, and on down to zero. 

After measuring the effectiveness of program A and program B in rela­

tion t~ each goal (recidivism reduction and community support), a finai 

cost effectiveness score for each program can be calculated. Generally, 

however, one would simply show the cost and effectiveness scores for 

each program in relation to each objective and let the decision makers 

judge the overall merit of each. 

It should be emphasized that both cost effectiveness and cost bene­

fit evaluations are more difficult and more complex than normal outcome 

oriented evaluations. Neither cost effectiveness nor cost benefit avoid 

the "problem" of having to develop scientifi.cally reliable methods of 

measuring effectiveness. Thus, neither approach can be used in the ab­

sence of some type of scientifically reliable methodology, such as exper­

imental designs, interrupted time series, or comparison group designs. 
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FOOTNOTES 

lA useful article on the cost-benefit analysis is Jerome Rothenberg, 
"Cost-Benefit Analysis: A Methodological Exposition," in Marcia Guttentag 
and Elmer L. Struening (eds.), Handbook of Evaluation Research Volume 2, 
(Sage Publications, 1975). Also see, Robert Dorfman (ed.), Measuring Bene­
fits of Government Investments (The Brookings Institution, 1965). 

2 See Henry M. Levin, "Cost-Effec,tiveness Analysis in Evaluation 
Research," in Guttentag and Struening, 0.12 cit. 
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SECTION 3E 

THE ROLE OF EVALUATION 

IN RATIONAL & BARGAINING DECISION MAKING PROCESSES* 

Abstra.ct 

The purpose of the paper is to explain how evaluation can be used in 

both rational and bargaining decision-making situations. In rational 

decision making, the evaluation findings are used to estimate the magnitude 

and PFobability of project effects for two or more strategies in order to 

choose bet\'leen the strategies (or projects). In bargaining processes, 

evaluation findings are used to determine whether a project lived up to 

the "promises" in the grant application. In either instance, the evalua-

tion must establish the causal relationship between the observed outcome 

ahd the project(s) being evaluated. 

* A revision of a section in the "Final Report: An Assessment of Factors 
that Constrain and Facilitate the Use of Evaluation Information by LEAA 
Planne,rs and Decision Makers in the State of Washington" by Anne L. 
Schneider and Peter R. Schneider, February, 1977. 
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THE ROLE OF EVALUATION 

IN RATIONAL AND BARGAINING DECISION MAKING PROCESSES 

One way of viewing a rational decision making process, within the con­

test of a democratic political system, is that goals (or problems) are 

selected in order to maximize public preferences concerning the actions of 

government, but the means of achieving the goals are determined on the 

basis of technical, scientific information--such as information from 

evaluations--concerning the effectiveness and cost of alternative stra­

tegies. 

The phrase "rational decision making" refers to a particular method 

of arriving at a decision. In brief, it means that the decision maker 

selects the policy alternative which s/he believes has the highest 

probability of maximizing a benefits-cost ratio. In the contest of 

governmental decision making, in a democratic society, a constraint can 

be added to the definition. The public policy maker is said to engage 

in rational decision making if s/he supports the policy position that 

will have the greatest probability of maximizing the benefit-cost ratio 

to the public. 

The citizens select the goals, and the scien1:ific information is used 

to calculate the IIbestll means of achieving the goals. The distinction 

between the goals and the means of achieving them presumes that citizens 

either have no preferences about alternative methods of solving a problem 

or that their preferences would be the same as those of a rational decision 
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maker if they had the same information. This prestunption probably is 

correct for the "general public" who will not suffer set-ious costs or 

obtain substantial rewards (in the short run) from any particular action 

that is being considered. The assumption obviously is incorrect for 

other persons and groups, since the choice of a particular strategy or 

project will distribute substantial benefits to some persons rather 

than to others. Virtually all decisions concerning the allocation of 

scarce funds result in some persons or groups "winning" a great deal 

and others "losing" a great deal. 

If the prevailing philosophy of a political system or government 

agency is that public or group preferences should he relied upon to 

select goals (or to identify problems), but scientific information 

should be used to select strategies and specific projects to achieve 

those goals, then the role of ~valuation in decision making is quite 

clear. Evaluations and other types of research should be relied upon 

to select the strategies and specific projects which have the greatest 

probability of achieving the goals for the least cost. 

Another, perhaps more realistic, view of the political decision 

making process is that it inherently involves bargaining by identifi­

able groups with public agencies, not only in relation to goals but 

also in terms of strategies and specific projects. The bargaining is 

undertaken So that the group can maximize the allocation of funds to 

its membership through the funding of specific projects. In the speci­

fic context of LEAA funding, persons representing areas, clients, and 

government agencies other than LEAA bargain with those who distribute 

LEAA funds. 
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Decisions produced through these types of bargaining procedures could 

represent compromises and tradeof'fs among the groups involved (or promises 

of benefits or punishments to the funding agency) without any necessary 

attention to the interests of the "general" public. On the other hand, 

the bargaining process can be constrained and structured by the funding 

agency through the use of guidelines that require proposals for funding 

to address public interest goals. In a bargaining system, groups or agencies 

'that wl.sh to obtain funds make "promises" to the funding agency concerning 

their performance and funding is based on these "promises". 

Information produced from evaluations is just as critical in a politi­

cal system where bargaining extends to the choice among means and projects 

as it is in the system described previously. Impact or process evalua­

tions should be conducted to determine whic:1 of the competing groups (and 

the strategies they used) fulfilled the promises made about short or long­

term public interest goals and the cost of achieving them. Monitoring 

would be used to determine when the operating procedures and activity 

levels are in line with the specific promises that were made by the groups 

when they struck their bargain with the agency. 

In this type of system it is critical that at the second round of 

decision making and funding allocations the groups and agencies that did 

not live up to their promises would be penalized and those that did would 

be rewarded--or at least, given the vagaries of LEAA funding would be con­

tinued for another year. Thr9ugh an incremental (and perhaps slow) proces~, 

information from ~valuations should serve to winnow out the groups that 

cannot achieve social goals with a sufficient degree of efficiency and 

produce infot'lltC!.tion on the types o.f activib.es, organizational patterns, 



3-70 

rules and strategies, that characterize the groups which consistently pro-

duce cost effective solutions to public problems. 

The kind of evaluation used in the bargaining decision-making system 

does not differ much from those used in a more rational process. Its pur-

pose is to establish a causal linkage between the project and the desired 

(i.e., promised) outcomes or results. The major difference is that evalu-

at ions in the rational process would be more likely to make explicit tests 

of two (or more) alternatives for achieving the outcomes or results. 

There is a considerable risk in a bargaining model of decision making 

·that the funding agency will not have sufficient clout to impose judgments 

based upon the results of an evaluation process. On the other hand, a 

funding agency that operates in a bargaining political context probably 

would find it even harder to impose requirements that funds be allocated 

strictly on the basis of the probability that a particular strategy or 

project would achieve an impact if this meant total disregard for the 

political clout of the bargaining groups. Funding agencies that operate 

within a political system which values public and group preferences in 

establishment of goals but excludes them in the selection of specific 

projects will not encounter the same types of difficulties in achieving 

a sufficient degree of reliance on evaluations. 

The multi-layered aspect of decision making--especially when federal 

funds are involved--can introduce considerable confusion into the entire 

t· 
process because it may be difficult to determine the point within the 

system where effective decision are made. Evaluations need to be available 

and used at the point where the bargains and promises that determine 

actual funding allocations are made, even if this is not the final (official) 
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decision point. In a similar way, evaluations are needed at. the point 

where strategies and projects are selected in the more rationalistic type 

of political system. 
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SECTION 4 

APPLICATIONS OF PROBLEM SOLVING TECHNIQUES 

IN CRIMINAL JUSTICE EVALUATION 

The nine evaluation reports or excerpts from evaluation reports in 

this section demonstrate the use of one or more problem solving technique 

of interest and value to evaluators. Introductory comments which iden­

tify or expand upon the particular techniqnes of major interest have 

been prepared and precede each of the reports or excerpts. 



* 

I,awrence G. Gunn 
Director 

4-3 

SECTION 4.A. 

Evaluation Report 
City of Seattle 

HIDDEN CAMERAS PROJECT* 

By 

City of Seattle 
Office of Policy Planning 

Law and Justice Planning Office 

January, 1978 

Kenneth E. Mathews, Jr., Ph.D. 
Senior Researcher/Evaluator 

Antoinette Hood 
Research and Evaluation Aide 

This is the full text of the Hidden Cameras Project Evaluation. 
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I N T ROD U C TOR Y COM MEN T S o :t>: 

. "HIDDEN CAMERAS PROJECT EVALUATION REPORT'; 

This evaluation report by Kenneth Mathews and Antoinette Hood is an 

exemplary one in several ways. 

One of .the most instructive aspects of the evaluation involves the 

techniques used by the evaluators to achieve a field experimental design 

with random assignment. It should be noted that the evaluators were 

involved in the initial development of the program along with the project 

director and others in the planning office. The pre-project analysis con­

ducted by the evaluators identified the characteristics of high risk 

establishments. Since the number of cameras was less than the number of 

establishments, it was possible to randomly select businesses for the 

cameras without a denial of service to anyone. 

The assessment of project effectiveness was conducted by first 

estru)lishing a causal relationship between the project and several indica­

tors of system level performance and then estimating the cost-effectiveness 

of 1:he hidden cameras. This section of the evaluation illustrates the com­

plexity of measuring the costs of the project and 'the savings to the system, 

but it also demonstrates that cost-effectiveness evaluations can be conducted 

in criminal justice. 

Although random assignment was used to examine project impact on 

arrests and convictions, the impact on commercial robbery rates of the 

entire city could not be assessed accurately just by comparing experi­

mental and control sites. Thus, the evaluators used quasi-experimental 

designs for this part of the analysis. Their use of multiple time series 

is especiallY instructive in that different types of alternative explanations 
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for the findings were examined with the use of several different com­

parison groups. 

Readers also should note the procedures used by the evaluators to 

examine many alternative explanations for almost every finding in the study. 

Initial findings, e'ither of effectiveness or ineffectiveness, often were 

tested again, using a different design or different performance measure. 

The consistency in the findings from the multiple designs and mult~ple 

indicators of success permitted the authors to draw strong, 'tmequivocal 

conclusions. 
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Hidden cameras Project 
Evaluation Report 

Between 1966 and 1975, robbery in Seattle increased from 650 reported cases to 
2,103, or by 224 percent within ten years. When examined on a per capita basis 
(number of robberies per 1,000 City residents), the increase is even larger,:> 252 
percent, or from 1.19 reported robberies per 1,000 residents in 1966 to 4.18 per 
1,000 in 1975. 

The large increase in robberies, combined with both the high potential for and 
actual occurrence of physical injury and financial loss to victims, resulted in 
robbery being chosen as a priority crime within the Cit~ of Seattle. Analyses 
of Seattle robbery data collected between 1972 and 1975 suggested that commer­
cial robbe~ (which comprised 22 percent of all robberies in 1975) was poten­
tially a good target crime for the arrest and prosecution of offenders in an 
attempt to reduce the overall rate of robbery. Specific factors leading to 
this conclusion were first, that the distribution of commercial robberies is 
concentrated within relatively few "high-risk" types of business{;$; in addition, 
within the high-risk types o.f establishments, there were readily identifiable 
individual businesses with more potential for robbery than other businesses 
with'in the same high-risk group. Second, the recidivism rate among commercial 
robbery offenders was judged to be much higher than for other offender groups. 
This implied that the arrest and conviction of commercial robbers would result 
in the relatively permanent reduction of the total number of robbers, each of 
whom was believed to be responsible for multiple robberies. 

Funding and Organizational Placement and Staffing 

Initial project funding (90 percent LEAA, 5 percent State and 5 percent City) 
was $50,000 for the 18-month period of December 1,1975, through May 30, 1977. 
The project budget was as follows: 

$11,414 Personnel compensation (installation and service technician) 

28,700 Equipment (including 75 surveillance camera units and miscella­
neous project equipment) 

9,886 Supplies and operating expenses (primarily film, camera repair 
and maintenance, and 5 percent administrativp. fee) 

$50,000 Total grant costs 

The project operated within the Crimes Against Persons Section of the Criminal 
Investigations Division of the Seattle Police Department. A police officer 

lCity of Seattle Criminal Justice P1an- 1977, Law and Justice Planning Office, 
Seattle, 1976, p. 28. 

2Ibid, pp. 303-334 
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(Officer J. D. Nicholson) served as project director 9 to insure prompt equipment 
selection, purchase and installation, to assist in relevant target selection and 
data collection techniques, to manage day-to-day operations and to supervise the 
grant-funded technician and camera installations. 

Project Intent, Goal and Objectives 

The Hidden Cameras project was to place disguised cameras within potential rob­
bery targets, and to encourage victims to record any robbery that occurred by 
activating the police-owned camera unit. The manner of camera activation was 
designed to minimize the chance of offenders knowing the camera had been started. 
The photographs wjre to be used as evidence in naming, apprehending and prose­
cuting offenders. 

The goal of the project is to increase the apprehension of robbery offenders 
and test the feasibility, efficiency and effectiveness of the portable, police­
owned surveillance camera strategy. 

The specific project objectives are as follows: 

1. To increase significantly4 robbery clearances by arrest for those businesses 
in which hidden cameras are installed as compared to other comparable busi­
nesses. 

2. To increase significantly the proportion of convictions for commercial rob­
beries in which photographs are taken as. compared with those commercial 
robberies not involving hidden cameras. 

3. To reduce significantly the cost of processing robbery cases from initial 
police response through investigation and prosecution and final court dis­
pos i ti on for those cases ·i nvo 1 vi ng hi dden camera photographs as compar:ed 
with other commercial robbery cases. 

4. To reduce significantly the incidence of commercial robbery in the City of 
Seattle, as compared to other comparable jurisdictions. 

5. To accomplish project objectives without significantly increasing the risk 
of injury to victims, bystanders, police and offenders. 

3Actual site selection procedures, camera disguise and techniques used to take 
pictures will not be discussed in detail, in order to preserve the covert 
nature of the project. Individuals or agencies interested in operational de­
tails should contact Officer J. D. Nicholson, Project Director, Hidden Cameras 
Project, Seattle Police Department. 

4Unless otherwise stated, statistical significance was a. :: 0.05, or the chance 
of finding differences as large as were obtained would occur five times out of 
100 due to sampling, if there were no real differences among the groups that 
\'Iere studi ed. 
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~oject Operation 

During the 10.5 months following first camera placement (mid-June 1976, through 
April, 1977), the followi ng data on project operation and camera" reliability 
were noted by project personnel. 

Robbery Photographs: With 75 cameras in commercial sites, 38 robberies occur­
red, of which 32 (84 percent) yielded photographs of the crime. In addition, 
five offenses other than robbery (forged prescription, shoplift, burglary and 
till tap) were also photographed. This represe-nts a rate of one robbery per 
camera site every 1.7 years. 

Of the six robberies not photographed, three (50 percent) were because of a 
prior accidental activation that had not been detected and reset; two (33 per­
cent) were due to activation failures not the fault of equipment or victim; 
and one was due to camera/equipment failure. 

Photograph quality was sufficient for offender identification in all cases ex­
cept one case in which there was a shutter speed malfunction. 

Camera Failures and Service Requirement: During the period of time covered by 
the evaluation, 75 cameras were placed in sites for approximately 315 days each. 
This giv@s a total of 23,625 camera-days of potential operation (75 x 315). 
However, ~~ting this time, 26 camera-days were lost because of service/repair 
problems. Assuming that all failures were immediately detected, operational 
camera-days would be 23,625 minus 26, or 23,599. This represents 99.89 percent 
of all the potential camera-days, showing very little time lost for service. 
To maintain a 99.0 percent cove6age rate, failures would need to be detected 
within an average of 16.2 days. 

False Iktivation Rates: Within the 110 experimental locations in which the 75 
cameras were placed at some time during the period (see Evaluation Design Sec­
tion below), there were 315 false activations, or an average of 2.86 per camera. 
This represented a requirement for a site visit to reset a camera every 1.47 
days. 

While 22 sites (20 percent) never had a false activation, 88 (80 percent) had 
at least one. Within the 88 sites, the frequency of false activations was as 
follows: 

-------;,,-
5The vast majority of service requirements (12, or 92 percent) were due to ac­
cidental activation which resulted in automatic film advance mechanisms jam­
ming. The remaining service requirement was for a faulty signal light. 

6This was calculated by taking the total camera-days minus 99 percent minus 
service days required, or 23,625 minus 23,388.75 minus 26, which equals 210.25; 
this figure was then divided by the number of failures, which was 13. 
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Number of False Activations 

1 
2 
3 
4 
5 
6 
7 
8 

Number of Si tes 

34 
20 
19 

3 
5 
3 
3 
1 

Because of numerous false activations and other problems, four cameras were 
removed from sites. 

Evaluation of Objectives 

Evaluation Design: Before project operation began, the project director and 
Seattle Law and Justice Planning Office research and evaluation personnel col­
lected available information on all commercial robberies occurring during a 
preceding l8-month period. The robberies were classified by type of business 
and then sUlTIlled to ,determi ne the number of robberies commi tted agai nst each 
type of business. Bureau of CenslJs data on the number of such businesses in 
Seattle were then used to estimate the type of business with the highest risk 
rate. Within these identified groups, those specific businesses with past 
robberies were chosen as the most likely to be robbed again in the future. 

Based upon these data and other information, 150 commercial sites were identi­
fied as being the most likely places to be robbed in Seattle. These sites were 
then randomly assigned to either experimental (receive temporary camera place~ 
ment) or control conditions. 

Following site selection, store owners and managers were approached and asked 
if they wished to take.part in the study. Cooperation with the project was 
very good jn that only one possible site refused camera placements. AS'stores 
were involved, some sites were dropped from the study because of physical fea­
tures or conditions making it impossible to place cameras. In these instances, 
a new store was identified as a probable robbery site, added to the control 
group and then a replacement experimental site was randomly selected from the 
control group. 

If, in the judgment of the project director, the number of false activations 
in a store exceeded an acceptable number within a time period, the store was 
dropped from the study and replaced. 

Approximately three months following initial camera installation, half of the 
cameras were randomly selected to be moved from their sites and then randomly 
assigned to control sites. At this point, the old experimental sites were 
designated as control locations, while the old control locations became experi­
mental locatiOns. 

While it had been planned to continue to move half of the sites every two to 
three months, this did not occur after the first movement of cameras. 
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Objective 1: To increase significantly robbery clearances by arrest for those 
businesses in which hidden cameras are installed as compared to other compara­
ble businesses. 

Robberies may be cleared in one of two main ways. Either a c·rime is cleared 
through the arrest of the suspect, or it may be cleared "exceptional.1I Excep­
tional clearances involve instances in which the identity of the offender is 
known, but the offender is unavailable for arrest (dead, in prison, etc.), or 
the victim refuses to prosecute (the latter being relatively rare for robbery). 

To examine the project effect on clearance rates, data were collected for every 
offense occurring at each of the 150 study sites. A member of the SPD Crimes 
Against Persons Section coordinated collection of data and forwarded completed 
data collection forms for each offense to the Law and Justice Planning Office 
for data analysis. 

At the 150 sites, 100 offenses were reported from mid-June, 1976, to April 27, 
1977. Ninety-four of these offenses were for robbery, and six were for other 
crimes, of which five were photographed (till tap, shoplifting, forged prescrip­
tions). All non-robbery cases were eliminated from the study. At the experi­
mental sites, 78 robberies were reported, while 56 robberies occurred at the 
control sites. (See Table 1.) 

Overall Clearance: When overall clearance rates (cleared b~ arrest plus excep­
tional) are compared, there is no significant difference (x = 1.62, df = 1) be­
tween the experimental (68 percent) and control (55 percent) groups. However, 
the overall clearance rate (61 percent, or 57 of 94 cases) for the two groups 
represents an unusually high level of case solution. During the same period, 
July 1, 1976, through the end of April, 1977, only 37 percent of all reported 
armed robberies in Seattle were cleared (371 of 1,003 reports; sout'ce~ SPD 
Monthly Crime Capsules). Part of the high clearance rate in the control group 
was due to the clearing of 18 cases (five by arrest; 13 by exception) through 
pictures taken at experimental sites; that is, pictures taken of robbers in 
experin~ntal sites were identified by victims and witnesses in control site 
robberi es. 

If control-site. robbery clearances which were caused by experimental-site pic­
tures are deleted and clearance data reanalyzed, there is a statistically sig­
nificant difference (see Table 2). While the experimental group retains its 
68 percent clearance, only 34 percent of control cases were cleared without the 
aid of experimental site photographs. 

7The higher robbery rate in control sites (three robberies for every four sites 
as compared to an experimental rate of two robberies for every four sites) is 
partially an artifact of when a site is designated as lIexperimental.1I Until a 
camera is actually in place, robberies that occur are not considered to be 
experimental robberies. Since initial placement and subsequent movement of 
cameras took approximately three months of the total 10.5 months, the total 
time at risk for the two groups is not equivalent. 
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Table 1. Robbery Case Clearance Rate by Site 

Experi menta 1 'Control Total 
I Total robberies 38 56 94 

Not cleared 12 (32%) 25 (45%) 37 (39%) 
Cleared 26 (68%) 31 (55%) 57 (61%) 

By arrest 21 (55%) 14* (25%) 35 
Exceptional 5 (13%) 17** (30%) 22 

Arrested for robbery 
at other experimental 
site 4 13 17 
Arrested for robbery 
at site other than 
experimental/control 1 4 5 

*Includes five cases in which suspects were 'i'dentified and subsequently 
arrested through photographs taken at experimental sites. Exclusion 
of these cases results in nine, or 16 percent arrest rate. 

**Includes 13 cases in which suspects were identified through experimen­
tal site pictures. Exclusion of these cases results in four, or 7 
percent exceptional clearance rate. 

Table 2. Revised* Robbery Clearance by Site 

Clearance Grou 
Status', Experimental ' Control 

Cleared 26 (68%) 13* (34%) 
Not cleared 12 25 
Total 38 38*' , " 

-
*18 cases which were cleared because of 
experimental site photographs deleted. 

Case Clearance by Arrest: When only cases cleared by arrest are examined, the 
difference between experimental and control group cases becomes more distinct. 
While 55 percent of all cases were cleared by the arrest of at least one sus­
pect, only 25 percent of control site cas2s we're cleared in the same fashion. 
This difference was highly significant (x = 8.87, df = 1, p < .01). See 
Tabl e 3 below. 

Table 3. Robbery Cases Cleared by Arrest by Group 

Groul 
Case Cl eared Bv Experimental Control 

Arrest 21 (55%) 14* (25%) 
Other than arres t 17 ' 42 
Total 38 56* 

*Includes five cases in which suspects were 
identified from pictures taken at experimental 
sites. 
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Robbery Suspects: While a total of 94 robberies occurred, the number of of­
fenders involved was 126. Within the two study groups, 56 percent of experi­
mental site robbers were arrested as compared to 22 pet'cent of control ~ite 
robbers (see Table 4 below). This difference was highly significant (x = 
15.52, df = 1, p < .001). 

Tabl,e 4. Robbery Offenders by Group 

- Group 
Offenders Experimental Control Total 

Arrested 27 {56%) 17 (22%) 44 
Not arrested 21* 61** 82 
Total 48 78 126 

*Inc1udes six identified suspects 
**Includes 30 identified suspects 

Reason for Arrest, Case Clearance: To determine the specific factor responsi­
ble for arrest and clearance data, the basis for each arrest was identified. 
See Table 5 below. 

Table 5. Basis of Arrest by Group 

Cause of Arrest Experimental Control 
and Clearance Arrests CJearance _Arrests Clearance 

Photograph 21 ~ 78~} 15 ~71%) 7 ~41~1 5 P6%) 
Arrest at or near scene 4 (15%) 4 (19%) 5 (29%) 4 (29%) 
Victim/witness identification 1 ( 4%) 1 ( 5%) 2 (12%) 2 (14%) 
All other 1 1 3 (l8%) 3 (21%) 
Tota 1· 2T 21 17 14 

Twenty of the 21 robberies cleared by arrest at hidden camera sites were photo­
graphed in progress. Fifteen (71 percent) of these clearances were due to pho­
tographs taken; four were the result of apprehension on or near the scene; one 
was due to identification by the victim; and OnE~ was due to other factors. Of 
the 14 robberies cleared by arrest at control si'tes, five were the result of 
photographs taken at hi dden camera si tes; four \\'ere the res ult of apprehens i on 
on or near the scene; two were due to identification by witness or victim; and 
three were the result of other factors. 

In conclusion, robberies were significantly more likely to be cleared by arrest 
(55 percent versus 25 percent) in businesses in which hidden cameras were in­
stalled. Of the experimental site robberies, 71 percent of those cleared were 
due to the presence of photographs, as opposed to either other evidence or ar-
rest on or near the scene. . 

Objecti ve 2: To inc rease s i gni fi cant1y the proporti on of convi cti ons for com­
mercial robberies in which photographs are taken as compared with those commer­
ci a 1 robberi es not i nvo 1 vi ng hi ddencameras. 

Data to evaluate this objective were obtained from the SPD Robbery Unit and the 
King County Superior and District Courts docket files. 
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Conviction Results: To determine if there is an increased conviction rate from 
the use of hi dden cameras, a comparison was made between the number of arrests 
resulting in convictions for robberies committed within hidden camera sites and 
within control sites. 

There were 27 arrests for robberies at hidden camera sites and 17 arrests at 
control sites. All arrests resulted in a determination of guilt except for six 
cases which were either pending or dispositions were unknown. Four of the six 
had outstanding warrants, and two arrestees were juveniles for whom court data 
were not available. See Table 6 below. 

Table 6. Convicti.ons by Group 
-~ 

Arrests by Group 
Court Finding Exper1mental Control 
GU11 ty 23 15 
Other* 4 2 
Iotal , 27 17 

*Comprised of two juvenile suspects in 
experimental group for whom data were 
not available; two adults arrested for 
both experimental and control robberi es 
who IIjumped bail.1I 

Because of the unusually high conviction rate within the groups (100 percent 
conviction), it is impossibie to sa.y whether the presence of photographs would 
make a difference in conviction rates in more typical cases; e.g., in 1976, of 
160 adu1 t robbery defendants, 113 (71 percent) were fOU~ld gui 1 ty of robbery, 12 
(8 percent) were found guilty of lesset" charges, and 35 (22 percent) were ac­
quitted, dismissed or found not guilty (source: Seattle POlice Statistical 
Report 1976, p. 45). However, of the 48 suspects-rn-the experimental site rob~ 
beries, the 23 convicted (48 percent) represent a significantly higher' overall 
co~viction rate than the 15 of 78 suspects (19 percent) in the control group 
(x = 11.61, df = 1, p < .001). 

Prosecutor Activities 

While there were no differences between conviction rates for individuals for 
whom arrests occurred in experimental and control sites, the quality of the 
convictions may have, differed. To examine this possibility, prosecutor ac­
tions were studied in terms of severity of recommended sentences and plea 
bargaining. 

Prosecutor activities, rather than court-imposed sentences, were examined for 
several reasons. First, the prosecutor's goal was seen as being compatible 
with that of the police (i.e., conviction). Second, although not within the 
power of the project to affect the prosecutor's actions directly, it was as­
sumed that the provision of robbery photographs would lead to more serious 
sentence recommendations and fewer instances of plea bargaining in o~der to 
obtain convictions because of the common goal of the project and the prose­
cutor. 

! 
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Sentence Recommendation: Of the 38 total robbery cases with convictions, 74 
percent of the convictions for the experimental group (17 out of 23) were ob­
tained through pleas of guilty, compared to 80 percent for control ,group cases 
(12 out of 15). See Table 7 be10w2 This difference in entering guilty pleas 
was non-signisicant1y different (x = 0.19, df = 1). In all instances of 
guil ty p1 eas, the prosecutor agreed to reconmenu less than the maximum possi­
b1e sentence for all charges. 

Table 7. Means of Obtaining Conviction 
. 

GrOll 
Gui1 ty by_ ~Exj)er' mental S;9ntroJ Total 

Tri a1 6 \26%1 3 ~ 20~~ 9 
P1 ea of gui 1 t 17 (74%) 12 (80% 29 
Total 23 15 38 

To determine if the nature of sentence recommendations differed depending on 
whether photo~raphs of the crime were available, they were classified into 
five types: (1) reduction in type of offense initially charged with; (2) rec­
ommending a sentence of shorter time than maximum possible; (3) both reducing 
initial charge and reconmending shorter sentence (both 1 and 2 above); (4) 
dropping of either additional charges or counts and reducing recommended sen­
tence length; and (5) reduction in type of offense initially charged with, re­
duction in recommended sentence length and dropping either additional charges 
or additional counts (1, 2 and 4 above). 

When the type of recommendation was comp~red for the two groups of cases, 
there were no significant differences (x = 3.03, df = 4, p = .55). (See 
Table 8.) If all recommendations involving reduction of initial charges are 
co~ined (types 1, 3 and 5 above), there remain no significant differences 
(x = 1.83, df = 1, p = .18). 

Analyses of conviction data do not show a significant difference between photo­
graphed and non-photographed robberies for either conviction rates (perhaps 
because of an abnormally high conviction rate within the conttol group) or sen­
tence recommendations by the prosecutor in cases in which the offender pleaded 
gui lty. 

8Cases in which pleas of guilty occurred were used because they comprised the 
majority of cases, and the form "Statement of Defendant on Plea of Guilty" 
contained ,within the docket file includes the following statement: "I have 
been told that the prosecuting attorney will take the following action and 
make the following recommendation to the court: II 
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Tab 1 e 8. Type of Sentence Recommendati on by G'roup 

Group 
Type of Plea Barqain Experimental Control Total 

1) Initlal charge changed 1 ( 6%) 1 ( 8%) 2 

2) Sentence changed 4 (24%) 3 (25%) 7 

3) Initial charge and 
sentence changed 5 (29%) 6 (50%) 11 

4) Sentence changed and 
additional charges or 
counts dropped 6 (35%) 1 ( 8%) 7 

5) Initial charge and 
sentence changed and 
additional charges or 
counts droDoed 1 ( 6%) 1 ( 8%) 2 
Total 17 '12 . 29 

Finally, only those cases in which the robber's weapon was visible9 were exam­
ined to see if this may have influenced the decision to recommend less than 
the maximum possible sentence. Of 13 cases in which a weapon was clearly vis­
i b 1 e in the photograp.hs, seven (54 percent) recei ved 1 ess than the maxi mum 
possible sentence recommendat~on. When compared to control cases, this was a 
non-significant differen~e (x = 2.18, df = 1, n.s.). However, given the 
small oumber of cases available for study, this non-significance may represent 
the unreliability of a small sample of true population difference. 

> ". 

9Robbery is defined as second degree unless the robber, either in the commis­
sion or immediate flight: (a) is armed with a deadly weapon, (b) displays 
what appears to be a deadly weapon or (c) inflicts bodily injury. If any of 
these occur, the offense is robbery in the first degree (RCW 9A.56.200 and 
9A.56.2l0). First degree 'robbery is punishable by not less than 20 years im­
prisonment and/or not more than $10,000 fine, while second degree robbery is 
punishable by not more than 10 years and/or not more than $10,000 fine. De­
spite these lengthy sentences, the median length of stay for all robbers in 
Washington State adult institutions as of June, 1976, was 23 months. While 
judges are compelled to sentence convicted offenders to the maximum possible 
sentence (RCW 9.95.010), the Board of Prison Terms and Parole sets the minimum 
term of imprisonment and grants parole, which explains how the median length 
of stay for convicted robbers can be less than the maximum possible sentence. 
However, the Board is not allowed to set a minimum term of less than five 
years (RCW 9.95.040) if a deadly weapon was used in the commission of a rob­
bery. Since the finding of guilt to commission of a crime while armed (RCW 
9.41.025) restricts the Board's discretion, it was assumed that the prosecu­
tor's office, as an advocate for the State, would attempt to remove dangerous 
offenders from society for as long a time as possible. 
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Plea Bargaining: To assess the project effect upon the use of plea bargaining, 
names of defendants in cases involving experimental and control group sites 
were submitted to the prosecutor's office. Based upon the King County Prose­
cutor's filing and disposition standards (a policy that determines sentence 
recommendations based upon prior felony convictions, type and nat~re of crime, 
multiple incidents and whether or not a weapon was used), a review of the 
cases was performed to determine if plea bargaining (defined as granting of 
concessions not granted by the sentencing standards) had occurred and whether 
it was a result of proof pt~oblems. 

Of the 30 convicted offenders who were found guilty, five were involved in 
both experimental and control site robberies. Because plea bargaining is 
based.on the defendant and not on the individual offense, these five persons 
(two of whom received plea bargains, both because of proof problems) were not 
included in the analysis of how the project affected plea bargaining. 

Wi thi n the 16 offenders convi cted of experi menta 1 si te robberi es, three (18.8 
percent) received piea bargains, one (6.3 percent) of which was due to proof 
problems. Of the nine offenders convicted of control site 'robberies, three 
(33 percent) received plea bargains, tWJ (22 percent) because of proof prob­
lems. These aifferences, while favoring project effect, did not reach stat"is­
tical significance. However, such an interpretation (no project effect on 
plea bargaining) probably is due to the small number of cases upon which the 
present analysis is based. 

Objective 3: To reduce significantly the cost of processing robbery cases 
fr~m initial police response through investigation and prosecution and fina~ 
court disposition for those cases involving hidden camera photographs as com­
pared with other commercial robbery cases. 

Project data, King County Superior and District Courts docket files,Seattle 
Police Statistical Reeort1976 and the 1977 Police Department Budget were 
used as data sources ln the following analyses. Two separate analyses were 
performed. The first examined the time spent in processing a case from ar­
rest through conviction, and the second examined the cost to the Seattle 
Police Department budget to achieve a conviction. 

The results of these analyses indicated'the following: 

1. Robbery photographs resulted in significantly reduced case processing 
time (0.95 months less). 

2. It cost $1,228.41 to have a camera on-site to photograph a robbery (con­
servatively estimated so that errors would tend to overstate actual cost), 

3. With photographs, investigative cost (detective-only) and victim loss to­
taled $811.74 to achieve a conviction of a robbery offender. 

4. Without photographs, the investigative cost and victim loss in control 
sites totaled between $1,835.02 and $2,607.89 to achieve a conviction. 

5. Experimental site convictions cost $2,040.15 (camera placement cost of 
$1,228.41 plus investigative and victim cost of $811.74). This cost is 
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between 22 percent less and 11 percent more than convictions in comparable 
robber; es. 

The procedures used to arrive at these conclusions are fully detailed below. 
Those interested in an initial overview may wish to go directly to discussion 
of Objective 4 and the analysis of project impact upon commercial robbery oc­
currence. 

Case Processing Time: Arrest-to-conviction processing time was chosen for anal­
ysis because it was assumed that it should reflect the cost to the City in terms 
of both police response and investigatory efforts, and the cost of holding a'l 
suspect between the time of arrest and final disposition. As processing time 
decreases, there should be a corresponding decrease in police costs and in the 
cost of keeping suspects in jail. However, no estimates of potential cost 
savings were attempted because reliable data were judged to be unavailable. 
Processing time was deter'mined for those cases in which the court outcome was 
known. Time was counted as the number of named months (e.g., January, February, 
March, etc.) from arrest to court disposition. . 

Twenty-three arrests at hidden camera sites had an average case processing time 
of 1.65 months, while the average .. processing time for the 15 arrests at control 
sites was 2.60 months (see Table 9 below). The difference in the amount of 
time elapsed in processing a case was significantly different between the two 
groups (t = 2.45, df = 36, P = .02) 

Table 9. Processing Time Distribution in Months from 
Arrest to Conviction, by Groups 

Number of Months Number of Indivlduals 
between Arres t and bv Group 

Conviction Experlmenta 1 Control 
0* 2 0 
1 7 2 
2 12 8 
3 1 2 
4 1 2 
5 0 0 
6 a a 
7 a 1 _. 

*Same month 

This indicates that the presence of pictures of the crime being committed re­
duced the mean average processing time of cases resulting in conviction by 37 
percent, or almost an entire month. 

Cost of Investigation for an Arrest, Charge and Conviction: To examine actual 
processing cost, a comparison of experimental and control cases on the cost of 
making an arrest, obtai.ning a charge and achieving a conviction was performed. 

There are many different ways to estimate personnel costs for an activity within 
the criminal justice system. Typically, costs are estimated on the basis of how 
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much time (and associated cost per unit of time) is spent performing the activ­
ity. ' However, this approach is accurate only if the total personnel time is 
product; vely spent (a si tuation t~at is rarely achieved in any work setting). 

The approach used for this evaluation was to consider the robbery detectives as 
a resource whose sole purpose was the investigation of robbery cases. Using 
this approach, time engaged in any activity other than a "successful investiga­
tion" (defined as one resulting "in a charge and conviction) is non-productive. 
This was felt to be appropriate because, if detectives did not perform this 
function, there would be no reasonable justification for their existence. 
Therefore, the cost/effici~ncy of the use of this resource will increase as 
either the number of succ,essful investigations increases with the same re­
sources, or the number of successful investigations remains the same with de­
creased resources. 

Seattle1s total 1976 robbery data are used as an example of the project cost­
benefit analysis (see Table 10 below). The cost of rae Robbery Unit withi~lthe 
Criminal Investigations Division (CID) was $361,744. During 1976,2,163 
robberies were reported to the Seattle Police Department. Given the assumption 
that all cases were investigated and that the Robbery Unit exists only to inves­
tigate robberies, the department spent $167.24 on the investigation of each case 
(Robbery Uni t budget/number of robbery reports, or 361,744/2,163). The mean 
average cost to each victim ;s conservativel~2estirnated at $250.32, or the aver-
age value taken from all reported robberies. This includes person robberies, 
which may be assumed to involve lower dollar loss than commercial robberies. 

Table 10. Cost of Robbery Arrests, Charges and Convictions to Seattle Police 
Department Investigative Units and Victims; 1976 

Costs" . " 

Total SPO 
Number of Reports and Victim 

Required to Police Department Victim Cost per 
Item "Produce One Item' Cost" per" Item* L65S** Item 

Robbery report 1.00 $ 167.24 $ 250.32 $ 417.56 
Adult arrest 7.05 1,178.32 1,764.76 2,943.08 
Adult charge 11.27 1,884.08 2,821.11 4,705.19 
Adul't; conviction 14.42 ..J 2~411. 63 3, 609 ~ 61 ' " 6~O21.24 

*Figured by dividing total Robbery Unit cost by total items 

**Average loss of all robberies'times the number of reports required to produce 
one item 

10,977 Annual Budget, City of Seattle, p. 534; cost based on (number of robbery 
unit/number of ClO) detectives x CIn total budget, or (12/9S) x ($2,863,813). 

llSeattle Police DeeartmentCrime cae,5ule:·Januar, through'Oeceltber,'1976, 
Seattle Police Department, dated January 11, 197 . 

12Ibi d. 
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Using the same sort of (total resource cost/nurrber of activities) analyses, but 
usi~§ robber~ arrests instead of robbery reports as the activity, during 1976, 
307- adult"" arrests occurred at a cost of $1 ~ 178.32 (Robbery Unit budget/ 
number of adult arrests, or 361 ~744/307). On the average, 7.05 reports, in­
volving victim loss of $1,764.76 (average loss times number of reports), oc­
curred for each arrest. 

In 1976,192 adultswer.e charged15 at a cost of $1,884.08 per charge (total 
Robbery Unit budget/number of charges). For each charge of robbery entered by 
the prosecutor's office, there were 11.27 reports, with total victim loss of 
$2,8fG.ll reported. In 1976,78 percent of known court dispositions for rob-
bery involved a finding or plea of guilt on the initial or 1esser charges. 
The cost of the estimated 150 convictions (78 percent of 192) was $2,411.63 
each to the department and $3,609.61 to victims. When both investigation costs 
and victim loss are added for each item, the cost for each robbery reported to 
police was $418; an adult arrest cost $2,943, an adult charge cost $4,705 and a 
conviction cost $6,021. It should be noted that the investigative costs are 
not additive. Each cost estimate for the activities (report, arrest, charge 
and conviction} includes within itse,lf the cost for the other activities (e.g., 
the $167.24 report cost includes the cost of any subsequent arrest, charge and 
convi~tion cost to the Criminal Investigations Division). 

Using the same procedure but restricting the analysis to experimental and con­
trol site robberies and using report, arrest, charge and conviction figures for 
these sites, the analysis was repeated. 

Using 1976 police department cost for a robbery f7Port (from Table 10, $167.24) 
and a different estimate of victim loss ($324.72 ) as a starting point, rela­
tive police and victim costs were comp~ted for control and experimental sites 
(see Table 11). Within the two groups of robberies which occurred in experi­
mental and control sites, both the amount of victim loss and police cost gener-
ated by the number of cases i nvesti gated to produce an arrest, charge or 
conviction in experimental site robberies were substantially lower ($870.78, 

13Seattle Police Statistical Report: 1976, "Adult Suspicion Bookings," Seattle 
Police Department, p. 49. 

l40n:ly adult robbery arres'ts, charges and convictions are dealt with because of 
the small number of juveniles involved and the fact that juvenile cases are 
handled by a different division of the Seattle Police Department. 

15 " 
Seattle Police Department, loco cit. 

16Seattle Police Statistical Report: 1976, "Persons Charged 1976," p. 45., 
Only 160 case dispositions were available to the SPD statistical section. Of 
those known dispositions, 113 were guilty as charged, 12 guilty of lesser 
charges and 35 were acquitted or otherwise dismissed. 

17Seattle Police Department" OPe cit. Estimated victim loss was derived from 
armed robberies only (1,126, with a loss of $365,639) because it was felt to 
be more comparable with the commercial robberies under study. 
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Table 11. Costs of Arrests, Charges and Convictions to Police 
and Victims, by Group 

Group_ 
Experlmental Control 

Reports Reports 
Needed Police Victim Total Needed Police Victim Total 

per Item Cost* Loss** Cost per Item Cost* Loss** Cost 
Item (a) (bl (c) (dj (aJ (b) (c) ( d) 

Arrest 1 •. :;2 254.20 493.58 147.78 3.29 550.22 1,068.34 1,618.56 
Charge 1.52 254.20 493.58 747.78 3.29 550.22 1,068.34 1,618.56 
Conviction 1.65 275.95 535.79 811.74 3.73 623.81 1,211. 22 1,835.02 

*Based on 1976 figures for robbery reports ($167.24) times column (a) 

**Based on average armed robbery loss in Seattle during 1976 ($324.72) times 
column (a) 

$870.78 and $1,023.28, respectively--contro1 total cost minus experimental to­
tal cost). 

These figures indicate that much roore productive use 'of investigation resources 
occurs when pictures of the robbery occurrence are available. However, the cost 
of obtaining those pictures must be included prior to making any final conclu­
sions regarding cost effectiveness of the project. 

Cost of Photographs: To determine the cost of obtaining the photographs in the 
experimental site robberies, project personnel costs, supplies and operating 
expenses, and initial equipment and eventual replacement costs were computed and 
then prorated for the time period for which data were available. All figures 
were computed conservatively so that all estimating errors should result' in 
over-stating the cost of obtaining pictures of robberies-in-progress. 

The procedure resulted in a maximum estimated cost of $1,228.41 per robbery. 
This was obtained by taking the annual project cost, $56,015.39 (see Table 12 
for cost deviation) and multiplying this cost by 10/12, or the number of months 
the project was operational at the time of data collection. For this period of 
time, project prorated cost was $46,679.40. This cost was, in turn, divided by 
the number of robberies occurring within experimental sites (38), resulting in 
a cost of having a hidden camera on-site to photograph a robbery-in-progress of 
$1,228.41. 

If one assumes that the most appropriate project objective is the conviction of 
offenders, the cost/benefit analysis of achieving convictions is $2,040.15 (cost 
of obtaining robbery photographs, plus the cost of investigation to achieve a 
conviction--from Table 11, Experimental Group, column Cd]). Within a comparable 
group of stores (differing only on the basis of random assignment to either 
contro1--no camera or experimenta1--hidden camera status), the cost of achieving 
a conviction was $1,835.02 (from Table 11, Control Group, column Cd]). 

The cost difference for achieving a conviction was, at most, 11 percent higher 
in the hidden camera sites than in control sites. It should be remembered, 
however, that 23 of 48 (48 percent) robbery offenders within the 38 experimental 
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Table 12. Cost Estimates for Obtaining Photographs of Robberies 

Item 

Personnel 

Detective* 
Technician** 

$29,782.87 
11 ,414.00 

Annual Cost 

Total Personnel cost, 12 months $41,196.87 $41,196.87 (74%) 

Supplies and Operating-Expenses** 

(18 months) 

Equipment 

Initial purchase** 

Replacement cost (estimated 
ten-year life; 7 percent 
compounded annual inflation) 

Subtotal ten-year cost 

Salvage value of initial 
equipment: 10 percent 

Total ten-year Equipment cost 

$ 9,886.00 $ 6,590.67 (12%) 

$28,700. 00 

56,457.24 

$85,157.24 

2,870.00 

$82,287.24 $ 8,228.72 (14%) 

$56,015.39 

*Estimated by dividing total 1977 CIO budget by -total number of 
detectives ($2,829,373/95 detectives). Project director's salary 
was paid by the Seattle Police Department. 

**Taken from grant application. 

site robberies were convicted while only 15 of 78 (19 percent) of robbery of­
fenders within the control site robberies were convicted. In addition, an 
excluded factor in the cost analysis is that experimental site defendants re­
quired an average of a month less incarceration prior to conviction. 

A further factor not taken into account in the above analysis is that five con­
victed offenders (involved in three cases) in the control group were initially 
identified through pictures taken at hidden camera sites. If these control 
cases were deleted from Table 11 and the police cost recomputed for 53 cases 
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(total control robberies [56J minus three cases in which five suspects were 
identified by project photographs) in which 10 convictions were obtained (15 
total control convictions minus five in which suspects were identified through 
experimental-site photographs), the rate of the number of reported cases to 
achieve a conviction becomes 5.30, rather than 3.73. Using the-same police in­
vestigation and victim loss figures as before ($167.24 and $324.72), the cost 
to achieve a conviction is $2,607.89. This cost figure would indicate that 
~Jl'oject conviction cost ($2,040.15) was 22 percent lower than comparable con­
trol conviction costs. 

In summary, hidden camera site convictions are attained at from 11 percent more 
to 22 percent less police investigation and victim loss cost than convictions 
in comparable sites. These convictions are achieved in significantly less time 
:one month). In addition, arrests and subsequent convictions are much more 
:ikely to be attained (48 percent experimental versus 19 percent control of­
~enders). ~ 

)bjective 4: To reduce significantly the incidence of commercial robbery in 
:he City of Seattle, as compared to other comparable jurisdictions. 

rhis comparison was performed in two ways. The first comparison was made in 
the manner outlined in the project proposal. However, it was judged to be in­
appropriate because of the short time for which data were available following 
project implementation and the inclusion of data not relevant to the project. 
Therefore, a second analysis was performed which attempted to deal with these 
two p rob 1 ems. 

First Analysis: This objective was first assessed using data from the FBI's 
Uniform Crime Report System. Annual per capita robbery rates (all reported 
robberies per 1,000 population) were computed for all cities with 250,000 or 
more population. Similar rates were computed for Seattle using Seattle Police 
Department crime data and Seattle population estim,~es. Using 1972 through 
1976 as base years, a linear regression prediction was made for the project 
period July 1,1976, through March 31, 1977, or the period for which data were 
available for both the United States and Seattle at the time of analysis. (See 
Figure 1.) While the 13.1 percent decline in Seattle's total reported per cap­
ita robberies was significant (z = 4.68, P < .01, based upon a test of actual 
versus predicted number of robberies as a proportion of the total Seattle popu­
lation) from the first half of 1976 to the project period, comparable cities ex­
perienced a larger (17.4 percent) decline in robbery for the first three months 
of 1977 compared against the same three months in 1976. 

18Linear regression prediction involves using the equation y = a + bx to de­
scribe a relation between two variables. In this instance, y represents per 
capita robbery while a is a constant value, b is either a positive or nega­
tive weight to indicate the direction of trend as x changes, and x represents 
the year. Data used were as follows: 

Year 
U. S. rate 
Seattle rate 

1972 
5.8 
3.0 

1973 
5.7 
3.3 

1974 
6.5 
4.0 

1975 
6.8 
4.2 

1976 
6.2 
4.2 

Project Period 
5.6 
4.1 
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Reported Robberies per 1,000 Population, 
Cities 250,000 and Larger* and Seattle 
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a (6.77) 
b (5.59) 

1972 1973 1974 1975 

Time Period 

LEGEND 

c (4.73) 
d (4.11) 

1976** Project*** 
Period 

(a) -- Projected U. S. Robbery Rate 
(b) ---- u. S. Robbery Rate 
(c) == Projected Seattl e Robbery Rate 
(d==== Seattle Robber Rate 

**1976 annual rate computed on basis of January through June data for 
Seattle, for comparable cities on the basis of preliminary UCR release 
indicating a 9.78 percent decrease in cities over 250,000 population 
from 1975 to 1976. 

***Project period for Seattle based upon July, 1976, through March, 1977, 
data; U. S. data based upon 9.16 percent decrease in cities of 250,000 
population and larger for the period January through March, 1976, ver-
sus 1977. . 

This analysis cannot be viewed as being conclusive for seve'ral reasons. First, 
the data available for the project period cover only nine months (July, 1976, 
through r~arch, 1977) and include.non-commercial robberies which comprise about. 
75 percent of both Un; ted Stated and Seattle reports} which are not directly 
affected by project .efforts. Second, while the project has been successful in 
identifying and convicting robbers, the majority of arrests were not obtained 
until late in the period available for examination. (See Table 13.) Given 
this, plus the average case processing time of 1.6 months, an attempt to find a 
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Table 13. Month of Arrest for Hidden Camera Cases Resulting in Conviction 

Arrest Month Number of Arrests Arres t Month· Number of Arres ts 
June, 1976 1 November, 1976 5 
July, 1976 0 December, 1976 2 
August, 1976 0 Janua,ry, 1977 2 
SeptelTber, 1976 1 February, 1977 5 
October, 1976 4 March, 1977 3 

reduction of crime occurrence through either an overall deterrence effect or re­
duction of robber population is probably premature. Third, strictly comparable 
time period data for the United States during the project period were not avail­
able at the time of analysis. National data for the project period were based 
upon a three-month percentage change for January through March, 1977 (using the 
same 1976 period as a base). Because of unavailability of data, the 1976 per 
capita data for the three-month~eriod were estimated using preliminary percent­
age change data for the total 1975-1976 years. As a result of the double esti­
mation of per capita data for comparable jurisdictions, the final estimates may 
be in error. 

Second Analysis: Because of the various problems with the preceding analysis, 
the second analysis of the intent of Objective 4 (to reduce commercial robbery) 
was performed. First, to obtain more current data, only Seattle robbery data 
were examined, which provided four more months of information. Second, to con­
trol for historical rgends or general changes in robbery rates, a non-equivalent 
control group design was employed. In this analysis, non-commercial robbery 
data for Seattle were used as a comparison against commercial robbery data. 
This was based upon the assumption that while changes in the occurrence of com­
mercial and non-commercial robberies are influenced by the same general factors 
(unemployment, social unrest, etc.), the offender populations for the two types 
of robberies are relatively distinct. Given this assumption, one would expect 
that a reduction in the number of commercial robbers would result in detectable 
reduction of commercial robberies while not influencing the number of non­
commerci a 1 robberi es. 

Data for this analysis (see Figure 2) were obtained from the SPD Data ~6ocess-
ing Unit and covered the period August 1, 1975, through July 31, 1977. Using 
August, 1976 (the first complete month following project implementation), 
through June, 1977 as a post-project period (July, 1976 and 1977 were not used 
because of a lack of corresponding "pre-II months), the corresponding months of 

20Data prior to August, 1975, were not available because of absence of informa­
tion needed to distinguish commercial from non-commercial robberies. (This 
required information for both the type of premises and sex of victim to dis­
tinguish a commercial robbery from a non-commercial robbery which occurred on 
a commercial premises; e.g., a tavern robbery as opposed to a robbery of an 
individual in a tavern or in a tavern park1"g'lot.) July, 1977, was the last 
complete month for which data were available at the time of analysis. 
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the preceding year (August, 1975, through June, 1976) were identified as the 
pre-project period. 

To determine if the 38 percent reduction in monthly corrmercia1 robbery rate 
(from 65.8 per month between Augustf 1975, and June, 1976, to 40.6 per month 
between July, 1976, and July, 1977) was statistically significant, an analysis 
of covariance was performed. (See Table 14.) Same-named months in the pre­
and post-project periods were paired as covariant and dependent variable data 
(e.g., August, 1975, with August, 1976), with commercial robbery and non­
commercial robbery representing the two groups. 

Table 14. Analysis of Covariance 

Source of Residuals ,. 
Variation df SSx SP SSy df r'4Sy F 
Treatment 1 13,107.68 22,017.00 36,982.00 1 6,966.40 28.78 
Error 20 5,948.18 2,229~64 5,434.36 19 242.03 
Total 21 19,055.86 24~246.64 42~416.36 . '20' 

The results of the analysis (F = 28.78; df = 1, 19; P < .001) indicate that the 
decrease in commercial robbery rate (-38.8 percent) following program implemen­
tation is significantly different from the change in non-commercial robbery 
rates (+6.7 percent). 

Additional support for the view that the project may have caused the decrease 
in commercial robbery can be obtained by correlating the c~mulative number of 
persons arrested and convicted within camera sites (Table 13) with correspond­
ing months· commercial robbery reports (Figure 2). There is a sta.tistically 
significant negative correlation (r = -.63; df = 9; P < .05) which indicates 
that as the cumulative nUnDer of arrests has increased, the monthly rate':of 
commercial robbet~ has decreased. 

Further cause for attributing the change t9 project operation ;s the Robbery 
Unit·s clearance of 248 robbery cases as a result of hidden camera evidence 
(robbery pictures leading to either arrest or additional charges, which in 
turn lead to offenders' admission of still additional robberies). 

Objective 5: To accomplish prOject objectives without significantly increasing 
the risk of injury to victims, bystanders, police and offenders. 

Data to evaluate this objective were obtained from the SPD Robbery Unit. 

To determi ne whether project objecti ves were accomp'j ished without increasing 
risk of injury, a comparison was made between the number of injuries occurring 
among victims, police officers and suspects/offenders within the cases examined. 
Of 93 cases examined, there were no injuries to either officers or offenders. 
However, there were four cases i nvo 1 vi ng vi cti m i nj uri es (one i n.j ury for each 
case). Comparison of injuries at hidden camera and control sites ~ndicates 
there were no Significant differences in the number of injuries (.X = 0.44, 
df = 1, n.s.). (See Table 15.) Of those injuries that did occur, three were 
not serious enough to require any sort of medical attention. One case, a 
control-site robbery, inv~lved the rape of a victim. 
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Table 15. Number of Injuries by Group 

Group 
Injuries H 1 dden Came ra ~ 
Occurred Sites Control Sites Total 

Yes 1 \ 3%) 3 (5%) 4 
No 37 52. 89 

Total 38 . 55* 93 

*One robbery at a control site was eliminated be­
cause of unavaiiable data. 

One unanticipated effect of robbery photographs did occur in one hidden camera 
site robbery. A suspect (a prior robbery convictee) was identified through 
"mug" shots by two victims as the offender in the case. However~ the project 
photographs of the robbery proved that the initi a 1 suspect had not committed 
the robbery. Through the availability of the photographs, the mistakenly iden­
tified suspect was released and the actual offender was subsequently identified, 
arrested and convicted. 

Add; ti ana 1 Ana lyses: Offender Characteri s ti cs 

A comparison of offenders' characteristics and past criminal histories was per­
formed. This anlaysis was to answer the question of whether only naive, ama­
teurish and generally inexperienced offenders would be foolish enough to get 
their pictures taken committing a robbery, or whether the covert operation of 
the project was good enough to capture both "professiona1 11 and "amateurll rob­
bers. Seattle Police Department !1rap," or local arrest history, sheets were 
used to examine whether convicted robbers differed on (a) whether they had ever 
been arrested before, (b) average number of arrests, and (c) severity of of­
fenses for which they had been arrested. In addition, comparisons of.offenders' 
age, race and sex were performed. For all of these comparisons, only those per­
sons arrested, charged and convicted were used. Offenders were divided into 
three groups: those convicted of robbery in the experimental sites only, those 
convicted of robbery ;n control sites only and those convicted of robbery 'in 
both conty'o! and experimental sites. 

Of the 25 individuals involved in the 27 arrests in experimental sites, two 
were juveniles (and excluded because of unavailability of data), seven were also 
convicted of robberies in contr01 sites and two were each convicted of two sepa­
rate experimental-site robberies. This resulted in 16 individuals convicted for 
18 experimental-site robberies. Of the 16 individuals invo1~ed in the 17 ar­
rests in control-site robberies, seven wer.e also involved in experimental-site 
robberies, and one person \'ias convicted for two separate control-site robberies. 
This resulted in nine persons convicted of ten control-site robberies. Of the 
seven persons arrested for robberies in both types of sites, two skipped bail, 
leaving five persons convicted of both experimental and control-site robberies. 

Offender Characteristics Summa1JL: When the three groups of convicted robbers 
are comparea on the basis of past criminal history, there are no indications 
that woul d suggest that only amateur robbers have been arrested through project 
efforts~ In fact, all analyses suggest that those photographed, subsequently 
arr'ested and convicted are lil<ely to be more serious offenders than robbers who 
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are not photographed but who are arrested and convicted through more conven­
tional means. 

While the abo~T conclusion may be challenged on ~ethodologica1 grounds of se­
lection bias, the practical results of project identification are not influ­
enced. These results indicate that, first, many more robbers are identified, 
arrested and convicted through the use of hidden cameras; second, that those 
identified are more likely to be believed to have been involved or actually to 
have been involved in prior crimes. 

The specific analyses performed to reach these conclusi ons are fully detai 1 ed 
below. Those seeking an initial overview may wish to go directly to the next 
section. 

Age, Race and Sex Characteristics of Convicted Robbers: Within the three 
groups of convicted robbers, the age distribution was quite similar (see 
Table 16 below), with the exception being one elderly offender (age 73) in the 
experimental-only group. The difference in age of the three groups is non­
significantly different (F = 0.45; df = 2). 

Tab1 e 16. Age of Convicted Robbers by SHe Robbed 

Group , " " " 

Experlmental Experlmental and Control Control 
Age (n = 16) (n = 5) (ri",:"9) Total 

19 3 2 2 7 
20 1 - 2 3 
21 2 - 1 3 
22 1 - - 1 
23 2 - - 2 
25 2 1 1 4 
27 2 1 1 4 
28 - - 1 1 
32 - - 1 1 
33 1 1 - 2 
43 1 - - 1 
73 1 - - 1 

J1ed_l an age Z:l_, 25" 21 " 23 
Mean' age 27~50 

' " " '24.60 23.64' c5~80 

When race of robbery offenders was 2xamined (see Table 17), it was found 
to differ significantly by group (x =.8.90, df = 2, P < .02). However, when 
experimental-only are compared with control-only offenders, the difference is 

/ 

21Specifically, robbers photographed but not arrested during the initial patrol' 
officer response are increasingly likely to be identified by detectives the 
more times the robber has been arrested in the past. The effect of this would 
be to produce a group of identified robbers who were more "serious" offenders 
than the total group of photographed robbers, while the non-identified but 
photographed robbers would include less "serious" offenders and more persons 
who had never been arrested locally. 

\1 
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Tab 1 e 17. Race of Conv; cted Robbers by Si te Robbed 

Group 
Race Experlmental Experlmental and COntrol Control Total 
White 13 (81%) 1 (20%) 8 (89%) 22 (73%) 
Black 3 . 4 1 8 

non-significant (x2=:, 0.25, df = l,n.s.), indicating that the initial differ­
ence is due to the presence of the offenders arrested and convicted of offenses 
in both types of sites. 

All convicted offenders were male. 

Any Past Arrests: An arrest was counted for each separate physical booking or 
citation that appeared within the individual's local rap sheet. Rebookings on 
old charges were not counted unless they included new offenses. As such, this 
analysis counts the number of times the individuals were investigated, but not 
the number of reasons for whi ch they were investi gate.d. 

Of those convicted of robberies in only experimental sites, 69 percent had 
prior arrests and/or citations listed on local rap sheets (see Table 18 below), 
while 44 percent of those convicted in control-only sites had prior arrests. 
Of those convi cted of robbery in both types of sHes, 80 percent had pri or 
arrests. However, these differences were not statistically significant (x2 = 
2.16, df = 2, n.s.). Given the small sample size, the lack of significance 
could represent either a lack of real difference or unreliability of the sampl~ 
beca 'Jse of the few cases. 

Table 18. Arrest History by Group. 

Group 
Frequency of Prior Arrests Experlmental 

and/or Citations Experimental and· COntrol COntrol Total 
0 5 (31 %) 1 (20%) ~ (56%) 11 (37%) 
1 0 0 1 1 
2 3 0 1 4 
3 1 0 0 1 
4 0 1 2 3 
5 2 a a 2 
6 2 1 ·0 3 
8 0 1 0 1 

10 1 0 0 1 
13 1 a 0 1 
16 0 1 0 1 
19 1 0 a 1 

Total arrests/cltatlons 13 ., 34 II 118· 
Mean average arrests! 
citatiOns 4.56 6~80 1.22 3~93 

Average Number of·priorph~sical Arrests·and·Citations: While the average .. 
nuntler of prior arrests an lor citations was quite 'variedfor the three gr.t11"':" 
(4.56 per offender in the experimental-only, 6.80 in the experimental-and­
control and 1.22 in the control-only group), the differences were not statis­
tically sign;ficantby one-way analysis of variance (F = 2.54, df = 2, 27). 
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Again, this may represent either a true lack of population differences or un­
reliably small samples. 

Offense Severity of Past Reasons for Arrest: In the preceding section, the 
number of separate instances of arrest and citations were examined. In the 
following section, the separate number of charges or reasons for arrest or 
citation are analyzed. Since individuals were arrested for multiple reasons 
at one time, the following data will indicate a higher rate of offenses than 
the preceding section. 

For the present analysis, offenses were defined as serious if they were FBI 
Part I crimes (see Table 19 below). Within the.experimental group, there 
were 19 prior Part I arrest reasons (1.19 per offender), while the control 
group had eight prior Part I arrest charges (0.89 per offender). However, the 
highest rate was achieved by those arrested and convicted for robbery in both 
experimental and control sites, 22 (or an average of 4.40 prior Part I arrest 
charges per offender). When total reasons for arrests and/or citations are 
examined, the same ranking is found. Those convicted of robberies in both 
types of sites had the highe.st average (12.40, of which 39 percent were traf­
fic or traffic-related), fonowed by experimental-site robbers (9.69, of which, 
52 percent were traffic), then control-site robbers (2.38, of which 11 percent 
were traffic). 

Table 19. Past Reasons for Arrest by Group 

Group' 
Experimental 

Experimental and Control Gnntro 1 
Offense (n = 16) (n = 5) (n =9) Total 

Part I Offenses* 19 22 8 49 
Negligent manslaughter 2 a a 2 
Robbery 8 11 1 20 
Assault 1 4 a 5 
Burglary a 1 2 3 
Larceny 4 6 5 15 
Auto theft ,4 a a 4 

Other 55 16 9 80 
Traffic 81 24 2 107 
Grand Total 155 62_, 19 236 

Number of persons Wl th 
one or more Part I 
arrest 8 (50%) 4 (80%) 3 (33%)' 15 ( 50%) 
Number of persons Wl th 
prior robbery arrest 6 (38%) .4 (80%) 1.(11%) 11 ( 37%) 

l 

*No prior arrests for homicide or rape were present in the groups' history. 

When these data are analyzed on the basis of whether or not individuals had 
b~en arrested fer one or more ~rior Part I charges, there were no significant 
dlfferences (x = 2.80, df = 1, n.s.). 
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If these data are analyzed using statistically more powerful tests (ANOVA), 
there are significant differences in the mean number of prior Part I arrest 
cha rges (F = 6.36; df = 2, 27; p < .05). However, these differences are not 
due to statistically reliable differences between the experimental-only and 
control-only robbers (t = 0.43, df = 23). 

When analyzed on the basis of whether they had been arrested in the past in 
connection with robbery i9vestigations, there were significant differences 
among the three groups (x~ = 6.58, df = 2, P <.05). While not statistically 
reliable because of the small sample size, a comparison of number of prior 
robbery arrestees betw~en experimental-only and control-only robbers indi­
cates no difference (x = 1.99, df = 1). 

Summary 

Evaluation of the Hidden Cameras Project after almost a year (10.5 months) of 
field operation indicates the following: 

1. The project was able to photograph 84 percent of the 38 robberies occur­
ring in the target sites. Each of the 75 cameras can be expected to be 
in position to record a robbery every 1.7 years. 

2. The clearance rate in experimental-site robberies (68 percent) was sig­
nificantly higher than that of control-site robberies (34 percent) 
caused by conventional means. An additional 21 percent of control-site 
robberies (for a total of 55 percent) were cleared by arrests or identi­
ficati.ons brought about through photographs taken at experimental-site 
robbed es. 

3. Arrest data show clear and statistically significant differences. While 
55 percent of all experimental cases were cleared by arrest (20 of the 
21 cleared cases being photographed), only 25 percent of control cases 
were cleared by arrest. Of the 48 offenders in experimental cases, 56 
percent were arrested, while of the 78 control site offenders, only 22 
percent were arrested. 

4. Conviction rates were not examined as a function of whether photographs 
of the crime were available because of an abnormally high rate for both 
groups (100 percent conviction for all adult cases disposed of). However, 
significantly more of the robbers in the experi'mental group (48 percent) 
were eventually identified, arrested and convicted than was true in the 
control group (19 percent). 

Entering a plea of guilty was as likely to occur in experimental cases 
(74 percent) as in control cases (80 percent). Analysis of severity of 
prosecutor recommended sentences and frequency of engaging in plea bar­
gaining (18.8 percent for experimental and 33.3 percent for control) 
were non-significantly different. 

5. The presence of robbery photographs resulted in cases being processed 
from arrest to conviction significantly faster (1.65 months, versus 2.60 
months) • 
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6. Using conservative cost estimates (tending to overstate project costs) re­
sulted in an estimate of $1,228.41 to have a camera present during a rob­
bery. Using average victim loss and average detective case investigation 
costs only (which excludes the average one-month savings in jail costs be­
tween arrest and conviction), project-conviction cost was estimated to be 
$811.74. Including photographic costs, total project-conviction cost was 
$2,040.15. Estimated conviction cost in directly comparable cases without 
hidden camera photographs was between $1,835.02 and $2,607.09. This repre­
sents a range (conservatively estimated) in which project-conviction costs 
were from 22 percent lower to 11 percent higher than conventional investi­
gation costs. 

7. The decline in all reported r'obberies (both commercial and non-commercial) 
following pi'oject onset was not significantly lower than that of comparable 
cities. However, given various methodological problems (see full text), 
this was not judged to be a conclusive indication of project effect. 

A more precise analysis of just commercial robbery data using local non­
commercial robbery rates as comparison data resulted in finding a statis­
tically significant 38.8 percent decline in commercial robbery following 
project onset, while non-commercial robberies increased by 6.7 percent. 
The decline in commercial robbery was found to be significantly correlated 
with the number of robbers arrested and convicted during the project pe­
riod (r = -.63, P < .05). . 

8. Project objectives were achieved without significantly increasing risk to 
either victims, police or offenders. In fact, the presence of photographs 
prevented one ex-offender from being wrongfully charged on the basis of 
eyewitness testimony. 

9. Persons arrested and convicted as a result of project photographs are not 
less Hserious" offenders in terms of past criminal history than those ar­
rested through other means. There are indications that the project may, in 
fact, identi.fy more serious offenders as indicated by local arrest history. 
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SECTION 4.B. 

BELLEVUE CITIZEN INVOLVEMENT IN BURGLARY PREVENTION 

GRANT EVALUATION* 

By 

City of Bellevue 
King County 

Law & Justice Planning Office 

Tony Mulberg 

and 

Shelley Wein 

Selections from the Bellevue Citizen Involvement in Burglary Prevention 
Evaluation have been excerpted for inclusion. 
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INTRODUCTORY COMMENTS o N 

"BELLEVUE CITIZEN INVOLVEMENT IN BURGLARY PREVENTION"* 

The following is taken from an evaluation by Tony Mulberg and Shelley 

Wein, "Bellevue Citizen Involvement in Burglary Prevention." This study 

is interesting on several counts: It confronts difficult but typical prob­

lems, and the authors have carefully attempted to control these problems; yet 

several problems remain which illustrate possible avenues for further ana­

lysis. The major problem these evaluators faced was that the burglary 

prevention program was undertaken for the entire city precluding the use 

of a treatment versus control group comparison in the research design. 

To add to the problems of evaluation, the city also instituted a team po­

licing policy at approximately the same time, making it impossible to be 

sure any observed effects should be attribu'ted entirely to the burglary 

prevention program. Muiberg and Wein's approach was to use a regression 

discontinuity analysis for monthly time series of residential burglary. 

Alt.; Lough this design has several weaknesses noted by the authors, this 

analysis provided an overall assessment of the program on a city-wide 

basis. Because two neighborhoods in Bellevue were targeted for exten­

sive application of the burglary prevention program, Mulberg and Wein 

were able to conduct a second analysis in which they compared the effects 

of extensive treatment to the effects of less intense application of the 

program in, the rest of the city. This evaluation report is followed by a 

rather extensive discussion that demonstrates how different types of time 

series analyses strengthen and illuminate the conclusions drawn by the 

author. 

* This review was prepared by Dr. Jerry Medler. 



EXCERPTED AND EDITED 
4-39 

BELLEVUE CITIZEN INVOLVEMENT IN BURGLARY PREVENTION 

GRANT EVALUATION 

I. Introduction 

A. Background. 

Tony Mulberg & Shelley Wein 

The concept of citizen involvement in burglary prevention has received 

increased attention from the law enforcement community over the past few 

years. In response to the increasing frequency of reported residential 

burglary, and the apparent amenability of burglary to prevention techniques, 

numerous burglary prevention programs involving citizens have been organ­

ized and implemented. 

These burglary prevention programs have emphasized neighborhood meetings 

at which law enforcement or civilian crime prevention personnel discuss: 

(1) the specific neighborhood's burglary problem, (2) the concept of 

neighborhood block-watch, (3) the importance of marking personal property 

for positive identification, and (4) the use of proper security devices 

within the home. 

The City of Bellevue,having realized a need for a burglary prevention 

program, applied for Law Enforcement Assistance Administration (LEAA) funds 

to implement a prevention program. The project was approved by the Gover­

nor's Committee on Law and Justice,. and the State Office of Community Devel­

opment (i.e., Law and Justice Planning Office) awarded the contract. The 

first year grant covered the time periods of May, 1974, through April, 1975. 

Bellevue implemented the program in May, 1974, in two matched areas of 

the city. One area was designated as a target area, while the other area 

was designated a comparison or control area. The target area received 

extensive burglary prevention services, including police sponsored neigh-
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borhood meetings on crime prevention, block-watch organization, access to 

engravers for marking personal property, and home security checks by the 

police. The comparison area received virtually none of the treatments. 

Near the end of the project's first year of oepration, a second grant 

application requesting funds to expand the burglary prevention program city­

wide was submitted and approved. Beginning May 1, 1975, a greater emphasis 

was placed on involving as many citizens in the program as possible. This 

was to be accomplished through a mass media campaign and lectures at civic 

meetings. Door-to-door campaigning was paramount to the program's success 

and was instituted initially in the high crime areas of Bellevue (identi­

fied as Ardmore and Enatai). 

The second year of the burglary prevention project grant concluded 

April 31, 1976. This evaluation report reflects the finds of the second 

year evaluation (May 1, 1975, through April 31, 1976) conducted by the King 

County Law and Justice Planning Office. Third year continuation funding 

was not requested by the City of Bellevue. The Bellevue Police Department, 

however, did institute a team policin~ project which continued the preven­

tion program as part of the team policing strategy. 

The goals of the Bellevue burglary prevention program were to: (1) 

bring to the attention of the public the seriousness of the city's burglary 

problem, (2) inform the public of burglary prevention measure~t and 

(3) encourage the public to institute the recommended burglary prevention 

safeguards. The ultimate goal of the project was, of course, a reduction 

in reported residential burglary. 

D. Limitations of the scope of this report; 

There are several limitations on the scope of this study which must be 
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considered when reviewing the findings. 

1. Weak research design. A before/after design and a non-equiva-

lent control group design were used in this study. As with all quasi-

experimental research designs, internal and external validity factors 

undermine the ability to directly attribute any decline in reported resi-

dential burglary to the program activities alone. Some of the validity 

problems with the pre-post and non-equivalent control group designs include 

self-selection bias, multiple treatment effects, and statist±cal regression. 

These questions of validity must be considered when interpreting findings 

regarding program success. 

2. Reported versus unreported crime. A continual problem with 

crime statistics is that not all crimes are reported to the police. As has 

been documented in numerous victimization studies, large numbers of crimes 

t d h I
, 1 

go unrepor e to t e po ~ce. A victimization study completed by the City 

of Seattle found a burglary reporting rate of only 46%. This means that 

almost half of the burglaries in Seattle went unreported to the police. 

Accordingly, crime statistics used by evaluators may be incomplete. One 

elment further complicating the validity of reported crime rates is that 

those participating in program treatments may be more inclined, as a result 

of the program, to report crimes to the police. An increase in the number 

of reported residential burglaries after program implementation may reflect 

an increased tendency to report burglaries to the police, not an increase 

in the actual number of burglaries (or a combination of the two). Unless 

a victimization survey is conducted, it is impossible to determine whether 

1 Schram, D.C. Study of Public Opinion and Criminal Victimization in Seattle, 
City of Seattle Law and Justice Planning Office, 1973. Schneider, Anne L. 
Evaluation of the Portland Neighborhood Based Anti-Burglary Program, Ore­
gon Research Institute, March 1975. 
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an increase in the number of burglaries is attributable to increased report­

ing or an increase in actual burglaries. 

Seattle's Law and Justice Planning Office with grant funds from the 

State Law and Justice Planning Office conducted Bellevue's first-year 

"Citizen Involvement in Burglary Prevention" victimization study of Belle­

vue's crime reporting rates. Unfortunately, errors in coding of survey 

data occurred and actual crime rates still remain unknown. (It is antici­

pated that the results of the Bellevue victimization study will become 

available within the next few months.) 

3. Insufficient follow-up time. In this study, the time periods 

of one year after the program starting date were used. This allowed for 

only a one-year follow-up of the "treatment" area. Also, not all treatment 

areas received treatment during the first months of the project, i.e., 

some t,t"~atment areas did not receive treatment until late in the project 

year. Actual program effects on participants with minimal follow-up time 

may not become apparent until several months from now. 

For example, one large area of Bellevue (Woodridge) did receive an 

intensive door-to-door campaign, but it was not begun until December 1975. 

While numerous citizens in the Woodridge area had been exposed to the pre­

vention measure, including block-watches, property marking, and home 

security inspections by April 31, 1976, not enough follow-up time had passed 

to include this area in the treatment group. 

4. The number of preveption program participants were slightly 

underestimated. The number of burglary prevention program participants 

were slightly underestimated. For example, not all citizens who attended 

a neighborhood meeting signed the attendance sheet. In addition, citizens 
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who did not attend a neighborhood burglary prevention meeting could still 

participate in a block-watch after receiving a block-watch briefing from a 

participating neighbor. As a third example, some project records were 

not maintained consistently during the project period. As a result, the 

actual number of prevention program participants could not be fully docu-

mented. 

5. Small numbers. While the sample areas of Ardmore and Enatai 

represented 6.2% of the Bellevue population and reported 8.1% of the resi-

dential burglaries in the pre-period, the actual number of reported resi-

dential burglaries in these two areas is very small. Besides the small 

numbers leaving little room for improvement (i.e., there is little room 

for improvement at ten burglaries per month) or being subject to minor 

changes in the activities of burglars, small numbers are easily influenced 

when converted to percentages or subjected to statistical analyses. The 

numbers involved in these two areas then may be too small to allow firm 

conclusions about the effect of the program. 

II. Methodology 

A. Research design. 

As noted in section I-D, two quasi-experimental designs were used in 

this evaluation. The pre/post test design was used to evaluate ·the impact 

of the prevention program on a city-wide basis, while the non-equivalen.t 

control group design waG used to evaluate ti1e effectiveness of the progran 

elements .for .participant .. neighborhoods versus non-participant neighborhoods. 
2 

2The terms 'participant' and 'non-varticipant' were used relatively in this 
report. Participant areas were defined as those areas in which: (1) an 
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The reader should again note the internal and external validioty problems 

with these two evaluation designs (see section I-D). 

B. Data collection and analysis. 

Primary data sources for the evaluation consisted of Bellevue Police 

Departoment records, and burglary proj ect records. 

E. Impact of the Bellevue Burglary Prevention Program on reported resi-

dential burglary. 

For the purpose of this evaluation, the restated objective against 

which the program was evaluated was: 

Given the operation of the residential burglary prevention program 
in Bellevue, a statistically significant decrease will be documented 
when the number of reported residential burglaries before the program 
is compared to th~ number of reported residential burglaries after 
program initiation. 

To determine the program's success in achieving its objective to signifi-

cantly reduce the incidence of residential burglary two measures were used 

on a city-wide basis, and two measures were used for a participano_ neigh-

borhood, and non-participant neighborhood comparison. 

The two meRsures of achievement used on a city-wide scale were: 

(I) The number of reported residential burglaries for pre- and post-

intensive door-to-door campaign was done by the prevention program staff, 
and (~) a large number of households in the respective area participated 
in one or more of the prevention program elements. Conversely, a non-par­
ticipant ar9a was defined as an area in which: (1) minimal or no door-to­
door campaigning was done by the prevention program staff, and (2) minimal 
or no households in the respective area participated in the prevention pro­
gram elements. 
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program months were compared by means of a regression discontinuity analy-

sis, and 

(2) The rates of reported residential burglary (per 100 households) 

for pre- and post-program initiation months were compared by means of a 

t-test. 

The two measures of achievement used for the participant neighborhoods' 

and non-participant neighborhoods' comparison were: 

(1) The monthly rates of reported residential burglaries (per 100 

households) were compared for participant and non-participant areas for 

pre- and post-period months by means of a t-test, and 

(2) The number of reported residential burglaries for pre- and post­

months were compared by means of a regression discontinuity analysis per­

formed independently for participant and non-participant areas. 

1. City-wide Analysis. As explained earlier, the pre-program months 

used were May, 1974, through April, 1975, or the year prior to the preven­

tion program's implementation city-wide. The post program months used ~e~e 

May, 1975, through April, 1976, or the year following the city-wide program 

implementation date. Bellevue did have the first year burglary prevention 

grant project operating during the year May, 1974, through April, 1975. 

Some citizens in the target neighborhood were exposed to the burglary pre­

vention strategies. However, the experimental area used in the first year 

grant project experienced only 28 reported residential burglaries during 

the year May, 1974, through April, 1975. Even if the program had been 100% 

effective it would not have affected the city-wide reported residential 

burglary frequency. Therefore, second year project was minimal at best, 

the year May, 1974, through April, 1975, was sufficient as a baseline data 
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year. 

a. Measure one - regression discontinuity analysis. Graph 2 indi-

cates the results of the city-wide regression discontinuity analysis. 

. 2 
According to Campbell, this test is appropriate when services cannot be 

denied to a control group, as was the case in Bellevue. The methodology is 

as follows: the least squares regression equation is computed on the basis 

of the number of burglaries in the pre-program months~ the least squares 

regression equation is also computed for the post-program months. The 

regression lines are then plotted and compared~ substantial differences 

are demonstrated when the slope and the intercept of the two regression 

lines differ. 

Graph 2 indicates that the number of reported residential burglaries 

were substantially reduced during the post-program initiation period. The 

equations compared as follows: 

Slope Intercept 

Pre-p~:ogram Y = 2.688(x) + 56.11 

Post-program Y = 0.033 (x) + 62.88 

The regression lines were different in both intercept and slope. While the 

slope in the post-program initation period was not negative, (which would 

have indicated a decreasing trend) the number of reported residential bur-

glaries was down and appeared to have stabilized. 

Since reported residential burglary figures were used for the purposes 

of the evaluation, a bias may have been introduced, as reporting rates may 

2 Campbell, Donald. "Reforms as Experiments," American Psychologist, Vol. 
24, No.4, (April, 1969), pp. 409-429. 
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tend to increase during prevention program operation.
3 

As a result, the 

actual numbers of reported residential burglaries may be over-represented 

in the post-program initiation period. 

b. Measure two - t-test. During the pre-program period the mean 

monthly rate of. reported residential burglary (per 100 households) was 3.64. 

puring the post-program initiation period the mean monthly rate of reported 

residential burglary (per 100 households) was 2.91. A t-test for signifi-

cance comparing the monthly rates in the pre-program period to the post-

program initiation period indicated that the decrease during the post 

period was statistically significant (p<.025, see Appendix VI, table 4). 

Limits to these types of analyses however, preclude attributing the 

decrease in the number and rate of reported residential burglaries to the 

program elements alone, Le., there may be other factors unrelated to the 

program contributing to the uecrease. Other possible explanations for the 

decrease include: 

(1) Statistical regression towards the mean. The regression 

effect (Campbell, 1969) suggests that Bellevue's reported burglary level 

was uncharacteristically high during the pre-period and therefore "artifi-

c.i,al". The further suggestion by Campbell is that an "artificially" high 

level (as was the case for burglary in Bellevue) would abate regardless of 

any intervention strategies (e.g., Bellevue's Burglary Prevention Program). 

This e~p1anation has some validity as the pre-project year of May, 1974, 

through, April, 1975, did realize a greater incidence of reported residential 

burglary in Bellevue than any other year over the last five years. 

3Schneider, A. L. Evaluation of Portland Neighborhood-based Anti-Burglary 
Program. Oregon Research Institute, 1975 (pp. 7, 16). 
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(2) Bellevue Team Policing. In June, 1975, the Bellevue 

Police Depart~'eht implemented a team policing strategy. Under this strat-

egy, patrol officers were given the added responsibility of performing 

functions which in the past were normally performed by detectives (e.g., 

follow-up investigations, gathering of evidence, etc.). For those cases 

followed-up, increases in both the arrest and clearance rates were antic i-

pated. with the police officers aware of the burglary prevention program 

in existence, special emphasis was given the burglary case follow-ups. 

The data in Appendix VII, Table 5, show that burglary "arrest rates" 

have increased from the pre- to post-prevention program periods.
4 

Rates 

of burglary arrests per month over the number of burglaries per month were 

computed for the pre- and post-burglary project periods. The arrest rate 

increased from 18.91% in the pre-period to 24.66% in the post-prevention 

program period. A t-test performed on the monthly rates for the pre- and 

post-periods indicated that the increasing arrest rates for the post period 

were not statistically significant (p.<05) although, the changes in arrest 

rates may be considered significant in a practical sense.
5 

The implication is that team policing strategies may have impacted the 

prevention program, i.e., contributed to the reported residential burglary 

decrease, as burglars have either (1) been removed from the street by arrest, 

jail and/or prison, and are therefore unable to commit burglaries, or 

4The "arrest rate" is not a true arrest rate in that the arrests during any 
given month are not necessarily those for burglaries committed during the 
same month. 

5 . 
The calculated value of t approached significance at the .05 level (t=1.667, 
22df. 
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(2) burglars became aware of the new police strategies and were, therefore, 

deterred from burglary activities. Most of the newspaper articles about the 

burglary prevention program also made reference to the team policing strate­

gy; the burglary statistics then may reflect the combined effects of the 

two programs. 

Initially, four officers were assigned to do burglary prevention pre­

sentations, while two student interns and a citizen volunteer performed 

the necessary door-to-door compaigning. By the end of December, 1975, 41 

officers had been trained to give the presentations while 17 officers (ex­

cluding the staff) were actually involved in giving the program presenta­

tions. When the student interns completed their internships in August, 

1975, and the citizen volunteer departed in November, 1975, the Bellevue 

police officers took over the door-to-door campaign; contactin~ citizens 

and setting up neighborhood meetings. The implication here is that many 

more neighborhood meetings were held and therefore block-watches forlued as 

a result of the increased use of team police officers functioning as burg­

lary prevention program personnel. Team police officers were responsible 

for 23 of the 89 block-watches organized, or 25.84% of the neighborhood 

block-watches. 

2. Comparison of participant and non-participant neighborhuuds. ~lile 

it was clear that Bellevue did experience a statistically significant decrease 

in the number and rate of reported residential burglary after the implemen­

tation of the burglary prevention program, it was not possible with ·the 

measurements used, to fully attribute the decrease to the operation of the 

burglary prevention program. By a comparison of intensive participant areas 

with minimal participant areas in the amount of burglary reduction after the 
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prevention programs implementation, some inferences could be made regarding 

-the possible effectiveness of the burglary prevention program. 

As noted earlier, sec.tions of Ardmore and Enatai (referred to as Area 

One) received extensive door-to-door carr~aigning and the program participa-

tion response by citizens in these areas was very favorable.* within the 

participating sections of Ardmore and Enatai 566 (35.64%) of the households 

in this area participated in a block-watch, and 400 (25.14%) of the house-

holds in this area participated in the property engraving/decal element of 

the program. These two high participant areas were combined and compared 

to the rest of Bellevue, (refen:'ed to as Area Two excluding the sections of 

Ardmore and Enatai) which had received only minimal exposure to 'the preven-

tion program, and in which the participation response was minimal. In the 

Bellevue area, (excluding Ardmore and Enatai) only 802 (3.29%) of the house-

holds in this area participated in a block-watch, C.n i. only 129 (0.53%) of 

the households in this area participat·ed in the property engraving/decal 

program element. 

During the pre-program period, Area One reported 72 residential burg-

laries in Bellevue. During the post-program initiation period, Area One 

reported only 37 burglaries, representing 4.89% of the total reported resi-

dential burglaries. During the pre-program period Area Two reported 811 

residential burglaries representing 91.85% of the total reported residen-

tial burglaries in Bellevue. During the post-program initiation period, 

Area Two reported 720 residential burglaries representing 95.11% of the total 

* The section of Ardmore referred to in this report wa~ bounded by the follow-
ing streets: North - 24th st. N. E., South - Northrup~<Jay, East - l70th Ave. 
N.E., west - l56th N.E. The section of Enatai referrec to in this report was 
bounded by the following streets: North - Decar Crest Lane and Parkridge 
Lane, South - 26th, East - l08th S.E., ••••• 
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reported residential burglaries in Bellevue. This reflects a 48.61% (from 

72 to 37) decrease in the number of reported residential burglaries for 

Area One in the post-prevention program initiation period as opposed to an 

11.22% (from 811 to 720) decrease in reported residential burglary experi-

enced by Area Two. (See Table 6.) 

TABLE 6 

Frequency and Pe~cent of Bellevue's Total Reported Residential Burglaries 

By Area 

PRE POST 

F % F % 

Area One 72 8.15 37 4.89 

Area Two 811 91.85 720 95.11 

833 100.00 757 100.00 

a. Measure one - t-test for significance 

The mean monthly rates of reported residential burglary (per 100 
households) further supported the apparent decreases in reported 
residential burglary frequencies. The mean monthly rate for Area 
One in the pre period was 4.81. The mean monthly rate in the post­
period was 2.33. A t-test for significance indicated this rate 
decrease in Area One was statistically significant (p<.005, see 
Appendix IX, Table 7). The mean monthly rate of reported residential 
burglary (per 100 households) for Area Two dropped from 3.57 in the 
pre-period to 2.95 in the post-period. However, a t-test for signi­
ficance indicated this rate decrease was not statistically signifi­
cant (p>.05, see Appendix IX, Table 8). 

b.: Measure two - regression discontinuity analysis 

One more attempt was made to measure the statistical significance of 
the changes in reported residential burglaries for the intensive citi­
zen participant areas and the minimal citizen participant areas. The 
regression discontinuity analysis was used for each area independently. 

The least squares regression line for Area One in the pre-program per­
iod (May 1974 through April 1975) indicated an increasing slope, the 
numbers of reported residential burglaries were increasing .. During 
the post program initiation period the computed least-squares regres­
sion line indicated a decreasing slope, hence the numbers of reported 
residential burglaries were decreasing. The projected number of reported 
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residential burglaries for May 1976 for Area One was zero. As can be 
seen, the slope and the intercepts are different (see Appendix X, 
Graph 3). 

Area One 
Pre - y 

Post - Y 

Slope 

.280(x) 
-.507 (x) 

+ 
+ 

Intercept 

4.182 
6.377 

Area Two in the pre-period indicated an increasing slope, hence re­
ported residential burglaries were increasing. During the post­
program initiation period the computed least squares regression line 
while different in slope and intercept from the pre-period, indicated 
that reported residential burglary was still on the increase, although 
the actual frequency of reported residential burglary was down. 
(see Appendix X, Graph 3.) 

Area Two 
Pre - Y = 

Post - Y 

Slope 

1.989(x) 
.371 (x) 

+ 
+ 

Intercept 

54.652 
57.591 

In summary, the only decreasing trend was experienced in Area One 
during the post program initiation period. This suggests that Area 
One (Ardmore and Enatai) which received the greatest amount of burglary 
prevention services, and maintained a high citizen participation rate, 
experienced the greatest decrease in reported residential burglary 
frequency and rate. 

It is no't known to what extent, if any, displacement effects may have 
influenced the project outcome. The usual assumption about displace­
ment is that it is most apt to occur in areas close to the experimental 
area, in this case Area One. As no specific residential burglary com­
parisons were made of those neighborhoods surrounding the Ardmore and 
Enatai areas, no inferences were mde regarding the transference of 
residential burglary activities after the burglary prevention program 
was implemented. 

IV. Summary and conclusions 

This evaluation report has analyzed: 

(1) descriptive data covering the characteristics of reported residen-

tial burglary in Bellevue: 

(2) the extent of citizen involvement in the Bellevue burglary pre-

vention project: and 

(3) the impact of the burglary prevention program on the reported 

I 
, , 
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residentia.l burglary , rates for Bellevue. 

In summary, the study showed that: 

(1) Bellevue as a whole experienced a significant reduction in both 

rates and frequency of reported residential burglary; and 

(2) the intensive participant neighborhoods (Ardmore and Enatai) 

experienced a greater reduction in both reported residential burglary rates 

and frequency than the rest of Bellevue. 

Furthermore, the actual decreases in reported residential burglary 

frequency and rates may actually be greater than those noted in this evalu­

ation if residential .burglary reporting rates increased as a result of 

the project. 

While the decreases in Bellevue's reported residential burglary fre­

quency and rates were significant, it was not possible to attribute the 

decreases to the burglary prevention program alone. Other factors may 

have partially accounted for the decreases. Other possible causes which 

may have contributed to the apparent decreases in reported residential bur­

glary in Bellevue included the effects of statistical regression, and/or 

the combined effects of Bellevue's Team Policing strategies. Furthermore, 

it was not known to what extent, if any, burglary displacement effects may 

have influenced the project's outcome. 

The qualifications notwithstanding, the data contained in this evalua­

tion suggest that the program has been a success. It appears that crime 

prevention activities of this nature are wo:r.'thwhile and therefore should 

be continued within the structure of Bellevue's Team Policing Program. 
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GRAPH 3 

RESIDENTIAL BURGLARIES 1974/75 - 1975/76 
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APPENDIX XI 

REPORTED RESIDENTIAL BURGLARIES PER MONTH 

PRE !>:lay 1974 through Ap:r.-il 1975 

POST !·1ay 1975 through April 1976 

1. Ardmore 2. Enatai 3. Total 1&2 4. Bellevue (-3) 

PRE POST PRE POST PRE POST PRE POST 

May 4 9 1 0 5 9 41 60 

June 2 6 1 2 3 8 44 - 52 

July 2 3 2 0 4 3 73 54 

August 6 1 2 1 8 2 62 56 

September 2 1 5 1 "7 2 54 57 

October 5 3 2 0 7 3 74 75 

November 2 0 0 0 2 0 89 56 

December 5 1 0 1 5 2 81 71 

January 4 1 6 3 10 4 89 79 

February 4 0 3 0 7 0 65 49 

March 4 2 2 0 6 2 84 45 

April 6 1 ·2 1 8 2 55 66 

Total 46 28 26 9 72 37 811 720 

% Change -39.1% +65.4% -48.6% -11.2% 
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Discussion of "Bellevue Citizen Involvement in Burglary Prevention" 

Perhaps the greatest strength of Mulberg and Wein's evaluation is 

their comparison of the neighborhoods targeted for extensive treatment 

with the rest of Bellevue. The technique offers an estimate of the re­

duction in burglary which might be expected from expanded use of the 

extensive program. However, this approach becomes rather complex as it 

creates four distinct time series (the pre and post series for the tar­

geted neighborhoods and the pre and post series for the rest of Bellevue) 

which the authors display in their Graph 3. Here the authors report the 

slope and intercept coefficients for the four time series. Using these 

descriptive parameters the authors concluded that there was a discernible 

effect from the extensive application of burglary reduction measures in 

the targeted neighborhoods. This finding is bolstered by a statisti­

cally significant t-test comparing the mean of the pre series with the 

mean of the post series. 

Ut::ing the comparison group (the rest of Bellevue) in this manner 

actually under-utilizes the data presented. For example, one of the 

major values of a multiple time series analysis is that it allows the 

researcller to control for trends and instabilities in the data. Visual 

eXamina"tion of Graph 3 in the report suggests the presence of trends 

and particularly instability (sharp fluctuations up dnd down in the num-­

ber of reported burglaries) in the comparison group. In order to take 

advan"tage of the additional information embodied in the comparison time 

series, Campbell and Stanley suggest differences between the series 

can be analyzed: In this case, the differences between the number of 

burglaries reported in the targeted neighborhoods and the rest of the 

city. However, the differences in these data also fluctuate widely. A 
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ratio (burglaries reported in the targeted neighborhoods as a percen­

tage of burglaries in the rest of Bellevue) offers an alternative method 

to control for instability and trends. These ratios are plotted in 

Figure I and indicate instability is still present. However, new aspects 

of these data are visible when cast in this form. 

Examining the pre intervention series, it is clear that before the 

program the target neighborhoods accounted for a random proportion of. 

reported burglaries. In contrast, after the intervention the fluctuations 

o£ the proportions are less severe. When the data are presented as in 

Graph 3 of the report, this change is not evident and consequently went 

unnoticed by the authors. This is unfortunate because this decrease 

in fluctuations may be the most important effect of the burglary reduc­

tion program. Interpre~ation of this change depends on additional in.., 

formation and perhaps consultation with the Bellevue police department 

might provide some understanding. For example, the police might know 

that they have curtailed the operation of professional burglars in the 

target neighborhoods, or alternatively they have evidence that they have 

frightened away local amateurs. In any event, this finding cannot be 

interpreted without additional information. The point is, however, that 

unless such a change is observed, it cannot be followed up by the eval­

uators. In this case, re-analysis of the data by co~bining the time 

series for treatment and comparison groups did not remove the instability 

from these data as hoped, but focused attention on the relative level 'of 

fluctuations in the time series. 

Perhaps the most important aspect of Figure 1 is that is reveals 

a startup lag. The fi;r.st two points in the post intervention series 
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are in fact the highest points in the entire two year period. This 

suggests the effects of .... 'ne burglary reduction measures were not imme-

diate but delayed for at least three months. In their narrative discus-

sion Mulberg and Wein recognize this possibility and point out that at 

the outset relatively few people had been contacted by the program. 

Examination of their Graph 3 does not suggest a startup lag. Only by 

combining the two series does this effect become apparent. In this si~ 

tuation it makes little sense to analyze these first two points as part 

of the post intervention series. Moreover, their inclusion produces dis-

tort ions that can be very misleading. Figure 2 illustrates the effect 

of including these two startup points: When they are included the slope 

of the post series is steeply negative (-.936). This suggests that the 

targeted neighbo~hoods are reducing their proportion of burglaries by 

almost one percent per month. If this were the true effect, the tar-

geted neighborhoods would have reduced their proportion to zero by the 

end of the first year of operation of the program. Visual examination 

of the points indicates that such optimism is unwarranted. Removing 

the two startup points produces.a more gradual negative slope (-.171), 

inaicating the extensive application of the program may be having the 

desired effect but not nearly as effectively as suggested by the 12-

point slope. 

Recognition of the two sta-r.tup lag points in the post intervention 

series also calls attention to the validity of the t-test procedure used 

by Mulberg and Wein. The t-test assesses the significance of the dif-

ference of the pre and post series summarized by their means. Detection 

of the two startup points suggests we should attempt to remove their 

effect before we conduct the statistical test. However, rather than 



FIGURE 2 

THE EFFECT OF STARTUP LAG ON POST INTERVENTION SLOPE ESTIMATES FOR RATIOS 

RATIO OF BURGLARIES 
AS A PERCENTAGE 

25% 

20% 

e • 
• 

interv1ntion 
I 
I 

• • Y=8.649+.104X 

10%~ ____ ------~------------l 

• • • 
5% • 

• 
o 

5 10 

• • 
• Y=6.193-.171X (10 points) 

(12 points) 

15 20 25 

MONTHS 



4-62 

replicci!te the t-test, deleting the startup points, it is more useful to 

statistically analyze the entire tilne series. This involves a compari­

son of the slopes and intercepts of the pre and post intervention regres­

sion lines by means of three separate statistical tests developed by 

Walker and Lev. These tests can be conducted by making use of the time 

series program available at the computing centers of the University of 

Washington, Eastern Washington State College, and Western WashingtonUni­

versity. This program is referenced in the "Computer Resources" section 

of this handbook. The three tests can be informally summarized as follows: 

Walker-Lev 1 

Null Hypothesis: Separate independent regression lines for the pre 

and post intervention series do not fit the data points better than two 

regression lines with a common (the same) slope. 

Walker-Lev 2 

Null Hypothesis: The common slope of the regression lines (referred 

to in test 1) is not different from zero. 

Walker-Lev 3 

Null Hypothesis: Separate regression lines for the pre and post 

intervention series do not fit the data better than a single regression 

line. 

The logic of inference using these tests is cumulative and may in­

volve more than one of the tests. If test 1 is significant the null hypo­

thesis is rejected and we infer a change has taken place in the slope 

of the proportion of burglaries after the intervention. This implies 

that the burglary reduction program has caused the proportion of 
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burglaries in the targeted neighborhoods to decrease over time. Essen-

tially we would have some evidence that the program is working as desired. 

However, it is possible that a change may have occurred without altering 

the slopes of the pre and post series. For example, the proportion of 

burglaries in the targeted neighborhoods could be reduced but continue 

to decrease (or increase) at the same rate before and after the interven-

tion. This \~uld be a program effect that changes the intercept of the 

regression line. Using test 2 it is possible to examine the steepness 

of this common slope. If test 2 is significant, we conclude the common 

rate of change in the proportion is significantly decreasing, both before 

and after the intervention. This can be interpreted as the common trend 

of the two series. If test 2 is not significant, we infer there is no 

trend. This implies the proportion of burglaries remains statistically 

constant before and after the intervention. If test 3 is significant, 

we infer that the pre intervention series is statistically independent 

of the post intervention series. Taken in conjunction with a finding 

of no Significance in test 1, this implies a significant step level 

change has taken place after the intervention. If test 3 is significant 

then we would conclude that a single line :tits both the pre and post 

intervention points and that there is no evidence of an effect from the 
\; 

burglary reduction program. 

Applying these tests to the ratio data displayed in Figure 1 and 2, 

it is possible to get a more complete understanding of these time series 

and still apply rigorous statistical tests with which we can make infer-

ences about program effectiveness. 'rhe results of the three Walker-Lev 

tests for the ratios are shown in Table 1. These tables are excerpted 
" 

photocopies from the printout of the interactive 'iTersi6::-~ of the time 
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TABLE 1 

REGRESSION DISCONTINUITY STATISTXCS FOR THE RATIO OF BURGLARIES 

IN TARGET NEIGHBORHOODS TO BURGLARIES IN THE REST 0]' BELLEVUE 

STATED AS A PERCENTAGE 

Twelve (12) Post-Intervention Points 

I .. JALKER-LEV 1 TEST 

F-F~ATH] = 5.191 lo.IITH b 20 ItEGREES OF FF.: EEIt or'1 p<.05 
SEPARATE GPS:: PRE-H GP PREIIrCTED y = 9.955 

SLOPE == 0.104 ItHCPT == 8.649 
POST":X GP PREIIrCTED V = 10.~:13 

SLOPE == -1).9:=:€. INTCPT == 22.512 
I..JITHIN GPS:: PRE-:X: GP PREItICTEII Y = 6. :=:!::4 

SLOPE - -0.416 INTCPT == 12.030' 
PDST-g GP PF.:ED I CTED '( == 7.692 

SLOPE == -0.416 INTCPT == "12.8c:8 

' .. .lFtLKER-LEV 2 TEST 

F-I1ATIO = 2. E.32 lrJITH b 20 IIE6REES OF FREEIION not significant 

WALKER-LEV" 3 TEST" 

F-F:.ATIO == , o. (161 l:.nTH 1:0 21 DEGF.:EES OF FREEDIJr.1 not significant 
Cm-mINED GPS: PREDICTEII Y = 7. 26~: 

SLOPE = -0.362 INTCPT = 11.788 

Ten (10) Post-Intervention Points 

WALKER-LEV 1 TEST 

F-F~ATI[] = o. 3'~4 1,.nTH 1, 1° '-' IIEGF.:EES OF FREEIIDN not significant 
SEPARATE GF·S: PRE-X GP PREll I CTEII ..... "= 9.955 

SLOPE == 0.104 ItHCPT - 8.649 
POST-X GP PREDICTE;D ..... = 4.054 

SLOPE = -0.171 INTCPT - E .• 193 
It.II TH I N GPS: PRE-X GP PREDICTEIt 't == '3. ~:5.0 

,SLOPE == 0.004 ItHCF'T = 9.305 
F.'OST-~'~ GP PREDICTEII Y == ~:.1:31 

SLOPE = 0.004 It-nCPT == 3 .. i35 

'It.IALKER-LEV 2 TEST 

F-RATIO == (I. (I I) I) (.,1 I TH 1, 18 IIEGREES OF FF.:EEDOt-1 not sign'ificant 

WALKER-LEV 3 TEST 

F-F~ATID == 5.422 
Ctlt-11nt~ED GPS: 

WITH 1, 19 DEGREES OF FREEIIOt-1 
PREDICTED V c 6.128 
SLOPE = -0.414 INTCPT = 

p<.05 

11. ~:08 
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series program available at the University of Washington. Other output 

is produced by this program but has been omitted here for simplicity. 

The raw pr.intout has been copied to give the reader experience with the 

actual form of the results which are produced by the computer program. 

The top half of Table 1 includes the two startup points. The bottom 

half excludes them. When the two points are included, test 1 is signi­

ficant (F=5.l9l), while tests 2 and 3 are not significant. This implies 

that a change of slope has occurred after the intervention. When the 

two startup points are removed, only test 3 is significant, which implies 

that the series have a common slope (test 1) which is not different from 

zero (test 2) that cannot be fitted with a single line (test 3). Taken 

together these three tests irr@ly that a significant change has taken 

place but that it is a step-level change or a change in intercepts. 

Moreover, test 2 implies that the rate of change in the common slopes 

is in fact statistically constant. Figures 3 and 4 are included here 

to display the various slopes and intercepts listed in the three tests. 

Visual inspection makes it clear that the twelve point post intervention 

series (including the startup points) leads to rather different conclu­

sions than implied by the ten point post intervention series. In Fi­

gure 3-B it is easy to see, for example, that the common slopes based on 

the ten point series are virtually flat. In contrast, the distortions 

induced by these points (shown in F~gure 3-A) suggest more drastic change. 

An important aspect of these data that needs to be re-emphasized in 

the context of these statistical tests is the extreme variability or in­

stability of the pre llltervention series. Because these points fluctu­

ate so widely, any test of ~ignificance, whether it is based on means 

or on intercepts and slopes is not a "good" test. In the case of means 
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as employed in the t-test by Mulberg and Wein or in the case of regres­

sion lines discussed here most of the points are quite divergent from the 

mean, or the regression lines. Simply put, these measures do not represent 

the data well because they seek to simplify a set of data that are not 

orderly and not subject to summary description by any means. Hence the 

tests suggested' here are greatly affected by the apparent randomness of 

the pre series and their interpretation must be made while recognizing 

the inherent randomness of these data. Because the pre intervention 

series is so random, any number of lines might be fitted to these points 

without greatly reducing the goodness of fit. Since the Walker-Lev tests 

are based on "improvements" in the goodness of fit, only slight regular­

ities in the post intervention series are capable of producing significant 

statistics. 

Stated in another manner, blind testing of data can be very mis­

leading and only common sense can counter the blindness of statistical 

procedures. 

This re-analysis of Mulberg and Wein's data tends to confirm their 

findings: The extensive application of the burglary reduction program 

seems to be working in the target neighborhoods. However, findings from 

this more textured time series analysis provide additional insights. 

There is evidence of a short startup lag, there seems to be no signifi- . 

cant trend in the proportion of burglaries in the targeted neighborhoods, 

but there is evidence that a step-level change has taken place such that 

the proportion of burglaries in the targeted area has been reduced. These 

additional findings are all based on ratios rather than raw numbers of 

burglaries. However, a parallel analysis of the raw figures for both 

the target area and the rest of Bellevue is provided here (Tables 2 and 
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TABLE 2 

REGRESSION DISCONTINUITY STATISTICS FOR THE NUMBER OF BURG~ARI~S 

IN THE NEIGHBORHOODS TARGETED FOR EXTENSIVE TREATMENT 

Twelve (12) Post-Intervention Points 

WALKER-LEV 1 TEST 

F-RATID - 9. ~:19 t •. IITH b ~(1 ItE(5REES OF FF.:EEDDfo1 p<.Ol 
SEPARATE GPS: PRE-~< GP PF.:EIt I CTEr.- Y = 7.678 

SLOPE = 0.280 INTCPT = 4.182 
POST-X GP PREDICTED '( = 6.125 

SLOPE = -0.507 HiTCPT = 12.463 
l.o.II T H Hi GPS: PRE...;.X GP PREiHCTE:D Y = 5.318 

SLOPE = -0.114 Ir-nCPT = 6.739 
POST-X GP PREDICTED Y = ,... -"r 

';:". (O;;) 

SLOPE = -0.114 INTCPT = 5.1:36 

WALKER-LE~·2 TEST 

F-RATIO = 0.531 t.JITH b 20 rlEGREES OF FREEnm1 not siqnificant 

1 .. .lALKER-LEV ·3 TEST 

F-F.:ATIO = 0.543 lo.IITH 1 ~ 21 DEGREES OF FREEDD~l not significant 
COMBINED SPS: PREDICTED Y = 4.542 

SLOPE = -0.211 INTCPT = 7.178 

Ten (10) Post-Intervention Points 

t.JliLKER-LEV 1 TEST 
. 

F-RATID = 2.079 1).11 TH 1, 18 IIEGREES OF FREEDDt1 not significant 
SEPARATE GPS: PRE-~< GF' PRED I CTED·· Y = 7.678 

SLOPE = 0.2:=:0 INTCPT = 4.1E:2 
F'OS:T-)C: GP PREDICTED Y = 2.424 

SLOPE = -0.085 INTC?T = 3.4E:5 
I.\IITHIN GPS: PRE-~<: GP PF£I1ICTED '( = 6.=::78 

SLOPE = 0.146 INTCPT = 5.049 
POST->~ GP PREDICTED Y = 1.268 

SLOPE = 0.146 INTePT = -0.561 

I.o.IALK~R-LE'·l 2 TEST 

F-RATIO = 1.294 t • .IITH 1, 18 !IEGF.:EES OF FREEDot'l not signif,icant 

WALKER-LEV 3 TES~ 

F-RAtID = 12~365 WITH 1~ 19 DEGREES OF FREEDOM 
cmm HiED GPS: PREDICTED Y = 3.948 

SLOPE = -0.234 INTCPT = 

p<.Ol 
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TABLE 3 

REGRESSION DISCONTINUITY STATISTICS 

FOR THE NUMBER OF BURGLARIES IN THE CITY OF BELLEVUE 

EXCLUDING NEIGHBORHOODS 'l'ARGETED FOR EXTENSIVE TREATMENT 

Twelve '(12) Post-Intervention Points 

WALKER-LEV 1 TEST 

F-RATIO = 1. 717 I, • .IITH 1:.- 20 DEGF~EES OF FREEDOt1 not significant 
SEPARATE GPS: PF.:E-~< GP PREDICTED Y = :=:2. 0:=::3 

SLOPE = 2.409 INTCPT = 51. '324 
POST-X GP PREDICTED Y = 57.776 

SLOPE = (t. ~:71 ItHCPT = 53.14:3 
l.nTHH~ I:;PS: PRE-~'~ GP PREDICTED" Y = 75.923 
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FIGURE 5 

STARTUP LAG EFFECTS ON .POST INTERVENTION SLOPES FOR NUMBER OF BURGLA~IES 
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3 contain the Walker-Lev statistics and Figure 5 illustrates the dif­
~( 

ferences induced by the startup points in thf~ ra\,l data). The reader is 

urged to study and compare these analyses as an illustrative ex~mple 

of the types of problems likely to be encountered in an actual regres-o 

sion discontinuity analysis. 
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I N T ROD U C TOR Y COM MEN T S ON: 

"CLARK COUNTY (VANCOUVER, WASHINGTON) DE INSTITUTIONALIZATION OF STATUS 
OFFENDERS PROJECT EVALUATION REPORT" 

Project·s that seek to reduce recidivism rates are among the most diffi-

cult types to evaluate because of problems in measuring recidivism and in 

controlling for alternative explanations. In the Vancouver DSO project, 

a random assignment of eligible DSO yout.hs to experimental and control 

conditions was undertaken, but became somewhat confounded for reasons that 

were never entirely clear to the evaluators. Even though the control and 

experimental groups were quite similar on most relevant characteristics, 

the evaluators approached the analysis as if it were a quasi-experimental 

rather than experimental design. The techniques illustrated in the report 

include a time series analysis of individual-level data (using multiple 

regression) in which all pre-project status offenders are compared to all 

post-DSO status offenders even though only part of the latter were actu-

ally in the DSO project. This technique maximizes equivalency of the pre 

and post cases. In addition, time series tests were made to rule out the 

possibility that the project produced changes in the characteristics of 

status offenders which could be confused with the effect of the project 

itself. 

Multiple regression analysis is used to control for. differences between 

the expe.rimental and control groups. This analysis is substantiated with 

contingency tables that examine whether the differences in recidivism 

between experimental and control are consistently in the same direction 

within various categories of youths. 

A second part of the evaluation is excerpted to illustrate a common 
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problem in time series designs: determining when the project started. The 

evaluators identify two statistically significant shifts in the proportion 

of status offenders detained at the juvenile court: one when the local 

judges approved, in principle, of the application for federal DSO funds, 

and a second when Lhe.DSO project was implemented. A double intervention 

analysis cannot be done with the Walker-Lev statistical program, but--can be 

accomplished with multiple regression and analysis of covariance. 

The multiple regression formula for a double intervention is: 

Y = a + bIll + b2Time + b 3Il Time + b 4 12 -!~ bSI2 Time 

where: Y = dependent variable 

11 = one intervention (0 = pre II' 1 = post II) 

Time = time, measured 1, 2, 3 ••. n (Months, weeks, years, etc.) 

II Time - interaction term (time multipled by II) 

12 - second intervention (0 ~ pre I2~ 1 = post 12) 

12 time - interaction term (time multipled by 12) 
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CLARK COUNTY (VANCOUVER, WASHINGTON) 

DEINSTITUTIONALIZATION OF STATUS OFFENDERS PROJECT 

EVALUATION REPORT 

INTRODUCTION 

with a $50,000 two-year grant from the affice of Juvenile Justice and 

Delinquency Prevention (OJJDP),the Vancouver (Clark County), Washington 

juvenile court began a program to de institutionalize status offenders (DSO) 

in July 1976. The Vancouver project was the smallest of the national DSO 

grants and most of the funds were used for direct service delivery. The 

major components of the project were crisis intervention counseling provided 

by two newly-hired juvenile court probation officers and family crisis inter­

vention counseling provided by volunteers trained and directed by the project 

probation officers. The objects of the program were to: 

1. Reduce the penetration of status offenders into the juvenile court 

system by reducing the number detained, reducing commitments for incarcera­

tion to the Department of Social and Health Services, and reducing the number 

of status offenders on whom formal petitions were filed; and 

2. Reduce the recidivism of status offenders. 

DESCRIPTION OF THE PROJECT 

The Vancouver DSO program is operated as a part of the probation unit of 

the juvenile court. Prior to implementing the de institutionalization project, 

the common practice was for status offenders to be held in detention before 

being seen by a probation officer, and they were sometimes held in detention 
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/ 

for several days after that time awaiting a counselor from the Department 

of Social and Health Services (DSHS). The two additional probation officers 

hired with the federal funds counsel status offenders immediately after court 

intake in an effort to return them to their homes or to find community-'based 

alternatives to detention. A second component of the DSO program in Van­

couver is the development of a group of volunteers who, under the guidance 

of a probation officer, can provide family crisis counseling. The goal 

of this portion of the DSO program is to return youths to their homes, 

thereby making available the extremely limited community bedspace to other 

youths who are unwilling or unable to return to their homes. In conjunction 

with DSHS, the Vancouver juvenile court has been att~mpting to increase the 

availability of community-based alternatives for status offenders who cannot 

(or will not) return home. This effort has resulted in twelve additional 

overnight places reserved for status 'offenders. The total number of places 

(other than detention) for short-term care of all juveniles is 78; twelve 

of these are reserved exclusively for status offenders. 

At the time the DSO counselors were hired, the two probation officers 

who had previously been responsible for status offenders retained their re­

sponsibilities by providing counseling to status offenders who were not elj­

gible for the DSO project and those who were in the control group. Thus, 

the open case load for status offender probation officers was reduced simul­

taneously with the implementation of the project. 

During the time that the DSO project was operative in Clark County, the 

juvenile court system had several key decision points that could result in 

the case bE~ing continued on through court processing'or terminated. A flow 

chart of the court procedures, a description of who did what, the criteria 

upon which decisions were based, and an analysis of the number of cases flowing 

through various parts of the system are contained in Appendix A. In general, 
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status offenders could be referred to the court from eight different law en-

forcement agencies, schools, parents, and other jurisdictions. The referrals 

could be in person (e.g., the youth appears at court in·take), or they could 

be paper referrals. For the personal referrals,' the court intake office~ con-

ducted an initial screening of the case and, if a probation officer was 

available to talk with the youth and/or family, the case would be referred 

immediately to probation. The probation officer, in this situation, could 

determine whether a detention hearing would be needed and had three options 

for disposal of the case: (1) infol'1llal adjustment whereby the youth and 

probation officer reached agreement concerning the youth's activities (this 

normally involved no follQWUP Qr only very limited followup by the probation 

officer); (2) informal probation whereby the parents, youth, and probation 

officer reached agreement on the youth's activities (this normally was accom-

panied by limited followup); and (3) the filing of a status offense petition 

against the youth, which would be followed by a fact-finding and disposition 

hearing. 

In the event that no probation officer was available to talk with the 

youth at intake, the intake officer would determine whether the youth should 

be detained or not and, if the youth was not to be detained, he or she was 

asked to return the next day (or within a few days) to talk with a prob~d_on 
I' 

officer.. If the youth was detained, an appointment with a probation Officer 

/ 
would be made for the next day. I 

Paper referrals to the court on status offenders were sen-t;..i~irectlY to 

the head of the status offender probation unit. The probation officer would 

then attempt to contact the youth and family involved in the offense. If 

contact was made, an appointment would be set for the youth and family to 

discuss the situation with a probation officer. Not all paper referrals, 

of course., resulted in contact with anyone at the court. 



4-82 

With the implementation of the crisis intervention DSO project, it 

was expected that the number of status offenders detained would decline be-

cause of the fact that the DSO counselors would be on duty for weekends and 

for longer hours during the week (8:00 AM through 11:00 PM) rather than the 

normal daytime shift, and because of their efforts to be available for irnme-

diate counseling of the youth and family rather than having their calendars 

full of prescheduled appointments. The crisis intervention counseling, 

family counseling, and decline in detention were expected to reduce the need 

to file petitions against the youths because they expected to be able to re-

solve a larger proportion of the disputes, enabling the youths to return 

home or to an acceptable community alternative. 

Incarceration in Clark County was not, technically, done by the juvenile 

court. Rather, the court could coruait status offenders to the Department of 

Social and Health Services (DSHS), with the stipulation that the youth needed 

foster care or with the stipulation that the youth might need to be institu-

tionalized. DSHS made the final decision on this. 

The reduction in recidivism of status offenders was expected to result 

from the reduced penetration of the youths into the system and/or to the 

nature of the counseling. Underlying the expectation that reduced penetra-

tion would in turn reduce recidivism is the idea that youths who come into 

contact with the juvenile court and who remain in contact with it for a 

longer period of time are labelled by themselves and others as problem 

FN youths, which tends to produce more problem behavior in subsequent months. 

One could argue, from a deterrence perspective, however, that the lack of 

penalty for running away, curfew violations, truancy, or incorrigible be-

havior would result in a youth believing that these types of problem behavior 

. . b . d FN would evoke no off1c1al penalty and therefore could e cont1nue • 
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!MPACT OF THE Dsa PROJECT ON DETENTION OF STATUS OFFENDERS 

A major purpose of the federal DSO initiative was to prevent status 

offenders from having to spend time in detention and, hence, to reduce the 

length of their contact with the juvenile justice system. 

In or.der to determine whether the Clark County project reduced the pro­

portion of status offenders in detention, a sta-tistically significant change 

should occur from the pre to post time periods and this change must be 

attributable to DSO rather than to other factors which might have produced 

it. As noted previously, the random atisignment procedure was not imeplemented 

nor adhered to prbperly and biases were introduced into the control and ex­

perimental groups. Thus, straightforward comparisons of these groups in 

terms of detention propo:ctions cannot be used to draw conclusions about the 

effectiveness of DSO. Instead, two types of quasi-experimental procedures 

will be used to judge the evidence about the effect of the proje-ct on deten­

tion: interrupted time series analysis of proportion detained per month and 

a multiple regression prediction technique that will statistically adjust 

for differences attributable to factors other than the project in order to 

isolate the independent impact of DSO on detention. 

Change in the Pre-Post Detention Patterns 

Figures 5 and 6 (and Appendix B) contain the informa-tion from the time 

series analysis of detention. Several observations can be made: 

First, the proportion of all status offenders who were detained in 

juvenile hall increased rapidly from January 1974 to circa July 1975, 

with the average being approximately 2.6 percent more of the status offen­

ders detained per month (see Figure 5). At this point, a statistically 
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significant. change in detention occurred. From July 1975, the proportion 

detained declined steadily at a rate of about .74 percent of the total 

status offenders per month. When the DSO project began in July 1976, an 

additional decline (significant beyond the .05 level) in the proportion 

detained is observed. (The post DSO data shown in Figure 5 include all 

status offenders at the court: experimental, control, and ineligible.) 

Second, the actual number of status offenders detained shows a simi­

lar pattern (see Figure 6). There is an increase from January 1974 through 

about July 1975, followed by a decrease that apparently 5.s accelleratod 

when the DSO project began in July 1976. 

These results suggest the need to identify the event or change around 

July 1975 that produced the significant downturn in the percent of status 

offenders being detained. 

The change in proportion of total status offender referrals detained 

could be explained either by a change in the criteria used in making de­

tention decisions or by a change during the summer of 1975 in the charac­

teristics of status offenders such that detention would be appropriate for 

a smaller proportion of the referrals. 

Analysis of status offender characteristics, discussed previously, 

indicates no change of the type observed in Figures 5 and 6 in any of the 

social, economic, or demographir;: characteristics of the status offenders. 

Cross-offender regressions on status offender referrals indicate that de­

tention decisions are significantly related to parental status, age, month 

of referral, introduction of the DSO program, sex, the total number of prior 

status offenses, the to·tal number of prior delinquent offenses, the total 

number of all types of offenses c.ombined, and the type of offense for which 
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the referral was made. Even so, all these variables together account for 

only 11 percent of the variance in detention decisions. Therefore, even 

if there had been changes in the criteria used in making detention decisions 

(rather than a change in the general policy about detention of status offen­

ders), the shift would not have accounted for the marked downturn in the 

proportion detained that occurred in the summer of 1975. 

It is more likely that some exogenous event produced the mid-summer 

change in detention proportion during 1975. Information from the Vancouver 

court is that there was no legislative change in the summer of 1975 that 

could have had any impact on the court (including House Bill 371). Bob 

Axlund, court administrator, noted that the application for the DSO grant 

was being considered in the summer of 1975 by the juvenile judges and key 

members of the court staff. It was during this time period that key per­

sonnel, including the judges, agreed to support an application for funds 

under the federal DSO initiative. It appears that the most likely explana­

tion for the obvious shift in status offender detention rates that occurred 

in mid--summer 1975 is that it was produced by the anticipation of participa­

ting in the federal initiative~ This suggests that when court staff and 

judges became sem:i..tive to the issues of labelling and the plight of the 

status offenders, they began immedi.ately to respond with actions that were 

desired by the national program itself. In this sense, the OJJDP initia­

tive might have served as a !lconsciousness raising" experience for thos(a 

having contact with status offenders. Although the anticipation of cha.nges 

that would occur in July 1976 (if the grant were received) apparently 

prompted a change in court policy about detention of status offenders, 

there is no way to know whether the downward trend would have CCil1tinued 

if the ~rant had not been awarded. 
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IMPACT OF DSO ON RECIDIVISM RATES OF STATUS OFFENDERS 

The major question to be discussed in this section is whether the DSO 

intervention brought about a change in the recidivism rates of status offen­

ders. The project could result in reduced recidivism if it is the case, as 

labelling theorists believe, that youths who experience less penetration 

into the juv~nile justice system are less likely to recidivate. Or the pro-

ject could effect recidivism independent of its impact on detention and petitions. 

As has been done in the previous sections, the analysis will proceed 

by first examining the impact of the DSO intervention on all status offen­

ders (experimental, control, and ineligible) in order to test the effective­

ness of the project on the entire system. In addition, since the post-DSO 

status offenders are relatively cCMparable to the pre-DSO youths who com­

mitted similar offenses, this provides some assurance that observed dif­

ferences are not due to changes in the characteristics of the youths .. 

Following these analyses, a comparison will be made between the experimen­

tal DSO and control youths in order to ascertain whether the experimental 

strategy in handling status offenders was rnore effective, in terms of re­

cidivism, than the control strategy, for youths eligible for the program. 

Measurement of Recidivism 

Recidivism has been measured in terms of recontact with the juvenile 

court for either a status or delinquent offense. There are several prob­

lems in measurement of r2cid:Lvism, some of which will be discussed below 

along with the procedure u~ed in tnis report to deal with them. 

1. The purpose of the DSO project was not simply to reduce the num­

ber of subsequent court contacts, but also to reduce the frequency of 

commission of offenses. And, since youths often commit status or delin­

quent offenses without being caugh.t or referred to the court, the recon­

tact measure is an underestimate of the actual number of offenses committed. 
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We have no reason to believe, however, that the proportion of youths re­

ferred to the court differed between the experimental and control groups 

or differed from the pre to post time periods. Thus, even though the re­

contact measure contains considerable error, the nature of the error is 

the same for the pre and post time periods and for the experimental, con­

trol, and ineligible groups within the post time period. Thus, the major 

effect of this type of error is that the tests of significance will tend 

to underestimate the true differences between pre and post, as well as 

the true differences between experimental and control groups. 

2. The number of youths referred to the court for a subsequent offense 

depends on the number of months the youths were "at risk" after the instant 

offense. The pre-program youths had far more months in which to commit a 

subsequent offense than the post-program group. In addition, since the 

probation officers who handled the control group discontinued their work 

with eligible status offenders in February 1978, the control group has more 

months "at risk" than does the experimental group. The best solution to 

this problem is to select a specific followup time (such as three or six 

months from the end of the month in which the instant offense was committed). 

Any instant offenses for which there were not enough months at risk to meet 

the followup time (three months or six months) are removed from the ana­

lysis. This procedure was used here' and most of the analysis was based 

on a three-month followup period. Because data collection ended after the 

first 12 months of the project, there is a severe reduction of cases in 

the post period when six or more months of followup data are included. 

3. Another problem is what to do with offenses that were committed 

after the fo11owup time period. One solution is to place the youth who 

committed the instant offense into the "non-recidivism" category if s/he 

committed a subsequent offense but it was after the fixed risk period of 
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three (or six) months. The problem with this approach is that it places 

youths who we know are.going to recidivate into the non-recidivist category 

and this category already contains many youths who eventually will reci­

divate. This is particularly true of the pre-program group, in comparison 

with the post, since the former had longer times at risk. This approach 

will yield a conservative estimate (underestimate) of the effect of the 

project unless the full impact of the project occurs during the fixed 

at risk" time and the project youths do not differ from the others in 

terms of the proportion recidivating after the fixed risk time. Neverthe­

less, in the subsequent analysis those persons recidivating after the 

fixed risk time are counted as non-recidivators. 

Change from Pre to Post 

One method of assessing the impact of the DSO intervention on the 

recidivism rates of post-DSO status offenders is to examine the propor­

tion of status offenders (pre and post) who had a subsequent delinquent 

or status offense within the same month as the instant offense, within 

two months of the instant offense, within three months of the instant 

offense, and so on. The results of this analysis are shown in Table 14. 

Data in the first row include all of, the pre and post cases (since 

all of them had at least a followup period that extended to the end, of the 

same month in which the instant offense occurred). within thatmonth, 9 

percent of the pre-program status offenders had a subsequent offense com­

pared with 6.3 percent of the post-program status offenders. This dif­

ference is significant beyond the .01 level (Z test for significance in 

proportions). The third column of Table 14 shows the difference between 

pre and post and the last two columns show the number of cases upon which 

the analysis is based. 

Examination of the first two columns of Table 14 shows that the 
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TABLE 14 

PROPORTION OF STATUS OFFENDERS RECIDIVATING 

WITHIN SPECI'FIED FOLLOWUP PERIODS, PRE & POST1 

Number'of % with subsequent 
Months offense within Difference Number of 

"At Risk" risk period Z Value Pre/Post Cases 3 

Pre post 2 Pre ,Post 

0 MONTH 9% 6.3% 2.53 2.7% 2,330 914 
(same month) 

1 MONTH 18.9% 16.6% 1.49 2.3% 2,,330 860 

2 MONTHS 26.8% 21.9% 2.75 4.9% 2.330 807 

3 MONTHS 33.1% 25.2% 4.02 7.9% 2,330 729 

4 MONTHS 37.2% 29.9% 3.44 7.3% 2,330 651 

5 MONTHS 40.1% 32.6% 3.22 7.5% 2,330 542 

6 MONTHS 43.7% 35.0% 3.46 8,7% 2 1 330 465 

7 MONTHS 45.7% 37.9% 2.94 7.8% 2,330 416 

8 .HONTHS 47.6% 39.8% 2.72 7.8% 2,330 349 

lRecidivism is measured as a subsequent court contact for a delinquent or 
status offense after the instant status offense. Those who had no subse­
quent --offense within the :dsk period shown on the left are included as 
"non-recidivators" when calculating the percentage. The percentages are 
cumulative across the risk periods. Thus, 18.9 percent of pre-program 
status offenders had a subsequent offense during the same month or within 
one month of the E:nd of the month in which the instant offense occurred; 
26.8 percent had a subsequent offense in the same month or by the end of 
the first month or by the end of the second month. 

2The post time period includes all status offenders, not just those who 
were eligible for the DSO project. 

3The number of ,cases in the post time period drops as months "at risk U 

increase because all youths enter:t.ng .the court ·too late to have the full 
follow-up period (1 month, 2 months', •.• 8 months> were excluded when calcu­
lating the.recidivism rate for,that particular follow-up period. Thus, 
for each of the'months'at risk, all youths.included in that analysis had 
at'least that many months of follow--up data. 
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proportion recidivating increases as the time "at risk" increases. This is 

because the percentage recidivating is cumulative. It includes 

those who had a subsequent offense at any time during the risk period, 

not just those recidivating within a particular month., Thus, the data for 

three months means that 33 percent of the pre-program status offenders had 

a subsequent offense within a followup period that extended for three months 

after the beginning of the month in which the instant offense occurred. It 

does not mean that 33 percent recidivated during the third month after the 

instant offense. 

The difference between pre and post recidivism rates (column four of 

Table 14) increases from 2.7 percent in the same month to about 8 percent 

within three months and stabilizes at about 8 percent difference between 

pre and post as the risk period increases to eight months. 

Although the differences observed would indicate that DSO had the 

effect of r'educing recidivism, there are several other potential explana­

tions of why recidivism was lower in the post time period. One ~ossibility 

is that there was a downward trend in recidivism rates during the pre­

program time period which simply continued after DSO began. Another alter­

native explanation is that the characteristics of status offenders were 

changing, over time or at the time that DSO began, and the difference in 

recidivism is attributable to the fact that the status offenders during 

the post time period did not have the same characteristics as status offen­

ders, during the pre-program phase. 

The multiple regression analysis of pre and post data indicates that 

neither of these explanations account~ for the change in recidivism during 

the post'time period. In Table 15 are the results of a multiple regression 

analysis using all pre and post cases that had at least three months of "at 

risk" time. The results show that the project intervention had a statistically 
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TABLE 15 

MULTIPLE REGRESSION ANALYSIS OF DSO Il~ACT ON 3-MONTH RECIDIVISM 

OF STATUS OFFENDERS, PRE AND POSTI 

No. of cases=2,285 

DEPENDENT VARIABLE: RECIDIVISM WITHIN 3 MONTHS OF 

Zero Order INSTANT OFFENSE 2 

INDEPENDENT VARIABLE 3 Correlation B Beta F Value Proba.bility 

DSO Startup -.14 -.08 -.08 6.3 P<.05 

Monthly Trend -.14 -.004 -.10 10.4 <.01 

Number of Prior .22 .07 .20 90 <.001 Status Offenses 

Number of Prior 
.16 .07 .14 42 <.001 

Delinquent Offenses 

Age (older) -.08 -.03 -.11 28.5 <.OUI 

Sex (female) -.007 -.007 .00 .10 NS 

2 R =.10 

F=30.7 

1 . 
The zero order correlation shows the relationship of each variable on the 

left with recidivism when no other variables are controlled. B is the un­
standardized partial regression coefficient and beta is the standardized 
partial regression coefficient. The analysis was conducted on the juvenile 
court computerized data base. 

2cases which did not have at least a three month risk period were excluded. 
Otherwise, ?tIl status offenders' in the post period, not just the'DSO project 
youths, were included. 

3DSO start-up is a dummy variable with pre-project cases having·a score of 
zero and post-DSO status offenders a score of one. The interaction term (OSO 
times month) wa,s not significant. Other characteristics of status offenders 
(family stability, school status) were not significant and were omitted from 
the equation. 



significant effect in reducing recidivism, controlling for agel sex, number 

of status offense priors, number of delinquent priors, and the family stiua­

tion of the youth. The change attributable to DSO was a shift in the level 

of recidivism rather than a shift in the trend. The trend, for the entire 

time periud, was statistically significant but of very minor magnitude.' 

Recidivism, on the average, declined by less than one-half of one percent 

per month. The average recidivism rate for tbe three-month followup, how­

ever, dropped by about seven percent when DSO began, even with the other 

variables held constant. 

It has been shown previously in this report that the proportion of 

youths detained declined as a result of the DSO project and the proportion 

of status offenders on whom petitions were filed also dropped. A multiple 

regression analysis of the effect of petitions and detention on recidivism 

is shown in Table 16. The results indicate that youths who are detained 

are more inclined to recidivate than those who are not, even when prior 

offenses have been controlled along with age, sex, and so on. In contrast, 

youths on whom petitions are filed tend to recidivate at a lower rate than 

others, when priors and socio-economic characteristics have been controlled. 

(Somewhat different results are obtained in the post only analysis, however.) 

More important, as shown at the bottom of Table 16, the DSO intervention 

had a statistically significant impact on recidivism independent of its 

effect on detention and petitions. 

The results of the multiple regression analysis are substantiated by 

an examination of recidivism (pre and post) for youths with different char­

acteristics (Table 17). Regardless of whether a three or six month "at 

risk" time is used, the results show that recidivism rates withitl selected 

~haracteristics of the status offenders are uniformly lower during the 

post-;pro<}ram time period. 
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TABLE 16 

EFFECT OF DETENTION & PETITIONS ON 3-MONTH RECIDIVISM 

OF STATUS OFFENDERS, PRE & POST1 

INDEPENDENT VARIABLE 

Petitions 

Detention 

Number Prior 
Status Offenses 

Number Prior 
Delinquent Offenses 

Age 

2 R =.07 

F=26 

. 2 DSO Intervent~on 

2 
Trend 

DEPENDENT VARIABLE: 

Zero Order 
Correlation B 

-.02 -.05 

.07 .06 

.22 .07 

.16 .07 

-.08 -.03 

-.14 -.07 

-.14 -.004 

RECIDIVISM WITHIN 
INSTANT OFFENSE 

Beta F Value 

-.05 5.6 

.06 8.8 

.20 87 

.12 33 

-.10 26 

-.,07 4.7 

-.10 11 

N=2,285 

2-MONTHS OF 

Probability 

<.05 

<.01 

<.001 

<.001 

<.001 

1 The zero order correlation shows the relationship of each variable on the 
left with recidivism when no other variables are controlled. B is the un­
standardized parti~l regression coefficient and beta is the standardized 
partial regre~,sion coefficient. The analysis wa~nducted on the juvenile 
court computerized data base. 

2 The effect of DSO is estimated with all the other variables in the equation. 
The effect of petitions and detention (upper part of table) are estimated 
, ... ithout tLe intervention variables being in the equation. Cases without at 
.least a three-ttlonth risk period were excluded. 



CHARACTERIST;IC 

SEX 

Male 

Female 

~G SITUATION 

both natural 
parents 

two parents, 
one step 

one parent 

other 
2 

AGE 

12-13 

14-15 

16-17 

OFFENSE ---
Curfew 

Runaway 

Incorrigible 

Truant 
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TABLE 17 

THREE AND SIX MONTH RECIDIVISM RATES 

OF STATUS OFFENDERS, PRE AND POSTl 

Three Month Six Month NUMBER OF 
Recidivism Recidivism 

Rates Rates Three Months 

PRE POST PRE POST PRE. POST 

31 26.2 42 37 976 305 

32.1 24.6 42 33 1,354 422 

30.5 22.2 42 38 941 266 

36.7 21.9 46 32 327 137 

31.0 29 41 25 591 209 

35.9 31 46 35 345 96 

32.5 19 45 26 379 108 

36.7 30 46 41 1,147 380 

24 22 35 29 738 219 

24.1 20 33 23 177 66 

32.5 24 40 35 1,093 329 

33 33 45 39 785 213 

33 15 47 24 120 67 

[CONTINUED ON NEXT PAGEl 

CASES 

six Months 

PRE POST 

'976 200 

1,354 263 

941 162 

327 79 

591 134 

;. 345 71 

,379 66 

1,147 242 

738 146 

177 52 

1,093 205 

785 157 

120 17 



4-97 

TABLE 17 (continued) 

---Three Month Six Month NUMBER OF CASES Recidivism Recidivism 
CHARACTERISTIC Rates Rates Three Months Six Months 

PRE POST PRE POST PRE POST PRE POST 

NUMBER OF PRIOR 
STATUS OR DELINQUENT 
OFFENSES 

none 23 17 30 24 1,103 368 1,103 223 

one 37 23 47 36 521 157 521 92 

two 36 37 55 41 300 71 300 44 

three 47 42 60 54 406 139 406 106 

PETITIONS 

no petition filed 31 26 43 37 1,627 554 1,627 333 

petition filed 33 23 40 30 703 175 703 132 

DETAINED 

not detained 28 24 38 35 664 358 664 201 

detained 33 27 44 35 11,666 371 1,666 264 

1The analysis is based on Clark County computerized data, July 1976 through 
June 1977. 

2"other" includes relatives, group homes, foster homes .. ox institutions. 
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Comparison of Experimental and Control 

Even though the previous analysis indicates that DSO had a signifi-

cant impact on recidivism, it is important to ascertain whether the post-

DSO change was due primarily to the experimental group or whether some (or 

all) of it could be attributed to the control and ineligible groups •. 

Table is contains dat~ showing the proportion of youths within the 

experimental and control groups who recidivated within the same month as 

the instant offense, within one month of the instant offense, two months, 
" 

and so on. The experimental group has lower recidivism rates for each of 

the different amounts of time "at risk." The differences become substan-

tial enough after three months of followup (nine percent) to approach sta-

tistical significance at the .05 level and clearly are significant at or 

beyond that level when the risk periotl is four through eight months. 

The differences observed in Table 18 could, of course, be due to dif-

ferent characteristics of the youths in the two groups because, as has 

been noted several times, the random assignment of youths to experime~tal 

and control groups was not perfectly adhered to and some differences exist 

between the two groups. 

The data in Table 19 show the recidivism rates of experimental, con-

trol, and ineligible youths within each of several selected characteris-

tics of the youths. 

~he recidivism rate within the experimental group for both the three-

nlonth i.md six-month followup periods is generally lower than that for the 

control group regardless of the age of the youth, the living situation, 

the type of offense, and the number of prior offenses (status or delinquent). 

For males· within the experimental group the recidivism rate is slightly 

higher after three months at risk (25 percent compared to 21 percent within 

the control group), but is Iml1er than the control group after six months 
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TABLE 18 

COMPARISON OF EXPERIMENTAL & CONTROL GROUP RECIDIVISM RATES 

FOR DIFFERENT LENGTHS OF FOLLOWUP TIMEl 

Percent Recidi- Number of Cases 
NUMBER MONTHS vating (re-con- Difference Included 
OF FOLLOWUP tact wI court) Between In Analysis 

Exper Contr Z Value Prob E & C Exper Contr 

0 6.4% 10.2% 1.43 <'H~ 3.8 362 127 

1 15.5% 14.2% .34 (.50) 1.3 330 127 
. 

2 18.5% 21.3% .67 (.50) 2.8 297 127 

3 20.1% 29.3% 1.82 (.06) 9.2 .263 123 

4 24~4% 37.9% 2.58 (.01) 13.5 217 116 

5 26.3% 40.6% 2.44 (.01) 14.3 156 96 

6 ,2;l.4!$ 48.0% 
I 

2.66 (.01) 18.6 126 75 

7 33.0% 56.0% 2.9 (.01) 23.0 112 59 

8 38.1% 57.0% 2.11 (.04) 18.9 84 49 

. 
1Recidivism is measured as a subsequent court contact for a delinquent or 
status offense after the instant status offense. Those who had no subsequent 
offenses within the risk period shown on the left are included as "non-reci­
divators" when calculating' the percentage. The percentages are comulative 
across the risk period. 



TABLE 19 

COMPARISON OF EXPERIMENTAL, CONTROL, & INELIGIBLE RECIDIVISM RATES FOR THREE & SIX MONTHS OF TIME AT RISK
1 

CHARACTER- THREE MONTHS AT RISK SIX MONTHS AT RISK 
NUMBER OF CASES 

T H R E E MONTHS I S I X M 0 N T H S 
ISTICS 

Exper Contr Ine1g Exper Contr Ine1g Exper Contr Ine1g Exper· Contr Ine1g 

AGE 

12-13 19 31 15 18 50 24 43 13 52 17 8 41 

14-15 26 32 32 40 52 38 140 72 68 68 46 128 

16-17 14 24 27 16 40 33 72 34 113 37 20 89 

LIVING 
SITUATION 

both parents 20 29 21 40 45 33 109 48 109 52 31 79 

two parents, 
.;:. 

13 19 30 17 47 33 48 26 63 18 15 46 
1 
I-' 

one step 0 
0 

one parent 36 33 31 25 48 37 91 40 78 48 23 63 

other 2 23 43 32 (17) (50) 36 13 7 76 6 4 61 

OFFENSE 

curfew (38) (22) 16 (20) (50) 22 8 9 49 5 2 45 

runaway .).6 28 28 23 46 36 113 50 166 44 35 126 

incorrigible 29 36 36 32 51 40 91 50 72 60 37 60 

truant 11 15 25 (33) (0) (14) 38 13 16 9 1 7 

SEX 

male 25 21 28 34 50 36 112 29 '164 50 14 136 

female 17 32 27 26 48 31 149 94 179 74 61 128 

[CONTINUED ON NEXT PAGE) 



TABLE 19 (continued) 

-
CHARACTER- THREE MONTHS AT RISK SIX MONTHS AT RISK NUMBER OF CASES 

ISTICS T H R E E M 0 NTH S S I X M 0 N T H S 
EXper Contr Inelg Exper Contr Inelg Exper Contr Inelg Exper Contr Inelg 

PRIOR 
OFFENSES 

none 19 24 13 26 42 17 151 70 147 69 41 113 

one 22 40 19 39 64 24 73 25 53 36 14 42 

two 32 '24 48 25 40 50 25 . 11 29 12 10 22 

three+ 21 46 45 22 60 56 14 11 114 9 10 87 

# STATUS 
OFFENSE 
PRIORS 

none 20 22 15 30 43 22 186 85 200 83 47 155 

one 21 50 41 26 64 38 53 18 51 31 11 42 

two 27 30 58 33 38 67 15 10 24 6 8 18 

three+ 33 50 43 I 33 67 55 9 10 68 6 9 49 

# DELINQ. 
OFFENSE 
PRIORS 

none 20 31 22 28 47 24 213 102 210 103 64 160 

one or more 24 19 36 35 55 49 50 21 133 23 11 104 

1The analysis i.s based on Clark County computerized data, July 1976 through June 1977. Whether a youth was in 
the experimental, control, or ineligible group was determined from the data IPA collected for the USC national 
evaluation and this designation was added to the raw court data file. 

2"Other" includes relatives. group homes, foster homes, or institutions. 

01» 
I 

I-' 
o 
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at risk. (Tests of statistical significance have not been calculated for 

this table because i~~ purpose is to examine whether the patterns of dif­

ferences--9 percent lower fo:t three months and almost 19 percent lower for 

s~x months--is maintained within various categories of youths.) In general, 

the evidence in Table 19 shows that the observed differences in Table 'IS 

are not attributable to differences between the types of status offenders 

handled by the two groups. 

This conclusion is further substantiated with the multiple regrepsion 

analysis reported in Table 20. The treatment variable, even with all 

priors and socio-economic characteristics controlled, produces about a 

10 percent reduction in the recidivism rate for a three-month "at risk" 

period and this is statistically significant (F=4.07) beyond the ~Ol level. 

The effect of petitions and detention on recidivism, controlling for 

priors and socio-economic chacacteristics, is shown in Table 21, but the 

results (based only on a comparison of experimental and control group 

youths) differ from those found when the entire pre-post data were exam­

ined. For the former, it appears as if the filing of a petition increases 

the probability of recidivism, whereas detention is not significantly re­

lated to recidivism'. For the entire pre-post data, detention had a signi­

ficant relationship to higher recidivism, but petitions were related to 

lower recidivism. It should be noted that being in the experimental group 

(Table 21) maintains a significant relationship with lower recidivism even 

when detention and petitions are controlled. 

A final question is whether some change in the community or at the 

court produced a change in the recidivism rates of all youths--status offen­

ders and delinquents--and, therefore, the apparent effect of DSO has been 

confused with this outside'influence on the system. An analysis of recidi­

vism rates of delinquents shows 18 percent of youths whose instant offense 
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TABLE 20 

MULTIPLE REGRESSION OF TREATMENT EFFECTS ON RECIDIVISM RATES 

FOR THREE MONTHS AT RISK TIME, EXPERIMENTAL VERSUS CONTROL
I 

N=345 

Zero Order 
Correlation B Beta F Value Probability 

Treatment -.11 -.10 -.11 4.07 <.05 
(experimental) 

Prior status .10 .05 .09 3.2 <.05 
offenses 

Prior delin- -.02 -.02 -.03 .28 NS 
quent offenses 

Parents .08 .003 .07 1. 78 NS 

Age -.05 -.01 -.05 .81 NS 

Sex -.02 -.03 -.04 .61 NS 
(female) 

Constant .46 R
2
=.ll 

1 The zero order correlation shows the relationship of each variable on the 
left with recidivism when no other variables are controlled. B is the un­
standardized partial regression coefficient and beta is the standardized 
partial regression coefficient. The analysis was conducted on the juvenile 
court computerized data base. 
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TABLE 21 

MULTIPLE REGRESSION OF PETITIONS & DETENTION WITH RECIDIVISM RATES 

FOR THREE MONTHS RISK TIME, EXPERI~ffiNTAL & CONTROL GROUPS
l 

Detention 

Petitions 

Prior Status 
Offenses 

Living 
Situation 

Age 

Prior 
Delinquent 
Offenses 

Sex 
(female) 

constant 

2 
Treatment 
(control=l; 
experimental=O) 

Zero Order 
Correlation B 

.04 .04 

.10 .17 

.11 .05 

.08 .003 

-.05 -.01 

-.02 -.03 

-.02 -.02 

.35 

-.11 -.10 

N=345 

Beta F Value Probability 

.04 .48 NS 

.10 3.2 <.05 

.09 2.69 <.:05 

.07 1.68 NS 

-.05 .70 NS 

-.03 .27 NS 

-.02 .174 NS 

-.10 3.35 

1 The zero order correlation shows the relationship of each variable on the 
left with recidivism when no other variables are controlled. B is the un­
standardized partial regression coefficient and beta is the standardized 
partial regression coefficient. The analysis waS-COnducted on the juvenile 
court computerized data base. 

2 The effect of the treatment is estimated with the other variables in the 
equation. In the upper part of the table, the effects are estimated without 
the treatment variable being controlled. 
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was a delinquency had a subsequent delinquent or status offense within 

three months during the pre-program time period compared with 19 percent 

of the post-DSO delinquents. When six months of followup are used, the 

results are quite similar: During the pre-program time period, delinquent 

offenses were followed by a subsequent status or delinquent offense in 22 

percent of the cases compared with 24 percent recidivism for the post-DSO 

youths. Thus, the recidivism rates for delinquents did not change at all, 

or increased slightly, providing evidence that the observed decrease for 

status offenders was not produced by some outside factor influencing all 

youths in the community. 

Discussion 

The major conclusions from this section are: 

1. The DSO intervention in July 1976 produced a statistically signi­

ficant decrease in recidivism of status offenders. 

2. The reduction in recidivism was due primarily to the experimental 

DSO youths who, when compared. with the control group, had a significantly 

lower recidivism rate. 

3. For a three-month followup period the pre-program recidivism rate 

of status offenders was 33 percent compared with 25 percent for the post-DSO 

status offenders (experimental, control, and ineligibles). A difference of 

about seven percent between pre and post recidivism rates waS maintained 

even when a variety of possibly confounding variables were controlled .(prior 

offenses, age, living situation, and sex). For a six-month followup period 

the differences between pre and post were 44 percent (pre) and 35 percent 

(post). 

4. The experimental group recidivism rate for a three-month followup 

period was 20 percent compared with 29 percent for the control group. When 
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other possibly confounding variables were controlled the difference between 

the groups was about 10 percent. For a six-month followup the difference 

between experimental and control groups was much larger (~9 percent compared 

with 48 percent). 

5. The effect of detention and/or filing petitions on status offender 

recidivism is difficult to assess and disentangle from the effect of prior 

offenses. When the pre and post time periods are examined together, it 

appears as if recidivism increases if the youth is detained but declines if 

a petition is filed. For the experimental and control groups in the post 

time period, a different pattern was observed: Recidivism increased if a 

petition was filed but detentions had no effect. In either case, the effect 

was rather trivial (in the general area of 2 or 3 percent differences). 

The effect of DSO on recidivism was maintained-even when both petitions 

and detention were statistically controlled in the regression equations. 



* 
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SECTION 4.D. 

Evaluation Report 
TARGET HARDENING* 

By 

City of Seattle 
Office of Policy Planning 

Law and Justice Planning Office 

Lawrence G. Gunn 
Director 

August, 1977 

Molly Newcomb, Ph.D. 
Kenneth E. Mathews, Jr., Ph.D. 
JoAnne Pullen 
Doris Lock 

This is the full text of the Target Hardening Evaluation Report. 
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I N T ROD U C TOR Y COM MEN T S o N 

"TARGET HARDENING EVALUATION" 

Many of the typical problems in assessing the effectiveness of target­

hardening crime prevention efforts on burglary are discussed in the excerpts 

from this evaluation report. And, the techniques used to resolve them 

should be of interest to other evaluators. 

One major problem in evaluations of this type is that the data used 

to measure burglaries suffers from problems of low reliability. And, 

validity of the official data is a problem if the concept being measured 

includes unreported burglaries as well as reported ones. The evaluator 

initially intended to use three sets of measures for burglary rates: Offi­

cial police data, housing authority data from the target housing units, and 

results from two victimization surveys (one pre, one post). Several 

techniques were used to check the reliability and accuracy of the data and 

the evaluator concluded that the survey results contained too much error 

to use. 

If the reliability of the survey data had not been checked carefully 

and if it had been used to assess project effectiveness, the conclusion 

would have been quite confusing and almost non~interpretable. 

Another common problem in evaluation is the lack of rigorous experi­

mental conditions. The technique used in the Target Hardening Evaluation 

was to utilize multiple indicators of performance; several different designs 

and comparison groups; and several different analysis techniques. If the 

findings from multiple tests of project effectiveness are generally consis­

tent, the evaluator has far more confidence in the conclusions than would 

have been the case if project effectiveness had been assessed using only 
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one dependent variable, one design, and one analysis strategy. 

A third problem in evaluating area-based crime prevention programs 

is that crimes may be displaced into other areas or one type of offense 

could be displaced to anothe~ (burglary to robberies, for example). These 

problems were antj,cipated before the evaluation began and data were collected 

to examine whether an unintended consequence of the project was to dis-

place crimes. 

The evaluation report also contains an interesting discussion of 

problems inherent in assessing change in rates when the initial rate is 

very low (floor effects) . 
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The Target Hardening project attempted to reduce burglary rates in four Seattle 
Housing Authority housing projects by making housing units more difficult for 
burglars to penetrate. 

Specific hardening measures employed were: 

1. installation of exterior solid-core doors or reinforcement of existing 
doors; 

2. installation of one-inch dead-bolt locks on all exterior doors; 

3. pinning of sliding glass windows to limit opening to less than nine 
inches; 

4. construction of stub walls to prevent exterior access to interior door 
latches. 

The goal of this project was to reduce, through target hardening, the incidence 
of burglaries committed in Seattle Housing Authority housing projects. This was 
to be achieved through deterrence by making forced entry physically more diffi­
cult and time-consuming, and, in cases of attempted or committed burglary, by 
leading t·;) "increased time for suspect observation. 

Four specific objectives of the project were: 

1. to effect significant reduction in the number of burglaries involving 
forced entry within the following Seattle Housing Authority housing 
projects: High Point, Holly Park, Rainier Vista, and Yesler Terrace; 

2. to increase signifi~antly the arrest-per-burglary rate within Seattle 
Housing Authority housing projects; 

3. to increase significantly the proportion of witnessed burglaries involving 
forced entry into "hardened" housing units; (Rationale: The installation 
of solid core doors, one-inch dead-bolt locks, and the construction of 
walls or replacement with nonshattering material for all existing glass 
windows within a 32-inch radius of door latches will lead to increased 
noise and longer time periods required to make forced entry. This will 
result in increased exposure for offenders and a higher likelihood of 
being observed); 

4. to increase significantly the proportion of witness-and/or victim­
identified suspects of forced-entry burglaries into "hardened" housing 
units. (Rationale: Increased offender exposure time would enable 
witnesses to observe more and subsequently describe suspects in more 
detail. ) 
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The total Law Enforcement Assistance Administration cost for this project, 
including matching funds from the city and state, was $42,222. Of this amount, 
$35,111 was spent on materials and labor for the hardening measures described 
above. These LEAA funds were supplemented by Housing and Urban Development 
Modernization funds, amounting to $405,868.14. 

In all, 3,082 living units were hardened. This total includes all permanent 
residential units in the High Point, Holly Park, Yesler Terrace, and Rainier 
Vista hous:i.ng projects. The locatj.ons of these projects are shown en Hap 1. 

Hardening began in July, 1974, and was completed in May, 1975. For individual 
housing projects, hardening const.ruction occurred as follows: High Point, 
December, 1974, through May, 1975; Holly Park, July, 1974, through May, 1975; 
Yesler Terrace, July, 1974, through November, 1974; Rainier Vista, July, 1974, 
through S~ptember, 1974. 

For evaluation purposes, data on actual or attempted residential burglaries 
(hereafter referred to as uburglaries") were collected from three sources: 
reports to the Seattle Police Department (SPD data), reports to Seattle Housing 
Authority project managers (SHA data), and responses to crime victimization 
surveys conducted on random samples* of residents in late 1974 and again in late 
1975 (victimization data). Also, data on robberies, thefts, and incidents of 
vandalism or arson were collected from SHA reports and victimization surveys. 

To discover whether displacement of burglary to nearby areas would occur after 
hardening, SPD data on burglary and victimization data on burglary, robbery, 
theft, vandalism, and arson were collected for censu~ tracts containing these 
four housing projects.** These data were subdivided according to type of housing 
within these census tracts: SHA project housing vs. non-SHA housing. Throughout 
this report, therefore, "non-SHA" housing refers to housing within the same 
census tracts as SHA hOdsing but outside of the housing projects themselves. 
Crime rates in non-SHA housing in these census tracts and for Seattle'as a whole 
provided comparison data for crime rates within the SHA projects being hardened. 

Why use three different sources of data to find out burglary rates? Each data 
source has strengths and weaknesses. Seattle Police Department records show 
only those burglaries reported to police, not all which occur. SHA records exist 
only for SEA housing, and also require victims to take the initiative in reporting 
cr~~es. Residents vary in their tendencies to report to the SPD, to the SHA, 
to both, or to neither. Victimization data require the least effort on the part 
of the crime victim; he has only to answer the interviewer's questions. For this 
reason, victimization surveys usually show higher rates of crime than do statis­
tics based on other crime reports. For example, a 1975 victimizzation survey 
of l~ Ame:t"ican cities done by the Law Enforceme,nt Assistance Administration 
found tha1t: only 52% of the burglaries had been reported to the police. *** 

*!~ 1974, residents of 228 SHA households and of 194 non-SHA households were 
i;'Iterviewed. In 1975, residents of 303 SHA households and of 224 non-SHA house­
holds were interviewed. 
~* From t4ap lone can see that High Point Project lies in tract #107; Holly Park 
project in '<tract #110; Yesler Terrac'e Project in tracts #85, 86, and 91; Rainier 
Vista Projec.~t in tracts #100 and 101. 
*** Criminal Victimization Surveys in 13 American Cities, u.S. Department of 
Justice" LEJl..i\, u.S. Government printing Office, Washington, D.C., 1975. 
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A number of problems occurred with the victimization surveys for this evaluation; 
however. First, because target hardening took longer to complete than originally 
expected, the survey in 1975 provided data on only three months of post-hardening 
events. Such a short period of time can be unduly influenced by seasonal or 
chance events. Second, the victimization data were inconsistent with data from 
SPD and SHA sources, with victimization showing lower rates of burglary than had 
been reported to SPD and SHA in more than half of ~~e comparisons of the rates. 
Third, the victimization survey asked respondents about crimes by which they had 
been victimized during the past year. Since SHA project residents are a mobile 
group, some respondents were reporting crimes which had occurred before they had 
moved to the project, while other potential respondents (who may have experienced 
crimes while in the project~ had moved out before the survey. Fourth, the inter­
viewers were residents of the SHA projects who did not have previous interviewing 
experience and showed some misund9rstandings involving the purpose and content of 
the sllrVey. Although a sample of interviews \-;as verified, disclosing some 
falsified data, it was not financiallY possible to verify all interviews. A com­
pletely verified ~urvey done by well-trained interviewers would probably have 
yielded more consistent results. Finally, the availability of data from two 
other sources made the victimization data supplementary but not essential for 
evaluation purposes. 

Because of all the problems detailed above, the victimization data will not be 
presented in the main body of this report. For those interested, App@ndix A 
provides a discussion of the data inconsistencies and summary statistics from 
theJse surveys. 

Therefore g d~>ta from two sources, SPD and SF..A, were used in evaluating the 
project's success in reaching the overall goal of burglary reduction and the 
first two t:)f the four objectives outlined 011 page 1. Unfortunately" data regar­
ding the' la~t two objectives were not available from the SPD computer, so data 
could not be obtained without great effort, and expense. Data from SPD and SHA 
sources were used to answer the following'questions: 

1. Did target hardening significantly reduce burglary rates in the four SEA 
housing projects? (This is related, to Objective #1.) 

2. Were 'there significant changes in burglary ratEs for non-SHA housi.ng in 
these same census tracts for these time periods? (This question was asked 
to determine whether significant displacement of burglary from SHA housing 
to nearby non-SHA housing occurred as a result of target hardening within 
the SEA projects.) 

3. How did burglary rate trends for SHA housing compare with trends for Seattle 
as a whole, and with trends for non-SEA housing? 

4. How did the mode of entry used by burglars in entering SHA housing change 
after hardening was completed? (This question is relevant to Objective #3, 
but cannot be definitive for that nbjective.) 

5. Did the proportion of burglaries cleared by police arrest change for SHA 
housing after hardening? How did ,the changes in SHA clearance rates compare 
with changes for Seattle as a whole and for non-SHA housing? 
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6. Did robbery and vandalism show any changes in rate during these time periods 
in SHA housing? n'las there displacement to othe:r:: crimes within the housing 
projects?) 

7. ~rnat was the overall result of target hardening? 

To answer these questions, statistical tests were applied to differences in rates 
of occurrence before and after hardening. A difference or change was considered 
to be statistically significant if it showed a probability level. below .05. This 
standard of significance is conventional for social science resear~hi it implies 
that observed differences or changes could be due to chance occurrences less than 
five percent of the time. 

Two time periods were used in comparing crime rates: pre-hardening vs. post­
hardening time periods. The "pre-hardening" time period includes months prior 
to complete hardening of any single living unit; the "post-hardening" time period 
includes months following 67% completion of hardening (67% of the living units 
completely hardened.*) The number of months on which pre- and post-hardening 
averages are based differs by the sourc~ of the data. The number of months in 
each time period for which data were available is listed in Table 1. 

DATA BASE FOR BURGLARY RATES BY DATA SOURCE AND TIME PERIOD 

TABLE 1 

I 

I 
I 

PRE-HA...-::mENING POST-HARDENING 
Honths for which pre-hardening I Months for which post-hardening i 

data were available data were available I 

I 
SPD Data January 1973 - June 1974 /. April 1975 - September 1976 

(18 months) I (18 months) 

I 
SHA Data July 1973 - J~e 1974 April 1975 - June 1976 

(12 months) (15 months) 

* This definition of "post-hardening" was used because hardening of 67% of units 
was thought to have considerable impact on burglary; also, the use of 67% 
rat~er tilan 100% as a cut-off point provided a longer post-hardening period 
for data comparison. 
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Question~; D~d target hardening significantly reduce burglary rates in th~ 
four SEA housing projects? 

Tqble 2 shows the rates of burglary per 100 households per year for SEA housing 
according to both SPO and SHA data. Reductions in burglary rates range from a 
decrease of 44.4% (SPO data) to 59.2% (SHA data). 

The last column in Table 2 gives the mean or aver~ge difference 'in monthly 
burglaries across the compared time periods. This number was determined by 
pairing the same months in the two time periods (for example, April, 1974, with, 
April, 1975) and subtracting the number of burglaries in the later month from 
the number of burglaries in the earlier month.' (See Appendix B for an eXaJ:lple 
of this process.) These differences were averaged to determine 0, the mean 
difference in monthly burglaries. If i5 is positive, that implies burglary rates 
have decreased; if i5 is negative, that implies burglary rates have increased 
during the time periods compared~ 

To see whether this mean change was significantly different from no change or 
not, an estimate of confidence limits for that specific D was made. The starred 
D numbers are different from zero with a less than 5 percent chance of error. 
For positive starred 0 numbers, this means that a significant decrease in burglary 
:rates occurred. 

According to SPD and SilA data, burglary rates in hardened SEA housing projects 
were siqniricantly reduced from pre-hardenL~g to post-hardening time periods. 

In sum, burglary rates for the harda~ed SF~ housing projects were significantly 
reduced after hardening was completed. 

Table 3 provides a breakdown of these burglary rates by individual housing 
. project, using both SPO and SH2\ data sources. The third column of this table 

shows decreases in'burglary rates for all projects and data sources except for 
resler Terrace. Excluding Yesler Terrace, reductions in burglary rates range 
from 37.6 percent to 76.9 percent. 

The fourth column shows the mean monthly differences scores and the results of 
confidence interval tests used to demonstrate the significance of these differ­
ences in relation to zero difference. These numbers were computed in the same 
way as the numbers in Table 2. Three of the eight mean difference scores are 
significantly greater than zero, indicating a significant decrease in burglary 
rate with a 5 percent level of chance error. Four more mean differences show 
decreases approaching significance, with a less than 10 percent level of chance 
error. 

Why do SEA mean differences in High Point and Rainier Vista show significant 
reductions in burglary rates while SPO mean differences do not? Comparing SPD 
and S~ reported burglary rates, one sees that SHA rates are higher for seven 
of the eight projects and time periods. Only for the post-hardening time period 
qt High Point does the SPO rate exceed the SOA rate. Thus it appears that a 
lowe~ percentage of the burglaries are reported to the SPD than to the SHA. 
When reporting rates to the SPD are so low, it is difficult to measure change in 
burglary rates because the changes must affect those few people who will report 
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TABLE 2 

AVERAGE RATES FOR BURGLARY - ALL SHA HOUSING 

CRates per 100 households per year) 

PRE ~OST (PRE TO POST} MEAN DIFFERENCE 
% CHANGE 

-SJ?D Data X= 5.88 X:; 3.27 - 44.4% 0 = 3.17* 
s= 4.42 S = ~.27 So = 4.86 
N = 18 N;::; ~8 

I 0 > 0 
p < .05 
N = 15 

-SHA Data x = 11.13 X= 4.54 - 59.2% 0 = 6.46* 
S = 4.07 S ;::; 1.48 SD = 4.09 
N= 12 N = 15 

0 > 0 

I p < .05 
N = 12 

I 

x = average rate per 100 households per year 

N = number of months for which data were collected 

s ;::; st~ldard deviation of the monthly averages 

* significant at the .05 level 
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TABU: 3 

(Rates per 100 housaio1ds per yea:) 

I I (??E 0;:0 ?OS'r) i I PRE ?~ ~~ DIFFE~CE 
I I \ Clar.qe I 

I : : I I Sigh. Po!.,t: 5PD X .. 7.15 I X '" 3.:0 - 50.2\ 0 .. 5.06 t : 
Data 5 .. 7.69 5 .. 2.09 . , 5 .. 9.37 I 

! 0 N .. 24 N .. 16 i E I i > 0 

i I P < .10 ! 

5HA X .. 10.42 I X" 2.41 I - 76.9\ i E .. 9 "II .00 

Data 5 .. 6.80 5 .. 1.10 
, 

5 .. 8.05 , 
N .. 17 I N '" 13 j i D 

I f I 0 > 0 
I P < .05 I l I 

I i 
, 

I 
Holly Park 5PD X .. 6.71 I X= 4.19 ! - 37.6\ I 0 '" 3.05 I I ! Data 5 .. 3.96 I 5 = 2.24 5 .. 4.46 

N .. 18 N .. 16 ! i 0 
I I E > 0 

I I I p < .10 
! I 

5HA X .. 11.83 X" 4.33 I - 59.2\ 

I 
0 '" 7.15* 

Data 5 .. 7.91 5 '" 2.66 5 .. 8.08 
N .. 12 N .. 15 0 

I I 0 > 0 

i I p < .05 
; 

1 i i I Yesler Terrace 5PD X .. 1.56 I X .. 1.90 ! + :H.8' i 0 .. -0.11 I J Data 5 .. 2.12 5 = 2.04 I I 5 .. 3.10 I N .. 18 II = 21 
_0 

i I D < 0 I i I I n.s. 

5HA X '" 5.33 i X '" 5.:'6 i + 0.6% ! 0 '" 2.50 i 
5 .. 3.33 I 5.28 

1 
5 '" 3.91 

I 
Data I 5 '" i 

N .. 12 N '" 19 ! 
0 

I 
, 0 > 0 
I 

< .10 l P I : 

:ta.i:ti.er Vista X = 4.90 I ; I 0 2.04 
I 

SPD X = 2.64 : - 46.1% '" I Data 5" 3.75 5 .. 2.aO i 5 '" 4.04 I N .. 18 !l = 24 
1) 

! 
! 0 > 0 

j 
I < .10 ! , 
! P 

I X= 14.69 i 0 
, 

1 5HA X= 5.24 - 64.3% '" 10.21* i 
I Oat:a 5 '" 8.47 5 = 3.43 I S '" 9.50 I I IN'" 12 N =- 21 I 0 
I : : i3 > 0 . I 1 I : I 

l? < .05 1 ! ! 1 

; 

I X = 
1 1 

I I i Tcr.;w; 5PD 5.88 X'" 3.27 - ~4.4ts 0 = 3.17'" I I Oata 
1

5 
'" 

4.42 5 '" 1.27 I S .. 4 •. 86 

i 18 N .. 13 i 0 I 
IN .. I 

I 0 > 0 ! ! ! I p < .05 i 

5HA f X ~ 11.13 X ,. . -. .... ~ ... - 59.2\ 0 .. 6.46" 
Dal:a 15 .. 4.07 5 '" 1.43 

: ~ :z 12 N .. l5 
I 
I 
I 

5 ,. 4.09 
D 

0 > 0 
p < .05 

• significanl: at the .05 level 
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to SPD. Also, when reporting rates ax;e lower, there is more chance for changes 
in reportin;r rates to affect data, and these reporting rate cha.nges would not 
necessarily reflect true changes in actual burglary rates. 

To sum it up, High Point, Holly Park, and Rainier Vista showed significant 
reductions in burglary rates after hardening was completed, as measured by one 
or both of SHA and SPD reports. Yesler Terrace showed no significant change on 
the basis of either data source. 

Question 2: Were there significant changes in burglary rates for non-SHA 
housing in these same census tracts for these time periods? 

Table 4 gives SPD burglary rates for all non-SEA housing in these census tracts 
for the same time periods used in the sa~ housing statistics (see Table 1.) 
There are no SHA rates given because SHA does not compile statistics for non-SHA 
housing. 

There is a small but significant decrease (8.9%) in the burglary rates for non­
SHA housing from pre- to post-hardening. Thus burglary is not being displaced 
from the hardened SHA housing to nearby areas to any measurable degree. This 
conclusion is strengthened by comparing this 8.9% decrease in burglary rates 
for non-SHA housing with the city-wide trend in burglary rates for these time 
periods. City-wide, burglary rates were reduced by 5.8% during this time, so 
non-SHA areas had a somewhat greater reduction in burglary rates than .did the 
city as a whole~ providing more evidence that burglaries were not simply dis­
placed to nearby areas by hardening. 

TABLE 4 

AVERAGE RATES FOR BURGLARY - ALL NON-SEA HOUSING 

(Rates per 100 households per year) 

PRE POST 
(PRE TO POST) 

loIEAN DIFFERENCE 
% Change 

~ -SPD Data I> = 9.18 X = 8.36 - 8.9% D 1.08* 
S = 1.22 S = 1.10 S = 1.34 
N 18 N 18 D = = D > a 

p < .05 
N = 15 

I 
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Table .s shows the burgla,ry rates in non-·SHA housing, subdivided by proj eqt area. 
Housing near High Point and Holly Park shows a reduction in burglary rates; 
housing near Yesler Terrace and Rainier Vista shows an increase. The changes in 
non-SHA housing burglary rates for the areas surrounding Holly Eark (a decrease) 
and Rainier Vista (an increase) are significantly different from no change" 
using a .05 level of confidence. 

TABLE 5 

AVERAGE RATES FOR BURGLARY IN NON-SHA HODSING, SEPARATELY BY PROJECT AREA 
(Rates per 100 households per year) 

I (PRE TO 
MEA.."" PRE POST POST) 

I % Change DIFFERENCE 

High Point Census Tract SPD X = 19.24 X = 12.59 - 34.6% D = 7.12 
non-SHA housing Data S = 11.35 S = 7.55. SD = 14.04 

N = 24 N = 16 
D > 0 
P < .10 

Holly Park Census - 19.60 I Tract SPD X = 30.58 X = - 35.9% D = 12.59* 
non-SHA housing Data S = 5.95 S = 5.44 So = 10.36 

- N = 18 N = 16 
0 > 0 
!? < .05 

Yesler Terrace Census Tracts SPD X = 5.50 X = 5.78 + 5.1% D = -0.32 
non-SHA hOllsing Data 5 = 1.11 S ::: 1.62 So = 2.21 

N = 18 N= 21 
D < 0 

I In. s. 

-Rainier Vista Census Tracts SPD X == 6.70 X = 8.63 + 28.8% D == -1.75* 
non-SHA housing Data S == 1.43 S == 1.86 SD == 2.52 

N = 18 N = 24 -D < 0 
P < .05 

I - I-
TOTALS SPD X = 9. 18 l X == 8.36 - 8.9% '0 == 1.08* 
non-SHA housing Data S = 1.22 S = 1.10 I ~D = 1.34 

N - 18 N = 18 > 0 

Ip < .05 

* significant at the .05 level 

I 
I 

In summary, non-SHA housing shows a somewhat mixed picture of burglary r.ate changes, 
.with the overall trend showing a small reduction in rates. While SPD burglary 
rates show a significant decrease in burglaries in the post hardening period for 
total non-SEA housing and the area around Holly Park shows a significant decrease 
in burglary rates, the Rainier Vista area shows a significant increase in burglaries, 
while the High Poin~ and Yesler Terrace areas show no significant change. 
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Question 3: How did burglary rate trends for SEA housing compare with trends 
for Seattle as a whole and with trends for non-SRA housing? 

Table 6 shows the averages, percentage changes, and mean differences for pre-
and post-hardening burglary rates in SHA housing, non-SHA housing, and for Seattle 
as a whole. 

Hardened SRA housing shows large and significant reductions in burglary rates 
after hardening, ranging from a 44.4% reduction (SPO data) to a 59.2% reduction 
(SHA data). Non-SRA housing shows a smaller but still significant reduction of 
8.9%, while the city-wide reduction of 5.8% did not represent a significant 
change. 

In conclusion, burglary rates for SRA housing showed more favorable trends than 
did rates for non-SRA housing or for Seattle as a whole during these time periods. 

TABLE 6 

SPD 
Data 

SRA 
Data 

L 

Cm1PARISON OF BURGLARY RATES FOR SRA HOUSING, NON-SRA HOUSING, 
AND ALL OF SEATTLE 

AVE'AAGE RATES PER 100 (PRE TO POST) I I-IEAN DIFFERENCE HOUSEHOLDS PER YEAR % CHANGE 
SRA non-SRA SHA t non-SRA SRA non-SRA 

-Pre: 5.88 Pre: 9.18 -44.4% - 8.9% D -= 3:17* 0 = 1.08* 
Post: 3.27 Post: 8.36 SD = 4.86 SD = 1.34 

-D > 0 0 > 0 
p < .05 p <: .05 
N = 15 N = 15 

I 

I I I 

Pre: 11.13 -59.2% D = 6.46* 
Post: 4.54 So = 4.09 

I 
D > 0 
p < .05 
N = 12 

I 

I Average Rates % Change I Mean Difference 
I 

-All Seattle Pre: 4.84 - 5.8% D = 0.28 

SD = 0.61 
(SPD Data) ,Post: 4.56 -

I 
D > 0 
n.s. 

t I N = 12 
I. ! 

* significant at the .05 level 

I 

I 
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Table 7 s.hows the significance of these differences between burglary rate trends 
in SEA housing as compared with trends for Seattle and as compared with trends 
for non-SHA housing. Tl.1.ese differences in trends were compared by performing a 
paired t-test on monthJ.y differences in rates for SHA housing as compared with 
Seattle, and for SEA housing as compared with non-SEA housing; (see Appendix C 
for an example of these calculations.) 

Table 7 shows that SHA housing had a significantly greater decrease in burglary 
rates than did Seattle as a whole. However, the decrease for SEA housing was 
not sigriificantly great~r than the decrease for non-SHA housing, as measured b1 
SPD data." This SEA vs. non-SEA comparison approached significance, however, 
reaching a significance level of .10. 

To sum it up, SEA housing showed a significantly greater reduction in burglary 
as compared witi~ total Seattle rates, while the comparison between SHA and non­
SHA housing approached significance. 

TABLE 7 

I I I 

I 
I Mean ! 
! 

SEA 

I 
D 

Housing SD 
vs. I SEATTLE D 

I 

i 
p 
N 

I 

~..ean 

§ D 
Housing SD 
vs. 

D I Non-SHA I p 
Housing I N I I 

SEL~"vs. "Seattle Burglary Rate Changes; 
SEA vs. non-SEA Burglary Rate Changes; 

Statistical Comparisons of Hardening Effects 

I 
Which housing had 

SIi.z\ SEATTLE more favorable 
Difference Mean Difference % change? I 
= 3.17* D = 0.28 
= 4.86 S = 0.61 

D SHA 
> 0 D > 0 I .05 < n.s. 

I = 15 N = 12 
1_ 

Which housing had 
SHA NON-SEA more favorable 

Difference !-lean Difference "!Is change? 

= 3.17* D = 1.08* 

= 4.86 SD = 1.34 

> 0 D > 0 SHA 
< .05 P < .05 
= 15 N = 15 

* signific~lt at the .05 level 

~vas this SHA 
vs. Seattle 
difference 
significant? 

YES 
D = 3.48* 

SD = 5.04 

p < .05 
N = 12 

Was this SHA 
vs. NON-SHA 
difference 
significant? 

NO 
0 = 2.09 
S = D 4.52 

p < .10 
N = 15 
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Burglary rate changes for SHA and non-SEA housing, subdivided by project area, 
are given in Table 8. For comparison, figures for Seattle as a whole are 
provided at the bottom of Table 8. In the High Point, Holly Park, and Rainier 
Vista areas, SEA housing showed greater percentage decreases in burglary rates 
than did non-SEA housing. For 'the Yesler Terrace area, SHA housing showed a 
greater increase in burglary rate than did non-SEA housing. The reported 
burglary rates for the Yesler Terrace project are only one-third the lowest 
reported rates for any other area, however, leading one to suspect that under­
reporting o~ burglary in this project may make these rates undependable. 

Thus three o~ the four housing projects showed greater percentage decreases in 
burglary rates than did the corresponding surrounding non-SHA housing in each 
o~ these three areas. 

In Table 8, the mean differences for non-SHA housing are greater than the 
corresponding differences for SHA housing, except in the case of Rainier Vista 
where the mean differences are approximately equal for both types of housing. 
This is true in spite of the fact that for each of the four areas, SEA housing 
shows greater percentage change than does non-SHA housing. The absolute value 
~f the mean difference appears to be positively correlated with the value of 
the pre-hardening burglary rate; that is, initially higher burglary rates are 
likely to be cha?ged by a larger amount than are initially lower burglary rates. 
A correlation between pre-hardening burglary rates and mean differences (all 
mean differences treated as positive) for the 12 measures in Table 8 yields a 
correlation coefficient of +.80, significant at the .001 level (for 10 degrees 
of freedom). This means that there is a highly significant correlation between 
the size of the pre-hardening burglary rate and the size of the mean difference 
found for that set of data. 

Why should higher,Durglar~ rates pre-hardenihg be related to greater changes in 
burglary rates; Possible explanations include differential reporting rates and 
floor effects. Wnen a smaller percentage of burglaries is reported, it is harder 
to document actual change bec~use the change in burglary rates may not affect 
the small group of people who do the reporting. Floor effects upon change occur 
when a rate of occurrence is so low that increased effort is needed to lower it 
further. ' For example, it is easier to reduce the percentage of people lacking 
swine flu immunity when 55 percent of people lack immunity than when 5 percent 
of the people lack immunity. Similarly, if the initial purglary rate is 1.56 
per 100. households per year (as reported in Yesler Terrace SPD data), it would 
be impossible to reduce this rate by 2 burglaries per 100 households per year 
unless you invent negative burglaries. 

Support for both of the above hypotheses can be found in Table 8. SHA project 
residents appear to under-report burglaries to the SPD, because pre-hardening 
burglary rates from SHA data are higher than rates from SPD data for each project. 
Also according to SPD data, SHA burglary rates are markedly lower than such 
rates in ~ediately surrounding non-SHA housing for each project, also indicating 
under-reporting. While under-reporting apparently occurs for each housing project, 
floor effects seem to be involved as well because the correlation between pre­
h~rdening burglary rates and mean differences remains significant (+.74, p <.05, 
df=6} when non-SHA housing is excluded from this correlation. 



TABr.E 8 COMPARISON OF SHA AND NON-SIIA BURGLARY RATES BY PROJECT AREA 

Rates per 100 households per year (Pre to Post) Mean Difference 
% Change 

SHA non-SHA SHA non-SHA SHA non-SHA 

HIGH POINT AREA I I -34.6% -SPD Data Pre: 7.15 Pre: 19.24 -50.2% D = 5.06 D = 7.12 
Post: 3.56 Post: 12.59 SD = 9.37 SD = 14.04 

- -D > 0 D > 0 
p < .10 p < .10 
-SHA Data Pre: 10.42 -76.9% D = 9.66* 

Post: 2.41 SD = 8.05 

D > 0 
P < .05 

HOLLY PAR.K AREA 
SPD Data Pre: 6.71 Pre: 30.58 -37.6% -35.9% D = 3.05 D = 12.59* 

Post: 4.19 Post: 19.60 SD = 4.46 SD = 10.36. 

D > 0 D > a 
p < .10 p < .05 

SHA Data Pre: 11.85 -59.2% D -- 7.15* 
Post: 4.83 S = 8.08 

D 
D > a 

, p < .05 

YESLER TERRACE AREA 
SPD Data Pre: 1.56 Pre: 5.50 +21.8% + 5.1% D =-0.11 D =-0.32 

Post: 1.90 Post: 5.78 S = 3.10 SD = 2.21 D -D < 0 D < 0 
n.s. n.s. 

SHA Data Pre: 5.33 +4.1% D = 2.50 
Post: 5.55 S = D 3.91 

D > 0 
P < .10 

* significant at the .05 level 



TABLE 8 (continued) 

Comparison of SHA and non-SHA Burglary Ra.tes by Project Area 

Rates per 100 households per year 
(Pre to Post) Mean Difference 

% Change 
SHA non-SH1\ SHA non-SHA SHA non-SHZ\. 

RAINIER VISTA AREA -Sl,JD Data Pre: 4.90 Pre; 6.70 -46.1% +28.8% D ::: 2.04 D ::: -1. 75* 
Post: 2.64 Post; 8.63 SD ::: 4.04 SD ::: 2.52 

D > a D < 0 
p < .10 p < .05 

SHA Data Pre: 14.69 -61.3% D ::: 10.21* 
Post: 5.24 SD ::: 9.50 

D ;> 0 
p < .05 

, 

Rates per 100 households per year 
(Pre to Post) Mean Difference 

% Change 
SEATTLE SEATTLE SEATTLE 

All Seattle 
SPD Data Pre: 4.84 - 5.8% D = 0.28 

Post: 4.56 S = D 0.61 
-D > 0 
n.s. 
N = 12 

* significant at the .05 level 
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Table 9 shows the significance of the differences between SHA and non-SHA 
housing burglary rate trends. This was measured by a paired t-test of differ­
ences, as was done in Table 7 above. 

For High Point SHA and non-SHA areas, for example, Table 9 shows a mean decrease 
in burglary rates of 5.06 for SHA housing and of 7.61 for non-SHA housing. In 
both cases, these rate decreases are based on 16 pre-hardening months matched 
with 16 post-hardening months by month name, so N = 16. Although SHA housing 
showed a greater percentage decrease in burglary rates, there was no significant 
difference found be~~een S~ and non-SHA rate changes. Thus, decreases in 
burgl~ in the High Point project could be a reflection of an area trend 
towards fewer burglaries, as well as an effect of target hardening. 

In the Holly Park area, SHA housing and non-SHA housing both showed significant 
decreases in bUl:'rglary rates, with percentage reductions nearly equal but slightly 
fa\Toring SHA housing. The average decrease in burglary rate for SHA housing was 
3.05; for non-SHA housing, it was 12.59*. A test for difference between these 
trends showed the non-SHA housing to have a significantly greater reduction 
than the SHA housihg. Thus in the Holly Pa.rk area, SHA housing showed less of 
a decrease than did non-SHA housing. 

In the Yesler Terrace area, there were no significant changes in the burglary 
rates for either SHA or non-SHA housing, and also no significant difference 
between the rate changes for the two types of housing. 

For the Rainier Vista area, SHA housing s~owed a nearly significant decrease in 
burglary rates, while non-SHA housing showed a significant increase. The 
difference between these trends was significant, showing that the Rainier Vista 
project was not following the upward trend for burglary rates in non-SHA housing 
in the census tracts in which the project is located. 

To sum it up, the High Point and Yesler"Terrace areas showed no difference in 
burglary rate trends between SHA and non-SHA housing. The Holly Park and 
Rainier Vista areas showed significant differences in burglary rate trends for 
SHA versus non-SHA housing. For Holly park, non-SHA housing ha~ a greater 
decrease in burglary rates than did SHA housing; for Rainier Vista, non-SHA 
housing had a greater increase in burglary than did SHA housing in that area. 

* The percentage ~eduction is greater for sa~ housing even though the absolute 
change in numbers is less for SEA housing. The reason for this seeming 
contradiction is that the initial burglary rates for non-SHA housing in the 
Holly Park area is ~higher than for SHA housing in this area. 



TABLE 9 

SHA VS. NON-SHA BURGLARY RATE CHANGES: 
Statistical Comparison of Pre- vs. Post-Hardening and SHA vs. non-SHA, 

subdivided by project area 

. Which housing had Was this SHA vs. non-SHA Mean Difference. Mean Difference 
SHA non-SHA more favorable difference significant? 

% change? 

High Point Area D ::: 5.06 D = 7.61 SRA NO 
(SPD Data) SD ::: 9.37 SD ::: 14.8.6 -D = -2.55 

D > 0 D > 0 SD ::: 10.30 
p < .10 P < .10 n.s. 

Holly Park Area D ::: 3.05 D = 1.2.59* SHA YES -(SPD Datal S ::: 4.46 S = 10.36 D ::: -9.54* D D 
SD 11.06 ::: 

D > 0 D > 0 
p < .10 p < .05 p < .05 

Yesler Terrace D = -0.11 D = -0.32 non-SliA NO 
(SPD Data) 3.10 2.21 -S = SD ::: D = 0.21 D 

SD 4.02 = D < 0 D < 0 
n.s. n.s. n.s. 

Rainier vista D = 2.04 0 ::: -1.75* SHA YES 
(SPO Data) S = 4.04 So ::: 2.52 0 = 3.79* 

0 
So 4.28 ::: 

0 > 0 0 < 0 
p < .10 p < .05 P < .05 

* significant at th~ .05 level 
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Question 6: Did robbery and vandalism show any changes in rate during these 
time Feriods in SHA housing? (Was there displacement to these other crimes n . 

within the housing projects?>, 

Reports of robbery and vandalism during the pre- and post-hardening time periods 
were obtained from SHA housing managers. The reported rates for these crimes 
a,re given in Table 13. 

Robbery was selected because, like burglary, it is a crime of economic gain. 
Thus it is reasonable to assume that a criminal unable to enter hardened housing 
units mignt turn to robbery to get the valuables he wants. Theft is even closer 
to burglary because it combines an economic motive with a lack of personal 
violence. Unfortunately, statistics on theft were not available. Vandalism was 
considered because attempted forced entry may be reported as vandalism. 

Table 13 shows thattbe reported rates for both robbery and vandalism went down 
after hardening, showing that no displacement from burglary to these other 
crimes was apparent. In the case of robbel1r, a t~test on pre- and post-hardening 
average rates showed the decrease to be significant, while the decrease in 
vandalism was not significant. 

In summary, there were no indications that hardening had resulted in a displace­
ment to other crimes within the housing projects, as both robbery and vandalism 
within the projects decreased after hardening. 

TABLE 13 

ROBBERY 

VANDALISM 

AVERAGE RATES OF ROBBERY AND VANDAL!Sa FoR SHA HOUSING 
(R~tes per lOa households per year) 

PRE POST t-SCORE 

(SHA Datal X = L78 X = 0.23 t = 2.80* 
S = 1.16 S = 0.21 P < .05 
N = 12 N = 5 df = 15 

(SHA Datal X = 12.33 x·= 0.86 t = 1.96 
S = 12.48 S = 0.51 n.s. 
N = 12 N = 5 df = 15 

* significant at the .05 level 
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Question 7; What was the overall result of target hardening? 

Target hardening produced a significant reduction in burglary rates for 
hardened SHA housing. This reduction ranged from 44.4% (SPD reports) to 59.2% 
(SHA reports). This reduction in burglary compares favorably with a 5.8% 
reduction for Seattle as a whole during these time periods. 

Hardening of the projects did not displace burglary into surrounding areas. 
Non-SHA housing in the same census tracts as the hardened SHA projects showed 
an 8.9% decrease in burglary rates after hardening. This decrease exceeds 
the 5.8% decrease for Seattle as a w~ole. 

Specifically, High Point, Holly Park, and Rainier Vista projects all showed 
significant reductions in burglary rates from pre- to post-hardening, 
according to SPD or SHA data sources. Yesler Terrace, which had an extremely 
low pre-hardening burglary rate, showed no significant change in rate after 
hardening, using the same data sources. 

Burglar·s mode of entry for these census tracts was tabulate,] for pre- and post­
hardening time periods, using SPD reports. Hardening was successful in de­
creasing the percentage of burglaries by forcible means: after hardening, a 
significantly higher percentage of burglaries were perpetrated through unlocked 
doors or windows than before hardening. Significant reductions in entries 
through doors reflected hardening's emphasis on door security, while the 
increase in entries by means of removing glass or frame slows down the entry 
process, making burglars more conspicuous ~nd observable. 

Clearance rates for burglaries in hardened SHA housing increased slightly but 
not significantly. 

Ther,e were dec.reases in robbery and vandalism rates for hardened SHA housing, 
indicating that no displacement from burglary to these crimes took place after 
hardening. 
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APPENDIX A: VICTIrUZATION SURVEY DATA RESULTS A..~D PROBLEHS 

As mentioned in the body of this report, data from the victirni~ation surveys 
presented a number of problems: some interviews were falsified, interviewers 
were inexperienced, only a sa~mple of interviews could be verified, and the 
later survey included only three months of data after hardening was 67% com­
pleted. In addition, the data from these surveys were inconsistent with 
reports from SHA and SPD data sources. 

Table A-I shows the contradictions between the trends shown by victimization 
survey data and SPD and SHA data. For this comparison, the SPD and SHA rates 
were based on the same months used in the victimization survey data. The pre­
hardening months were July! 1973 through June, 1974; the post-hardening months 
were March, 1975 through June, 1975. The victimization data show considerable 
increases in burglary for both SHA and non-SHA housing; SPD and SHA ~ata show 
considerable decreases in burglary for sa~ and non-SHA housing over the same 
time periods. For tbe victimization data to be right and the other two data 
sources to be wrong, one would have to assume that some other irrelevant 
factor had affected reporting to both SPD and SHA simultaneously. 

As mentioned on page 3, victimization surveys usually show higher rates of 
burglary than do data sources which. depend upon victims' reports (such as do 
SPD and SHA). The pre-hardening victimization data display the opposite 
relationship with SPD and SHA data, as shoTKn by the rates in Table A-l. For. 
ex~ple, the pre-hardening burglary rate for SIiA housing as shown by victimiza­
tion data is 6.58, but the SPD rate is 7.07 and the SHA rate is· 11.13. For 
non-SHA housing, the pre-hardening victimizatiDn data rate is 5.13, but the 
SPD data rate is 9.52. In all of these comparisr.ns of pre-hardening rates, 
the victimization survey showed lower bur glar.t' .pc~tes than did the other data 
sources. 

For post-hardening rates, the expected relationship between victimization and 
other data sources appears: victimization data rates are uniformly higher than 
are SPD and SHA rates. 

Therefore, it seems that considerable under-reporting or unreliable data 
occurred in the earlier (pre-hardening) victimization survey. The later survey 
shows the expected relationships with other data sources, but the artifically 
low rate of the earlier survey creates an "increase" in burglary rates when 
both surveys are compared. 
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TABLE A-I 

SRA VS. NON-SRA BURGLARY RATE CHANGES 

Victimization Survey Data: 

, 

I PRE ! POST % CHANGE MEAN DIFFERENCE I 
I 

SHA Housing X= 6.58 
I 

7.92 + 20.4% 0.85 

I 
X == D ::: 

(Victimization Data) S = 5.16 S == 10.46 S = 8.79 
N= 12 N == 3 

D 
D > a 
n.s. 
N = 3 

NON-SRA HOUSING X= 5.13 X == 10.71 +108.8% D = -4.53 
(Victimiza tion Data) S = 5.13 S == 5.36 S =; 10.00 

N = 12 N= 3 
D 

0 < a 
n.s. 

I N = 3 

SPO AND SHA DATA FOR SANE TIHE PERIODS 

I 
I 

I I PRE POST % CHANGE MEAN DIFFERENCE 

SHA Housing . X ::: 7.Q7 X=; 3.50 - 50.8% 0 = 2.00 
(SPD Data) S == 4.98 S = 0.78 S = 5.29 

12 

I 
N =; 3 

0 
N = 

0 > 0 
n.s. 

I 

I I N = 3 

SRA Housing X= 11.13 I it =; 4.28 - 61.3% 0 = 6.33 
(SRA Data) S == 4.07 S = 1.35 S = 4~73 

N== 12 N == 3 0 

I D > 0 
I n.s. 
I N = 3 
I 

NON-SHA HOUSING X= 9.52 X = 7.64 - 19.8% 
i 

0 11.00 = 
(SPO Data) S == 1.28 I S =; 0.40 S = 5.29 

N= 12 N =; 3 
0 

0 > 0 

I n.s. 

I i 
i 

N =; 3 
-
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Table A-2 shows the victimization data for rates of robbery, theft, and 
vandalism/arson for SHA and non-SHA housing. For crimes which are as infre­
quent as robbery, such small samples are not good indications of the frequency 
of the crime in the total population. For such a sample, one crime may make a 
tremendous difference in average rates. Unfortunately, there are no compara­
tive data for non-SHA housing, as SPD data were not obtained for these crimes. 
For SHA housing, SHA reports indicate a decrease in robbery and a decrease -in 
vandalism during these time periods, (see page 23 of this report), while the 
victimization data indicate no change for these crimes in SdA housing. !f one 
can assume under-reporting for these crimes similar to under-reporting of bur­
glary during the pre-hardening victimization survey, the pre-ha·rdening figures 
in Table A-2 are underestimates. Therefore, there may have been a decrease 
masked by the under-reporting problem of the earlier survey. Similarly, the 
under-reporting during the earlier survey may have caused the apparent in­
crease in theft post-hardening. 

TABLE A-2 

I 

MEAN RATES OF ROBBERY·; THEn, AND VANDALISH/ARSON 
Victimization Survey'Data 

PRE POST t-SCORE 

ROBBERY 
SHA Housing X = 0.00 X = 0.00 t = 0.00 

S = 0.00 S = 0.00 n.s. 
N = 12 N = 3 df = 13 

NON-SID. Housing X = 1.55 X = 0.00 t = 0.73 
S = 2.78 S. = 0.00 n.s. 
N =,12 N = 3 df = 13 

THEFT 
SHA Housing X = 1.32 X = 3.96 t = 1.38 

S = 2.37 S = 3.96 n.s. 
N= 12 ~= 3 df = 13 

, NON-SHA Housing X = 0.,49 X = 7.12 t = 2.39* 
S = 1.79 S = 8.20 P < .05 
N = 12 N = 3 df == 13 

VANDALISM/ARSON 
SHA Housing X = 2.64 X= 2.64 t = 0.00 

S _. 2.76 S = 4.56 n.s. 
N = 12 N = 3 df = 13 

NON-SHA Housing X = 2.04 X = 1.80 t = 0.12 
S = 3.00 S = 3.12 n.s. 
N = 12 N= 3 df = 13 

* significant at the .05 level 
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Table A-3 gives the victimization survey data on burglary reporting rates. 
Each respondent in the 1974 and 1975 victhuization surveys who reported being 
victimized by one or more crimes was asked whether each crime had been repor­
ted to the police. Respondents living in SHA housing were also asked whether 
each crime had been reported to the manager of the project. 

TABLE A-3 

BURGLARY REPORTING RATES TO SPD AND SHA 

Victimization Survey Data 

% BURGLARIES REPORTED 
TIME PERIOD 

To SHA To SPD To SPD by 
by SHA residents by SF.A residents non-SHA residents 

PRE 63.2% 61.1% 81.8% 
(12 months) J 

12 of 19 11 of 18 9 of 11 

POST 70.0% 76.2% 71.8% 
(3 months) 

14 of 20 16 of 21 28 of 39 
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Table A-4 shows the inconsistencies in reporting rates as found from victimiza­
tion data and from actual reports of burglaries to SPO and SHA. According to 
victimization data, pre-hardening non-SHA burglary rates are 5.13 (see Table 
A-4) and Bl.B% of these bU1:g1aries were reported to SPO (Table A-3). Thus the 
survey-estimated rate for SPO-reported burglary is 5.13 times .BIB, or 4.20. 
However, the actual reports of burglaries to SPO gave an SPO rate of 9.52, 
signifying that considerably ,nore burglaries are reported to SPO than victimiza­
tion survey data would imply. This means respondents are claiming to have 
reported fewer burglaries than were actually reported. This is the opposite 
of what one would expect. The pre-hardening victimization survey again shows 
a marked under-reporting of burglary data; the survey-estimated rates are 
markedly and consistently below the actual SPO and SHA rates for the pre­
hardening time period as shown in Table A-4. 

For the post-hardening victimization survey, the data show a much more reason­
able relationship: respondents claim to have reported more burglaries to SPD 
and SHA than were actually reported, and the actual SPO and SHA rates do not 
differ as markedly from the survey estimate of these rates as for the pre­
hardening victimization survey data. 

To sum it up, the pre-hardening victimization survey shows contradictions and 
inconsistencies indicating a lack of reliability and validity in the data, 
possibly due to serious under-reporting of burglary. The post-hardening 
victimization survey data show more reasonable relationships with data from 
other sources. Unforta~ately one needs reasonable data from both time periods 
to indicate change due to hardening. 
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TABLE A-4 

VICTIMIZATION DATA: REPORTING RATE INCONSISTENCIES FOR BURGLARY DATA 

SPD Data and Victimization Data 

SHA HOUSING NON SHA HOUSING 

TIME PERIOD Victimization Actual Survey- Victimization Actual 
Data SPD Data Estimated Data SPD Data SPD Data 

PRE 6.58 7.07 4.02 5.13 9.52 
(12 months) 

POST 7.92 3.50 6.04 10.71 7.64 
(3 months) 

I ! 

SHA DATA (for SHA Housing Only) and VICTIMIZATION DATA 

-
I 

Survey-
Victimization Actual TINE PERIOD Data SHA Data Estimated 

SHA Data 

PRE 6.58 11.13 4.16 
(12 months) 

POST 7.92 4.28 5.54 
(3 months) 

Victimization Survey Time Periods Used :='1r all data sources 

Survey-
Estimated 
SPD Data 

4.20 

7.69 

,j:>. 
I 

I-' 
w 
tn 
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SECTION 4.E. 

Seattle Community Accountability Program 
(formerly Youth Service Bureau System) 

CRIME IMPACT AND l2-MONTH RECIDIVISM ANALYSIS* 

By 

Seattle Law and Justice Planning Office 

Kenneth E. Mathe~s, Jr., Ph.D. 

and 

Arlene M. Geist, M.A. 

June, 1976 

Selections from the Seattle Comnupity Accountability Program Crime Impact 
and L2-Month Recidivism Analysis have been excerpted for inclusion. 
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I N T ROD U C TOR Y COM MEN T S ON: 

"SEATTI,E COMMUNITY ACCOilllTABILITY PROGRAM (FORMERLY YOUTH SERVICE BUREAU 
SYSTEM) CRIME IMPACT AND l2-MONTH RECIDIVISM ANALYSIS," June, 1976 

One of the quasi-experimental approaches used in the CAP evaluation 

involves utilization of an actuarial table, based on analyses of 90,000 

pre-project youths with police contacts, for predicting the expected 

recidivism rates of youths in the project. This approach is explained in 

the excerpt from the evaluation and some of the problems with it are identi-

fied. Although many sections of the original report are not included here, 

the reader should note the very careful explanation and justification given 

to each of the performance measures used in the original evaluation. The 

theory underlying the project approach for reducing juvenile delinquency 

is explained and is linked to each of the performance measures. In addi-

tion, the assumptions inherent in the use of these measures as i.ndicators 

of project effectiven~~ss are explained and apply to most evaluations of 

similar projects. 



4-141 

CRnlE HIPAC.T 

A. Evaluation Design 

The goal of the Seattle Community Accountability Program (CAP), 
formerly the Seattle Youth Service Bureau (YSB) System, is to 
reduce juvenile crime in selected target areas of the City of 
Seattle. The implementation of the CAP's, ~n conjunction with 
Community Accountability Boards (CAB's) I was designed to achieve 
this goal through both direct and indirect effects upon juvenile 
offenders. The direct, or primary, effect of preventing an 
offender from committing additional crimes was hypothesized to 
occur when individual youths were obliged to perform either 
monetary or community service restitution for their offenses. 
The indirect, or secondary, effect of preventing others from 
committing crimes was hypothesized to occur by locating accounta-
bility boards within CAP census tract areas; the.accountability 
boards would deal with all (or as many as possible) of the juvenile 
offenders residing within those areas,r~g~rdless of where the 
actual offense may have occurred. It was assumed that'the know­
ledge of such a program would become known to the youths in the 
CAP area and-serve as a deterrent. 

Since the program design involved the "trealment" or all juvenile~ 
residing in the bureau areas, the preferred evaluation design of 
assessing crime impact by randomly assigning youths to the accounta­
bility board process (experimental treatment) and the traditional 
criminal justice process (control treatment) was not possible. The 
evaluation design chosen consisted of a series of non-equivalent 
control group design comparisons (Campbell and Stanley, 1963), and 
comparisons of juvenile offenders' recidivism with actuarial predic­
tions of recidivism (Youthful Offender Criminal History Survey 
Project, 1976). 

To measure crime impact, three me~sures were chosen: individual 
youths' Seattle Police Department contact histories (a contact being 
equivalent to an adult primary, or major, charge); total number of 
juvenile contacts, by census tract 'of ~ffenders' residence; and the 
reported occurrence of residential burglary, larceny and auto theft, 
by census tract, regardless of whether suspects may have been 
identified or arrested. 

The reasons for choosing these particular measures are as follows: 
To assess the program's direct effect upon crime, the most logical 
measure is some index of treated youths' subsequent criminal be­
havior. However, the point at which this measure within the criminal 
justice system is made is a source of some controversy. Some . 
suggest that to insure that those arrested are truly guilty, only 
those youths adjudicated guilty be counted. Others suggest self-

l' 
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report is the only truly valid index. Data reported by Gold (1975) 
indicate-that, based upon a self-report study, only 3 percent of 
juvenile ~rimes result in an actual arrest. However, other studies 
of self-report crime data raise serious questions regardiqg the 
accuracy and validity of su€h measures. Because of the cost factors 
and question.ble reliability and validity of self-report measur~s, 
it was decided to deal with official criminal justice system data as 
a measure of recidivism. Keeping in mind Sellin's (1931) statement 
that " ••• the value of a crime rate for index purposes decreases as 
the distance from the crime itself, in term~ of procedure, increases," 
police contact or charge data were chosen as the index of juvenile 
recidivism. This includes cases in which arrests initially were made 
and then investigated and released. In 1974, 9.2 percent of juvenile 
contacts within the City of Seattle were of this nature. 

To assess the impact of the program's indirect effect, total juvenile 
contacts of youths residing in the CAP census tracts were chosen to 
be compared with the contact rate for non-CAP census tracts within 
Seattle. It was felt that, to the axtent that the program had an ef­
fect of practical signifiqance, it should be detectable on a census 
tract basis. The reason for choosing police contact data was the 
same as that given in the preceding paragraph. 

The third measure, the reported number of residential burglary, la~­

ceny and auto thefts, was chosen to provide a relatively independent 
measure of crime, and to insure that the conclusions based upon po­
lice contact data were not misleading. Whereas arrest or contact 
data may represent as little as 3 percent of actual juvenile crime 
committed (Gold, 1975) ,crime vi~timization studies conducted both 
nationally and in Seattle (U.S. Department of Justice, 1975a, 1975b; 
Schram, 1973; Mathews, in preparation) indicate that residential 
burglary is reported in approximately 45-55 percent of victimizations; 
larceny, approximately 20-40 percent; and auto theft, approximately 
70-90 percent of all victimizations. In addition, reports of crime 
occurrence are less susceptible to change due to changes in police 
procedure within the program area. That is, one might suggest that 
changes in police contacts within the CAP area may be caused by 
eithez decreased or increased activity in apprehending juveniles, 
rather than program effects. (There has been no known change in 
police manpower or activities in the project area that would sub­
stantiate such a suggestion.) However, it would be u~likely that 
the presence of the CAP accountability board system within various 
census tracts would be associated with a change in the reporting of 
crimes occurring within those areas. 

The adequacy of the choice of this last measure requires two- assump­
tions: first, that juveniles be involved in the commission of these 
crimes; and second, that these crimes be committed by local residents. 
If these assumptions can be met, then the three selected crimes should 
provide an independent measure to assess the combined general and 
specific deterrent value of the program. 
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An analysis of the age of individuals arrested and charged in 1974 
for burglary, larceny and auto theft by the Seattle Police Depart­
ment indi~ates that 75 percent of burglary, 69 percent of larceny 
and 78 percent of auto theft· charges involve juveniles. Although 
these figures do not necessarily mean that a corresponding percentage 
of all such crimes are committed by juveniles, it none the less does 
reflect crimes which have a high degree of juvenile involvement 
(4,301 separate juvenile charges of the total 10,410 juvenile 
contacts in seattle in 1974). 

The second assumption, that crimes are committed by local residents, 
is SUbstantiated by Turner (1969) and Mathews and Mobley (in prepara-
tion). Both of these studies measured'the distance between juvenile 
offenders' places of residence and the location of the commission of 
an offender's crime., ~oth Turner (using 502 cases) and Mathews and 
Mobley (using 8,990 cases) found that over 50 percent of all juvenile 
crimes occurred within less than half a mile from juvenile residences. 

The present crime impact report presents updated data on the Mt., 
Baker, Ballard-Fremont, and Southeast CAP's from September 1, 1974 
through February, 1976 which was not inclu~ed in the prior evalua­
tion (April, 1976). This excludes those clients who participated 
only in the first year of operation of the Mt. Baker CAP. Serious 
time constraints precluded the inclusion of the updated recidivism 
data for these youths. In additio~, only 11 of the clients available 
for follow-up {N=94} were heard by the Mt. Baker Accountability Board 
(CAB) during the first year. since the major objective being tested 
with this program is the effect of the CAB process on recidivism, it 
waS believed that the exclusion of only 11 additional cases would not 
substantially affect the recidivism analyses results. 
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3. Objective Three, Dat~ Analysis 

Objective t~ree specified in the evaluation de~ign was the 
following: . 

Given a juvenile offender's participation in a CAP, 
significantly fewer numbers of youths will be shown 
to rec~divate as compared with the predicted proba­
bility of recidivism. 

Because the manner of program i~pl~mentation did not allow 
random assignment of youths to experimental and control 
gro~ps, which would be the preferred evaluation design, 
actuarial predictions of recidivism were used to create 
a "s~atistical" control group for comparison purposes. 

As a measure of the extent to which the CAP reduces 
individual client recidivism, probability tables developed 
through the Seattle Law and Justice Planning Office Youth­
ful Offender Criminal History Survey Project (1976) were 
employed. These tables, based on approximately 90,000 
juvenile police contacts occurring in Seattle over a 20-
y.ear period, provide the probability of a given youth com­
mitting a subsequent offense, based on the age, race, sex, 
offense and number of prior offens~s. For example, the 
probability of a black male, age 17, who has been contacted 
for a burglary which is his second police contact, being 
contacted for a third offense of any type within six months 
is .414. Predictions were made for 6-, 12- and 18-month 
followups. However, for the present CAP analysis, only the 
6- and l2-month predictions were used, due to the small 
number of youths for whom followups of 18 months were pos­
sible. In addition to the probability of committing an 
offense, the tables include the average number of offenses 
committed by those youths who did recidivate within the 6-, 
12- and lS-month followup periods. 

, . 
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Preliminary results on the accuracy of such actuarial pre­
dictions of recidivism for randomly selected, non-treated 
juvenile offenders living outside the CAP areas irtdicate 
that the, predictions are not significantly different from 
actual recidivism for a 6-month followup. That is, they 
neither over- nor under-predict recidivism to any appre­
ciable extent for a sample Cn = 45) of the general popu­
latio~ of juvenile offenders. More extensive validation 
efforts of the actuarial tables are currently in progress 
and will be reported in the next evaluation. 

One possible concern regarding the use of this sort of 
analysis, given that CAP clients are not randomly entered 
into this program, is the possibility of a selection bias. 
This may have occurred at either one of two points in the 
referral process: (1) screening on the part of the King 
Cnunty Juvenile Court workers, resulting in only the least­
likely-to-recidivate youths being referred to the CAP; and 
(2) screening on the part of the GAP staff, resulting in 
acceptance of only those youths least likely to recidivate. 

To determine if some selective screening was occurring, a 
ran~om sample of 44 youths residing in the CAP areas who 
were not referred to or accepted by the bureaus was se-' 
lected. A compar.ison of 6-month actual and predicted 
recidivism for this group resulted in a non-significantiy 
lower (x 2 = 3.18, df = 1, P < .10) actual recidivism than 
predicted. At this time, the analysis indicates that a 
selection bias is probably not occurring. However, given 
the relatively small number of youths in the sample, a 
more complete analysis involving more ~on-CAP youths within 
the CAP areas would be appropriate. Such an analysis is 
currently underway and will be reported in the next evalua­
tion. 

Objective Three was evaluated for fhe total program and by 
individual bureaus since sufficient numbers of juvenile 
recidivism records were available. While the three CAP 
bureaus saw 617 youths between September 1, 1974 and Febru­
ary 29, 1976, only 205 youths were suitable for the individ­
ual recidivism analyses. Only those youths who met the 
following criteria were included in the recid~vism analyses: 

1. Youths with prior offenses for whom no prediction 
was available in the Probability Tables were ex­
cluded from the 6-month individual recidivism 
analysis. This situation arose in about 24 percent 
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of the cases. Obviously, since the Probability 
Tables were based on actual contact records, all 
possible combinations of age, race, sex, offense 
and number of offenses could not be met. 

2. Only those youths who had committed no prior 
offenses or had conmitted an offense within th~ee 
months prior to CAP entry were included in the 
analysis of predicted vs. actual recidivism (after 
entry). Those youths who nad committed no prior 
offenses had a 0 prediction of subsequent contact. 

3~ Only those youths who had at least six months fo1-
lowup from date of last contact (or from entry date 
in the case of.no prior contacts) were included in 
the analyses. 

a) Combined Bureau Recidivism Analysis 

Using actual vs. predicted 6- and 12-month recidivism 
data, comparisons were performed first for the total 
CAP population available for follow-up. These data 
are presented in Table 3 for all CAP youths, all CAP 
youths who were heard by an Accountability Board 
(CAB) and all CAP youthn who received =crvicc~ o~ly 
(non-CAB youths). 

Chi-square test$ performed on the data in Table 3 
ind1cate that significantly fewer (p < .001) you~hs 

recidivated within six months than would be predicted 
to ~ecidivate. For the l2-month analysis, the re­
sults were marginally significant (p = .06). In 
addition, taking the youths who appeared before a CAB 
as a separate group for all three bureaus combined 
(see Table 4), a statistically significant difference 
(p = .00i) was demonstrated between actual and pre­
dicted r~cidivism within 6 months. In this cas&, only 
17 out of 150 CAB youths committed subsequent offenses 
within six months. The 12-month analysis was, again, 
m~rgina1ly significant (p = .08) where 20 out of 82 
C~B youths recidivated. When those youths having 
no CAB participation (i.e., Service Only youths) were 
considered as a separate group, no difference was 
found between actual and predicted recidivism. It 
appears, therefore, that the CAB experience (but not 
participation in CAP se~vices only) is significantly 
related to reduced recidivism, at least during a 6-
an4_~2-month followup period. 



TABLE 3. 

Youths 

All Youths 

CAB Youths 

Non-CAB Youths 

All youths 

CAB Youths 

Non-CAB Youths 

TABLE 4. 

CAB 

Mt. Baker 

Ba11ard-
Fremont 

Southeast 

Total 

Mt~ Baker 

Ballard-
Fr'emont 

Southeast 

til 

I , ('\, 
r-I 

Total -
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CAP CLIENT RECIDIVISM FOR A SIX­
AND TVlELVE'-f.10NTH FOLtoWUP 

# Youths # Actual 
Followed Up Recidivators 

250 27 

150 17 

100 10 

146 30 

82 20 

64 10 

CAB CLIENT RECIDIVISM FOR A SIX­
AND TWELVE MONTH FOLLOWUP 

# Youths # Actual 
Fo1lo\Oled Up Recidivators 

38 4 

61 9 

51 4 

150 27 

24 6 

33 9 

25 5 

82 20 

# Predicted 
to Recidivate 

54.9 

39.87 

15.07 

43.8 

30.2 

13.57 

JJ. Predicted IT 

to Recidivate 

9.6 

16.2 

J .. 4.0 

39.9 

8.4 

12.4 

9.3 

30.2 
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An additional means to evaluate a reduction in 
recidivism is to determine if those youths who do 
recidivate commit significantly fewer offenses 
than would be predicted. 

Table 5 presents data on the number of offenses 
per recidivator for all CAP clients who met the 
same criteria as above, with the additional re­
quirement that they did, in fact, commit at least 
one offense duri~g the folLow-up period. This 
additional requirement insures that the number­
of-offenses-per-offender analysis is statistically 
independent from the results of the number-of­
recidivators analysis. Table 5 shows there was a 
significant difference (p = .01 and p = .007.) 
between actual and predicted number of offenses 
when all youths who recidivated within 6 and 12 
months, respectively, are considered. Analysis 
of individual bureau data was not performed be­
cause of the small number of youths who recidi­
vated (See Table 4). 

TABLE 5. NilllBER OF OFFENSES PER OFFENDER FOR CAP CLIENTS WHO 
RECIDIVATED l'lITHIN S IX AND TWELVE MONTHS, 

# l'llio Number of Offenses One-tailed 
Youths Recidivated per Recidivator T-Test 

Actual Predicted Probabilities 

(6 months) 
All Yout.hs 27 1.93 3.15 p= .01 

(12 lnonths) 
All Youths 30 2.07 2.87 

I 
p ::::: .007 

b) Individual Bureau Recidivism Analysis 

The analyses performed so far in relation to 
Objective Thr~e (reduction of individual recidivism) 
have been relatively global; that is, all bureaus' 
and, all services combined. However, for formative 
evaluation or program modification purposes, it 
is desirable that relationships between the various 
service components or CAB appearances and reduced 
recidivism be demonstrat~d. In other words, it is 
necessary to determine the relationship between a 
dependent or criterion variable (in this case, 
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recidivism) and a ,set of independent variables (CAB 
and/or services received), if policy decisions re­
garding the exclusion of any serviceCs) from the 
CAP are to be made. Included in this analysis 
were only t~ose youths who had either committed no 
pre-entry offense or had committed an offense no 
longer than three months prior to CAP entry. Ex­
cluded were youths who could not be matched in ~he 
probability tables. In addition, only those youths 
who had a follow-up of at least six months from 
date of entry or date of pre-entry offense were in­
cluded in the analysis. 



* 
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SECTION 4.F. 

BURGLARY TASK FORCE EVALUATION* 

By 

Pierce County Law and Justice Planning Office 

Steven R. Barlow 

and 

Elaine Kaufman 

March, 1977 

Selections from the Burglary Task Force Evaluation have been excerpted 
for inclusion. 
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I N T ROD U C TOR Y COM MEN T S o N 

"BURGLARY TASK FORCE EVALUATION" 

The Burglary Task Force Evaluation Report is included here for several 

reasons. First, it demonstrates the value of a "project component" type 

of evaluation in which two strategies (fencing investigations vs. burglary 

investigations) of the same project are compared in terms of several .per-

formance measures. Second, the style of presentation is partic.ularly 

good: The first page is a short summary (for busy decision ulakers). This 

is followed by a careful elaboration of the logic and rationale of the 

project strategies. The purpose and methods of the evaluation also were , 

made clear. And, after a presentation of the results, the authors included 

an interesting discussion of the meaning, relevance, and implications of 

the findings for project operation. 

The evaluation procedures also illustrate several important principles. 

Multiple performance indicators were used, including several productivity 

measures. The evaluators compared time-series data from the city with 

two other areas in order to examine the consistency in findings across the 

comparison.. And, when the conclusions indicate ljttle, if any, overall 

effectiveness of the project (incorporating both the fencing and burglary 

investigations) the authors at~empt to determine why the project did not 

work. 

Readers should be aware that many evaluation reports use a rather im-

precise definition of "efficiency"--including this one. Efficiency shou16 

be measured as the ratio of outputs to inputs. The level of activities or 

the "outputs" per se should not be considered indicators of efficiency. 
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For example, the nUmber of arres·ts is an indication of "activity level," 

but it is not an indication of efficiency or comparative efficiency. The 

number of man-hours required to produce an arrest is a measure of effici­

ency. The number of man-hours required to prosecute each $100 worth of 

value in a crime is an indication of efficiency. 

In ·the BTF evaluation, it appears as if the number of man-hours was 

more or less equivalent across the burglary and fencing investigations, 

and more or less equivalent during the post-program year and the pre-program 

year. Thus, the use of activity levels and direct comparisons is not par­

ticularly biased, but the data would be better if more precise efficiency 

ratios were established, especially between the burglary versus fencing 

investigations. 
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BURGLARY TASK FORCE EVALUATION 

The Burglary Task Force (BTF) is a specialized investigation unit 

whose primary focus is on stolen property trafficking (fencing). The emphasis 

placed on the investigation of fences has proved to be equally effective, but 

no more effective~ than when investigations are restricted to burglars. Nor 

has the orientation to fences signii"icantly changed the case profile or pro­

ductivity of BTF detectives over wh~t they accomplished during an earlier but 

equivalent time period. ETF has not served as a significant deterrent force 

to burglary in Pierce COU·l'C')Y. The limited success of the unit is pa.rtially 

attributed to a lack of resources. No provision was made for "buy money" in 

the BTF grant and consequently BTF investigators were forced to perform their 

~ob without one of the primary tools of the fence detective. Finally, BTF 

detectives emphasized investigation activities and did not meet objectives 

related to the development and dissemination of information describing fence 

operations to other law enforcement agencies. 

--~---""-----------------
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The following is a report of the evaluation of a specialized investigation 

unit of the Pierce County Sheriff's Department; the Burglary Task Force (BTF). 

The report is divided into four sections: The introduction was dralm from the 

BTF grant to convey the origin~l program concept as a~curately as possible. The 

method section describes the evaluation design, while the results and discussion 

sections present. the data analysis and interpretation of results, respectively. 

INTRODUCTION 

Problem 

Law enforcement investigations in Pierce County note that there is ~o 

intrinsic profit in stealing property, and that the basic motivation for stealing 

is conversion of property to cash. While some stolen goods are easily sold to 

citizens careful not to ask questions about bargain prices, most are sold to 

fences who purchase and dispose of gooas through legitimate business channels or 

outlets. 

Intelligence sources indicate that more than thirty fences operate in 

Pierce County; that they handle goods stolen not only locally, but also from 

adjoining counties and states. These same sources report that goods stolen from 

within the area are disposed of by burglars from thirty minutes to two hours from 

the time of the theft. 

During recent years, traditional methods of investigation by detectives 

have not 'been sufficient to long deter professional fences movin~ stolen goods. 

Better identification of these goods is one strategy for which positive results 

are anticipated. A second and equally impo·l. tant: strategy has been identified 

through the Portland, Oregon LEAA High Impact Program. For a limited period in 

1974, a special detail was established by the Poli~e Bureau as a mission within 

the Impact Strike Program. The purpose of the detail was to focus exclusively 

on fences through, 'Use of enforcement; sophisticated, legal surveillance techniques; 

and accurate preparation and service of search warrants. The small, special 

detail arrested 102 persons dU'cing a six-month period a:1d cleared 175 cases, 

recovering $93,000 in stolen prop~rty. Of the recovered property, the detail 

teturned $87,000 worth to the victim for a phenominal return of 93%. Based on 

the initial results of this approach, the City of Portland and the Bureau of 

~?olice formed a full time special detail to work fencing operations in the area. 

5ince the implement.ation of the unit funded through LEAA~ extraordinary results 

hiive been obtained. 
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The BTF project, addresses the following: 

Nighttime, residential burglaries are easy to c'ommit. 

Disposal of property stolen in nighttime, resi~ential burglaries is easy. 

This project addresses both of the previously stated problems. ,Statistical 

analysis has provided the basis by which we can state that of residential 

burglaries, fewer than one out of five of the known burglaries are rep'orted to 

the police, which likely means that fewer than one of ten burglaries are ever 

solved. In support of the second problem, we found that less than 10% of the 

property st~len in nighttime residential burglaries, as well as burglaries 

generally, is recovere~. 

This project, by using intelligence information gathered ~y the task 

£o~ce, should increase the arrest rate 10% above the 1974 burglary arrest rate. 

More specifically, the unit, by increasing the surveillance of known and sus­

pected fences, will reduce the disposal of stolen property. 

Project Intent 

A. Goal 

The goal of this project is to reduce the disposal of property stolen in 

nighttime, residential burglaries. 

B. Objectives 

1. Through exchange of ideas and techniques, develop new and more 

efficient approaches to burglary investigation. 

2. Identify, investigate, and apprehend fences and,persons who knowingly 

purchase or dispose of stolen property. 

3. Determine if intrinsic interdiction of Pierce County fence activities 

will affect the incide.nce of commercial and residential burglaries. 

4. Develop information regarding fence activities for dissemination to 

appropriate law enforcement agencies in the Pierce County area. 

S. Recover, identify, and return stolen goods to the owner-victim. 

6. Reduce burglary rates in the first year by 10%. 

Project Implementation 

1. Arrest three persons p~r month who buy, sell, receive, or possess 

stolen property. 

2. Arrest or, referral of three persons per month fo+ burglary/theft 

offenses. 

3. Investigation of five persons or locations each month where there i~ 

suspected buying, selling, rec.eiving or possession of stolen property. 

- -------
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4. Preparation and service of three project related search warrants per 

month. 

5. Increase the amount of stolen goods recovered by the Sheriff's 

Office by 5%. 

6. Identify and return to victim 80% of stolen goods recovered. 

7. Conduct four public education programs per year regarding property 

crimes and fencing activities in the Pierce County area. 

8. Conduct one information seminar per month for appropriate law 

enforcement agencies in the Pierce County area regarding fencing investigations. 

search warrant preparation, identification and return of stolen goods. 

9,. Achieve a working knowledge of how each agency handles burglaries. 

10. Standardize burglary reporting bystem for all appropriate law 

enforcement agencies in Pierce County. 

11. Design and maintain a comprehensive and current record system composed 

of a burglary intelligence hot sheet, interagency burglary intelligence form and 

information currently available from Pierce County law enforcement agencies as 

well, "5 state and federal ~gency methods. 

12. Utilization of reliable informants and undercover officers to carry 

out covert investigation. 

13. Maintain close working relationships and exchange information \yith 

department's intelligence unit. 

Staffing will consist of two experienced burglary detectives assigned full 

time to the unit. One intelligence officer will be assigned to collect and supply 

all raw information pertaining to burglary and fencing operations obtained from 

street information. Funding for this officer is provided by departmental budget. 

The unit will report directly t? the Chief Criminal Deputy who will assist in 

general strategy development and provide necessary command level liaison with 

other department units. 

In addition, one Deputy Prosecuting Attorney experienced in the prosecution 

of burglary cases will be avai.lable by the Prosecuting Attorney's Office to assist 

the unit. This will involve the prosecutor and detective assigned to the unit 

working together during the evidence gathering stage and in preparing the cases 

for trial. 

The key to solving crimes is investigation and ~he key to convicti~g 

arrested individuals is enhancing evidence. Due to the lack of resou~ces and lack 

of consultation between detectives and deputy prosecutors, many crimes remained 
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unsolved. It is believed that many crimes are committed by a few individuals 

and a thorough job of investigation and continuous follow-up consultation 

between detectives and prosecutors should generate better cases against target 

offenders. The deputy prosecutor will: 

1. Assist in answering legal que~tions during investigation. 

2. Advise and participate in the securing and service of search warrant's. 

3. Handle all phases of cases in court during pro~ecution. 

4. Advise' the investigator as to building a prosecutable case. 

a. Avoid legal technical defense. 

b. Save investigative time by focusing t~e inyestigation towards 

effective prosecution. 

5. Be available for consultation on any of the above p~oblems on a 

twenty-four hour basis, if necessary. 

Evaluation Purpose 

The evaluation was intended to investigate the effectiveness of the pro-, 
gram concept and its impact on burglary perpetrated in Pierce County. It is an 

interim report of BTF activity during the period of 3-1-76/12-31-76. Th~ purpose 

of the evaluation was to provide ,Law and Justice Committee members with objective 

information with which to determine future funding of BTF. In addition to 

supporting funding decisions, the evaluation was conducted, to provide management 

feedback to the project to facilitate program planning for future BTF operations. 

}!ETHOD 

A. Criteria 

1. 'Heasures of effectiveness 

a. Technique effectiveness 

BTF detectives use two different techniques of investigation; one 

which is directed at the burglar and the other which focuses on 

fencing operations. The following indices of technique effectiveness 

will be employed: 

1. Economic loss 

2. Number of arrests 

b. Further analysis of the effectiveness of BTF was made by comparison of 

the investigation cases closed by the BTF detectives during the BTF 

project ,period to the burglary investigation cases closed by the 

same detectives during the year prior to the start of BTF. The 
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comparison 'vas made on the basis of: 

1. Economic loss 

2. Number of arrests 

2. Impact evaluation 

a.. Actual burglaries reported in Pier.!e County during the 12 months just 

prior to the BTF was compared with actual burglaries which were 

reported during the project period. Change in the incidence of 

burglary in Pierce County was compared to the change in burglary 

reported by a matched comparison group. . . 
b. Arrests for burglary in Pierce County during the 12 month pre-project 

period were compared with arrests made during the project period. 

3. Measures of efficiency 

A.process evaluation was conducted to monitor: 

a. Time spent in all grant activities 

b. The number of public education programs 

c. The number of interagency information exchange sessions 

d. The monetary value of recovered stolen property returned to victim 

e. The number of search warrants prepared and served. 

B. Data 

1. Data collection 

a. Method 

Data regarding each investigation technique and grant activity 

was collected with a daily activity form which accounts .for the 

detectives' time. All other information was c~llected from the 

detectives' logs, case records, or the Sheriff's Office manageme~t 

information system. 

b. LJPO evaluation responsibilities 

The program evaluator of the LJPO monitored implementation and data 

collected p and conducted the final analysis of the BTF evaluation'. 

RESULTS 

Table. 1 presents summary characteristics of investigations closed prior 

to 1-1-77. Four types of cases are described: 

1) burglary investigations conducted under the guidelines of the BTF 

grant. 



Su}~Y OF CLOSED1 INVESTIGATIONS 

Table 1 

N=28 N=lO 

BTF BTF 
Burglary Fence 

S~Y CHARACTERISTIC Investi- Investi-
gations gaticns 

x n x n 

Median number of days open 20 25 2 7 

Median manhours spent on 
case 16 12 22 8 

Total Est. Economic Loss 3lf,832 28 37,646 10 

Median Value of Economic Los 518 28 1081 10 

Estimated Value of 
Recovered Property 19,506 23 34,946 6 

-
Median Value of Property 
Recovered 332 23 1975 6 

Total Number of Arrests 38 28 14 10 

Median Number of Arrests 1 28 1 10 

Number of Adults 
Arrested 30 28 13 10 

. Number of Juveniles 
Arrested 8 28 1 10 

1. Closed as of 12-31-76 
2. Includes 12 commercial burglary investigations 
3. Includes III commercial burglary investigations 

N=38 2 

All BTF 
Closed 

Invest i-
gat ions 

x n 

17 32 

19 20 

72,478 38 
< 

682 I 38 

54,452 29 

650 29 

52 38 

1 38 

43 38 

9 38 

N=36 3 

Burglary 
Inv. Closed 
in 1975 

x n 

N/A 

N/A 

P5,952 36 

260 36 

6559 31 

100 31 

53 36 

1 36 

2ti· 36 

I 
29 /36 

1 = 56% 
2 93% 
3 = 75% 
4 18% 
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2) fencing investigations conducted under the BTF grant. 

3) all BTF cases, regardless of whether they were fence or burglary 

investigations. 

4) burglary investigations conducted by BTF detectives during the year 

just prior to the start-up of BTF (4-1-75/12-31-75). 

Some of the more distinguishing features of T?ble 1 are: 

1) BTF fence investigations are open for a much shorter time than are 

BTF burglary cases. 

2) HTF fencing cases require more manhours of investigation than do 

BTP burglary cases. 

3) The median economic loss estimated by investigators was twice as 

large in BTP fencing cases as estimated for BTF burglary cases and just over 

four times as much aspre-BTF burglary cases. 

4) The median value of property recovered as 'a result of fencing 

investig'ations was six times greater than in BTF burglary investigations and 

twenty times greater than in pre-BTF ,burglary Cases. 

5) T,he percentage of the suspected economic loss that was recovered was! 

a) BTF burglary cases 56% 

b) BTF fence cases 93% 

c) Pre-BTF cases 18% 

6) There was no difference in the number of arrests made under any of 

the four categories described in Table 1. However, only 17% of BTF arrests 

were juveniles while 55% of pre-BTF arrests were juveniles. 

Table 2 lists the characteristics of cases at the time they were filed in 

court. The same four categories are described in Table 2 as were presented in 

Table 1. The highlights of Table 2 are: 

1) The median economic loss charged in BTF fencing cases was 2.35 times 

greater than BTF burglary cases and 3.43 times greater than pre-BTF burglary cases 

which were filed in court. 

2) The median number of victims, counts, and defendants is equivalent 

among all categories of Table 2. 

3) The conviction rate is very similar between BTF and pre-BTF cases. 

4) The sentencing strategy is quite similar between BTF and pre-BTF cases. 

This observation is based on the percentage of cases where restitution was 

ordered or fines were imposed and the percentage of defendants sentenced to jail. 
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SUMMARY OF PROSECUTED CASES 

Table 2 

N=26 N=7. 

BTF BTF 
Burglary Fence 

SUMMARY C}L~CTERISTIC Case Case 

x n x n 

Median Economic Loss 1275 22 3000 7 

Total Economic Loss 56,000 22 41,850 7 

Median Victims 1 25 1 7 

Total Victims 27 25 8 7 

Median Counts 1 25 1 7 

Total Cout~ts 35 25 12 7 --
Median Defendants 1 ! 25 1 7 

Total Defendants 39 25 10 7 
I 

Conviction Rate 88% 17 I N/A
2 

% cases; Restitution Ordered 27% 15 

Median Restitution Ordered 250 3 

Total Restitution Ordered I 1468 3 
<,-

% Cases Fined 27% 15 

Median Fine 116 4 

Total F:ines 546 4 

% Defendants Sentenced 100% 27 

Median Sentence 3 yrs 27 

% Deferred, Suspended, Probation 67% 18 
-

% Incarcerated 33% 9 

Median Incarceration 3 yrs 9 

1. Cases prosecuted as of 1-15-77 

N=33 N=15 3 

All BTF Burglary 4 

Closed Cases 
Cases Closed in 

.. 1975 
x n x n 

1600 29 875 16 

97,902 29 39,654 16 

1 32 1 16 

35 32 26 16 

1 32 1 10 

47 32 21 16 

1 32 1 16 

49 32 23 16 

90% 19 93% 15 

25% 16 21% 14 

250 3 915 3 

1458 3 3621 3 

31% 16 29% 14 

75 5 225 4 

621 5 757 4 

96% 28 100% 18 

3 yrs 27 15 yrs 18 

64% 18 44% 8 

32% 9 56% 10 

3 yr8 9 3.5 yr 10 

2. The remaining characteristics are founded on cases which have been disposed in court. 
Only two fencing cases have reached this status,. which is insufficient to provide 
summary characteristics. 

3-4 (over) 
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3. Represents adult arrests only. Eight adults were not prosecuted because: 

4 had charges dropped against them 
1 could not be extrad{ted 
1 was already jaiied 
2 unknown 

4. Represents burglary cases closed by BTF detectives du~ing the year prior to the 
start of BTF. 

-



" 
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Ihe primary difference between the dispositions of ETF and pre-B!F cases was 

in the percentage of defendants who were actually incarcerated. Sixty-four 

percent of theBTF defendants received a deferred, suspended or probation 

sentence while only 44% of pre-BTF cases were so disposed. ConsequentlYi 

only 32% of the persons arrested by BTF detectives who were subsequently con­

victed spent time in jail. Fifty-six percent of pre-BTF defendants were 

incarcerated. 

A simple tabular comparison of case medians does not help decide whether 

or not a difference is anything more than a random, chance occurrence. There­

f01;'e, a statistical analysis of information derived from BTF and pre-ETF 

investigations and court cases was conducted. The first concern of this analysis 

was whether the economic loss suspected in DTF burglary cases was different fr'om 

that of BTF fence cases. A t-test between the economic loss charged in BTF 

burglary cases filed in court and ETF fence cases filed in court resulted in 

t = 1. 55, p'). 05. No difference between BTF burglary and fence investigations 

can be inferred from this result., When the test is applied to the economic loss 

suspected during the investigation, the result is t = 1.58, p/.05. Again, no 

difference was found between BTF burglary and BTF fence investigations. 

The n~ber of arrests made as a result of an investigation is a second 

indicator of the significance of an investigation of an economic crime. Econ­

omic loss provides some estimate of the magnitude of the crime while the number 

of arrests made reflects the potential impact of the investigation as well as'the 

size of the case. A t-test of the difference between the number of arrests made 

i,n BTF burglary cases and BTF fence cases showed no difference. t - '.45, p 7 .05. 

Another inquiry was directed at the difference between the investigat,ions 

that resulted from the BTF program and those that resulted from the work of the 

same detectives during the year prior to BTF. A't-test of the difference between 

the economic loss estimated during the BTF investigation and the loss estimate for 

pr~-BTF investigations do71onstrated no difference, t = .99, p7 .05. Similarly, 

no difference was found between the economic loss of BTF cases filed in court 'and 

pre-ETF cases filed in court, ,t = .55, p) .05. In regard to the number of 

arrests made, no difference was found between BTF and pre-BTF investigations, 

t = .758,p>.os. 

Thus far, the analysis has been dir~cted at the effectiveness of BTF 

services. But what of their impact on the target crime of burglary? To answer 
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this question,' the change in the number of burglaries which occurred in Pierce 

County over the years of 1974, 1975 and 1976 was compared to the change in 

burglary experienced by the City of Tacoma during the same time period. If BTF 

has served as a deterrent force against burglary, 'it would be expected that 

the rate of increase in burglary established during 1974 and 1975 would- be 

reduced significantly in 1976. Furthermore, this reduction should be unique to 

Pierce County when it is compared to a similar region which does not have a . 

specialized fence inV'estiga'tion unit. If other areas are experiencing tbe same 

decline in burglary as Pierce County despite the fact that they don't have a 

BTF, the change in the. burglary trend must be attributed to something other than 

BTF. 

County. 

County. 

The City of Tacoma was selected for comparison to Pierce C~unty because: 

1) Tacoma has experienced a similar number of burglaries as has Pierce 

2) The rate of increase in burglary is similar between Tacoma and Pierc~ 

3) With the exception of BTF, Tacoma has all of the same burglary 

reduction programs as Pierce County. 

4) Tacoma's proximity to Pierce County increases the likelihooq that 

non-law enforcement variables which affect burglary are much the same for the 

two jurisdictions. 

To conduct the impact analysis, the number of actual burglaries which 

occurred each month of 1974, 1975 and 1976 was determined for the City of Tacoma 

and for Pierce County. A linear trend analysis of 1974 and 1975 burglaries was 

then conducted. Given the past trend, the amount of burglary which was expected 

to occur each month of 1976 "tY'as predicted. The impact analysis consisted of a 

comparison of actual and predicted burglary between Tacoma and Pierce.County. 

The comparison was made using a zxz analysis of variance where predicted and 

actual burglaries represented the rows and Tacoma and Pierce County represented 

the columns. The above described method of impact analysis was employed to: 

1) isolate BTF as an independent variable 

2) consider the history of burglary in Pierce County. 

The results demonstrated a significant row effect, ~ =,54.4, p~.05; 

but no column effect, F = .007,p(.05; and no interaction, F= 1.88, p) .05. 
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These results are interpreted to mean that there was a significant difference 

between the actual and predicted burglary 'for 1976. However, there was no 

difference between Tacoma and Pierce County and the magnitude and. direction of 

the effect of the different jurisdictions must be assumed to be the same. The 

increasing trend in burglary was stopped, but it was ,stopped equally for both 

Tacoma and Pierce County. Therefore, the change in burglary demonstrated for 

1976 cannot be inferred as the result of the impact of BTF on burglary in Pierce 

County. 

A similar tech~ique was used to determine whether the number of burglary 

arrests made by the Pierce County Sheriff's Office (PCSO) increased during 1976. 

Such an i!Lcrease would be expected as a result of the additional resources pro­

vided PCSO by BTF. A linear trend analysiS was computed for the actual arrests 

made by PCSO eHch month of 1914 and 1975. The trend,analysis served as a basis for 

predicting the burglary arrests expected for each month of 1976. The actual 

number of arrests was subtracted 'from the predicted numbeT of arrests and a 

mat'ched pair t-test applied to the difference scores. The result was t = -2.99, 

p < .05. 
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DISCUSSION 

The primary source of information pertaining to fence operations is .the 

burglar or other such informant. For this reason, burglary investigations and 

fence investigations are very much interrelated. The BTF detective investigates 

and apprehends the burglar to obtain information which will lead him to a fence. 

Consequently, 64% of BTF closed cases were burglary investigations, while 23% 

were strictly fence investigations. For every fence investigation, 2.8 burglary 

investigations were conducted. 

One of the more fundamental questions of this evaluation is ~V'hether the 

additional orientation to fencin~ is more beneficial than if BTF had only investi--

gated burglaries. Statistically, there was no difference between BTF burglary 

and fence cases. Although the average economic loss~suspected in f~nce cases 

exceeds that of bur'glary cases, the difference is not significant at the .05 

level. It should be nott:!d, however, that this di.fference did exceed the .1 level 

of significance. The mean e~onomic loss estimated for fence cases tend~d to be 

larger than for burglary cases, but one cannot be highly confident that this 

difference is anything more bhan a chance occ.urrence. 

Regardless of the mean differences between fence and burglar cases, the 

latter resulted in greater total productivity. Burglary investigations were 

found to exceed 'fence investigations in total economic losses charged in court, 

in the number of victims served, and in the total number of defendants convicted. 

From the standpoint of total productivity, it appears that many burglary investi­

gat:tons produce greater results than a few fence investigations. The ratio of 

burglary to fence cases is not expected to change, either. It is more difficult 

to obtain information about fencing operations and there are simply fewer fences. 



4-169 

Comparison of BTF burglary and fence cases leads to the conclusion that 

investigation of persons who traffic stolen property will not enhance either 

the magnitude of individual cases or total productivity. 

There seems to be little advantage for BTF to investigate fences other 

than the ethical motivation to investigate all types of criminal acts. On the 

other hand, there doesn't appear to be any disadvantages, either. The short, 

intensive fence investigation consumes but a few more manhours than does the 

burglary investigation and lasts for only a couple of days •. Therefore, investi­

gative resources are not disproportionately consumed by fence investigations. 

Relative to the number of manhours spent, had the 10 fence investigations not 

been conducted, only 12.5 burglary investigations would have been made in theil 

place. Consequently, investigation of strictly'burglary cases would have been 

no more effective nor productive than had BTF operated as they did. 

The effectiveness of BTF fence investigations was measured in terms of 

magnitude rather than impact. If, however, fence cases serve as a deterrent to 

burglary, then the size of the case is a secondary and surely less important 

consideration. By ~aking away the fence, the burglar may be thwarted in his/her 

attempt to turn stolen goods into cash. Elimination of the monetary reward for 

theft may reduce the motivation to burgle. As a result, the incidence of burglary 

in Pierce County may be reduced. This argument makes it clear that the primary 

benefit of arresting fences should be measured in terms of crime impac.t rather 

than the suspected amount of economic loss, number of arrests, etc. Actually, 

the former represents the main thrust of the BTF grant. 

Burglary has increased every year since at least 1972. In 1976, that 

increasing trend was stopped. Was this a manifestation of the impact of BTF? 

Comparison of Pierce County to the City of Tacoma demonstrated an equivalent 

burglary decrease in Tacoma, yet TPD does not have a burglary task force. 'This 

result makes it difficult to believe that BTF had an impact:: on burglary committed 

in Pierce CQunty~ It can, however j be argued that the arrest of fences in PierCe 

County had a spillover effect on the City of Tacoma. Fences do ~ot restrict their 

activities to political sub·divisions. Therefore, by arresting a fence in Pierce 

County who had also operated in the City of Tacoma, BTF may have had an impact 

on burg~ary in Tacoma. To investigate the spillover hypothesis, a second com­

parison was made to Spokane County. Spokane, like Tacoma, has the same burglary 

reduction programs as Pierce County except for a specialized fence investigatio~ 

unit. Burglary in Spokane County was: 



1973 
4550 
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~ 
4957 

1975 
5010 

1976 
4826 

The increasing trend of burglary was stopped in 1975 and the incidence of 

burglary in Spokane County actually declined in 1976. The comparison of 

b~rglary among Pierce and Spokane counties and the City of Tacoma lea~s to the 

conclusion that the change in burglary during 1976 that was found for Pierce 

County was not a resul.t of BTF. 

An additional perspective of BTF services was made relative to a burglary 

unit which did not investigate fencing operations. The work of BTF detectives 

during the year prior to the start-up of. BTF was selected for this purpose. 

Comparison of all BTF cases with pre-BTF cases revealed few differences. The 

average economic loss for. individual cases investigated and prosecuted during 

1975 was found to be statist:l.caily equivalent to BTF burglary and fence cases. 

The average number of arrests made per case was also equivalent for the two 

periods. The cases did not differ either in the numbe.r of victims or the number 

of defendants prosecuted. Finally, the conviction rate achieved through the 

investigative efforts expended by the BTF and pre-BTF investigative units was 

found to be the same. 

The major difference between BTF and pre-BTF cases is in the number of 

juveniles investigated and/or arrested. Over half of the pre-BTF arrests were 

juveniles, while only 17% of BTF arrests were of juveniles. This may account 

for the gree.ter, more than double, total economic loss estimated for BTF investi-.. 

gations over what was suspected in pre-BTF investigations (see Table 1). When 

the same comparison1is made relative to the economic loss charged in courtt 

which exc_ludes juvenile cases, the difference is nearly eliminated. (See 

Table 2). This alludes to the greater magnitude of adult burglaries with respect 

to juvenile burglaries. A second difference between BTF and pre-BTF cases is in 

the percentage of property that was recovered. Seventy-five percent of the 

estimated economic loss of BTF cases was recovered while. only 18% of the pr.operty 

reported stolen in pre-BTF cases was recovered. From the evidence presented in 

this report, it appears that BTF.provides a special investigation unit which 

orientates toward adult burglars and recovers a high percentage of the suspected 

stolen pr.operty. Otilerwise, the special emphasis on stolen property trafficking 

1 
The comparison was made by doubling the economic loss of pre-BTF cases so as to 
approximate the number of BTF cases. 
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has not significantly changed either the productivity or the case profile 

relative to pre-BTF endeavors. 

tVby has the success of BTF been so limited? Discussion with the BTF 

detectives and management.has provided some insight. The most effective tech­

nique of investigating fencing operations is for the detective to est;ablish a 

criminal relationship'with the fence. That is, the detective must convince the 

fence that he is either a burglar who wants to dispose of stolen goods o~ a 

buyer of stolen goods. The criminal interaction with the fence allows the 

detective to develop evidence against that person and to obtain information 

which may uncover other fencing operations. 

To buy from a fence, the detective must have what is referred to as 

I!buy money". Buy money is one of the primary tools of the fence investigator. 

Yet, the BTF grant did not make such a provision. BTF detectives have had to 

operate witho~t buy money and, thus; have been severely hampered in their 

endeavors to investigate fences. Most simply, BTF detectives have been asked· 

to do a job without the appropriate tools. It is the recommendation of this 

evaluation that some provision for buy money be made before continued BTF 

funding can be considered. 

The objectives of BTF were twofold. The first type of objective related 

to the deterrence of burglary through the apprehension of fences and to the 

recovery of stolen property. These have been discussed. The second type of 

objective addressed by BTF conveyed their desire to develop information regarding 

fence activities for dissemination to appropriate law enforcement agencies in 

Pierce County. The activities which were proposed to meet this objective were: 

1) Fencing information exchange sessions with other agencies. Reference 

to Table 3 shows that 2% of BTF time was spent in eight information exchange 

sessfons with valley peace officers. 

2) Pub1ic'education. One public education session was held for used 

car dealers to consume less than 1% of BTF time. 

3) Standardization of burglary reports. No time was given to this 

activity. 

4) Development of interagency hotsheets. No time was given to this 

activity. 
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It is quite clear that BTF did not emphasize the information development and 

dissemination objective. This finding may be a function of resour.ces. To 

expect two detectives to have an impact on burglary through the apprehension 

of fences and to also, develop a standardized burglary informati.on system for 

all law enforcement agencies in Pierce County may have been unrealistic. Given 

the resources o:f two detectives, one or the other type of objective may,be 

addressed, but not both. It is the recommendation 6f this evaluation that the 

objectives stated in the BTF grant be revised to reflect the actual activities 

of the BTF detectives. 

A final comment on the effect of BTF is made with regard to the increase 

in arrests made by PCSO. Arrests for burglary increased significantly during 

1976 over what was expected from the arrest trend 6~stablished by PCSO in 1974 

and 1975. This is inferred to be a result of BTF. Quit.e simply, the BTF, grant 

provided additional resources to peso. Therefore, the number of arrests made 

during 1976 increased as a function of the increased reS0urces given PCSO for the 
'l 

investigation and apprehension of burglars and fenc'e.s,. 

In conclusion of this report, BTF,has'b'?en found to provide additional 

resources to PCSO for burglary investigations. However, the unit has not had a 

significant impact on burglary in Pierc.e County. Investigat:1.ons which have been 

focused on stolen property trafficking have proved to be no mqre effective than 

burglary investigations. This may be a function of the unitts lac;k of "buy 

money". It is recommended that the provision of an additional resource for buy 

money be a primary consideration in the decision to continue BTF funding. A 

further recommendation was made to redefine BTF objectives to reflect the actual 

activities of BTF detectives. Currently, they are not working toward information 

development and dissemination objectives. 
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SECTION 4.G. 

BURGLARY PREVENTION TEAM EVALUATION* 

By 

City of Spokane 
Law and Justice Planning Committee 

JoAnn Ray, M.S.W. 

April, 1978 

* Selections from the Prevention Tea~ Evaluation have excerpted 
for inclusion. 
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I N T ROD U C TOR Y COM MEN T S o N 

"BURGLARY PREVENTION TEAM EVALUATION" 

This report contains an excellent description of the problems faced 

by an evaluator when th~ project was not op~rated in such a way that it 

could be evaluated. These problems include: 

(1) The project activities were so diversified across types of 

burglaries, prevention strategy, areas of the city, and start-up time, that 

the independent variable (e.g., the "project") could not be clearly iden-

tified and the dependent variable (e.g., its target) could not be isolated 

enough to prevent anY but the most rudimentary types of analysis. 

(2) A large number of other new strategies were implemented within 

the same areas at about the same time. Even though these had somewhat 

different targets, all of the projects' targets tended to overlap in rela-

tion to type of burglary, prevention strategy, area of the city, and start-

up time. 

with these constraints, the only way to assess project effectiveness 

in crime reduction was to examine the impact on burglaries for the entire 

city. 

The interrupted time series analysis demonstrates the difference in 

conclusions that would be reached if a pre/post design had been used instead. 
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BURGLARY PREVENTION TEAM 
EVALUATION 

SUMMARY AND DISCUSSION 

Burglary was defined by the Law and Justice Planning Committee in 1975 

as Spokane's Number One Crime. This grant proposed to reduce burglaries 

in Spokane through prevention. Non-residential burglaries were targetted. 

Methods specified in the grant include: security check visitations of com'~ 

mercial establishments; promotin.g worthwhile crime prevention programs; 

explanation of anti-intrusion devices; public education through presenta-

tions and media; study of burglary trends; and study of legislation. 

The evaluation criteria selec·ted to measure the project's effective-

ness include: change in the rate of non-residential burglary, change in 

the rate of no-force non-residential burglary, change in the monetary 

loss due to non-residential burglary, and the percentages of businesses 

who implement the officer's suggestions. 

Constraints 

No standards to determine project usccess were established prior to 

project implementation. It is, therefore, impossible to state whether 

the project reached the anticipated reduction in burglary, number of com-

pleted site visits, etc. 

Because of the widely diversified activities of the Burglary Preven-

tion Team, it is difficult, if not impossible, to isolate the impact of 

the program. The Burglary Prevention Team's primary responsibility has 

been non-residential burglary prevention; however, some of the activities, 
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especially through the media, have been related to residential burglary 

and other crimes also. 

The large number of strategies utilized both locally and statewide 

increase the difficulty in assessing the effectiveness of this project. 

The local programs, Neighborhood Watch and Juvenile Court Burglary Reduc­

tion, while not specifically targetting non-residential burglary, may 

have an indirect effect upon non-residential burglary. The prevention 

information disseminated by the Washington Crime Watch Program from the 

Washington Attorney General's Office has been widespread. 

Because of the diversified activities of the Project Staff~ the pos­

sible impact of other projects and the lack of objective standards, it is 

impossible to draw any valid conclusions as to the effectiveness of the 

program. Information is presented as an indicator of the project's pro­

gress. 

Findings 

Both non-residential and residential burglary experienced an 18.2% 

decrease from 1976 to 1977. Although this decrease appears to be sub­

stantial, interrupted time series analysis indicates that there is no 

statistically significant difference in the short or long term change of 

the burglary rates during this time period. 

An analysis of the trends of burglary from 1971 through 1977 indicates 

'that non-residential and the total city burglary rates have shown a -:3ecline 

since 1975. 

The percentage of no-force, non-residential burglaries estimated from 

a sample, changed two percent--from 20% in 1976 to 22% in 1977. 



4-179 

Although the overall loss from non-residential burglaries has decreased 

from $336,449 in 1976 to $317,573 in 1977, the average loss per burglary 

has increased from $337 to $389. 

There were two-thirds of the business representatives interviewed who 

indicated that they had implemented the officer's sugge8tions for the 

improvement of business security. .An addit.ional one-quarter of the respond­

ents indicated they intended to do so. Most often mentioned implementa­

tions included: improving locks, installing alarms, adding lighting, 

improving outside security and securing windows. 

Records kept by the project staff indicate that 470 security checks 

were completed in 1977. There were 41 speaking engagements, 22 television 

presentations, 14 radio talk shows, 47 pre-recorded radio spots, six news­

paper articles, and two magazine articles, presented to the Spokane resi­

dents on crime and burglary prevention during the year as a result of the 

project. The Burglary Prevention officers were involved in drafting a 

false alarm ordinance i~ cooperation with personnel from the alarm com­

panies. 1'he team has maintainec1 a pin map and analyzed trends in the 

city's burglary problem. 

The sample of business representatives who were interviewed expressed 

positive reactions to the officers' visit. Almost 100% of -the Zl(~spondents 

were favorably impressed with the officers' visit and thought the program 

would improve police/business relationships. Two-thirds of the business 

representatives had discussed the officers' visit with business associates. 
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GRANT REVIEW 

Situation/Problem 

Burglary was defined by the Law and Justice Planning Committee in 

1975 as Spokane's Number One Crime. Reported burglary rates in the City 

of Spokane had increased 43% from 1970 to 1975 and clearance rates for 

burglary va:t:'ied from 11% to 13%. 

As a strategy to reduce burglary by increasing the arrest and convic­

tion rate, the Burglary Reduction Team (BURT Team) was implemented by the 

Police Department in 1976. The grant provided fundi.ng for biO officers 

who were assigned on a selective basis to immediately collect evidence, 

provide surveillance, and gather related information from victims and wit­

nesses. 

~ monitoring report of the BURT team was completed by the Evaluator 

in the Fall of 1976. Concern over the lack of project success was expressed 

and a meeting was held with the project director and Law and Justice Office 

planner. At the meeting it was thought that a team or two officers would 

be more successful in impacting burglary through prevention rather than 

apprehension. The grant proposal for the second year was substantially 

rewritten. 

During the second year the project's intent was to reduce burglaries 

in Spokane through prevention. Non-residential burglaries were targetted. 

This project attempted to impact the problem of burglary in a pro-active 

way, by working with the business community in an effort to better protect 

their facilities from the burglar. 
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GOALS: 

1. To achieve a notable decrease in the level of non-residential 

burglaries in the City of Spokane. 

2. To realize a reduction in the dollar amount of loss suffered by 

burglary victims; even above that amount in proportion to the 

reduced number of burglaries. 

OBJECTIVES: 

1. Given the intensive crime prevention efforts of the Burglary 

Prevention Team, there will be a decrease in the number of non­

residential burglaries reported in 1977 over 1976. 

2. Given the intensive crime prevention effort of the Burglary 

Prevention Team, there will be a decrease in the average monetary 

loss per case per non-residential burglary in 1977 over 1976. 

IMPLEMENTATION 

1. Conduct security check visitations to commercial establishments 

in the City of Spokane, based on requests and as shown by need. 

2. Promote worthwhile crime prevention programs, e.g., Operation 

Identification. 

3. Thoroughly explain anti-intrusion devices to business managers, 

e.g., alarm systems, locks, seals. 

4. Appear before groups with displays, films, and make speeches and 

answer questions. 

5. Perform burglary analysis tasks and provide this service to line 

personnel. 

6. Study appropriate crime prevention legislation. 
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7. Respond to selected reported burglaries to determine problems in 

the community. 

BUDGET 

LEAA 
STATE 
LOCAL 

TOTAL 

EVALUATION DESIGN 

$35,320.00 
1,962.00 
1,962.00 

$39,244.00 

I. The effectiveness measurements of the evaluation design consist of a 

pre/post comparison of the following: 

1. The rate of non-residential burglary in the City of Spokane. 

2. The percentage of no-force, non-residential burglaries in the 

City of Spokane. 

3. The average monetary loss per non-residential burglary in the 

City of Spokane. 

4. The percentage of business persons who have implemented the offi-

cer's suggestions for improvement of business security. 

II. The efficiency me~sures of the project include a monitoring of tasks: 

1. Number of speaking engagements, people reached, and organizations 

contacted. 

2. The number of security checks completed. 

3. The Burglary Prevention Team's activities in studying the need 

for legislations. 

4. The Burglary Prevention Team's activities in burglary analysis. 

5. Other activities of the Burglary Prevention Team. 



l.91l5 1.11.3 

1.976 9,9c9 

.1977 817 

1975 and 1976. 

1975 2324 

1976 2335 

1977 1911 

:::::.:m:::er 

9~.8 ~~ !:::-.:;.. t:Qn.th 

88.3 per l::c.mth 

68.1 per ~nth 

193.7 per month 

194.6 per month 

159.2 per montb 

~" .... ~ .... '",,­:;':"_-t!I, .......... 

It can be noted that there \\1as an identical d~cro{\f.l(l t;.);f, l n, ~1~ in 

the rates of residential and non-residential b\U:glm~;i,N) .fl~<)m 1 ~)'lh 

to 1977. 
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B. In order to determine whether there was a significant short or 

long change effect on the rate of burglary, an interrupted time 

series analysis was also completed. Interrupted time series 

analysis projects (forecasts) from the values of the pre-data the 

expected value of the post period. The actual observed data is 

compared with these theoretical expected values. If the inter­

vention has made a significant impact in either a short term or 

a long term change, this comparison will be statistically signi­

ficant. 

Interrupted time series analysis was completed for the following: 

non-residential burglary, residential burglary and total city 

burglary. 

The intervention point used in this analysis was January 1, 1977, 

the beginning of the Burglary Prevention Team's activities. 

Monthly UCR burglary rates for 1976 were used as pre-data and 

monthly UCR burglary rates for 1977 were used as the post data. 

The analy ,is indicates that there was no significant short or long 

term change in the non-residential, residential, or combined 

burglary rates in the 1977 as compared to 1976. 

As the effects of this projects are cummulative, it is possible 

that the change in the burglary rates would not be apparent as 

soon as January 1, 1978. Additional interrupted time series anal­

ysis using February, March, April, etc. as the intervention point 

will be completed at a later date. 

N ' 
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2. A comparison of the percentage of no-force, non-residential bur-

laries for 1975 and 1976 to 1977. 

A sample of February, May, August and November non-residential 

burglaries was used. The percentage of no-force non-residential 

burglary has changed only 2% from 1976 to 1977. 

1975 1976 1977 

Force 74% 76% 71% 

No Force 21% 20% 22% 

Unknown 5% 5% 7% 

3. A comparison of the monetary loss per non-residential burglary 

for 1975 and 1976 to 1977. 

Although the overall loss from commercial burglary has decreased 

the past two years, the average loss per burglary has increased. 

Total Loss from Non­
residential Burglary 

Average Loss per Burglary 

1975 

$361,852 

352.11 

1976 1977 

$336,449 $317,573 

336.79 388.71 

4~ The percentage of business persons who have implemented the 

officer's suggestions for improvement of business security. 

A sample of 68 business persons who have had a security check 

completed, indicates that 67% of those who were given suggestions 

implemented them. An additional 24% of the respondents indicated 

that they intended to do so in the future. wor more detail, see 

next page.) 
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VERIFICATION CALLS 

A sample of bUsinesses in which a security survey was completed the 

previous month was called to determine their attitude toward the officer's 

visit and whether they implemented suggestions made by the officers. A 

total of 68 calls were completed during the year. 

Almost 100% of those surveyed had a positive reaction to the officer's 

visit. Comments included: "informative", "excellent", "helpful", "thor­

ough". Only one respondent was negative--because the officers spoke to 

an employee rather than the manager. 

The business representatives stated they initiated the officer's 

visit in 75% of the cases and the police officer in 25% of the cases. 

Almost 90% of the persons surveyed indicated that the officer had made 

suggestions for improvement and 9% of the businesses were already ade­

quately secure. 

Of those given suggestions by the officers, two-thirds stated that 

they had implemented the officer's suggestions and another one-fourth 

stated that they intended to do so. 

Most frequent responses to the question of what measures had they 

taken to improve their business security were: improved locks, installed 

alarms, added or changed lighting, improvements to the outside security 

and securing windows. 

Almost 100% of those business persons surveyed indicated they thought 

that the program would improve police/business relationships. 

Just over two-thirds of the business representatives sampled indicated 

that they had discussed the officer's security survey with business asso­

ciates. 
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BURGLARY PREVENTION TEAM 
VERIFICATION CALLS 

1. What was your impression of the officer's visit? 

positive 

Negative 

2. Who initiated the visit? 

Police 

Business 

67 

1 

17 

51 

99% 

1% 

25% 

75% 

3. Did the officer make any suggestions of ways in which you might 
improve your business security? 

Yes 

No 

No (already adequate) 

4. Have you made use of these 

Yes 

No 

Not Applicable 

No Information 

5. If yes, what improvements? 

Improved Locks 
Installed Alarms 
Added or Changed Lighting 
Improvement to Outside 

(gates, fences) 
Secured Windows 
Changed Method of Hand-

ling Money 
Others 

60 

2 

6 

88% 

3% 

9% 

suggestions? 
Percent 

of Total 

39 57% 

19 28% 

8 12% 

2 3% 

(multiple answers 

Percent 
of Total 

19 28% 
9 13% 
7 10% 

6 9% 

5 7% 

3 4% 

6 9% 

Percent of Those 
Given Suggestions 

67% 

33% 

possible) 

Percent of Those 
Given Suggestions 

33% 
16% 
12% 

10% 

9% 

5% 

10% 



6. If no, why not? 

Plan to do so 

Other 

Question Not Asked 

7. Do you think this program 

Yes 

No 
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Percent Percent of Those 
of Total Given Suggestions 

14 21% 24% 

3 

2 

will improve police/business relations? 

66 

2 

97% 

3% 

8. Have you discussed the officer's visit with any of your business 
associates? 

Yes 

No 

46 

22 

68% 

32% 

Percentages may not equal 100% due to rounding of numbers. 
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SECTION 4.H. 

DRIVING WHILE INTOXICATED (DWI) IMPACT GRANT 
EVALUATION* 

By 

Northwest Regional Council 
Washington State Traffic Safety Commission 

Stuart Readio 

November 10, 1977 

Selections from the DRiving While Intoxicated (DWI) Impact Grant;, Evalua:-
tion have been excerpted for inclusion. 
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I N T ROD U C TOR Y C O'M MEN T S o N 

"DRIVING WHILE INTOXICATED (DWI) IMPACT GRANT!' 

The driving while intoxicated prevention (or "countermeasures") 

project presented the evaluator with several problems, many of them similar 

to those encountered in all field evaluations where there is no randomly 

assigned control group, no comparison group or area that can be used, and 

only monthly (aggregated) data are available (no case-by-case data). Much 

of the analysis relied on interrupted time series but the evaluator incor­

porated several interesting analysis techniques and strategies into this 

design. 

One of these (pp.27-28) is the use of regression analysis of two 

time series for the purpose of examining a change in productivity levels. 

For example, the number of hours required to transport each prisoner by 

the police, in the pre-time period, was estimated with regression analysis 

(months being the units) in order to incorporate into the post-project 

time period any trends in the pre-project productivity level. The ex­

pected number of hours required to transport the actual number of post­

project prisoners was then calculated by using ~he pre-project equation 

parameters (alpha and beta) on the actual nlunber of prisoners transported. 

Since the total hours expected was more than the actual number required, 

the data indicate an increase in productivity. 

A second analysis strategy of value in many evaluations is to identify 

the theory of the project in terms of how it is expected to have an impact 
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on the problem and then to test each of the linkages. In the DWI evalua­

tion (p. 32 ff) the evaluator found an impact on a performance measure but 

the project had no effect on the intervening variables. This indicates 

either that the observed effect on the final performance measure is attrib­

utable to other factors or that the theory of the project was misspecified. 

The third technique of interest is the lagged regression analysis that was 

used to examine whether a crackdown on DWI would deter drunk driving and, 

therefore, reduce the number of accidents involving DWI (pp. 33 and 66-70). 

When the effect of an activity is not expected to occur simultaneously 

(e.g., within the time unit used in the analysis) a lagged regression 

such as that used here is appropriate. 
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E X C E R P T S 

INTERIM PROGRAM EVALUATION: 

D.W.I. IMPACT GRANT 

PREPARED FOR THE WASHINGTON STATE 
TRAFFIC SAFETY COMMISSION 

STUART READIO 

EVALUATION COORDINATOR 

NORTHWEST REGIONAL COUNCIL 

NOVEMBER 10, 1977 
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Summary 

The data available at this early project date suggests that there has 

been little impact upon the number of accidents in rural Whatcom County in 

in which the driver involved was impaired by alcohol use. Individual pro­

gram components, while maintaining a high degree of professionalism and, 

in fact, increasing overall productivity, have not in many instances 

exceeded statistical expectations in their activities. 

The detention, apprehension and channeling of offenders into the judi­

cial system as well as the optimization of the level of effort directed 

at this activity in order to install a high perception of risk of being 

apprehended for driving while drinking has certainly been implemented in 

a competent manner. Further, the judicial sanctioning of individual 

drivers to minimize recidivism appears to promise documented problem 

impact. It may well be a function of blunt measurement tools as well as 

the interim nature of this data that constrains our ability to discern a 

real program impact. This is certainly not to say that visible impacts are 

not expected by the second year of the-grant period, at which time a more 

substantial data base should be available for evaluation purposes. 

Briefly, this evaluation's major findings may be summarized: 

o The Mobile Jail Van is indeed saving officer time and indirectly con­

tributing to mOre effective law enforcement. In Blaine, officer 

time spent on transporting prisoners was down by 10%; the time pro­

cessing DWI arrests was down 19.5% and the number of prisoner trans­

ports.decreased by 11%. 

o The DWI officer is exceeding expectations in terms of his participa­

tion in all Blaine Police activity. From November to August, Officer 
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Quaade contributed some 18.7% of the Department's total activity. 

o Monthly DWl arrests in Blaine have increased sharply since the pro­

ject began operation. With an F score of 4.06, DWl arrests estab­

lished a new monthly trend, significantly greater than before the 

project began. 

o The monthly number of physical control convictions have increased 

significantly during the project period, in the Blaine Municipal 

Court, with a F score of 4.07. We found convictions for this offense 

establishing a new and significantly greater monthly trend. 

a state Patrol statistics reveal the DWI arrests increased significantly 

after the advent of the Mobile Jail Van. PatrOl hours, the number of 

prisoner transports and the time spent by the Patrol on transport-

ing prisoners also revealed positive progress toward reversing earlier 

unfavorable trends. 

o The Alcohol evaluator made 75 alcohol evaluations during a 10 month 

period under the auspices of the grant. This is 18% of the total eval­

uations this person cond~cted. 

o Probation clients previously recidivated at a rate of 26.5% in terms 

of prior DWI arrests. The overall recidivism rate for all activity 

is 44.6% 

The Problem 

In rural Whatcom County the number of accidents where the driver, 

upon investigation was found to be impaired by alcohol, had increased by 

49% from 1974 to 1975. Further, the number of Canadians arrested for DWI 
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had increased signficant1y (X
2 = 47.4, a = .004) from 1969 to 1973. From 

1970 to 1976 DWl arrests by the Blaine Police Department had increased 

from 12 to 138, a change of 1050%. Traffic arrests had increased some 

40% while police field contacts had increased 15%. Obviously the detec-

tion of DWI violators had increased dramatically in terms of the amounts 

of police time committed. Prior to the implementation of the DWI Impact 

Grant the Blaine Police averaged 11 OWl arrests per month, 1.5 physical 

control arrests and averaged 20 hours per OWl arrest. On top of all of 

this actual police patrol time, the meat of most departments' activity, 

had been decreasing from 6552 hours in 1971 to 3404 hours in 1976, a 

decrease in real patrol time of some 48%. 

As incidious as these statistics may be, they have a more pervasive 

nature even yet. It was found that any increases in the number of OWl 

arrests made by the Blaine Police 3~eased the number of misdemeanant 

arrests, the police time spent on field contacts, the number of felony 

investigations the police made, the number of misdemeanant investigations 

the police made, and the number of juvenile contacts the Blaine Police 

made. Conversely, these same increases in DWI apprehensions increased 

police court appearances, the time the police spent in court and the num-

ber of prisoner transports by the Blaine Police to the Whatcom County jail. 

None of the above-mentioned effects of increasing DWl apprehension 

can be construed as particularly positive in terms of police productivity 

and consequently in the deterrp.nce of drinking and driving. 

Program Methods 

The DWI Impact Grant ~s a Traffic Safety Commission action program 
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designed to provide money, $10Q,687, to Whatcom County and the City of 

Blaine to fight the rising incidence of driving while intoxicated viola­

tions. 

At the forefront of the local planning effort was the Director of 

the Whatcom County District Court Probation Department, Conrad Thompson, 

whose authored document, ~ingDrivers, identified specific crime prob­

lems particular to this area. The specific components of this project 

were then planned and implemented in Whatcom County to address this prob­

lem. The project level evaluation of all Impact Grant activities was 

funded contractually, $1,814, by the Impact Grant. 

The City of Blaine and Whatcom County implemented a police patrol 

project as part of the overall program effort. This consisted of hiring 

and training a police officer, William Quaade, to deal specifically with 

driving while intoxicated violators. Officer Quaade was assigned to 

patrol the City of Blaine at those hours when the crime was most often 

thought to occur. The second aspect of this stepped-up increase in patrol 

activity was the purchase and outfitting of a step-van to act as a mobile 

jaE., unit. While Quaade I s activity was aimed at increasing detections 

of the crime directly, the Mobile Jail Van sought to reduce police (in 

all of the smaller Whatcom County jurisdictions) down time and indirectly 

increase crime detections. It was also assumed that the Mobile Jail Van 

would act as a dete~rent tv all types of criminal activity. 

The second component of this grant was to increase prosecutorial 

services to the city of Blaine, again directed at increasing the thorough­

ness and efficiency with which crime specific activities are handled. The 

grant made monies available to increase the time an attorney, could act on 
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the city's behalf in the processing of apprehended DWI violators. Further, 

to insure the proper adjudication of these court cases the grant mane 

available monies for increased judicial services to the City of Blaine. 

These monies were used to allow the City to contract with Whatcom County 

for the use of its circuit-riding judges. 

At the end of the Impact Grant's spectrum were the important diagnos­

tic and rehabilitative functions performed by an alcohol counselor and 

probation officer. The alcohol evaluator is a staff member of the Whatcom 

County Alcohol and Information and Referral Center, while the Probation 

Officer is a member of the Whatcom County District Court Probation Depart­

ment. It is the responsibility of the Alcohol Evaluator to diagnose poten­

tial alcohol problems amongst all drinking drivers convicted in the Blaine 

MU?icipal Court. The probation officer, Alex Whitehouse, has the responsi­

bility of gathering sentencing information, assuring that referrals are 

made for alcohol evaluations, and insuring accountability for programs 

required of the offender by the Court. These functions apply to both Can­

adian and American citizens. 

Supplemental to all of these components, including the evaluation, 

was the provision of clerical services to the City of Blaine's Police 

Department and Municipal Court. Willie Kilmer handles these duties as 

police secretary and court clerk with sterling acumen. Her orderliness 

added immeasurably to the coherence of this evaluation. 

It should be mentioned that in no case was new staff hired to spe­

cifically attend to project endeavors. In most cases, existing staff were 

utilized to fill these new positions and often the grant actually merely 

made monies available for the work to be done. In terms of program 
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efficiency, this proved to be quite good as DWI detection, adjudication 

and rehabilitation efforts were manned by experienced staff. In terms 

of this research, it made the work somewhat confusing. 

This· is certainly a far,...reaching project, whose impacts were direct 

and indirect. I have focused on the most obvious components and paid, 

perhaps, too little attention to some of the less obvious aspects. The 

second year of evaluation activity will certainly attempt to correct any 

such oversights. 

Time-Series Statistics and Related Research 

Much of the data in this document has been examined by means of the 

interrupted time-series design and several accompanying statistical tests. 

The use of interrupted time-series analyses presupposes, among other 

things, the existence of a valid meausre of the effect variable (this DWI 

counter-measures project) for an extended period preceding and following 

the change in the causal variable. Within this evaluation I have gone 

back to 1973 to collect monthly activity data from both the Blaine Police 

Department and the Municipal Court. This monthly data was plotted up 

until November of 1976 as the "pre" period. Data subsequent to this period 

was tili1ed as the "post" period and hypothetically supposed to show the impact 

of the project. Actually, in all of these time series calculations it was 

hypothesized that the pre trend would be equal to the post trend; in other 

words, the monthly data would establish a direction and remain unchanged 

despite intervention. To test for change due the DWI counter measures pro­

ject I have used tests of significance, the Mood, and the Walker-Lev 1. 

The Mood test the t-distribution while the Walker-Lev test uses the F­

distribution of probabilities. 



4-203 

The single Mood examines whether there was any immediate change in 

the trend established by the pre data. It does this by predicting the 

first post data point and then comparing this predicted value with the 

first actual data point. A significant difference may mean that there 

was an "at-once" effect upon the data brought about by the introduction 

of counter-measures. 

The ~Jalker-Lev I test is a test of the hypothesis of a common slope 

for the pre change and post change peri.ods. In other words, the hypothesis 

states that all post change data points fit the slope of the pre change 

data. If an impact is made upon the variables tested then the slopes 

should not be common.. 

Since the DWI counter-measures project intends to stimulate a new 

trend in the data, the Walker-Lev I test will be emphasized here. 

In conclusion, we have a test, the Mood, that will show us whether 

the project had made an immediate impact upon the project. 

The Walker-Lev 1 will reveal whether the project has created a new 

trend in the data, a trend we suppose will include greater post change 

values and yet hypothesize will not. 

To analyze the jail van data I have collected activity statistics 

from the Blaine Police Department and constructed regression equations 

which allowed me ,to predict post change monthly scores. These scores were 

then compared with actual monthly statistics ••• 

For both the DWI officer and the mobile jail van descriptive statis­

tics are'breifly examined. These data were collected by the program people 

in the court of their activities and later aggregated by the project dir­

ector. Though they do not include a twelve month period of data, they are 
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a sufficient sample and may be considered representative of the whole pop­

ulation. 

The rehabilitation aspect of this project was examined by means of 

substantial data collection activities and aimed at establishing a base­

line recidivism rate that a thorough follow-up might be made on clients 

during the second year of the project. Demographic and legal history vari­

ables were also collected on clients to act as predictors of future 

criminality. The process at work on clients was also investigated to 

help explain the outcome. Unfortunately scant information was maintained 

on and by the alcohol evaluator, though this problem is modified somewhat 

by an overlap of data with the Probation Department. 

Privacy and security agreements have been signed with the Probation 

Department assuring access as well as protecting client security. 

Assessing whether overall problem impact had occurred was constrained 

by a definite lack of data. I was able to collect impaired driver accident 

data only up until July of 1977. This of course means that our post change 

period was rather lacking in data points. An analysis at the end of the 

second year showed alleviate ttiis problem. I selected rural Whatcom County' 

as the geographic location that I might forego any extraneous, policy­

oriented influences on city data. An examination of 1976 impaired driver 

accident data for the city of Blaine revealed zero accidents and zero 

fatalities. To analyze what data I did h~ve, I lagged the correlation 

between accidents, arrests by the Blaine Police, convictions of DWl vio­

lators by the Municipal Court as well as probation referrals to alcohol 

treatment of DWl violators. This lagging of the data allowed me to test 

the deterrent effect of project emphasis on these three major variables. 
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with the resulting equations using pre change monthly data, I then pre­

dicted monthly totals and compared them with actual monthly scores. 

Time-Savings of Mobile Van 

One assumption inherent in the funding of the mobile jail van was 

that it would save officer time at booking, testing and transporting sus­

pects. Such time savings should, of course, manifest itself in terms of 

increased police productivity (more apprehensions). Rather than doing so 

directly, several intervening variables should have been impacted, thus 

allowing increased crime detection productivity. I have isolated four 

distinct intervening variables that should have changed with the advent 

of the mobile jail. They are: a) the number of prisoner transports; 

b) the police time spent on prisoner transport; c) the amount of police 

patrol time; d) the time spent, processing OWI arrests. variables a, b 

and D should decrease while variable c should increase. Instead of re­

searching what are probaoly non-existent statistics from all of the smaller 

Whatcom County law enforcement agencies, I have collected these statistics 

from the Blaine Police Department. I believe this to be a logical sample 

frome as the grant did target Blaine and we have se.en Blaine. make copious 

use of the mobile jail. Further, the exemplary nature of the majority 

of the Bl.aine Police data makes the research less prone to invalidity. 

To test the time savings inherent in the mobile jail van I correlated 

patrol time with the number of DWI arrests, on a monthly basis. After 

calculating the slope and y-interrupt I constructed a regression formula, 

y = 5.73 x +257.48 which allowed me to predict for the during-program months 

how much patrol time should have been utilized aocording to the number of 
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arrests. I expected 3400 hours of patrol time while the actual amount 

was 11% less, or 3051 hours. In other words, it does not appear as if 

the Blaine Police Department's patrol time has changed significantly, 

especially in light of the fact we should have expected an increase in 

patrol time if the van had made an impact. 

The same technique was utilized to predict the number of prisoner 

transports. In this case the predictor variable was the amount of time 

spent by the police bn transporting prisoners. The regression equation 

in this case was y = .51 x +3.43. I expected the Blaine Police to make 

115 prisoner transports while in fact they only made 102, a difference of 

11%. In this case then there has been a decrease in a variable that may 

certainly have been brought about by the mobile jail van. 

The amounts of police time spent in transporting prisoners was also 

regressed, in this case, against the number of pri~oner transports. The 

regression equation was y = .91 x +8.19. According to this equation I ex­

pected 175 hours to be spent by the Blaine Police transporting prisoners 

while I found that they actually spent 158 hours, a decrease of 10%. Again 

this is a promising statistic as regards the impact, in Blaine at any rate, 

of the mobile jail van. 

One further calculation concerning the van's impact upon the City of 

Blaine was investigated and this involved the pre and post van police time 

spent on DWI arrests. I have used the same technique as above. I cor­

related the number of DWI arrests with the police hours spent on these 

arrests for 24 months prior to the advent of the van. This correlation 

revealed the forumla for predicing time spent of y = 1.73 x +.55. Then, 

by substituting the post van number of DWI arrests I predicted the hours 

the Blaine Police should have spent processing DWI arrests. The total was 
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225-1/4 hours. By reviewing monthly police activity reports for this same 

period, I found that the police actually spent 181.25 hours, a substantial 

decrease of 19.5%. This may be a function of an increased proficiency on 

the part of individual officers in handling cases .though I suspect, as 

with the former variables, a minifestation of the impact, of the mobile 

jail van on the Police in Blaine. 

In conclusion, we have seen three important variables, the number of 

prisoner transports, the time spent on prisoner transports and the time 

spent on OWl arrests aggregate during the project period to a total less 

than expected. The nature of these variables are such that they should 

have been amendable to change with the advent of the mobile jail van. 

Police patrol time, on the other hand, continu~d its downward trend and 

though it should have increased, it did not. These mixed results may well 

be the product of incomplete data but they do appear to answer the immedi­

ate question as to whether there is any manifest van impact. 

It can only be hypothesized that similar results may be found in other 

county law enforcement statistics. If they are similar, then we may say 

that the jail van output is up to expectations. 

Van Impact Upon Washington State Patrol Statistics 

Certain activity statistics from the Bellingham Detachment of the Wash­

ington state Patrol were also utilized to measure the impact of the Mobile 

Jail Van. The monthly statistics, patrol hours, number of prisoner trans­

prots, time spent by WSP officers on prisoner. transports and OWl arrests 

were selected for their perceived arnendability to change induced by the 

Mobile Jail Van. These figures were analyzed by means of the Mood and 
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Walker-Lev 1 test used and described earlier. The findings are summarized 

below. 

WSP Activity and Time-Series Analysis 

Degrees of 
Activity Test Score Freedom Significance 

Monthly Patrol Hours Mood t= .37 33 NS 
Walker-Lev 1 F= .08 1,41 NS 

No. of Priso.ner Transports Mood t= -.34 33 NS 
Walker-Lev 1 F= 1.01 1,41 NS 

Time on Prisoner Transports Mood t= .49 33 NS 
Walker-Lev 1 F= .23 1,41 NS 

DWI Arrests Mood t= .19 33 NS 
Walker-Lev 1 F= 6.04 1,41 p= .05 

The data seem to indicate that in no case was there an immediate 

effect or change in State Patrol activity. In only one case was there an 

apparent long term change in the monthly dp.ta and that was the number of 

DWl arrests. Unfortunately, this data point is perhaps the least amend-

able to being changed by the advent of the Mobile Jail Van. The assump-

tion is that greater efficiency in booking and transporting suspects would 

facilitate and increase the time available to the State Patrol for detect-

ing offenders. This is plausible, however, there is the intervening step 

of increasing patrol time and subsequently, increasing the "at-risk" per-

iod for drinking drivers. No significant change in the amounts of patrol 

time available does seem t.o cloud the issue in terms of the van contribut-

ing directly to greater WSP drinking driver apprehensions. There are too 

many possible extraneous influences upon DWI arrests to allow us to say 

unequivocally that the van brought about this change. 
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Problem Impact 

As I mentioned earlier, the lack of data has constrained the ability 

of this research to discern an overall project impact on the problem of 

drinking and driving violators and the accidents resulting therefrom in 

rural Whatcom County. 

To measure the effect of increased police apprehensions, DWI court 

case convictions and probation referrals to alcohol treatment, I have cor­

related these monthly statistics with the monthly number of impaired driver 

accidents in rural Whatcom County. To better determine the deterrent 

effect of these former variables, I lagged the accident data one month. 

In other words, July of 1976 arrest data would be correlated with August 

of 1976 accident data; and then August of 1976 arrest data would be corre­

lated with September of 1976 accident data and September of 1976 arrest 

data would be correlated with October of 1976 accident data, on through 

until I run out of monthly data points. This technique should reveal 

whether increasing DWI apprehensions, convictions and the referral of alco­

hol offenders to treatment acted in a manner sufficient to deter drinking 

drivers and consequently effect impaired driver accidents. Further, these 

calculations allow us to predict the monthly number of accidents which can 

then be used in a comparison with actual monthly statistics. 

This r2 between accidents and arrests was .01 which is extremely low. 

The regression forumla used for predicting accidents turned out to be 

y = .10 x +11.64. utilizing this formula and using actual arrests to 

predict accidents, we arrive at totals for 89 for expected accidents while 

the actual total was 98. 
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The lagged correlation between DWI convictions and impaired driver 

accidents was slightly higher (r
2 = .03). The regressibn equation of 

y = 4.94 x +8.8 revealed a predicted accident value of 89 also. 

Though hampered by even less data (perhaps a partial explanation) I 

found that the lagged correlation between accidents and probation-directed 

alcohol referrals was quite a bit greater (r
2 = .11) and that the differ-

ences between expected value for accidents was less than the actual total. 

Again, this should be examined with some caution as I am using for this 

regression 2 months less data than in the other correlations. The actual 

worth of this final statistic will be known later when more data is avail-

able. It does at this stage seem somewhat more promising than the others. 

This is probably because ~he scope of probation referrals is greater than 

Blaine Police arrests and Municipal Court's convictions. In none of the 

correlations do I have much faith in the predictability of the regression 

2 
equations due to the rather low r • 

::-. .. ---
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SECTION 5 

PROTECTING THE CONFIDENTIALITY AND PRIVACY OF DATA 

Overview 

This section contains a table showing the different forms or 

assurances that are to be used and when each is needed. The full 

text of LEAA's most recent explanation of their requirements is in­

cluded and sample of forms actually used in an evaluation are shown. 
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SECTION SA 

PROTECTING THE CONFIDENTIALITY AND PRIVACY OF DATA 

In examining the issues about protection of confiden1:iality and 

privacy of research or statistical data, it is useful to make a distinc­

tion among four elements: 

1. What is required and what is perm~tted by the LEAA regulations. 

2. What is required and what is permitted by the state law and 

administrative code (WACs). 

3. What should be done by any agency involved in the collection, 

transfer, or use of statistical or research data in order to protect the 

agency from possible litigation by individuals described by the data. 

4. What should be done, from an ethical rather than legal point of 

view, in weighing the value of the research or evaluation against the 

possible risks to individuals involved as "subjects" in the evaluation 

and/or from whom the data are collected. These risks include possible 

invasion of privacy, accidental or intentional revelation of the confi­

dential information about a particular individual to another person 

without the informed consent of the first individual, and any other nega­

tive consequences that might occur for the individual if the evaluation 

is conducted and/or the data are obtained, transferred, or used for re­

search and statistical purposes. 

In a general sense, it is accurate to say that officially promul­

gated statements on requirements are not as stringent as what would 

be needed to fully protect an agency or an evaluator against poten­

tial litigation. Furthermore, the procedures needed to protect 

an agency or evaluator against litigation may not be as stringent 
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as those which would meet all of the ethical standards that one might 

propose to be needed to fully protect human subjects. 

This section of the Handbook begins with a summary table showing 

the names of the written forms that may be needed, summary information 

about them, and the location (in the Handbook) where a discussion and 

sample of each form can be found. The summary table is followed by a 

discussion of informed consent and protection of human subjects. 

A full copy of the LEAA regulations (which are quite clear and 

self-explanatory) is included following the t~xt Q~ this se.ction. In 

the final part of this section are the forms used to obtain names of 

juveniles from an agency for the purpose of contacting and interview­

ing the youths. Similar procedures could be used, with adaptations to 

meet specific needs of the situation, by evaluators attempting to gain 

access to similar types of sensitive information. 



AGREEMENTS AND ASSURANCES FOR COLLECTION, TRANSFER, AND USE OF DATA 

ABOUT INDIVIDUALS TO BE USED BY EVALUATORS FOR RESEARCH OR STATISTICAL PURPOSES 

NAME OF FORM 
OR ASSURANCE 

1. Transfer 
Agreement 

2. Privacy 
certificate 

3. Employee 
Agreement 

PARTIES TO THE 
AGREEMENT 

(a) agency that 
collects informa­
tion & evaluator/s 
to whom it is being 
transferred; 
(b) evaluator's 
agency & any other 
agency or indivi­
dual (other than 
employees or sub­
contractors) to 
whom it is being 
transferred. 

Issued by evalu­
ator or evaluator's 
agency to agency 
that is transfer­
ring the data. 

Employees of the 
evaluator's agency 
who will have ac­
cess to the data. 

4. Sub-contrac- Evaluator and 
tor Agree- subcontractor 
ment or 
Provision 
in Sub-con-
tract 

[CONTINUED ON NEXT PAGE] 

PREPARED BY 

Recipient or 
transferrer 
of data 

Recipient 
of data 

Evaluator 

Evaluator or 
subcontractor. 

WHEN NEEDED 

(a) when data 
are identifi­
able or poten­
tially identi­
fiable to indi­
viduals; 
(b) when names 
are released. 

Same as above. 

Same as above. 

Same as above. 

PURPOSES 

Specific agreement~ 
& conditions to 
protect confiden­
tiality & privacy 
of data. 

Assurance by reci­
pient that data 
will be kept con­
fidentia,l & infor­
mation on how this 
.. ,ill be done. 

Same as above. 

Same as above. 

EXAMPLES & DIS 
CUSSION OF ELE 
MENTS IN FORM 

Handbook, 
Section 5D; 
LEAA Regula­
tions, pp. 11-, 
12, 25-26, 33 

Handbook, 
Section 5D; 
LEAA Regula­
tions, pp. 21-
24, 29 

Handbook, 
Section 5D 

Handbook, 
Section 5D 

lJ1 
I 

lJ1 



AGREEMENTS AND ASSURAN~ES (continued) 

NAME OF FORM PARTIES TO THE 
OR ASSURANCE AGREEMENT PREPARED BY WHEN NEEDED 

5. Informed Subjects from Evaluator or When collecting 
Consent whom data are person wanting data directly 

being collected. the data. from individu-
als f017 evalua-
tion, research 
or statistical 
purposes. 

6. Protection Outside commit- Evaluator pre- Required by DHEW 
of Human tee review of pares informa- & some other 
Subjects procedures. tion; committee federal agen-
Review approves or cies; not re-
Form disapproves quired by LEAA 

the procedure. but useful to 
insure that 
ethical & legal 
requirements are 
met when human 
subjects are 
involved. 

PUEPOSES 

To protect human 
subjects. 

To protect human 
subjects. 

I 

EXAMPLES & DIS 
CUSSION OF ELE 
!"ffiNTS IN FORM 

Handbook, 
section SD; 
LEAA Regula-
tions, pp. 14-
15 

Handbook, 
Section SE 

,<~. 

lJ1 
I 

0'1 
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SECTION 5B 

DISCUSSION OF INFORMED CONSENT 

AND HUMAN SUBJECTS REVIEW PROCEDURES 

Risks to the individual and the possible invasion of an individual's 

privacy are substantially increased when the evaluator contacts the indi­

vidual to collect data directly. Evaluators almost always must be con­

cerned with the risks to human subjects when the project, for purposes 

of research or evaluation, manipulates human beings in a manner that 

would not otherwise have occurred. 

The issues to be covered in the subsequent discussion are: (1) What 

procedures should the evaluator follow in obtaining the names of persons 

to be contacted and interviewed direct~ly? (2) What constitutes "informed 

consent"? (3) What is involved in the use of a human subjects review 

committee? 

Obtaining the Names of Persons to be Contacted 

An evaluator can find a catch-22 situation in which s/he must con­

tact individuals to obtain informed consent, but is unable to get the 

names of project clients in order to contact them to obtain the consent. 

The LEAA regulations do not require any agency to release names to an 

evaluator so that the latter can contact the individuals to obtain in­

formed consent, but the regulations do not i~ any way prohibit this. 

One of two procedures generally would be used to obtain names of 

persons who are to be re-contacted by the evaluator. The first would 

be for the project to contact the individuals and administer the informed 

consent procedure on behalf of the evaluator. Names of persons who 

agreed to be. contacted would then be released to the evaluator upon the 
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completion of a transfer agreement and privacy certificate. The con­

sent of clients to be contacted by evaluators could be obtained by pro­

ject personnel at the time the individual is a client of the project. 

The transfer agreement and/or privacy certificate should include a speci­

fication of any risks to the client that might be involved in the evalu­

ator's effort to contact them and the procedures to be used for minimi­

zing the risk. If the project assumes responsibility for contacting 

the clients, it is presumed that the project only seeks consent for the 

evaluator to be given the names so that s/he can contact the individual 

and seek informed consent. (The project could, of course, seek consent 

for the individual's participation in the interview or data collection 

procedure, but the evaluator probably would prefer to do this.) 

A second procedure would be for the evaluator and agency to reach 

agreement on release of the names to the evaluator and the procedures 

to be used by the evaluator for contacting individuals and obtaining in­

formed consent (details should be included in the transfer agreement 

and/or privacy certificate). The agency could then notify the client 

that s/he is to be contacted by the eva,luator, but does not have to 

consent to be included in the interview or other data collection pro­

cedure. 'I'he evaluator would contact the::lient and seek informed con­

sent. This second procedure, again, is neither required nor prohibited 

by existing regulations. If it is used, both the project and the eval­

uator should be aware of the potential risks in even contacting the in-­

dividual. For example, efforts to recontact a rape victim could result 

in persons curr.entlY unaware that the rape occurred (parents, husband, 

or children, for example) becoming aware of it. 

! 
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The agency that transfers names to evaluators should balance the 

benefits to be gained by the evaluation or research against the risks 

to the individuals, including but not limited to the invasion of privacy 

and violation of confidentiality. The privacy certificate that is filed 

along with the transfer agreement should include a discussion of the be­

nefits, the risks, and the procedures used to minimize the risks. 

Informed Consent 

Before the evaluator collects information dir.ectly from individu­

als slhe should obtain written informed consent from the individual. 

The person from whom data are to be collected should be accurately in­

formed about the research, fully informed of risks (if any) involved 

in agreeing to participate, and informed as to whether there are any 

penalties for withdrawing after initially agreeing to participate. The 

individual should also be informed as to what will be done with the data 

(e.g., used for research purposes), whether the data are confidential, 

who will use the data, and what will be done with it when the evaluation 

is complete. The evaluator, of course, can include information concern­

ing the benefit of the research to the individual, community, or society 

in order to encourage participation. The purpose of informed consent 

is to insure that persons do not enter into an evaluation study without 

adequate informat.ion about the purposes and risks of the study. In ad­

dition, the individual must voluntarily choose to participate. 

Human Subjects ReView Committee 

Some federal agencies require that a committee which includes at 

least some persons outside of the agency conducting the research review 
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the protection of human subjects procedures to be used in the evalua­

tion. The general procedure is that the evaluator comple·tes a "hUL-nan 

subjects review form" {a copy is included in the Handbook) and the com­

mittee either approves or disapproves of the procedures. If the com­

mittee disapproves, the evaluator would need to alter the procedures 

and re-submit the request. Some organizations, including most univer­

sities and many non-profits, utilize a human subjects review committee 

(even when it is not required) in order to further insure that ethical 

and legal requirements are met. 

, 
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SECTION 5C 

LAW ENFORCEMENT ASSISTANCE ADMINISTRATION REGULATIONS: 

"CONFIDENTIALITY OF RESEARCH & STATISTICAL DAT'A" 

Abstract 

The full text of LEAA's most recent explanation of the agreements, 

assurances, and procedures for protecting human subjects and data about 

them is included. This is a well written presentation that clarifies! 

interprets, and explains the requirements originally published in the 

Federal Register of December 15, 1976 (vol. 41, no. 242, pp. 54846-

54848) . 
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This document was prepared by the Privacy and 
Security Staff, National Criminal Justice Information 
and Statistics Service, in conjunction with the LEAA 
Office of General Counsel, to explain and discuss the 
requirements of the LEAA regulations governing 
confidentiality of research and statistical data 
(28 em Part 22). It is hoped that the doc'ument will 
clarify some of the. requirements and objectives of 
the regulations nna will serve as a guide to persons 
conducting research and statistical activities pursuant 
to LEAA-funded.projects. Of equal importance, it is 
hoped that the docume~t will provide potential project 
subjects with an e.asily understood statement of the 
scope and protections of the regulations. 

iii 

The StCltute 

The LEAA regulations on confidentiality of research 
and statistical data, which are contained in 28 CFR 
Part 22, implement Section 524(a) of the Omnibus 
Crime Control and Safe Streets Act of 1968, as 
amended. Section 524(a) provides that: 

Except as provided by Federal law other 
than this title, no officer or employee 
of the Federal Government, nor any recipient 
of assistance under the provisions of this 

·title, shall use or reveal any research or 
statistic·al information furnished under 
th:i.!i title by any person and identifiable 
to any specific private person for any 
purpose other than the purpose for which 
it was obtained in accordance with the 
title. Copies of such information shall 
be immune from legal process, and shall 
not, without the consent of the person 
furnishing such information. be admitted 
as evidence or used for any purpose in any 
action, suit, or other judicial or 
administrative proceedings. 

The section was enacted as part of the 1973 amendment 
to the Omnibus Crime Control and Safe Streets A~t •. 



The Regulntlons 

In recognition of the significance of the issues 
involved, draft regulations implementing the act 
were initially published in the Fed~ Reg~t~ 
on September 24. 1975. Publi'c hearings were 
conducted on October 11. 1975; written comments 
were also received from interested groups. 
Subsequently, on January 8. 1976, an ad hoc panel 
of interested persons was convened to discuss 
proposed revisions to the draft regulations. The 
panel included representatives of the crim.ina1 
justice, academic, and research communities. as 
well as representatives of other interested 
Federal agencies. On December IS, 1976, final 
regulations were promulgated in the Fed~ Reg~t~. 
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Objectives 
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The objectives of these regulations are: 

(1) 

(2) 

(3) 

to ensure the confidentiality of 
identifiable data collected for a 
research/statistical purpose~ 

to upgrade the validity of research 
findings (by minimizing subject concern 
over subsequent use of personal infor­
mation); and 

to clarify researchers' obligations, 
responsibilities, and protections with 
respect to use and revelation of 
identifiable research/statistical data. 

3 



ImpQct 

Summary of Requirements 

In summary, the regulations provide: 
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o that identifiable research/statistical data 
may only be used (without consent of the 
individual) for research or statistical 
purposes; 

o that data may only be transferred in identi­
fiable form pursuant to a transfer agreement 
ensuring recipient compliance with confidenfi­
ality limitations; 

o that, except in noted circumstances, subjects 
must be advised that data will only be used 
for research or statistical purposes; 

o that, upon completion of a p~oject, identifiers 
must be destroyed or. otherwise separated from 
data and permanently secured; and 

o that copies of identifiable data are i~mune 
from administrative or judicial process. 

Protection to Subjects 

The regulations are intended to ensure that 
information provided for research/statistical 
use: 

o is not transferred or revealed in 
identifiable form for any purpose 
other than additional research or 
statistical activity (without 
prior consent of the indiv.idual); 

o is not used for purposes other than 
research/statistical activity (without 
prior consent of the individual); 

o is not included in identifiable form 
in reports or publications (without 
prior consent of the individual); and 

o is maintained under physically and 
administratively secure conditions 
to protect against unintentional 
revelation of identifiable data. 

The immunity sections of the regulations ensure that 
copies of information identifiable to a private person 
collected for research/statistical purposes cannot be 
subpoenaed or otherwise legally compelled to be 
produced in a judicial or administrative proceeding. 

5 



I<ey Concepts 

The major areas to be considered in understanding 
the requirements of the regulations are grouped 
under the follow~ng general subject headings: 

Applicability 

Information Protected 

Information Not Protected 

Authorized Uses and Transfers of Data 

Subject Notification Requirements 

Final Disposition of Data 

Security of Data 

Immunity 
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Applicability 
The regulations apply to all projects that: 

o were funded with LEAA funds awarded 
subsequent to January 14, 1977; and 

o involve the collection of information 
identifiable to a private person for 
research/statistical purposes. 

Coverage extends to research or evaluative "components" 
of LEAA-funded "action or delivery" projects in, cases 
where identifiable data is collected in the evaluation 
or research component. 

The regulations do not'apply to: 

o projects in which data are collected for 
a research or statistical purpDse in 
unidentifiable form; 

o "action" projects in which identifiable 
data are collected for administrative 
or ope~ational uses; 

o projects where funds are used for development 
of data-collection capability--rather than 
collection of data. 

Statutory ~:equirements, including the immunity 
provisions, apply to all personally identifiable 
research/statistical data collected inLEAA projects 
funded after July 15 1973. 

On October 3, 1971, Public Law 95-115 :i,ncorporated 
Section 524(a) into the Juvenile Justice and Delin­
quency Prevention Act of 1974. Research and stat'is­
tical projects funded under this Act are no,., fully 
subject to the Section 524(a) confidentiality 
provisions. 
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Information Protected 

The statutory language on whica the regulations are 
based provides that the protections of the statute 
apply to lLe.6eMC.h. and 1.ta.:ti.4ti..t!ai. .i.n601tmalion that 
is .<.d~n.ti.6i..able. to any .sp~c,lMc. p!Ltvat~ peJL4on. 
The protections apply regardless of the nature, 
subject matter, or "privacy implications" of the 
information. 

Re.6e4ILc.h and I.~tlc.al in6olLmation is defined by 
the regulations as: "information obtained for 
a research or statistical purpose in a project (or 
project, component.) whose objective is to test, 
measure, evaluate, or otherwise increase knowledge 
in £\, given substantive area." ' 

Under this definition: 
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o Identifiable information obtained' for 
administrative or "housekeeping" 
purposes is not protected--even whete 
obtained in connection with conduct 
of a research/s~atistical project. 

o Identifiable information obtained for 
research/statistical purposes in a 
component of an otherwise "action/ 
delivery" program .u. protected under 
the regulations. 

Phivat~ p~on is defined by the regulations as 
including corporations or nongovernmental organiza­
tions, as well as individual persons. The term 
includes persons (such as law enforcement officials) 
operating in an official capacity, but excludes 
governmental agencies~ 

Under this definition: ' 

o Information identifialile to' a law' 
en£orcement officer'whose activities 
were the subject of a research or 
statistical effort would be confidential 
under the ~egulations. 

o Information identifiable to a particular 
police department would not be confidential 
under the regulations. 

U1 
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Identi6i..able .i.n6olLmation is defined'by the ~egulations 
as information whicli. may "reasonably" be identified 
to a private person. !lie term is to be construed 
on the basis of factors sucn'as: 

o the size of the' statistical. universe; 

o the availability of public records that 
could be combined',nth researca data to 
reveal an individual's identity; 

o the uniqueness of certain attributes of 
subj ec ts; or 

o inclusion of a variety of demographic 
characteristics on the subjects. 
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Information Not protected 

The following categories of information are not 
covered by the regulations and. as such, may be 
released in ide~tifiable form 'for any purpose: 

o information obtained from records 
designated under State or Federal 
statute as "public" (exempted to 
preclude conflict with State open­
record policies and "sunshine" 
legislation); 

o information regarding future criminal 
conduct (exempted to preclude conflict 
with Federal and/or State law); 

o information gathered for intelligence 
or law enforcement purposes (exempted 
to ensure tllat lIintelligence" data are 
not included as IIresearch and 
statistical information"). 

In addition, where identifiable data is obtained from 
non-public records for research/statistical purposes, 
the regulations apply to the extracted research/ 
statistical data only. This exemption is specifically 
stated to preclude law enforcement concern over the . 
possible extension of applicability of confidentiality 
regulations to administrative or criminal history 
record systems from which data is released. 

It should be noted that the regulations do not require 
disclosure of the information described above. 
Accordingly. researchers may volun:taJUi.y wfthho:\.d 
disclosure of such information--recognizing, however, 
that where such lnformation is sought pursuant to a 
subpoena, information would not be protected by the 
immunity provision of the act and regulations. 

10 

Authorized Uses and Transfers of Data 

The regulations ~rovide that identifiable research/ 
statistical data may only be used'or revealed--on 
a need-to-know basis--as follows,: 

o for other research-or statisti~al purposes; 

o for any purposes authorized by the individual 
subject; 

o to ewployees of the recipient of assistance; 

o to subcontractors (provided subcontracts 
contain provisions to ensure security, 
confidentiality, and return of identifiable 
data); and 

o to LEAA--for limited' statutory report~ng 
and aud1t~g purposea. 

The regulations do not: 

o limit eligible r.ecipients of data for 
research/statistical purposes or require 
that researchers be certified or licensed 
for the purpose of obtaining data; 

o lLe.qLWte. that data--in identifiable or 
nonidentifiable form-~be transferred 
for secondary use;. 

o require that LEAA approval be obtained 
prior to transfer of data. 

11 
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T ranster tor Research /Statlstlcal Purposes 

Information may be transferred or. revealed in 
identifiable form for any research or statistical 
purpose. To ensure confidentiality of the 
information, however~ the',regulations ,require that: 

12 

o Information may only be transferred 
in identifiable form on ane.e.d-to-lmow 
b~.L.o (thus requiring that identiU.ers 
be stripped where transferred data can 
be utilized\v.lthout identifiers). 

o Information may only be 4e.transferred 
where data are included'in the recipient's 
data base and transfer'is approved by 
the original transferor of data. 

o Information must be returned upon 
cunclusion of the project for which 
data is transferred unless alternative 
arrangements, consistent with the 
regulations; are agreed upon. 

o Information may only be transferred 
pursuant to a tnan66~ ag4e.e.me.n.t 
binding the recipient of data to the 
restrictions of the regulations. 

o Information may only be transferred 
upon a findi;ng by the transferor that: 

• the proposed research use will 
not cause social or economic 
harm to the individuals identified 
in the data to be transferred; 

• the proposed project will be 
designed to ensure confidentiality; 
and 

• adequate administrative and physical 
security of data will be maintained 
by the recipient of the data. 

T ranster with Consent of the Individual 

The regulations provide tfiat identifiable information 
may be revealed'or transferred'for nonresearch or 
statistical purposes where prior consent has been 
obtained from the individual to whom the information 
relates. 

o Issues.relating to consent (e.g., 
competence of consenti;ng individual, 
persons authorized to consent for 
minors, etc.) will be determined 
pursuant to applicable State law. 

o Subject consent may ge.n~y be obtained 
at any time prior to release or use for 
nonresearch/s~atistical purposes (including 
at the time of data collection). 

o Where the data are sought for use in a 
judicial or administrative proceeding, 
however, written' consent must be obtained 
at the time that the data are sought for 
use in sucn proceedings. 

o Although nat specifically stated in the 
regulations, it is recommended that all 
consent be ob'tilined iIi written form' and that 
copies of the consent oe retained by both the 
persons releasing and receiving the data. 
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Subject Notification Requirements 

\. 
The regulations distinguish among situations in which: 

o data are obtained diA~ctty from the 
subject through questionnaire or other 
direct inquiry; 

o data are developed through ob4~vation of 
subject activity; or 

o data are derived from ~tlng records. 

Specifically, the regulations require that: 

V~ect inqui4y: Where data are obtained through 
direct subject inquiry, subjects must be 
advir::ed,eitl1.er orally or in writing, that 
information will, in the absence of alternative 
notification and consent, be used for research 
or statistical purposes only and that partici­
pation is (or is not) voluntary. 

Subject ob4~vation: Where data are obtained 
throug~ direct subject observation, subjects 
must be advised of the above-noted facts as 
well as the types of information to be 
collected. 

ExL6.ti..ng ltec.OI!,cU: Where data are obtained from 
existing records, no notification of subjects 
is required. (Data obtained in this manner 
are, however, in all other rt1Npects covered 
by the provisions of the regulations.) 
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Wulver of NotiflcQtlon 

Subject notification requirements may be waived 
where information is to be obtained through direct 
observation and, in the view of the researcher, 
notification would preclude or seriously impede 
conduct of the project., In,s~cQ,case&a,justi­
ficat10n for ,the waiver'must"be included' as part 
of the "privacy' certificate. 

"Unique" Subjects 

Where data are obtained directly from a subject, the 
subject must be advised if it appears--by virtue of 
sample size or subject uniqueness--that identity 
cannot be r~asonably concealed. In such cases, 
agreement to participate in the study is deemed 
to constitute consent to revelation of data in 
potentially identifiable form inresearch/statisti­
cal products of the project. Agreement to 
participate does not, however, without additional 
specific consent, authorize disclosure of the data 
for nonresearch/statistical uses. . 
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Security of Data 

The regulations require that phr&ical and administra­
tive security o~ identifiabla,~a&earch/s~atistical 
data be ensured by the original ,researcher and by 
all subsequent recipients of data. 

To accomplish this objective, the researcher must: 

o notify all staff (paid or volunteer) of the 
requirements of the regulations and obtain 
written agreement therewith from all 
employees; 

o limit staff access to identifiable data 
on a "need-to-know" basis; 

o maintain data under physical conditions 
designed to preclude intentional or 
accidental access to data oy nonauthorized 
individuals. -

a maintain a log indicating all transfers of 
information in identifiable form. (The log 
should indicate the name of the individual 
to whom the information was released, the 
individual's organization, the date of 
dissemination, identification of records 
released, and the purpose for which the 
transfer was made.) 

To ensure proper administrative security, it is also 
recommended that a list of all individuals (including 
employees) a.u.tholUzed to have direct access to the 
identifiable data base be developed and that a 
record of ~~ aeeeA4 to identifiable information 
by these authorized users be maintained. 

16 

Computer StorQge 

Where identifiable data are to'be maintained in a 
compu ter, the, researcher' must obtilin writt'en' assurances' 
that adequate hardware and software and administrative 
procedures will be, utilized to: 

o ensure technical security of data; 

o preclude unauthorized access to identifiable 
data; and 

o prevent unauthorized linkage of data. 

There is no requirement that data be stored in a 
"dedicated" system or that data be entered in the 
computer in nonidentifiable form. 
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Immunity 

The regulations (in Sec 22.28) follow the 
language of the act and provide that: 

"Copies of research or sta't"is.tical 
information identifiable to .8 private 
person shall be immune from legal 
process and shall only be admitted 
as evidence or used for any purpose 
in any action. suit. or other judicial 
or administrative proceeding with 
the written consent of the individual 
to whom the data pertains." 

In interpreting the immunity provisions, the following 
should be noted: 

18 

o The statute provides for an automatic 
immunity, requiring no action by the 
researcher or LEAA. 

o Immunity applies to "copies" of data--and 
accordingly, would not apply to r.esearcher 
recollections of information, nonrecorded 
impressions of subject response. etc. 

o Immunity applies regard~ess of whether or 
not subjects are notified of project 
participation or of the immunity pro­
tections. 

, " d ' itt' " o Immunity 1s on~y appl1cab1e to a m1n.s ~a 1ve 
and "judicial" proceedings and accord1ngly 
would not protect against release of data 
in legislative proceedings. 

o Immunity is based on the Federal statute 
and not merely on the language of the 
regulations or 8 grant condition. 

o Immunity applies to research/statistical 
information collected after August 1973 
(LEAA-funded) and October 3. 1977 (JJDP­
,funded)--regardless of whether or not the 
project received additional funding after 
that date. 

o Immunity applies to Federal and State. court 
or adm'i,nistrative proceedings. 

111 
I 

N 
W 

19 



Final Disposition of Data 

Upon termination of a project in which identifiable 
dat~ were collected. the regulations provide two 
options with res~ect to final disposition of data. 

Specifically: 

o Data. or all identifying portions thereof, 
may be destroyed. 

a Identifiers may be stripped' from data and 
B. name-index retained under separate and 
secure conditions. 

Removal of identifiers and maintenance ~f a separate 
name-index code will permit subsequent longitudinal 
studies and/o+ reanal¥sia. of data. Where tliename­
index procedure is to De followed, a d~scription 
of the separate maintenance conditions for the 
name-index must be included in the privacy certifi­
cate. 

In planning for the final disposition of data, 
researchers should be aware. that Federal or State 
requirements may preclude the destruction of records 
for a specific period of years from the completion 
of the project. In such cases the name-stripping 
process should be utilized during this period. 

Disposition of T (Qnsferred Onto 

Identifiable data transferred to a subsequent 
researcher pursuant to a transfer agreement must 
be returned to the original researcher at ~roject 
conclusion unless alternative arrangements are 
agreed upon. Such arrangements must include, 
~ a nUlUmUffl, the maintenance of a separate and 
secure name-index code. 

20 

Procedulo.l 
Requltements 
PRIVACY CERTIFICATE 
TRANSFER AGREEmENT 

The procedural mechanisms through which the regulations 
will be implemented are the p4iv«~y e~6ieate and 
the OLf4n6 6 eJL aglLeeme.n.t. 

Copies of a sample privacy certificate and sample 
transfer agreement are included at the end of this ~ 
document. These formsar£ 4amp.tU only. Alternative ~ 
forms mav also be used so long as they contain the 
necessa~y assurances. 
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The Privacy Certificate 

The regulations require that a privacy certificate 
be submitted as part of any application for a 
project in which data identifiable to a pri.vate 
person will be c01lected for research. or statistical 
purposes. A certificate must, therefore, be submitted 
in connection with research/s~atistical projects and 
with those "action" projects which. include an 
evaluation component involving the collection of 
data :f.dentifiable to a pri\'<tta person. A certificata 
would not be required in projects in which data 
is to be collected in nonidentifiafile, statistical 
form only. 

Content;') of Privacy Certifl.cQte 

The privacy certificata should contain assurances 
that: 

22 

a Limitations on use/revelation/transfer of 
identifiable. data wi1.l ba maintained. 

o Adequate administrative and physical 
security procedures ~rl:.ll De undertaken. 

o The projact and any project reports will 
be dt=l.sig.1ed· to ensure confidentiality of 
data. 

o Appropriate subject notification procedures 
will be followed. 

c Dissemination log procedures will be 
followed to control release of identifiable 
data. 

To support these assurances, the privacy certificate 
should briefly describa: 

o procedures to ensure confidentiality 
of data; 

a procedures to ensure physical/a~ministrative 
security of data; 

o procedures for subject notification and/or 
justification for waiver thereof (pursuant 
to Sec 22.27(c) of the regulations); and 

o procedures for final dispOSition of data 
(including security arrangements where 
separate name-index codes will be main­
tained) • 

The certificate should also include tha name and 
title of: 

o the individual to be charged with primary 
responsibility for ensuring compliance with 
the regulations (generally, the project 
director) ; 

o the individual authorized to approve 
transfers of data (and any institutional 
limitations associat0d with. data transfer); 
and 

o the individual authorized to determine 
final disposition procedures for data 
developed in the project. 

Where relevant, a copy of consent forms should also 
be attached to the certificate. 
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Submission of Prlvo.c,y Certificate 

A privacy certificate. should be submitted as part of 
any application for a pt't\je.ct to be funded under the 
Omnibus Crime Control and Safe Streets Act in which 
research/statistical data identifiable to a private 
person is to be collected. 

Where applicants do not initially anticipate that 
research/statistical data will be. collected in 
identifiable form, a privacy certificate should be 
submitted and approved at such time as funds are, 
in fact, to be expended for collection of identifiable 
research/statistical data. In such cases, a special 
condition may be included in the grant providing 
as follow:;:: 

"Where a privacy certificate. is not 
initially sabmitted, such a certifi­
cate must be submitted and approved 
prior to the expenditure. of LEAA funds 
for collection o~ identifiable researclij 
statistica+ data." 

Privacy certificates may be ame.nded at any time, 
subject to appr.oval by the appropriate reviewing 
official or board. 

24 
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The T ronsfer Agreeo'lent 

The transfer agreement is intended to ensure the 
confidentiality ot identUiable in~ormation which, is 
transferred from the original LEAA supported 
researcher to a subsequent researcher. Although a 
transfe~ agreement is required'in connection with 
each transfer of data, successive transfers of 
data to the. same recipient may be handled through 
amendments to an original agreement. 

Contents of Tro.nsfer Agreement 

The information and assurances to be included in the 
transfer agreement are indicated in the sample 
transfer agreement which is included at the end 
of this document. Where institutional regulations 
require that additional assurances be obtained in 
connection with transfer of data, such assurances 
must also be addressed prior to transfer of data. 

The transfer agre.ement should be signed by the 
individual auti10rized to transfer identifiable 
data protected under the regulations, as indicated 
in the original privacy certificate. 

As in the case of the privacy certificate, the 
transfer agreement should deeignate the individ~al 
or official of the recipient organization who 
will have primary responsibility for ma.intenance 
of transferred data. 
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Submission o.nd Review of T ro.nsfer Agreement 

A transfer agreement must be entered into prior to 
transfer of data in identtiiable tom f,ot s.ubsequent 
research/sj:atisti.cal U6;es. 

A transfer agreement is not required'wnere data is 
transferred to a sub-contractor, provided that pro­
visions assuring sec.uri.ty a.nd nonreve.lation of data, 
(consistent with requirements of the regulations]. 
are included in the suo-contract agre~ent. 

It is recommended ch~t a copy of tha t~ansfer 
agreements be retained by both., the tra.nsferOl: and 
the recipient of data. Copies of the transfer 
agreement are not required to be,submi.tted to 
or approved by LEAA. 

~ere information is to be ~etransferred by a 
recipient of data, the transfel.' agl:eement b.etween 
primary and secondary recipient of data should be 
reviewed by the original researcher prior to 
approval of the secondary transfer~ 
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Intennce with LERR Regulntlons 
on Cllmlnnl HlstolY Infolmntlon Systems 
(28 CFR Pntt 20) 

The LEAA regulations covering Privacy and Security 
of Criminal History Information (28 CFR Part 20) 
provide that agencies covered by the regulations 
may. but are not required, to disclose identifiable 
criminal history information for a research or 
statistical purpose. Such disclosure is permitted 
regardless of whether or not the proposed research 
or statistical activity is LEAA supported. 

mlere criminal history information is released for 
such purposes, an agreement ensuring confidentiality 
of the data must be entered into bet""een the criminal 
justice agency and the recipient of the data. 
l~lere data recipients have submitted a privacy 
certificate in connection with the project for 
which the criminal history information is to be 
used, the certificate would be sufficient to 
fulfill this requirement. If no privacy certificate 
has been submitted (e.g., if the research is not 
LEAA-supported). the agreement should contain 
assurances..: sim:t;lar, to' .. tlioB.e.l;'equired, for the privacy 
certificate. 

Agencies subject to 28 CFR Part 20 should note that 
release of data for a research/sj:atistical purpose 
does !!2E. subj ect the ,agency to provisions of the 
confidentiality regulations (28 CFR fart 22), This 
is the case since the confidentiali.ty provisions 
apply only to data which are obtained for researchl 
statistical purposes and E2E. to be. basic t'ecords 
from which such data is, extracted. 
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SUGGfSTEO FORlolAT --SAMPLE ONLY 

PRIVACY CERTifiCATION 

Title of Project Name of Grantee 

The Privacy Certification should contain the following Information: 

I. A description of the Research/Statistical component 

of project (or If this Information Is contained in 

the grant proposal. a notation of where in the grant 

proposal the Information Is located), If question­

naires are to be utilized. attach copy. 

II. A Justification for collection and/or maintenance of 

data In Identifiable form and description of procedures 

to be followed to preserve anonymity of private persons 

as required by Sec. 22.23(b)(7). 

III. A description of physical and/or administrative proce­

dures to be followed to Insure the confidentiality of 

data (Including procedures for notification of staff 

and sample staff notification agreement as required by 

Sec. 22.23(b)(2». 

IV. A de~crlptlon of the procedures to be used for notifi­

catIon of subjects as required by Sec. 22.23(b)(4), or 

If such notification Is to be waived, pursuant to Sec. 

22.27(c) a Justification therefore. 

29 
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Where Identifiable Information Is to be used for non­

research or statIstical purposes, a sample or description 

of the Consent Statement to be used, shall be attached. 

v. A sample of the Transfer Agreement to be used for trans-

fer of data In Identifiable form. Indicate the name and 

title of the Individual with the authority to transfer data. 

Also describe any institutional limitations or restrictions 

applicable to such transfers. 

VI. A description of procedures to be followed for final dis­

position of data, and where a name Index Is to be maintained, 

a description of procedures to secure the Index as required 

by Sec .• l!2.25(b). Indicate the name and title of the Indi­

vidual authorized to determine the final disposition of 

data. 

The Certification should also contain an assurance such as the following: 

Grantee certifies that: 

(li the Information contained above Is correct and that 

the procedures noted above will be carried out; 

(2) th~ project will be conducted, consfstent wfth all 

requirements of Sec. 524(a) of the Omnibus Crime 

Control Act of 1968, as amended, and Regulations 

promulgated thereunder contained fn 28 CFR Part 22; 

- J • 

(3) lEAA will be notified of any material changes In 

any of the Information supplied above. 

• 

Signature of person authorized to sign 
for grantee. 

Signature and title of project dIrector 
or other official primarily responsible 
for use and maintenance of confidential 
data (if same as above, lm!tcate) 

~~te~------------------------------------
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[SUGGESTED FORMAT.-SAMPL~ ONL~ 

Inform~tlDn Transfer Agreement 

Title of Pr6ject for which Informa­
tion was orIginally compiled, obtaIned, 
or used 

Name of Individual or Organization 
to which Information 15 being trans­
ferred 

LEPA Grant or Contract Number - Title of Project for which 
data wf11 be used 

The transfer agreement should contain the following Information: 

I. A description of the Research/Statistical component 
of the project and a statement of how the project 
plan will be designed to preserve the anonymity of 
private persons to whom the Information relates. 

II. An assurance that the recipient of data Is famf1lar 
with the Department of Justice regulations, (28 eFR 
Part 22). and agrees to ;::omPh' with them. 

III. An' assurance that Information Identifiable to a private 
person that Is transferred pursuant to this agreement 
will be used for research and statistical purposes only 
and"will not be revealed except as allowed under §22.24(b), 
(e) of the regulatlons--project findings and reports pre­
pared for dissemination will also not contain such Infor­
mation. 

IV. A description of the administrative and physical pre­
cautions that will be taken to assure security of 
Infonna tlon obta ined. 

V. An assurance that the final dlspo~itlon of the informa­
t!on transferred has been determined by the parties to 
this agreement and Is In accord with §22.24(h). This should 
Include a description of the procedures. 

The recipient agrees that any violation of this agreement will constitute 
a vlolatlc'n of the Department of Justice regulations. and be punishable as 
such. 

SIgnature of person authorIzed to 
transfer this data 

Signature of person receiVIng duta aner­
Assuming responsibility for Its co~fi­
dentlallty and security 

lJl 
I 
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SECTION 5D 

EXAMPLES OF FORMS 

USED TO OBTAIN NAMES OF JUVENILE OFFENDERS 

FOR THE PURPOSE OF INTERVIEWING THEM 

Overview 

The forms include a transfer agreement, privacy certificate, employ-

ee and subcontractor agreement, informed consent contact letter, and an 

informed consent agree.ment. The forms were used to obtain the names of 

juvenile offenders who had participated in a restitution program. The 

names were needed so the youths could be contacted and interviewed. 

A letter (not shown) describing the purpose of the study was sent to 

the agency from which the data were requ~sted. 



\L: .. :: 

-'--'-"'-~ 



5-33 

(INFORMATION TRANSFER) 

AGREEMENT BETWEEN 

INSTITUTE OF POLICY ANALYSIS 

and 

SEATTLE COMMUNITY ACCOU~TABILITY PROGRAM 

AGREEMENT made this day of --------, 1978, 

between the In?titute of Policy Analysis (hereinafter referred to 

as IPA) and The Seattle Community Accountability Program (herein­

after referred to as CAP. 

WHEREAS, CAP maintains certain files and" records in conjunction 

with its statutory duties and obligations. 

lVHEREAS, IPA is conducting a national evaluation of juvenile 

restitution programs; 

WHEREAS, in o"rder for IPA to perform its evaluation it is 

necessary that IPA conduct interviews with youth under the super­

vision of CAP; 

WHEREAS, IPA will use said interview information only for 

research, evaluative, and statistical purposes in the conduct of 

its evaluation; 

WHEREAS, IPA will not maintain any of the interview informa­

tion in the juvenile files or records in identifiable form; 

WHEREAS, IPA represents, that it is in receipt of, and is fam­

iliar with the provisions of 28CFR Part 22, including provisions 

for sanctions set out at Section 22.29; 

NOW THEREFORE, IT IS AGREED AS FOLLOWS: 

(1) CAP will grant IPA access to selected youth \~ho consent 

to be interviewed in regard to their· offense histories, perceptions 
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of offense sanctions, and experiences with restitution require-. 

ments; 

(2) CAP will provide names of youths who have indicated they 

might be willing to participate in an interview to 

so that can obtain informed consent from the 

youths and administer the interview questionnaire. 

(3) IPA will: 

(a) Use the said information only for research, evalua­

tive, and statistical purposes in conducting its national evalu­

ation of juvenile restitution programs and for no other purpose. 

(b) Limit access to said information to employees or 

subcontractors of IPA whose responsibilities cannot be accom­

plished without access to the data and who have agreed in writing 

to comply with the provisions of this agreement, the privacy 

certificate, and the provisions of 28 CFR part 22; 

(c) Store all information received pUrsuant to this 

agreement in secure locked containers; 

(d) Identify interview respondents with a numeric or 

other appropriate code; 

(e) Immediately notify CAP .in writing of any proposed 

material changes in the purposes or objectives of its research, 

or in the manner in which that information will be used. 

(4) IPA will not: 

(a) Disclose any of said information in a form which 

is identifiable to an individual in any project findings or 

reports, or in any manner inconsistent with the provisions of 

28CFR part 22. 

(b) Copy any of said information, except as clearly 
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necessary for use by employees or contractors to accomplish the 

purposes of the research; 

(5) In the event that IPA deems it necessary for purposes 

of the research to djsclose said 'information to any subcontractor 

other than ,IPA shall obtain prior written consent 

from GAP and shall also secure the written agreement of the sub­

contractor to comply with the terms of this agreement as if it 

\'1ere. named here; 

(6) IPA further agrees that: 

(a) CAP shall have the right, at any time, to monitor, 

audit, and review the actiyities and policies of IPA or its sub­

contractors in implementing this agreement in order to insure 

compliance therewith; 

(7) In the event IPA fails to comply with any terms of this 

agreement CAP shall have the right to take such action as it 

deems appropriate including termination of this agreement. If 

CAP terminates this agreement, IPA and any subcontractor shall 

forthwith return all said information and all copies made there­

of to CAP or make such alternative di5positions thereof as dir­

ected by CAP. The exercise of remedies pursuant to this para­

graph shall be in addition to, and not limit any other sanc­

tions provided by law or other legal remedy available to parties 

injured by unauthorized disclosures of juvenile record infor­

mation. 

(8) IPA will hold CAP harmless from any damages or other 

liability which might be assessed against CAP as a result of 

disclosure by IPA or any of its subcontractors, of any informa­

tion received pursuant to this agreement. 
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IN WITNESS WHEREOF, the parties have signed their names 

hereto this day of 1978. --------

SEATTLE COMMUNITY ACCOUNTABILITY 
PROGRAM 

By ______ ~ _______________ ---

Title ---------------------
INSTITUTE OF POLICY ANALYSIS 

By _________________________ __ 

Director of Administration 
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P R I V A C Y C E R T I F I CAT E 

INSTITUTE OF POLICY ANALYSIS 
National Evaluation of Juvenile Restitution Program 

1. 

The Institute of Policy Analysis (IPA) has received a grant 

from the Office of Juvenile Justice and Delinquency Prevention 

to conduct a national evaluation of juvenile restitution pro-

grams. The purpose of this evaluation is to test the effective-

ness of experimental restitution programs in a juvenile court 

setting in terms of reducing recidivism of juvenile offenders 

and increasing victim satisfaction with the juvenile justice 

system. 

II. 

In order to conduct the evaluation, it will be necessary to 

obtain information from juveniles in the form of interviews 

conducted by IPA research staff or subcontractors. Prior to the 

interviews, written consent to participate will be obtained from 

all juveniles and their parents or legal guardians. The \vTitten 

consent will include a description of the purpose of the inter-

view, procedures to protect the confidentiality of the informa-

tion obtained, and the stipulation that subjects may withdraw from 

the interview at any time without penalty. The data we collect 

will only be used for research, evaluative, and statistical pur-

poses. The project findings, and reports prepared for dissemina-

tion will contain no information ~hich can reasonably be expected 

to be identified to a private person. 
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I II. 

The following physical and administrative procedures will 

be followed to insure that the confidentiality of data is main­

tained: 

1. All data will be stored in locked filing cabinets. 

2. Access to the data will be limited to employees or sub­

contractors of IPA who have a need to use the data and who have 

agreed in writing to comply with IPA's Privacy Certificate. 

IV. 

The data which have been collected may only be transferred 

pursuant to a written transfer agreement and only the project 

director and the director of administration have authority to 

authorize the transfer of data. 

IPA certifies that: 

1. The information contained above is correct and procedures 

noted above will be carried out; 

2. The research project will be conducted consistent with 

all requirements of Sec. 524(a) of the Crime Control Act of 1973 

as amended and regulations promulgated thereunder contained in 

28CFR Part 22; 

3. OJJDP will be notified of any material changes in any 

of the information supplied above. 

INSTITUTE OF POLICY ANALYSIS 

By 
=D..,..i-r-e-c-,t,--o-r--o-,;f;----;A~d;-m-~:-.. n--.i -s""-t-r-a-:t--;i"-o-n--

By=-~ __ -:--~ __ ~ ____________ __ 
Project Director 

Date --------------------
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EMPLOYEE AND SUBCONTRACTOR AGREEMENT 

I, 

Subc.ontractor /Employee of the INSTITUTE OF POLICY ANALYSIS, 

acknowledge familiarity with the IPA data transfer agreement, 

the Privacy Certific~te concerning confidential data, and 

the provisions of 28CRF Part 22 and agree to comply with the 

terms and conditions thereof in my use and protection of the 

jtJ.venile justice information obtained pursuant to the written 

transfer agreement. 

DATE --------------------.-----
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(INFORMED CONSENT CONTACT LETTER) 

Dear 

We are currently in the process of evaluating a demonstration 

juvenile program throughout the United States. Part of the 

evaluation includes a personal interview with certain young 

persons in King County. a researcher for 

this project, will be conducting the interview. 

She will be calling within the next few days to explain the 

research and to set up an appointment with (name of child) 
~---

The interview is voluntary. (Name of child) does not have 

to consent to be interviewed and can withdraw at any time 

even after it starts. Youths who participate in the research 

will be paid $5.00. The information will be completely con­

fidential and will be reported as group information with no 

individual names attached. 

be destroyed. 

Individual questionnaires will 

We hope (name of cWird) will assist us in our evaluation. 

Sincerely, 
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INFORMED CONSENT FORM FROM 

THE INSTITUTE OF POLICY ANALYSIS 
for the 

JUVENILE RESTITUTION EVALUATION 

agree to be inter-

viewed by the Institute of Policy Analysis (IPA) for the purpose 

of discussing my attitudes and my experiences, including those 

with the Seattle Community Accountability Program. I understand 

that even if I agree to the interview, I may withdraw my per­

mission at any time without penalty. I understand that I will 

be compensated in the amount of $5.00 if I promptly complete 

the interview. I understand that IPA is interviewing me to help 

learn whether restitution and/or community service are worthwhile 

programs for juveniles. I understand that all information 

obtained will only be used for research and statistical purposes, 

that all information collected will be kept confidential, and 

that my name will not be used or revealed in any way that can 

identify me with the responses I have given to the interviewer. 

Date ------------------------- (Juvenile) 

(Witness) 

Date ---------------------- (Parent or Guardian) 

(\h tnessJ 
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SECTION 5El 

EXAMPLE OF F01\~ 

TO BE USED WITH HUMAN SUBJECT~\: REVIEW COMMITTEE 

Overview 

This form contains the questions for which an~wers are needed in 

order to comply with the Department of Health, Education and Welfare 

requirements for the protection of human subjects. It is filled out 

by the evaluator (or other researcher) and submit-ted to a Human Sub­

jects Review Committee along with a copy of the grant application. 
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HUMAN SUBJECTS REVI~7 FORM 
~--------~.~. ------~--~-

1. Briefly describe the nature of your Proposal, including the activities 
involving human subjects. Your written description is to'be one page or 
less. If a one page or less description is already included in your 
Proposal, you need only identify the page in your Proposal where i.t may 
be found. 
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2)' Describe the characteristics of the human subject group of groups involv~d 
in your Proposal (See Guide, p.l, paragraph B)·. 

A) Sex, race or ethnic group, age range, etc. 

B) Affiliation of subjects, e.g., institutions, hospitals, 
general public, etc. 

c) Subjects' general state of health. 

:3) If human subjects are either children, mentally incompetent or legally 
restricted groups, give explanation as to: A) The necessity for using 
these particul:ar groups; and B) Why adult "normal" groups cannot be 
used (specifically). 

4) A) Describe the known or fo~eseeable risks of harm (physical, psychologi­
cal, economical, sociological, legal, privacy, confid6ntiality.or 
sensitive information, or other) to which the human subjects will be 
exposed, both immediate and long range. There are possible risks 
invo1ved with interviews, questionnaires, tape recordings, photogra~hs, 
field work, work with children, evaluations, deception, final research 
publications, etc. (See Guide at pages 2':'3, paragra.phs C and D). 

a) Immediate risks. 

b) Long range. 

c) Rationale for the necessity of such risks. 

d) Alternatives that were or will be considered. 
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e) Why alternatives may no't be feasible. 

B) Describe the safeguards to be used to eluninate or minlmize each of 
the possible risks of harm stated in 4)A) above, e.cj., ,alnonymity, 
security, code lists, use of physicians, psychologists, etc., and 
what precautionary measures will be taken to insure the protection 
of human subjects, e.g.: 

a) Type of consent to be obtained (written or oral). 

b) How and where will permission be recorded. 

c) If subjects are minors or mentally incompetent, des­
cribe how and by whom permission will be granted. 

If employing the use of questionnaires or other survey instruments, include a 
copy of each sample. 

5) What precautions will be taken to safe~uard identifiable records of indivi­
duals? These questions also apply if you are using secondary sources of data: 

A) ~onsider both the long range use and immediate use of data (by you 
and others). 

B) Describe specific procedures to be used to provide confidentiality 
of data. 

6) A) Informed co~sent is required for subjects at risk. A sample of an 
Informed Consent Form should be prepared and submitted for the 
Committee's review. Note that the Consent Form must include the 
following: 

a) A fQir explanati~ of the procedures to be followed, 
including an identification of those which are ex­
perimental; 
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b) A description of the attendant discomforts and 
risks; 

c) A description of the benefits to be expected; 

d) In client service situations a disclosure of 
appropriate alternative procedures that would be 
advantageous for the subject; 

e) An offer to answer any inquiries concerning the 
procedures; and 

f) An instruction that the subject is free to with­
draw his consent and to discontinue participation 
at any time. 

(See Guide at p.7, paragraph Cc).} 

B) If the subjects are minors a parent consent form is required 
(See Guide p.7, paragraph C). 

C) In special and/or ~~ circumstances, consent of the subjects 
can be obtained orally. If obt,ain"'tj orally, explain why it is not 
obtained in writing, and submit a copy of the information to be 
CJiven orally. (See Guide at pp "7-8 'pc...ragra~h C.) 

7) Describe the potential benefits to the subjects (S.:),e Guide at pp.6-7, 
paragraph (b». 

8) Describe the potential benefits to humanity I e.g., the importance of the 
knowledge to be gained, and the usefulness of the information gained to 
the community at large. (See Guide at pp.~-71 paragraph (b).) 
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9) "Non-Beneficial Research" is defined as research involving physiological and 
psychological investigations of a person, his body or surroundings, which 
is devoid of ther~peutic purpose to that person., If you plan to conduct this 
type of research and feel that there are no other methods available for ob­
taining the information needed, please describe': 

A) What other methods were or will be explored. 

B) The extent of the risks (Describe in detail any physical, psychologi­
cal, social, legal and other risks you can foresee both immediate 
and long range) • 

C) The importance of the knowledge to be gained. 

D) Wbyyou feel that the value of information to be gained outweighs 
the risks. 
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SECTION 6 

OVERVIEW OF PART II 
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OVERVIEW OF PART II 

Introduction 

This portion of the handbook is divided into four sections: (a) re-

ference services and bibliographic materials, (b) computer resources, 

(c) data sources, and (d) organizational and administrative information 

on each of the eight regional planning units in which an evaluator is 

employed. 

Users of these materials should be reminded that one purpose of 

the handbook is to provide both current and future evaluators with~_ -- .... ---.-- _...... . ....... ---,._--.. - .. -_ .. --.--------_.---- ------------ - - .... ----- .. -------_ .• -----

guide to the available resources existing in their RPUs. Each evalu-

ator, therefore, should undertake the responsibility of updating these 

materials periodically to ensure the currency of the information. This 

is especially important for those evaluators intending to vacate their 

positions in the near future, as the new information which they have 

acquired should not be lost, but rather passed on to their successors. 

Reference Services and Bibliographic Materials 

This section contains the names and addresses of four national re-

ference services in the areas of criminal justice and evaluation research. 

Also included are the instructions for using the services and samples 

of the types of materials which may be obtained from them. 

The bibliography contained in this section is annotated and includes 

major works in the fields of evaluation research and methodology. Users 

c'an and should expand this section of the Handbook by adding bibliograph-

ies already in their possession and by enlarging the existing list with 
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citations of works .they have found particularly useful. 

computer Resources * 

The section on computer resources contains all the information 

needed to gain access to and use the computing facilities at the Uni-

versity of Washington, Eastern Washington State College, and Western 

Washington University. While the information contained in this section 

is up-to-date as of August 1978, the reader should be aware that changes 

undoubtedly will occur as equipment at the computing centers is replaced, 

new programs become available, and so forth. Frequent users of the faci-

lities will have no trouble keeping pace with new developments, however, 

as computing centers invariably issue or post memoranda announcing changes 

in procedures or the availability of new programs. The inclusion of 

these nlemoranda in this Handbook would be an excellent way of keeping 

current. 

Also included in this section is a set of instructions for using 

an interrupted time series program which may be accessed from a remote 

terminal at the University of Washington, and a sample of the statisti-

cal packages available at Eastern Washington State College. Evaluators 

could expand upon this part of the Handbook by adding similar materials 

from whichever computing facilities they use. 

Data Sources * 

In this section are the major sources of data as reported by each 

of the regional planning units in which an evaluator is employed. With 

but. a few exceptions, local criminal justice data are not routinely 

* This is one of the two sections omitted from the copies distributed by LEAA 
because it pertains only to the state of Washington. 
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maintained in the storage banks of computers; rather, the evaluator us-

ually must seek out the persons responsible for maintaining records, gain 

access to those records, and code the data manually. The names and/or 

titles of persons responsible for maintaining records in each of the RPUs 

are included in this section. This section should be updated by the local 

evaluator each time s/he collects data for a research project. 

Organizational and Administrative Information 

This section contains organizational charts and brief narratives 

explaining the administrative structure of each RPU and how the office 

-----,~-:----=----:---::-~:----:---- - - ------
-------------- r~ts ~nto the local governmental system. Also included are the names 

of the members of the local Law and Justice Advisory Committees, which 

usually are the bodies responsible for making funding decisions. As 

the me~~ership of these comn\ittees changes with expirations of terms, 

resignations and so forth, the list should be updated every several 

months. 
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SECTION 7 

SOURCES Or INFORMATION 

FOR CRIMINAL JUSTICE EVALUATORS 
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SOURCES OF INFORMATION FOR CRIMINAL JUSTICE EVALUATORS 

Within recent years computerized reference services have become 

valuable technical information sources for criminal justice researchers. 

Four computerized bibliographic reference services are listed below 

which should be of particular value to Law and Justice evaluators. 

National Criminal Justice Reference Service 

The National Criminal Justice Reference Service (NCJRS) is perhaps 

the most widely used bibliographic information service. If one wishes 

to obtain an annotated listing of recent research on citizen involvement 

in crime prevention programs (for example), one simply write NCJRS at 

the address below and requests a computerized list of references on that 

~. b particular topic. More than one top~c may e requested at a time and 

the NCJRS is very good at including similar (or alternative) topics 

which might be related to the topic one has requested. In the request 

letter one must specify the LEAA grant or project under which one is 

working. Attachment 1 contains an example of materials produced by NCJRS. 

The user is not billed for this service. 

National Criminal Justice Reference Service 
Post Office Box 24036 
Washington, DC 20024 
(202) 862-2900 

National Clearinghouse for Mental Health Information 

The National Clearinghouse for Mental Health Information is located 

within the National Institute for Mental Health. In general, one will 

receive somewhat different materials from the Clearinghouse than from 
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NCJRS for a similar requested topic because different agencies often pro-

vide materials to only one of these two agencies. For example, informa-

tion on drug related crime would probably be more plentiful at the Clear-

inghouse th~n at NCJRS, while information on the role of police in school 

desegregation would be more accessible at NCJRS. A request for materials 

from the National ClearinghQuse should be made to the address below. 

Again, more than one topic can be requested at a time. Be sure to include 

the LEAA grant number or project name under which the research is being 

conducted. The user is not billed for this service. Attachment 2 shows 

an example of materials from the Clearinghouse. 

Technical Information Center 
National Clearinghouse for Mental Health Information 
National Institute for Mental Health 
Room 15-C-26 
5600 Fishers Lane 
Rockville, Maryland 

Databank of Program Evaluations 

The Databank of Program Evaluations (DOPE) is located at the UCLA. 

School of PQblic Health. DOPE is available in both an on-line inter-

active mode and an off-line mode. Users are charged a use fee, usually 

from $20 tel $30, depending on the number of references available under 

the topic requested. Moreover, the scope of topics is more limited 

than it is with NCJRS and the Clearinghouse and the citations are often 

from journals. 

More information on DOPE is available by writing to the address 

below. Attachment 3 contains an example of mated.~J.s from this service. 

UCL1\ Databank of Program Evaluations 
UCLA, School of Public Health 
University of California, Los Angeles 
Los lmgeles, CA 90024 
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Center for Law and Justice, University of Washington 

The Center for Law and Justice has computerized bibliographic cita-

tions available on topics relating to the prevention of juvenile crime. 

The Center's reference service is funded through the Office of Juvenile 

Justice and Delinquency Prevention (OJJDP). At present the citations 

are still being compiled and when they are completed they will be in-

eluded in the National Criminal Justice Reference Service's inventory 

and accessible through NCJRS. In the interim, requests to the Center 

are being honored on various topics concerning juvenile crime preven-

tion. The complete address and contact person are listed below. 

Ms. Janette Schueller 
Center for the Assessment of Delinquency Behavior 

and Its Prevention 
Center for Law and Justice, JD-45 
University of Washington 
Seattle, WA 98195 
(206) 543-],.485 
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AttaCliment 1. An BX,ample ,of NCJRS Materials 

0043 01'116/78 16,:2.3 PAGE 173 

SET /t .. O 00 CUMENTS ,1: 105 

**DOCUMENT 28** 
ACCESSION, NUMB!=R : •• _.09'900 ~00,.00944'5, 
TITLE': POLICE PROGRAMS FOR- PREVENTING CRIME 'AND DElINQU ENCY 

PUBLIC~TION DATE: 12 PAGES: 509 
AUTHOR' Sl: ,PURSUn~~' 0'." G. ~ERLETTlfo 'J:. C. 
SALES AGENCY: CHARLES C ,THOMAS 

~NNOT AT ION: 

301-327 EAST LAWRENCE AVENUE 
SPRI"NGFIElD I L 62711 

SEVE,NTY JOURNAL .ARTICLES,., PROGRMl.'OESCR'IPTJONS, AND OT'HER, MATERi/~L ON 
THE POl ICE AS CRIME.,CONTROLLING, AGENTS • 

.ABS'TRACT: , 
A VARrET~ OF, PERCEPTIONS UN r~E RO(E' OF LAW ENFORCEMENT IN THE 
PREVENT,ION OF CRIME AND DELINQUENCY 'ARE, PROVIDED ALeNG WITt!, A HISTORICAL 
PERSPECTIVE. A:NUMBER'OF:REPRESENTATIVE COMMUNITY RELATION~' PRCGRAMS ARE 
ILL USTRATED,. 'ALOr\G WITH' PROJECTS AIMED AT PREVENTING SPECIFIC OFFENSE 
SUCH AS ,Al,ITO- THEFT, BURGLARY,. 'CHILD MOLESTATION, RCBBERY, JUVENILE DRUG 
USE~, AND ASSAULTS ON POLICE I~ FAMILY CRISES. VARIOUS SCHeOL RELATEC 
PROGRAMS OE.SIGNEC"TO REACH YOUTH AT AN EAl~.LY,'AGE A~E COVEREC, IS WELL AS 
REC RE AT! ONALAN C LEISURE' T·IME PROGRAMS ORGANI Z EO BY POt ICE TO CtJR E 
DEL INOO ENCY. ALSC" INCLUDED' 'l'S A REVIEW OF THE EFFE CTIVE USE OF COMP'UTERS 
AND ,HELICOPTERS BY LAW ENFORCEMENT AGENCIES.,THE VOLUME CONCLUDES WITH A 
OESCR IPT ION' OF' THE'-, FUNDING ': RESOURCES OF' THE lEAA 'AND THE YOUTH 
DEVELCPMENT AND DEliNQUENCY PREVENTION ADMINISTRATION' ALO~G, WITH 
GU.IDELI NES FOR PREPAR r NG 'GRANT' PROPOSALS AND DEV~lOP ING EVAlU AT ION 
f?ROCEDURES. BECAUSE OF, ITS WIO,E SCOPE, THIS B·OOK SHOULD BE ,OF' INTERESl 
TO ,MANY I NCt VI DUALS ,IN THE' LAW ENFORCEi~ENT ANC CR I po! INAL. JUST 1 C'E 
COMMUNITY. (SNI ABST.RACT) 

**DOCUMENT 29** 
ACCESSION NUMBER:. __ '09900.00.009596 
TITLE: ' POL ICE-COMMUN lTV 'RELATIONS -, A FRJ1CTtCAL GUIDE fOR 

TEXAS'POLICE'OFFICERS 
PUBLICATIDN DATE: 70 PAGES: 215 

AUTHOR(S) : ,BERTOTHY, e . 
CORPORATF AUTHOR: TeXAS COMMISSlON ON L~W' 

~N~ORCEMENT OFFICER STANDARDS 
AND EDUCATION 
503-E SAM HCUSTON 8UILCIN& 
AUSTIN TX: 18701 

ANN01 AT ION: 
DESCRIPTION CF CC~MUNITY 
THEIR: I NST ITUTIONS, AND 

RELATICNS PROGRAMS~ INCLUDING TPEIR PURPOSES, 
DESIGN, AND SPECIFIC ILLUSTRATIONS CF PROGRAM~ 
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Attachment 2. An Example of National Clearinghouse Materials 

~-4769, EDRCABT~ CRIME; 

7f?-2731 
AUTHORS: 
ADDRESS: 
TIT1.E: 
SOURCE: 

SOURCEID: 

LS 
Hamill, Pete. 
New York,Fost, New York, NY 
The porno war. 
In: ,Kapl.an, L •• An econoUlic analysis of crime: selected 
readings. 
springfield, IL, Charles C Thomas, 1976. 410 p. (p. 
323-.325). 

The success of the current crackdown en pornography and 
prostitution is discius~ed. Prostitution ~nd pornography are 
distinguisbed from the "true crimes" of vicl.ence, poverty, drug 
addiction, and street crimes. It is contended that prostitution 
should be l.egalJ.zed instead of atteI!lFting to enforce the mora:l 
judgments of the law. It is suggested that prostitution and 
pornography will continue to exist despite legal attempts to curb or 
to end it and, theiefore, it should be made avail.able to those ~ho 
care to use it. -

76-4159 
AUTHORS: 
ADDRESS: 
TITLE: 

SOURCF.: 
SOURCEID: 

L5 
Mann, Fredrica: Friedman, C~ Jcck; Frienman, Alfred S. 
Philadelphia Psychiatric Center, Philadelphia, PA 
Characteristics of self-reported violent offenders versus 
court identified violent offenders. 
Inter.n2ltional Journal of Criminology and Penology (L'ondon). 
4 (1) : 69'-87, 1976. 

A study explc:cing differences betweerl youths apprehended by 
police for commission of violent acts and youths who reported the 
commission of violent acts hut had no official record for such . 
beh.avior is reported., Comparisons were .bas,ed on extensive tests and 
guestionnaires yielding psychological, SOCiological, demographic, 
family background and interaction, and legal data. The study 
combined multiple relevant, factors ~ithin a single comparative 
procedure of analysis. Hierarchical structure of variables highly 
associated with each offender grcuF was also determined. Subjects 
~ere 61% Black r 3~% .White, boys between 15 and 18 years old, from 
poor and disadvantaged families, and with Eo1icerecords in 66% of 
the cases. Criteria found related to self-report violence included 
parental defiance, negative family role behavior, street gang 
membership, drug abuse, youngest age delinguency, and alcohol abuse. 
Court record violence criteria correlates ~ere negative family role 
behavior, stieet gang ~~mbership, disruptive family rcle behavior, 
mother's managerial £amily role behavior, unrealistic level of 
aspiraticn, and scores on Gorham multiple choice proverbs test. It 
is concluded that for both grouFs cf offenders the most powerful 
predictors of their -,,'iolent beha vior lilere fa mily rela ted measures. 12 
references. 
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Attachment 3. An Example of Databank of Program Evaluations Materials 

D C P E Offline li~ting Pa~s 68 

Document ID#1(28 DOPE Filing #30€2 
Author(s): MARVIT. ROE!FT C. LI~C, JODI MCLAUGHLIN, DENNIS 
Title: USE OF VIDEOIAfE TC INDUCE l~TITUCE CHANGE IN CELINQUEN! ACOLESCENTS 
Journal: AMEJ1CIN JOUENAL CE PSYCHI1TBY. VClU!E 131, ISSUE 9 (SEPrEMeER 

1974) PAGES SC;E-_SS~. 

Ccnaition: AK!ISOCIAl EEHAVICE IN ADOL!SCEK~S 

Sample D~~c~itticn 
Ass: ADO'LESC'HTS 
Race: UNSPECIFIED 
Sample Size: 44 

Sex: 61~ FEMALE 
Incc~e: UNSPECIFIEC 

TYFE of Treatuent: GF.P ~B! w/ & ~I~HOU! VIfEC1APING. EXP GBPS (N=23) 
VIDEOTAPEC rURING 4 PSYCROTEEE1PY SESS1CNS. GRPS VIEW & DISCUSS !APES, 
INCLUDIN~ FEELINGS AEeU! SEEING TRE!SEIVES S HO~ SELF-IMAGE ~aMPJEED 
TO VIDEC:IAPE 

-site: RESI£!NIIAL 

study Desj~n: CCNTECLS ~/ FANIOH ASSIGNMEN~, BEFOFE-AETEB M3ASUFES, 
STATISTICAL TES~S 

What is Measured 1: ALI!NA!ION/l!~:TUtE 
Mea~ures Used: UNSPEC (SELF-FEPCFTIHG eN tUESTIONNAIRE ITEMS B~FORE & 

AFTER lR'I) 
Outcome: SIG INCa FCF VIDEOTAPE GBP (N=23) IN FEELINGS OF GETTING AICRG 

WI OTHERS. SIG tlF! FBC~ CCNTFCl (N=21) 
Data Collecticn: SILE-EEPOBTING, A[MINISIRATION OF ~UESTICNNAliES 

Wbat is Measured 2: SElF CCNCEF! 
Eea~u~es Used: UNSP!C (SELF-EEPOF~ING ON tUESTIONNAIB! ITEHS EEFOEE S 

AFTER 'IR'!) 
Outcome: SIG INCR FCF VIrEOTAPE GE2 (0=23) IN FEELINGS OF DI~INISHEC 

SELF-CCNCEPT AS IT BELAIES TO CTREES. SIG tIFF FFC~ CaNTECl (N=21) 
Data collecticn: SELE-BEfCFTING, lIMINI5'IFATION OF CUESTIONNAIRES 

What is Measur~a 3: SCCIAI EEEAVICF 
-Mea~ure~ Used: UNSPEC (MCDIFICATICN CZ DEESS AFTER VIDEOTAPINGS) 
Outcome: MC[!F1CATICN OF E!HAVIOE TC IMPECVE APPEABANCE ~AS EEFLEC1ED BY 

CHANGE CZ DFESS IN VIDEOTAPE GFP 
Data Coll€cticn: SELr7EEFOETING 

Ccnclusions: ~O CNE BEFUS~r TO PAFTICIPATE IN TEE STUCY ~ESPITE 
UNBESICNSIVENESSO! HANY CELINtU!Nl YOC1HS. THE VItEOTAPING EXPEfiI!UCE 
WA~ PO?ITIVE IN IRAT YCUTHS SAa TEEMSEIVES AND TEEIH BEHAVIOR IN A 
UNIQUE INI IASC1NAllNG WIY. AFIER lEE flESi REPLAY. ALI SEEMED 
DISAFPCIN~Bn IN HC~ THEY LOCKEt ANC SOtNDED. AFTER DISCUSSION OF 
FEELlNGS INC EfAC!ICNS, THE QUESTICN~AIE! DEMCNSIEAIED THEY HAC ~CBE 

CCMFOETABIE fEELINGS AEeUT THEIR AFPEAFA~CE. THE SITUA~IOU WAS ANXIETY 
PFOVCKING FCE SEVEFIL. 

P~ogram Ada~eEs: DR. ~n5VI'!, MENTAL HEAL!H EES~AFCH TEiM, E.O. BCX 3373, 
HONOLULU, r.A~AII 56801 
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Introduction 

The bibliography presented below is intended to serve as a "f"irst reference" 
for evaluators who may seek citations when confronting a particular problem. 
No attempt has been made to present an exhaustive bibliography for any of the 
topic headings listed. Instead, we have reflected upon the books and articles 
that we have found particularly valuable in undertaking evaluative research 
and these are listed below. 

In some instances, personal preference for style of presentation may lead 
one to adopt one source over another (this is particularly true for choice of 
a statistics text). In others, someone may prefer a book that is not listed to 
one that we have presented below. We have sought, with the exception of a 
statistic text, to provide what we think to be the best treatment of a particular 
issue, recognizing that others, perhaps equally good or readable, may exist. 

! j 
I, 
I 
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Evaluation Research: General 

Marcia Guttentag and Elmer L. St~uening, eds., HANDBOOK OF EVALUATION RESEARCH 
volumes 1 and 2 (Sage Publications, 1975). These two volumes contain 
numerous articles of interest to those involved in evaluative research. 
The content of the articles range from theories of evaluation,through the 
methodology of evaluation. Among other topics covered are those of cost­
benefit and cost-effectiveness evaluation. 

Edward A. Suchman, EVALUATIVE RESEARCH: PRINCIPLES AND PRACTICE IN PUBLIC 
SERVICE & SOCIAL ACTION PROGRAMS (Russell Sage Foundation, 1967). Some­
thing of a standard introduction to the, theory and practive of evaluative 
research. Includes discussion of both methods of evaluation and the use 
of evaluation in the bureaucratic setting. 

Daniel Glaser, ROUTINIZING EVALUATION: GETTING FEEDBACK ON EFFECTIVENESS OF 
CRIME AND DELINQUENCY PROGRAMS (Department of Health, Education and Welfare, 
1973). A reasoned discussion of the application of different types of 
evaluation designs to different kinds of evaluation problems. 

Lee R. McPheters and William B. Stronge, eds., THE ECONOMICS OF CRIME AND LAW 
ENFORCEMENT (Charles C. Thomas, 1976). An excellent collection of articles 
written by economists with a focus upon the criminal justice system. For 
those whose academic background is largely in psychology or sociology, 
the articles contained in this collection will be found to be argumentative. 

Scarvia B. Anderson and Samuel Ball, THE PROFESSION AND PRACTICE OF PROGRAM 
EVALUATION (Jossey-Bass Publishers, 1978). This is an excellent book 
for the consumers of evaluations as well as for the producers of eval­
uations. Of particular interest are discussions concerning the most 
appropriate methods for the different purposes of evaluation and a 
chapter on the problems of training and assessing the skills of 
evaluators. 

Scarvia B. Anderson and Claire D. Coles (eds.), EXPLORING PURPOSES AND 
DIMENSIONS (Jossey-Bass Publishers, 1978). This is the first volume 
in a series entitled "new directions for program evaluation." The 
book is a reader containing articles by a variety of authors on 
different aspects of program evaluation. 
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Time-Series Analysis 

Charles W. Os·trom, Jr., TIME-SERIES ANALYSIS: REGRESSION TECHNIQUES (Sage 
Publications, 1978). A good and readable review of the application of 
regression analysis to time-series analysis. 

George E.P. Box and Gwilym M. Jenkins, TIME SERIES ANALYSIS: FORCASTING AND 
CONTROL revised edition (Holden-Day, 1976). A highly technical but 
authoritative treatment of time-series analysis. 

Gene V. Glass, victor L. Willson, and John M. Gottman, DESIGN AND ANALYSIS OF 
TIME-SERIES EXPERIMENTS (Colorado Associated University Press, 1975). 
Apparently the first attempt to apply the Box and Jenkins time-series 
models to the investigation of interrupted time-series data. This is 
also a highly technical presentation. 

Warren Gilchrist, STATISTICAL FORCASTING (John Wiley & Sons, 1976). A much 
more readable, although still technical, presentation of the Box and 
Jenkins time-series models. 

Charles R. Nelson, APPLIED TIME SERIES ANALYSIS (Holden-Day, Inc., 1973). 
Like Gilchrist, this is a more readabl~, although technical, presentation 
of the Box and Jenkins time-series models. 



7-16 

Design 

Donald T. Campbell and Julian C. Stanley, EXPERIMENTAL AND QUASI-EXPERIMENTAL 
DESIGNS FOR RESEARCH (Rand McNally & Company, 1966). P~obably the most 
frequently cited authority on the utility of various research designs. 

Thomas D. ·Cook and Donald T. Campbell, "The Design and Conduct of Quasi­
Experiments and True Experiments in Field Settings," in HANDBOOK OF 
INDUSTRIAL AND ORGANIZATIONAL RESEARCH (Rand McNally, 1975). 
An extension of the work on research designs first reported by Campbell 
and Stanley. An excellent supplement to that earlier work. 

Leslie Kish, SURVEY SAMPLING (John Wiley & Sons, Inc., 1965). Generally 
considered the most authoritative treatment of sample theory and prC'l.ctice 
currently available. 

Eugene J. Webb, Donald T. Campbell, Richard D. Schwartz, and Lee Sechrest, 
UNOBTRUSIVE MEASURES: NONREACTIVE RESEARCH IN THE SOCIAL SCIENCES (Rand 
McNally & Company, 1973). Along with being a very engaging discussion 
of social science research methods, it is a book which should provoke 
the reader to consider inventive ways of obtaining data without biasing 
the response of research subjects. 

Donald T. Campbell and Robert F. Boruch, "Making the. Case for Randomized 
Assignment to Treatments by Considering the Alternatives: Six Ways 
in Which Quasi-Experimental Evaluations in Compensatory Education Tend 
to Underestimate Effects," in C.A. Bennett and A. Lumsdaine (eds.), 
CENTRAL ISSUES IN SOCIAL PROG~I EVALUATION (Academic Press, 1975). 
A cogent but rather technical discussion of the problems in overcoming 
selection bias in non-randomly selectee. comparison and treatment 
groups. The authors argue persuasively for random assignment. 
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Measurement 

Robyn M. Dawes, FUNDAMENTALS OF ATTITUDE MEASUREMENT (John Wiley & Sons-, 1972). 
This is an excellent introduction to attitude measurement. The author 
outlines the theory of attitude measurement and a variety of approaches 
that may be adopted. 

J.P. Guilford, PSYCHOMETRIC METHODS (McGraw-Hill Book Company, 1954). This 
is something of a standard in the area of attitude measurement. It is 
more inclusive than the Dawes book, but is also considerably more difficult. 

William A. Mehrens and Robert L. Ebel, eds., PRINCIPLES OF EDUCATIONAL AND 
PSYCHOLOGICAL MEASUREMENT: A BOOK OF SELECTED READINGS (Rand McNally & 
Company, 1967). This is an excellent compendia of essential articles in 
the area of attitude measurement. 

Statistics 

Linton C. Freeman, ELEMENTARY APPLIED STATISTICS: FOR STUDENTS IN BEHAVIORAL 
SCIENCE (John Wiley & Sons, Inc., 1968). A good introduction to notions 
of association and significance. The presentation of relevant statistics 
is particularly appropriate for those seeking an introduction to the area. 

Hubert M. Blalock, SOCIAL STATISTICS (McGraw-Hill Book Company, 1972). This 
is a standard statistical text for those in the behavioral sciences. 
Most of the statistical problems one normally encounters in the social 
sciences (excluding those of time-series analysis) are covered by this 
text or those of Edwards and Hays, noted below. Little separates the 
utility of these three texts, in the general case, other than personal 
preference for style of presentation. 

Allen L. Edwards, STATISTICAL METHODS (Holt, Rinehart and Winston, Inc., 1967). 
See Blalock for discussion of selection of statistics text. 

William L. Hays, STATISTICS FOR PSYCHOLOGISTS (Holt, Rinehart and Winston, 1963). 
See Blalock for discussion on choice of statistics text. 

Sidney Siegel, NONPARAMETRIC STATISTICS FOR THE BEHAVIORAL SCIENCES (McGraw-Hill 
Book Company, Inc., 1956). This still remains as probably the best book 
available for discussion of the use of non-parametric statistics. Since 
much of the data used by social scientists is non-parametric, this should 
be a valued and much used addition to a library. 

Eric A. Hanushek and John E. Jackson, STATISTICAL METHODS FOR SOCIAL 
SCIENTISTS (Academic Press, 1977). This provides an excellent dis­
cussion of bivariate and multivariate regression analysis, paying 
particular attention to the different effects that violation of 
the assumptions of the model will have on one's findings. Much of 
the discussion is rather technical. 

~U.S. GOVERNMENT PRINTING OFFICE. 1979-311"379/1683 
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