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Piows prrgeen v detbadbed mstroetiong on how to deseribe a time series quieidy

et ooty wilhe sbabisbaes thal can be clearly esplained Lo non-statisticians.  Hor

pabbserres aned hoapglaries frome 1972 ta 1977 in each county and large eity in IHinois,
Hoormwers e guestion, "id the nomber of reported erimes show @ recent
decrense™ Ion] places, thore was g significant recent decrease. In 18 of these, ¢
specitie nemth ean he tound after which the series begins to decrease, and a two
seqrend Tine mereasing before that month and decreasing after it is a significantly
helter deseription af the series than a straight line with no change in direction.

These TH time seeies, with e turning point month in parentheses, are the

-
B
K

followings

Allon barglary (Aaqust, 1979)

Alton robbery (Uetober, 1979)

Belleville burglary (December, 1979)
Chivago Helghts burglary (June, 1975)
Deldatb burglary (Aprily, 1973)

Flgin burglary (October, 197%)

Jersey County burglary (November, 1973)
Lansing burglary (August, 1975)
Livingston County burglary (July, 1976)
Mason County burglary (January, 1973)
Maywoad burglary (September, 1975)
North Chicago burglary (Qctober, 1973)
North Chicago robbery (September, 1973)
Peoria County robbery (August, 1975)
Region 17 burglary (November, 1973)
Rock Island burglary (August, 1976)

Rock Island County burglary (July, 1976)
Rockford burglary (July, 1975)

&

Ihe method of analysis in this paper has three stages of tests. FEach

suceeeding stage describes the series in more detail. Because many series are

eliminated by the early sereening test, the time and effort required to do the most
detailed test is used only on those series which justify it and where the greater
detail is required for a particular decision. Even the most detailed test, however,
is still quicker to do and more easily understandable than would be a time series

analysis using more sophisticated techniques.

iii




Thege tests are a practical solution for the planner or decision maker wha
needs a simple description of a time series,  Some decisions vequire comples
analysis.  Qther decisions require o less detailed analysis which s less tune
consuming to compute and easier to communivcate,  The advantaae of the sipte
tests in this paper is that they enable an analyst to deseribe o comples series of

data in non-complex terms.
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The analysis af ebange vver Bine o the menber of e e oerpes
analysis of erime datal is one of the most asefal fonls avadlable fo cvuainal setp
planners and decision malierse Time series anadvasis inelodes the dieseviptiog o
patterns of change in the past and the ase of poat datoc b forecaest ando the toboee,
Both description and forecasting are usebul, ot seeither raethed b geiwsdi,

available to eriminal jusiice decision mabiers,

First, muany adiministraturs aee nobt Puoiliae with stabstios appeopricde fo
time series analysis, Second, even if they ave Bunilioe with toee sevies aesdvast
methods, they may not have aceess to the computer packages necessoy to perfoenm
them with any speed. For example, the Boxoaned Jdenking (U700 stabistieal toe
series modelling methods are so commonly used thal they ey be calbasd chosiead,
but computer packages that can handle these methods are still bedon developed
Currently there is no single package that s as eommonly  asod aid as well
documented and supported as P55 (Nie, o, al,, 197%), which can bandle time series
analysis unly with difficulty.

Third, even when the analyst is familiar wilth statistical modelling techmigores,
and a computer package is available, such techniques mav not always be
appropriate to the question at hand.  Statistical time series modelling technigoes
produce a detailed description of the past pattern of a series and ofien oenerade
good forecasts, but they require a lengthy analysis of cach series by o shatistioan
familiar with time series inodelling. They produce results in a foran that is diffiealt

to communicate to people who are not statisticians,

Although the pattern of a time series may be complex, deeisions do not
always call for an equally complex descriptive methods A less detailed doseription
of the pattern of a series may be preferable to a more detailed description, it the
less detailed description is simple and quick to compute and if its results are ensy
to present to a general audience. Some decisions require a complex analysis. Faor
example, decisions about the effect of a particular program may requite @ thme
series experiment using statistical modelling techniques (see Gilass, et. al. P79 by
other decisions, the level of detail provided by a complex analysis may be
sacrificed in favor of a simpler analysis which is less time consuining to cotapuie

and easier to communicate.




In thee following cibaabions, tor esample, aostiuple deseription of the general
pabtern of ooseries i approprinbes I many series, such as the 344 Illinois countly
ad farge cily Index pobbery and burglarey series, mast be analyzed quickly, complex
bine sevhes atealysis lechnigues require too much time Lo use, I the results of a
deseripbive analysis nmst be presented in conerete terms to an audience of non-
statisticinngcomplex technignes are too abstract. If the only information necded is

an outline of the pattern of the series; complex technigues are nok necessary.

A simple, straight forward method of time series analysis is needed, one that
s adequate for a general deseription of a time series, that is quickly and easily
dore, and that ean be easily axplained to non-statisticians. The serics of tests used
in this paper, tests found in the time serios analysis literature, each more detailed
than the last, constitutes such a methods This method is only appropriate for
deseriptive analysis. It will neither generate forecasts nor explain any observed
changes in the sm‘ieml It will answer descriptive questions such as, "Has there
boeen a recent decrease in Lhis series of Index robberies?" It will allow an analyst to

deseribe a complex series in non-complex terms.,

This report gives detailed instructions on how to describe time series with
this method. It uses Illinois Index robberies and burglaries as an G:x:lr‘nple.2
Natignally, the number of burglary and robbery Index offenses reported to the
police and found by the police to actually have occurred in their jurisdiction began
to decrease after 1975 (Figure la.) In Illinois, reported Index robberies began to
decrease after 1974, and burglaries, after 1975 (Figure lb.) These national-and
state~level trends are of little interest to planners and decision makers at the
county or municipal level. These analysts want to know which of the loeai trends
exhibit the same decrease as do the state and national trends, and whether the
decrease is not a chance fluctuation, but seems likely to represent a real change in
the direction of the trend.

S

ll-'or those who need more than the simple techniques described here, two good
introductions to time series analysis are Nelson (1973) and Kendall (1976).) Also
see the forthecoming SAC publications, How to Handle Seasonality: It's Detection
and Analysis, and Describing and Forecasting Chicago Homiride.

2Robbery Index crime includes robbery, armed robbery, and attempted robbery and
armed robbery (FBI 1977:16). Burglary Index crime includes forecible entry,
unlawful entry with no force, and attempted fc.cible entry (FBI 1977:23). For
official definitions of "offenses reported to the police" and “"offenses actually
occurred in the jurisdiction” see Perrin (1977) and Kok (1979).
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Before any axplanation for a decrease in reported offenses ia attempted, and
hefore any  administrative changes are made because of the deerease, it is
necessary Lo be sure that a decrease really did oceur, It s necessary to deseribe
Leenids in reported burglaries or robheries before trying to explain them or use them
as hases for prediction.  This report answers the simple descriptive question,
"Whirh of the 340 ity and large county robbery and burglary series in Illinois show
a recent decrease?”




EXATA AN Y IVERVE W BEIE M o)
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[Llinois counties and cities with o population over 2%000 were chosen for
analysis for three reasons: 1) to determine in which localities the deereass noted
at the state level oceurred, 2} to provide this information to loeal level deeision
makers, and  3)  to demonstrate simple time serios analysis o the loeal level,
Because some of the smaller counties ight have too few reportea robberies ov
burglaries per month to make analysts of  nmonthly sertes possible, some counties
were  combined, far the monthly anc L, into IHlinoils  Law  [nloreement

Coramission (ILEC) planning regions. For details of this, see Appendix A,

Reported robbery and burglary Index offenses were ohosen instead of tiwe
total Index or other individual Index crimes because 1) they are more numerous
than some others, and thus more likely to nave enough crimes per month for
analysis, 2) they represent one property crime and one personal or violent erime 5,
3) their reporting rates are less likely to have changed in recent years than the
reporting rates of rape and aggravated zmsault4 , and 4) they have been chosen by
some local Illinois decision makers as important "target erimes" (see Ku and Smith,
1977.)  The years 1972 to 1977 were chosen for analysis because the Illinois
Department of Law Enforcement {DLE) began to collect and report Uniform Crime
Reports (UCR) data for all Ilinois jurisdictions in 1972, and 1978 data were not yel
available when this paper was written,

The source of the data used in this analysis is the Statistical Analysis Center

edition of the Illinois UCR (I-UCR) data files for the years 1972 through 1977 and
o

for each month af those years. 7 In addition, the analysis uses yearly 1971 totals for

T

3The Violent Crime Rate is defined by the FBI Uniform Crime Reports as the
number of reported Index murders, forcible rapes, robberies and aggravated
assaults per 100,000 inhabitants. The Property Crime Rate is the number of
reported Index burglaries, larceny-thefts and motor vehicle thefts per 100,000
inhabitants (FBI 1977:6).

! . L _

*Both rape and aggravated assault, especially domestic violence, have Leen targets
of recent campaigns to increas. the percent of victims who report the crime to the
police. See Day (1978.)

5Them were some problems witn missing data.  This was not discovered in the
yearly series, but the monthly series in some localitizs were blank for one or more

W
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Ve sepnie dndes criraes ared places, data provided by DLE's Bureau of Identification.
Althonegh DL begaon Lo foemally collect and report I-UCR data only in 1972, yearly
Index reported creime figures for 1971, which were reported by the FBI, are

cutmparable with 1972 yearly ‘Fiql«lrnsﬁ

Athod Overview

fhe analysis of the 340 series is organized in three stages. Each successive
stage gives a more exact answer to the question of whether a series can be
deseribed as showing a recent decrease.  Those series that survive the first and
second stages can be said to show a recent decrease. Those series that also survive

tha third stage can be said to have decreased after a specific month.

The first stage, described in the following section, is a simple inspection of
the yearly series, the yearly screening test. This test was carried out on all yearly
robbery and burglary series which had an average of five or more cases per year.
Those series that survive the yearly screening test can be said to show a decrease
in the yearly data. Because monthly data are hecessary for a more exact
description, all those series which pass the yearly screening test are analyzed by
the second stage, which is an analysis of the monthly series.

5 (cont.)

months. It was difficult to determine whether the blanks were months with zero
reported robberies or burglaries, or months in which some robberies or burglaries
were not reported to DLE by the police. Of the monthly county and city series that
were run, nine showed no data for at least one month. The last six months of data
for 1977 were missing for reported burglary in Lombard, so its monthly series was
not analyzed. Two months of burglary data and over half of the months of robbery
data were missing for Woodford County. However, the best guess of John Miller,
the ILEC regional evaluator of the county, who inquired of the county sheriff's
office, is that no robberies or burglaries occurred in those months. A similar
determination was made for Bond County and Livingston County burglary.
Reported burglary in two cities, Alton and Moline, was blank in months when there
probably were some reported burglaries. For these months, May 1972 in Alton and
June and August 1972 in Moline, we estimated the missing data by averaging the
data for the month before and the month after. The yearly series were then
corrected to reflect the monthly changes. Reported robberies in McLean County
(one month), were handled the same way. Thus, this study made some attempt to
account for the missing data that was discovered. However, since we only ran a
monthly series for some of the 340 yearly series, we do not know how many of the
rest contain undiscovered missing data. For more information on the quality cf [-
UCR files, see Kok (1979.)

6Conversations with Pat Towner, DLE Criminal Justice Information Service, and
Jack Hawley, FBI/UCR Illinois user liaison.



Monthly data raises the posibility that seasanality may alfect the analysis,
Therefore, each series that survives the yearly screening test and has chough
monthly cases to :n‘mlym s sereened Tor seasanality,  The resulls are deseribed in

the next section, and details of the methad are outlined Appendis O,

After the discussion of scasonalily, the paper deseribes the second and third
stages of analysis, both of which use monthly data. The second stage is a simple
test of whether the decrease apparent in the yearly series is also apparent in the
monthly series. [or many purposes, no more detailed description is necessary,
Where more detail is necessary, the third stage finds the turning point of the series,
the month after which the series began te decrease, and plots - ‘wo segment line
which increases to that point and decreases after it. It then dv rmines whether
this two segment line is a better description of the series the . a straight line

showing no change in direction.

This method does not try to explain the reascns for change over time in the
number of reported Index robberies or burglaries.7 [t does not begin with an
hypothesis relating a cause to an effect. It does not even hypothesize that a
decrease occurred in a particular year or month. Instead, it seeks to describe
trends in reported Index robberies and burglaries for the years 1972 through 1977 in
each of the 102 Illinois counties and 68 cities of 25,000 or more people. This
description determines whether any of these 340 time series showed a decrease
after 1973. If such a decrease is found, an explanation of it must await further

analysis. Before explaining a phenomenon, it is first necessary to describe it.

7Since the study analyzes a series of reported offenses, and not rates of reported
offenses, it does not even control for the effect of population changes.
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Thee fiest steps are Bhee spelysis usedd vearly data instead of monthly data, The
tetnder b reported Indes bhurglaries and the immber of reported Index robberies per
yreaar were graphed for each locality for the years 1972 through 1977, Each of those
seripg which el an average of At jecet five cases per year was inspected for a
reecent decroase, Dater, the number o arimes for 1971 was manually added to the
araph tor each series, and the series wvas inspected again,

Beginning  with an anoldyste: of  yearly  data eliminates  any  possible

cantamination by the offect «f scasonality,  If certain seasons of the year tend Lo
ber high in reported offeness, and others low, this variation will only appear in a

series uf monthly dain

I addit:. - Leginning the analysis with an inspection of a six-point yearly
series rather ihan a more detailed 72-point monthly series forces the analyst to
accept only the series with the most noticeable recent decrease for further
analysis. I a recent rlecrease is not obvious in the yearly series, the series is not
analyzod further. This bas two results. It makes the entire analysis easier. Some
of the 340 time series in this study needed to bhe analyzed no further than this first
yearly screening step. It also makes the entire analysis more conservative. An
analyst is more likely to make the mistake of rejecting a series which may actually
have declined than the mistake of accepting a series for further analysis which
actually did not decline. Since UCR data are not perfectly reliable (see Maltz
1975), a conservative analysis is preferable,

Criteria for deciding that a yearly 1972 to 1977 series shows a recent
decrease were the following:

1) There is a decline between 1974 and 1975, 1975 and 1976 or 1976 and
1977 that is at least as great as any previous year-to-year decline.

2)  In all years after the decline in #1 above, the series either stays at the
same level (within aboul ten percent) or declines further. It does not

increase (more than about ten percent.)9

S

81n another SAC report, Robbery and Burglary Index Offenses: 1971-1977, Ed Day
categorizes the 340 early series, as well as ILEC Regional series, into more
detailed types of trends. His report also includes a chart of each series.

9This guideline of ten percent was not used exactly, because the graphs themselves
were not exact. (See Day, 1979.)




3% In all vears before the deeline i #1 above, the sopies either sbas af e
sams level ur inereases. B odoes ool deeremss more Tt oo ee i

#1 :ihnve*.m

As an additional criterion, the crime figure for 1971 wos oppended Tooeaeh
series, If there was a decrease hetween 1971 and 1972 greater than the dieciense i
{#1 above, the serins was sereened out. This eliminated those series which shiowoed o
pattern of recent decline which may have been part of a four or five vear cvele, A

considerably longer time series would have been necessary to analvee such a sories.

A difficulty in the yearly sereenicg test was that some series, especinly
robbery series, had so few cases per year that even a general deseription of the
yearly trend was imposgible. For example, @ city or county might have no reported
robberies for any year except 1974, when three were reported. A deseription of o
"trend" Is meaningless in such a situation, Therefore, we did not attempt a yearly
screening test on those series which had, on the average. foewer than five cases per

year for the six years.ll

According to these criteria, 30 of the 85 counties and 31 of the 68 cities with
five or more cases per year showed an apparent decrease in burglary, and 20 of 48
counties and 28 of 65 cities showed an apparent decrease in robbery (see Table 1),
Most yearly series were easy to classify using the eriteria. The Evanston robbery
series, for example, is typical of those yearly serigs showing a recent decrease (sce
Figure 2a.) The classification of some yearly series was somewhat ambiguous.
Figures 2b and 2c, Oak Park and Peoria robbery, are examples of two of these. The
ambiguity in the Oak Park series is that 1977 increases over 1976, but the increase
is about ten offenses, which is less than ten percent of the highest years in the
series, 1973 and 1974. We decided, therefore, to analyze Qak Park robberieg

lDA series which decreased from 1972 did not meet the criteria for further
analysis, since the analysis is designed to detect a change in the direction of the
trend, and such a series does not change. Only five of the 340 series showed th.s
pattern of steady decrease since 1972, and none of the five had enough cases for
monthly analysis.

llThere were also a few series which were not analyzed because they had missing
data. See note 5.
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Burglary

Count fes

Citles over 25,000

Replions

Total

Robbory

Gounties

Cities over 25,000

Reglons
Tokal

Grand Total

Total

102

68

P

178

102

68

178

356

TABLE ]

Total with
Enough Cases
per Year for
Analysisrl

85
68

161

48

65

o

282

Resmlis of Yearly Screening Test

NMumber Showing
a Decrease, by
Inspection

30

31

o

64

20

28

i

53

117

a
An average of at least five cases per year,

Number Showing
a Decrease, and
Having 60 or more
Offenses per Year

23

30

56

bIncludes only the eight non~metropolitan regions containing counties

that had too few cases for further analysis.

“One of these is the combination of Region 10 and Region 13. See

Appendix A.
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further; and not to ellminate it from the analysis at this stac_:;e.l2 The Pearia series
(Figure 2c¢) is another example of an arnbiguous series that was retained. The
decrease between 1972 and 1973 was more than ten percent, but the decrease after
1974 was so much greater than the previous decrease that we decided to analyze

the series further.

The second stage of analysis of each series requires monthly data. Even
though burglary and robbery were chosen for analysis because they are relatively
numerous, some of the burglary series and most of the robbery series which passed
the yearly screening test did not have enough cases per month to allow a monthly
analysis (see Table 1). Qur criterion for this was an average of 60 reported
offenges per year, a minimum which would allow an average of five per month.

Many less populated counties were eliminated from further analysis for this reason.

To provide some analysis of these eliminated county series, we combined
them into ILEC regions, and analyzed the regions when they had sufficient monthly
cases for analysis. This procedure is described in Appendix A. Of the eight regions
analyzed, three burglary yearly series and five robbery yearly series showed
apparent decreases (see Table 1.) There were enough cases per month for analysis
in five of these. Combining the robbery series for Region 10 with that for Region
13 produced a sixth regional series that showed a recent decline and had enough

cases to analyze.

After the yearly screening test, 77 series were retained for further analysis:
23 county burglary series, 30 city burglary series, three regional burglary series, six
county robbery series, 12 city robbery series, and three regional rabbery series (see

Table 1.) These series are listed in Appendix B.

12 - . -
Other similarly ambiguous series were Waukegan burglary, Peoria County
robbery, and Fulton County burglary.
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TLSTS FOR SEASONALITY

The second stage of analysis requires monthly data, With monthly data, it is
possible to have a seasonal effect.  According to Nelson (197 3:168), "Seasonality
means a tendency to repeat a pattern of behavior over a seasonal period, generally
one year." (Italics in original.) If a monthly time series is atfected by seasonality,
then an apparent decrease in the series might really be due, in part, to the seasonal
effect. With the yearly screening which cannot be affected by seasonality, we
selected a group of places that showed a recent decrease. Stilly scasonality, if
present, might have affected the statistics used to analyze the monthly series.
Therefore, each of the 77 series passing the yearly screen was checked for the
presence of seasanality.

Seasonality may seem to be very simple to detect, but in fact it is not.
Detecting seasonality is more of an art than a science. The analysis of a seasonal
series is a subjective process. There is no abjective, generally accepted test that
will determine if a series Is seasonal, or how to adjust it if it is. Instead, there are
numerous tests, ranging from relatively simple to quite complex, that recuire the
user to make subjective choices. '

The method used to detect the presence of seasonality in these 77 series was
the X-11 computer program of the U.S. Bureau of the Census (Shiskin 1967; Kendall
1976:63-67.) This method is described in detail in Appendix C and in a forthcoming
SAC publication (note 1 above.) It was chosen for the following reasons: It is
widely use'd. It has been used by the Census and by the Bureau of Labor Statistics
(BLS) since the 1950's, and many governmental decision makers are at least
somewhat familiar with its terminology. The basic concept of the X~11 program is
easy for non-statisticians to intuitively understand. The X-11 is fiexible enough to
allow many different kinds of series to be analyzed. It contains a variety of
descriptive statistics, and allows the user to manipulate a number of program
options,

The X-11 assumes that each series has three components: the trend-cycle,
the irregular, and the seasonal. Each observation in the series is the sum of these
three.'13 The trend-cycle is the overall pattern of the series, including any upward

or downward trend and any periodic cycles such as business cycles. It could be

3In a multiplicative model, the three components are multiplied together to equal
the original observation.
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nstitnated by o leastesquares pegression line, or by various sorts of moving
nvrarm]n.m The seasonal is a periodic cycle in the series that corresponds to the
stasons or months of the year.  The irreqular may he called error, noise or shock.
It i what is left after the trend-cycle and the scascnal have been subtracted from
the original observation.  The X-11 program divides a series into its three
camponents, and then produces statistics which help the user to decide whether the

series s significantly seasonal or not.

It is not always necessary to analyze all of the X-11 statistical tests to see if
a series s seasonal. Same series are so far from being significantly seasoral that
the need for further anslysis can be eliminated by a screening program, the Bell
Canada Model Test, which is used by the Bureau of t.abor St:atistics.15 This test
was used to sereen each of the 77 series for seasonality. Each series that showed
even questionable seasonality according to the Bell Canada test was then analyzed
using the X-11 program.

Appendix C gives details of the results of the Bell Canada and the X-11
statistics for each series. None of the 77 show significant seasonality. Twenty-
seven of the 77 series show questionable seasonality, but none show definite
seasonality, on the Bell Canada. The X-11 was run for each of these 27. None of
the 27 show significant seasonality according to any of the five X-11 tests.
Generally, the effect of the irregular component in these series is very high. Some
series have a slight seasonal component, but compared to the irregular component,
it is srnall and insignificant. In other words, the seasonal component is so small and
the irregular component is so large that it is probable that the small seasonal
component could simply be due to chance variations in the data.

Therefore, none of the 77 series which show a recent decrease in the yearly
data and have enough monthly cases for further analysis are significantly seasonal.
This means that these 77 monthly series may be analyzed without fear that
seasonality might bias the analysis.

laThis program was developed by John Higginson in 1977. The Bureau of Labor
Statistics sent it to SAC.

15For a discussion of linear regression and least squares, see, for example, Blalock
(1972:362-366.) A moving average is calculated by taking the mean of the first
three numbers in a series, then a mean of the second, third and fourth numbers, and
so on. These means become a new series. A moving average can be taken by
averaging groups of three, four, five, or any number. For a basic introduction to
moving averages, see Macaulay (1931) or Kendall (1976.)

16
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The yearly screening test found that 77 series show a recent decrense and
have enough cases per month to allow further analysis.  The line best deseribing
each of these series is not straight, but turns downward after some point. Although
inspection of six yearly points shows a recent decrease, this decrense may not be
evident in the more detailed monthly series, with 72 points. The second stage of
analysis determines whether the recent decrease noted in inspection of these 77
yearly series is also significantly present in the monthly serics, This is done with a
runs test for curvilinearity. Those series that pass both the yearly screening test

and the runs test can be said to show a recent decrease.

The yearly screening test and the runs test results give enough information

" for many purposes. If the decision maker needs to know exactly when the series

began to decrease, the third stage of analysis will provide this information. The

third stage consists of two additional statistical tests.

First, the Hudson analysis determines the turning point of the series, the
month after which the series began to decrease. Second, a test for curvilinearity
determines whether a two segment line, increasing to the turning point and
decreasing after it, describes the series significantly better than a straight line
from the beginning of the series to the end.

The Runs Test

A run is "a succession of identical symbols which are followed and preceded
by different symbols or by no symbols at all "(Siegel 1956:52.) For example, if 20
tosses of a coin produce 10 heads and then 10 tails, there are two runs. If the 20
tosses produce a head and then a tail at every other toss, there are 20 runs. In the
first case there seem to be too few runs, and in the second case, too many, for a
fair coin toss to be assumed. A runs test is a nonparametric test that tells us the
probability that a certain sequence of events, such as these coin tosses, would have

occurred by chance, given that the observations were really random (see Moore,
1970.)%6

léNor\parametI‘ic tests do not make as many assumptions about the data as other
statistical tests, and do not require such qualified interpretation (see Siegel
1956:3.) A curvilinear series is a series that is better described as a curve than as a
straight line. The runs test determines whether a series is curvilinear. Since these
series have been screened to eliminate those which do not show a decrease, the

curve in those passing the runs test can be said to be a curve showing a recent
decrease.

17




L eEEG T TRIVES

Pots)

-

E )

hpled

sy
beed

R

WINNEBAGO COUNTY BURGLARY
MONTHLT SFRIES
SIUPE BEGRESSTON LING « @

Humber of Rung = 15

}
1
%
1
;
S
?
Kasy

FIGURL 3

!
i

\
\

14

\is,l
AR it ' TR ) w ww ) ue 5% e 50 o4 € 7
HEINT (STRRTING WiTu JRNURRT, 1972
el ERIISTICR ARRLYSIS UENTER DRAFR

18




Diggory (1976 sugiests astng the poais test o determime whether o cueved
line or a straight ling would beat fit o tune weriess e tiest fits a steaigght tine to
the series, using a least squres regression procodure W Tind the line that boat fits
the entire series, He then defines a ranas asequenee of points which aee all ahove
or all below this line, If the series were best deseribed by a straight line, the poinls
wauld be randomly scattered above and below the line, and some rans would be
expected by chance, [If the series were best deseribed by a curve that turns down
after some point, then the number of runs would be relatively Tew, Tables for the
probability that a certain number of runs will appear, given a random distribution,
are given in Swed and Eisenhart (1943). 17

The Winnebago County Burglary series (Uigure 3) gave the most significant
results of those series tested, and thercfore is a clear examplo of this applination
of the runs test. First, the linear least square line is plotted on the monthly series.
In Figure 3, the intercept is 232 and the slope is 2.04. Second, the number of runs
above and below this line are counted. The numbers written along the series in
Figure 3 are the length of each run. The number of runs is written in the upper left
corner. The Winnebago Caunty burglary series beqging with a run of seven below the
line, then a run of one above, then arun of ten below, and so on. There are fifteen
runs in all. According to the Swed and Eisenhart tables, there is less than a five in
1,000 chance that only fifteen runs will occur in a series this long, if the points of
the series are really randomly distributed around a straight line. Therefore, we
conclude that the Winnehago County monthly burglary series from 1972 to 1977

does not follow & straight line, but probably shows a recent decrease, ®

Table 2 gives the runs test results for all 77 series. In most of these, the runs
test of the monthly series confirmed what was noted in the yearly series, that the
series shows a change in direction from a straight line. These series were retained
for further analysis.

In 16 scries, the decrease apparent by inspection of the yearly series was not

18

significantly apparent in the monthly series. The Springficld burglary series is

typical of these. A comparison of the yearly with the monthly series (Figures 4a

[

l7The runs test is also used in other ways in time series analysis. See Wallis and
Moore (1941), Kendall (1976:26), and Appendix C.

18Diggory has some reservations about using the runs test when the number of
cases per month is small (telephone conversation), but he does not specify how
many is too small. In this study, the runs test was performed on only those series
with an average of five or mare cases per manth. However, we noticed, in doing
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l.dgar
Fulton
Jersey
Knox

L.alke
LaSalle
L.ivingston
Macoupin
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Muason
Monroe
Montgomery
McDonough
MeHenry
Peaoria
Piatt

Rock Island
St. Clair
Sangamon
Stephenson
Tazewell
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Regbna
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Runs Test Results

Number of Runs Above and below Reqgression L.ine

Number Runs
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CZitx
Alton

Arlington Heights

Belleville
Burbank
Calumet City
Chicago
Chicago Heights
Danville
Decatur
DeKalb
Downer's Grove
East St. Louils
Elgin
Evergreen Park
Galesburg
Granite City
Highland Park
Lansing
Maywood
Moline

North Chicago
Oak Park
Pekin

Peoria

Rock Tsland
Rockfor
Schauvmburg
South Holi -« o
Springfielu
Villa Park

a rore . "
For definitions of regions, see Appendix A.
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(The probability that this number of rums could have ocecurred
by chance if the series were really a straight line is less
than or equal to .05.)
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Table 2

(eont.)
Robhery
County Number Runs Uity Number Runs
Cook 2HXHXX Alton 27%x
Kankalet 22%%%% Calumet Cily 57
Lake 17%%%% Chicago FALEER
Mel.ean 31 Elgin 39
Peoria 29% Evanston 27%X%
Winnebago ARSSL Kankakeo 22% X %%
a North Chicago 29%
Region Qak Park 28%¥
1 O XKRKK Peoria ;5}
10413 D5HXK K (QUEI\QY 29%
20 52 Rockford 23K%x%X
Waukegar 20% X% ¥

a i . .
For definitions of regions, see Appendix A.

* L
p— .05 (The probability that this number of runs could have occurred
X% < by chance if the series were really a straight line is less

***p:- - 025 than or equal to .05.)
p= . 01

*EXX o
p— .005
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and 4b) is an example of how inspection of a yearly series may lead to conclusions
that are not substantiated by analysis of the same series by month. The yearly
series showed that Springfield burglaries declined in 1977, but the monthly series
showed that the decline was partially an artifact of aggregating the number of
offenses over a year. There are 30 runs in Figure 4b, a number that is not
significantly different from chance. Since this series could, therefore, be best

described by a straight line, it was dropped from further analysis.

Each of the 61 series retained for further analysis shows seme deviation from
a straight line, according to the runs test. Because each of the 61 was also found
to decrease in the yearly screening test, the deviation must be a recent decrease.
The combination of the yearly screening test and the runs test of the monthly
series, then, showed thal 61 of the original 340 series 1) have enough cases for

analysis, and 2) show a recent decrease that is probably not due ta chance.

Although the yearly screen and the runs test are used here as a test for the
presence of a recent decrease, they could also be used as a test for a recent
increase. First, an inspection of the yearly series would determine whether there
was a recent increase, by some standard criteria. Second, the monthly series would
be analyzed by the runs test. If the runs test showed significant curvilinearity and

the yearly screen showed an increase, the series could be said to have increased.

These two quick tests will provide conclusions that are detailed enough for
many administrative decisions. However, for some purposes it may be necessary to
know exactly when the change in the series began. The following section describes
a way to discover the most likely point of decrease or increase, the turning point,
and to test the probability that a two segment line, changing direction after the
turning point describes the series better than a straight line with no change in

direction.

18 (cont.)

the test, that those series with between five and fifteen cases per month were
likely to have more points below the regression line than above it. This affects
runs test results where the total number of months is small. Swed and Eisenhart
(1943) give special tables for 40 or fewer months. However, in this case, we have
72 months., Whether having between five and fifteen cases per month will affect
runs test results in a series of 72 months is uncertain. Based on our observations, it
is possible that a series in this study, for example, the Quincy robbery series,
pagsed the runs test when there was really no significant decrease.
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Paesterpmining thee Tuendng Point

Ther: are two ways to find the turning peint of a seria‘s.»w One way is to fit
thee bost possible curved line to the series. The point al which this curve stops
increasing and beging o decrease is the turning point.  This solution, however,
would not be in keeping with the goal of this paper: to use methods which are quick
and easgy to caleulate and easily understood. For exarple, the equation of a curve
may be compared from one series to another, but it would be difficult to explain
this comparison to non-statisticians. It would be extremely difficult to compare
the squations of 61 curves, those fitting sach series that passed the runs test. Such
an analysis could be done, but it would be time consuming, and it would be difficult
to interpret. A decision maker may not need to know the exact equation of a curve
of a scries, but might very well need to know if the series changed its general
direction and exactly when that change occurred.

The second way in which the turning point of a series can be described is to
find the best two (or more) straight line segments which fit the series. The turning
point is then the point at which these line segments join each other. This is
relatively quick and easy to do and easy to explain to non-staisticians. A group of
series can be divided into those which changed direction and those which did not.
Those which changed direction can be compared according to the turning point

when the change occurred. We suggest using the second technique.

To determine the most likely turning point, we used a method suggested by
Hudson (1966), and calculated it using a computer program written by Fox (1978:87-
llil..)zo Hudson's method finds the two segment line which best fits the series..
Fox's program calculates the least squares error of the regression for every possible
combination of line segments, for example, the first three and the fourth through

72nd month, the first four and the fifth through 72nd month, and so on.21 The two

19 - . . . . . .
Traditional time series analysis uses the term "turning point" in a more

specialized sense than it is used here. In the analysis of economic cycles, for
example, it is important to predict the future point at which the direction of the
series will change. An error in such a prediction is a "turning point error" (see
Nelson 1973:211.) The analysis in this paper does not attempt to predict future.

turning points, but only to describe where the series has changed direction in the
past.

20The program is published in Fox (1978:95-111.) However, SAC has found some
mistakes in the program as reproduced in that book. For documentation, contact
SAC.

21

For details of calculating least squares estimates for two or more line segments,
see Hudson (1966.)

24

“



Figure !
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seginenl line with the smaliest ereor gives tie best fit. The "turning point" in this
2]

: e 27
analysis was defined s the month before the two segrments meet.”

Tty turnineg points of the 61 series which showed a recent decrease ranged
feom Janary, 1973 Lo August, 1976 (Figure 5.) Most of the series began to

dlpereane eilher o labe §974 (28 series) or mid-197% (19 series.)

The Hudson/Fox program alse provides the user with the slopes and intercepts
af the two segments and of the overall straight line. For these 61 series, the
averall straight line slope is sometimes increasing and sometimes decreasing, but,
in every cage, the slope of the first line segment increases and the slope of the
soeond line segment decreases (see Table 3.) This was to be expected, because
each of the 61 was chosen by the yearly screen and the runs test as a series that
changed direction to a decrease. The Hudson/Fox program simply confirms what
these nonparametric tests indicated, and gives the user, in addition, the specific
point at which the decrease began. However, the Hudson results do not give us any
indication of whether fitting a two segment line to the series describes it better
than fitting a straight line. They do nat tell us if the segments before and after the
turning point really improve our ability to describe the series, or whether a straight
line assuming no downward change would describe the series just as well.

A Straight Line or A Two Segment Line?

The Hudson/Fox method will find the best fitting two segment line for a

series. However, it will not tell you whether that two segment line is a better
description of the series than the best fitting straight line. ‘We have, essentially,

7

"ZThis paper sets the turning point to an exact month, but the Hudson/Fox program
finds exact "join points" that cgn be between months. The join point may be either
somewhere between two months, or it may be exactly at a month. For sxample,
the join point for the Cook County burglary series is 33.B1, which is between the
thirty-third and the thirty-fourth month (September and October, 1974.) The join
point for the McHenry County burglary series is exactly the forty-second morith,
June 1975. Where the Hudosn join point was between two months, the turning point
was defined as the first month, the month before the decrease began (September,
1974 for Cook County burglaries.) Where the Hudson jein point was exactly at a
month, the test for curvilinearity, described in the next section, determined
whether the best fit would be achieved by including that month in the first or in the
second line segment. In any case, the month before the decrease began was
considered to be the turning point. For McHenry County burglary, for example, the
best fit occurred when June, 1975 was the last month in the first line segment
rather than the first month in the last line segment. Therefore, June 1975 is the
turning point, the month before the decrease began.
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two models of a series - the best fitting straight line amd the best filling two
segment line. What criterion may be used to decide which of these models yields
the best description?

One criterion is a test for curvilinerarity (see Nie 1975:376-377; Blalock
1972:411-413.) The best fitting straight line explaing a certain amount of the
variance in the number uf robberies or burglaries. If the series is divided intu two
segments, will this additional information explain more of the variance? If so, and
if the difference between the two explanations is significant, then the two segment

line model is better than the straight line rmodel.

To measure the amount of variance explained by a two segment line model, a
dummy variable is created for whether the observation is in the first line segment
or not. Then the amount of the variance in the number of Index robberies or
burglaries that is explained by the straight line plus the dummy variable is
compared to the amount of variance explained by the straight line alone. This
produces a statistic which varies as F, and the significance of which can be found in

tables of F values.

To calculate the amount of variance explained by a straight line model, we
regress the number of crimes on a variable that could be called "Date," which
equals from 1 through 72 for the 72 months from 1972 through 1977. In other
words, Number of Crimes = a + b (Date). One of the statistics that results from

such a regression is the square of the regression coefficient, or RZ. R2

is the
amount of variance explained by a straight line model. In the same way, the
amount of variance explained by both the straight line and the two segment line
may be calculated, by regressing the number of crimes on both of them at once. In
other words, Number of Crimes = a + b (Date) + ¢ (Dummy). This yields another
RZ, the amount of variance explained by both Date and the dummy variable for the

two segment line,
Given these two RZ statistics, the following equation may be computed:

F= (R?‘with Date and dummy variable - Flzwith Date only)/k
2
1-R

with Date and dummy variables)/(N-k-1)
where Rz is the amount of variance explained

1- R2 is the amount of variance unexplained
N is the number of cases (here, 72)

k is the number of dummy variables (here, 1)
and k and (N-k-1) are the degrees of freedom.
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TABLE 3

B Analysis of Serdes Showing a Recent Decrease

Date of Overall First Second T oof
Turning S5lope Slope Slope Curvilinearity
Point
Burglary
Gounty
Cook 9/74 7.98 73.48 —bh 34 : 1.02
Jersey 11/73 ~.18 .62 -, 83 12, 44%%%
Lake 10/74 2.41 6.82 ~1.45 .43
Livingston 7/76 .09 .19 - 47 9.87%%
Macoupin 4/ 74 .01 .54 -.27 3.18
Madison 5/75 1.38 6.91 ~6.71 3.02
Mason 1/73 -.02 .57 -,08 8.46%%
Monroe 2/75 .04 .25 -.19 .18
MeHenry 6/75 .32 1.43 -1.46 3.30
Peotia 1/75 .30 4.76 -4 .34 41
Piatt 1/75 .03 .23 -.19 .08
Rock Island 7/76 2,16 3.44 -5.17. 16,48%%%
St. Clairx 11/74 ~.11 3.61 -3.68 .69
Sangamon 10/74 1.68 4.56 -.86 43
Stephenson 6/75 .10 .46 ~.50 1.41
Tazewell 10/74 ~-.12 1.38 -1.40 .27
Winnebago 6/75 2.04 6.95 ~5.76 1.45
City
Alton 8/75 .38 1.67 -2.06 5,85%
Arlington Hts 6/75 .33 1.06 ~-.82 3.57
Belleville 12/75 .03 .29 ~.72 4.28%
Calumet City 8/75 .30 1.05 -1.20 2.83
Chicago 8/74 -2.50 44 .61 -37.73 2.46
Chicago Hts 6/75 .30 1.34 -1.36 4.50%
Danville 11/74 .20 1.02 -.58 .18
Decatur ~ 12/74 .32 1.55 -.93 .00 9
DeKalb 4/73 .08 .97 -.06 14.97%%%
Downers Gr  10/74 ~.06 .55 -.60 43
Elgin 10/75 1.04 1.79 ~-.67 4,99%
Evergreen Pk 5/74 .09 .34 -.06 1.41 l
Galesburg 2/75 .22 .76 ~.39 .37
Granite City 9/73 ~.31 .63 -.56 2.83
Highland Pk 7/75 .08 .26 -.24 1.32 ﬁ
Lansing 8/75 -.03 .28 -.61 8.54%%
Maywood 9/75 .01 .75 -1.55 5.83%
No. Chicago 10/73 22 1.57 -.19 10.01%%
Oak Park 5/74 -.37 .33 -.77 1.52 l
Pekin 9/74 .12 .92 -.46 .99

\
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TABLE 3 Continuced

City Date of Overall First Second F oot
Con't. Turning Slope Slope Slope Curvitineavity
Point

Peoria 12/74 .52 4.21 -3.33 L34

Rock Island 8/76 1.19 1.89 ~3.56 14, 2 %%k

Rockford 7/75 1.31 5.08 ~5.51 b 2%

Schaumburg 6/75 .54 1,12 44 1.59

So. Holland 5/75 , 07 43 —. 46 2.35

Villa Park 6/75 .18 49 ~.32 1.78

Region

10 12/74 .45 1.56 - 71 .53

17 11/73 -.17 1.36 -, 68 10.,01%%
Robbery

County

Cook 9/74 ~-10.26 8.74 -25.30 .83

Kankakee 10/74 .03 .38 ~.29 1.06

Lake 10/74 .24 1.28 -.60 .15

Peoria 8/75 -.10 .22 -.73 5.36%

Winnebago 12/74 .25 .78 -.30 .76

City

Alton 10/75 ~.03 .10 -.31 4. 00%

Chicago 9/74 -10.46 6.45 -24.19 s

Evanston 11/74 -.D5 .27 ~.36 .39

Kankakee 12/74 .03 .28 -.22 .52

No. Chicago 9/73 .06 .59 -.08 11.32%%%

Oak Park 10/74 -.13 .04 -.28 .55

Quincy 11/74 .05 11 ~.01 1.04

Rockford 6/75 .21 .61 - 42 2.25

Waukegan 9/74 .10 W73 - 41 2.51

Region

1 10/74 .02 .13 -.08 .84

10+13 11/74 .07 .24 -.09 1.73

* p*.05

*% p .01

ok p<,001




For example, the tuening point of the Highland Park burglary series is July,
1975, This means that the first line segment is from January, 1972 through July,
1975, and the second line segment is from August, 1975 through December, 1977.
Therefore, the dummy variable will equal 1 for all months through July, 1975, and O
otherwise.

The R2 of the regression of Highland Park burglaries on Date is .06518. The
multiple RZ of the regression of Highland ?ark burglaries on Date and the dummy
variable is .08253. Thus, the additional variance explained by the durmmmy variable
for the two line segments is the difference between .08253 and .06518B. The
caleulation of F is:

F= (08253 -.06518)/1

(1 - .08253)/70

_.0L753
NTETN

= 1.34

This 1.34 can be checked against a table of F values, which are given in the back of
most statistics textbooks, such as Blalock (1972.) An F of L.34 with 70 and 1
degrees of freedom is not significant. That means that there is a greater than five
per cent chance that this F would be found even if the series were really a straight
line. Therefore, we should assume that 1972 to 1977 Highland Park burglaries are
better described as a straight line than as a two segment line that began to
decrease after July, 1975. The best two segment line model for Highland Park
burglaries is not significantly better than the best straight line mc;del.

Table 3 shows the results of this test for the 61 series which were found to
show a recent decrease by the combination of the yearly screening test and the
monthly runs test. In only 18 series could a specific month be found where a
downward change in the trend line after this point was a significantly better
description than a straight line from beginning to end. Figures 6 through 22 are the
graphs of these series, with both the straight line and the two segment line plotted,

A glance at these 18 plots will show that, although they each have different,
individual characteristics, they all have one thing in common. They all begin to

decrease after some point. That point may be as early as January, 1973 (Mason
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County burglary) or as late as August, 1976 (Rock Island City burglary.)  The
difference in slope between the increasing and the deereasing line scgmonts is
sometimes great (Rockford burglary) and sometimes slight (L.ansing burglary.) The
number of crimes per month is sometimes high (Rockford burglary) and sometimes
low (Alton robbery.) However, all of the series turn from increasing to decreasing
at some point.

The advantage of the Hudson/Fox two-segment fits and the tost of
curvilineary is that they enable an analyst to describe & complex series of data in
non-complex terms. All of these series, despite their infinite variety, may be
described as following a limited number of general patterns. They are either boest
described as @ two segment line about a particular turning point or as a straight
line. If they are a two segment line, their turning points and slupes may be

compared.
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FIGURE 8
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FIGURE 9
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FIGURE 10
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FIGURE 12
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FIGURE 13
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FIGURE 19
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FIGURE 23
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SUIMPAR Y AL CORCLEISIONS

This paper has two purposes: 1) to determine which lllinois counties and
citios with population over 25006 experienced the decline in reported Index
robberics and burglaries that was evident in the state as a whole, and 2) to provide
an example of such an andysis as a guide for thase who want a quickly done and

casily imderstandable method of deseribing time series.

The method of analysis in this paper has three stages of tests. Each
succending stage describes the series in more detail.  Since many series are
eliminated by the early screening test, the time and effort required to do the most
detailed test is only used on those series which justify it, and where greater detail
is required for a particular decision. Even the most detailed test, however, is still
quicker to do and more easily understandable than would be a time series analysis
using more sophisticated techniques. Figure 24 summarizes the results of this

method for [llinois robbery and burglary.

Which of the 340 Llinois reported Index robbery and burglary series for
counties and lurge cities show a recent decrease? The first stage of analysis, an
inspection of the yearly series, found 109 series that show a recent decrease. This
is 41 percent of the series that had enough cases per year to analyze, and it clearly
represents the predominant pattern. Two percent more show a decrease from 1972
rather than a change in the direction of the trend from increasing to decreasing,
twelve percent show a steady increase, 26 percent show an increase following a

decrease, and 20 percent neither increased nor decreased.

Some of the 109 showing a recent decrease in the yearly screening test were
combined with each other and others were eliminated from further analysis,
because they had too few cases per month to permit a monthly analysis. Seventy-
seven series remained. Each of these was examined to determine if it should be
adjusted for seasonality prior to a monthly analysis. None were significantly

seasonal (see Appendix C.)

The second stage of analysis, a runs test, was then applied to the 77 series
that passed the yearly test screening and had enough cases to analyze. The runs
test found 61 monthly series that show a recent decrease. The combination of the
yearly screening test and the rupns test answers the first question posed by this
paper. These 61 series are the local Illinois series that show a recent decrease in

Index robbery or burglary. These series are the following:
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FIGURE 2

Flow Chart of Method of Aualvsis
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The final stage of analysis deseribed each of these ol series in greater detadl,
finding the month after which the series beging to decrease; the turning pomt. 1t
then caleulated the prohahility that the series is better desceribed as a two seqment
line decreasing after this turning point than as a straijgnt line from the beginning to
the end of the series. The following 18 series were found to be best deseribed as a
two segment line decreasing after the month in parentheses:

Alton burglary (August, 1975)

Alton robbery (Qctober, 197%)

Belleville burglary (December, 1975)
Chicago Heights burglary (June, 1974}
DeKalb burglary (Aprily 1973)

Elgin burglary (October, 197%)

Jersey County burglary (November, 1973)
Lansing burglary (August, 197%)
lLivingston County burglary (July, 1976)
Mason County burglary (January, 1973)
Maywood burglary (September, 1975)
North Chicago burglary (October, 1973)
North Chicago robbery (September, 197.3)
Peoria County robbery (August, 1975)
Region 17 burglary (November, 197 3)
Rock Island burglary (August, 1976)
Roek Island County burglary (July, 1976)
Rockford burglary (July, 1975)

These results should be interpreted cautiously. First, we cannot say that
these 61 series are the only Illinois series that show a recent decrease, because
many series shaw decreases in the yearly analysis but have too few cases to permit
a monthly analysis. Second, the methods of analysis used in this report are
appropriate for description only. They cannot be used to predict how many
reported robberies or burglaries there will be next year or next month., Third, this
report makes no attempt to explain why certain Illinois localities showed decreases
in reported Index robberies or burglaries and others did not. It simply attempts to

accurately describe what occurred, not to explain why it occurred.

The first two stages of analysis, the yearly screening test and the runs test,
will give planners and decision makers a quick and easy answer to whether crime
has recently declined in an area. With straightforward modifications of the yearly
criteria, the same tests will indicate whether crime has increased significantly.
The third stage of analysis will provide more detail when necessary. It will

deterrnine the exact month a downward (or upward) change oceurred, and whether a




Lwo segient ling deseribes the series significantly better than a straight line.
& Uiy whers still more detail or a forecast is required will it be necessary to use

e cotnplex time series analysis techniques.

i
|
|
i
|
|
I
|
|
]
|

ZZA forthcoming SAC publication, Describing and Forecasting Chicago Homicide,
expands this method to three segment line models.

.
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APPENDIX A
METHOD OF COMBINING SMALL COUNTIES




W

Method of Combining Counties with Few Crimes

when the number of reported robberies or burglaries per month was too few
for analysis i some counties, these counties were combined with others that are
conbinprous Lo them and that have similar characteristics. This made it possible to
analyse o monthly time series for the group of counties, even though an analysis
waould have been impossible for each county separately.

The choiee of groups of counties to combine was made according to the
Iinois Law Foforcement Commission's (ILEC) planning regions. Each ILEC region
includes o geoup of counties that are contiguous and somewhat similar to each
other qeographically and demographically.  These counties cooperate with one
another to plan for the expenditure of ILEL funds., Although there are, of course,
many differences among the counties in a region, they do work together to meet

their planning goals.

Regional data were analyzed only where the county's yearly series appeared
to show a decrease, and where the county had an average of fewer than 60
robberies or burglaries per year. If one of the counties in a region had enough
reported offenses for analysis, but other counties did not, we analyzed both the
region and the larger county separately. In one case, two regional robbery series
appeared to be decreasing, but there were too few robberies reported in the regions
per month for analysis. Since these two regions (10 and 13) were contiguous, we
analyzed their combined monthly time series. Even where counties were combined
for a monthly analysis, each county and each city was analyzed separately in the
yearly anulysis.l

The following is a list of each region in which a monthly time series was
analyzed, and each county in the region. Regions 10 and 13 were analyzed together
as well as separately. Figure A is a map showing the location of each region.
Table A contains the results of the analysis of the regional yearly series.

lYearly analysis was not done if the county or city had an average of five or fewer
Index robberies or burglaries per year.




Region 1

Carroll
DeKalb
JoDaviess
Lee

Qgle
Stephenson
Whiteside

Region 10

Fulton
Hancoak
Henderson
Knox
MeDonough
Warren

Region 17

Calhoun
Christian
Grecne
Jersey
Macoupin
Montgomery

Region 20

Alexander
Franklin
Gallatin
Hamilton
Hardin
Jackson
Jefferson
Johnson
Massac
Perry
Perry
Pope
Pulaski
Saline
Union
Willlamson

fegion #

Hureau

L aballa
Muarshall
Putnam
Stark

Reyion 13

Adams
Brown
Pike
Sehuyler

Region 14

Clay
Crawford
Ecdwards
Effingham
Fayette
Jasper
Lawrence
Marion
Richland
Wabash
Wayne
White

Fegion 22

(Clark

Coles
Cumberland
Douglas
Edgar
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Table A

Results of Yeurly Analysis of Regions

Region 1 Robbery Passed yearly,
Burglary Did not pass vearly,

Region 8 Robbery Did not pass yearly,
Burglary Passed yearly.

Region 10 Robbery Passed yearly; ton fow monthly ecases,
Burglary Passed yearly,

Region 13 Robhbery Pagsed yearly; too few monthly eases,
Burglary Did not pass yearly.

Regions 10 + 13 Rabbery Paassed yearly.
Burglary Not needod.

Region 17 Robbery Lid not pass yearly.
Burglary Passed yesrly,

Region 19 Robbery Did not pass yearly.
Burglary Did not pass yearly,

Region 20 Robbery Passed yearly.
Burglary Did not pass yearly.

Region 22 Robbery Passed yearly; too few monthly cases.
Burglary Did not pass yearly,
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APPENDIX B

ILLINOIS CITIES AND COUNTIES SHOWING A DECREASE IN INDEX ROBBERIES OR
BURGLARIES, BY INSPECTION OF YEARLY SERIES 1971-1977.

-

63




DLEUCREASE FROM 1972

Niles Burglaryl

Bureau County Rohbery1

Clark Caounty Robberyl

Marion County Robbery L

Washington County Robbm‘yl

CHANGE IN DIRECTION FROM INCREASE TO DECREASL

Burglary
Counties Cities
Cook Montgomery Alton Highland Park
Doug?:.as2 MeDonough Arlington Heights Lansing
Edgar MecHenry Belleville l.ombard3
Fuiton Peoria Burbank Maywood
Jasperz Piatt Calumet City Moline
Jersey Pikez Chicago North Chicago
Johnscm2 Rock Island Chicago Heights Oak Park
Knox Sangamon Danville Pekin
Lake 5t. Clair Decatur Peoria
La Salle Scott! De Kalb Rockford
Livingston Stephenson Downer's Grave Rock Island
Macoupin Tazwewll Fast St. Louis Schaumburg
Madison White2 Elgin South Holland
Mason Winnebago Evergreen Park Springfield
Monroe Wood‘fordl Galesburg

Granite City

64
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Robbery
Countivs Cities
Adims? 1_.0132 Alton Lombardj
/\lnx.’mdnrz Loganl Arlington }-153ights:5 Molin93
(Zoak Mc:['f)onuuqh2 Berwyn3 Niles3
{:nlnsz Mel.ean Calumet City North Chicago
f 'r‘anklin?‘ Peoria Chicago Qalk L.awn3
(‘:‘.rundy1 Salimaz De l<alb3 Oak Park
Jefferson’ Tazewclll Downers Grove® Park F’\idge3
kankakee Whiteside? Elgin Pekin3
Krmx2 Winnebago Evanston Peoria
L.ake Woodfordl Evergreen F‘ark3 Quincy
(.?.alesburg:5 Rockford
Granite City3 Schaumburg3
Kankakee Villa Park”
L.ansing} Waukegan

lTa:)o few cases per month to allow a monthly analysis. No regional analysis was
done, since the region is metropolitan.

2Too few cases par month to allow a monthly analysis, but this county is included in
the monthly analysis of a combination of counties (see Appendix B.)

3Two few cases in this city for further analysis.
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APPENDIX C

METHODS OF DETERMINING THE PRESENCE OF SEA
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Methods ul Deterinpurg] the Presence of SDeasonality

Hhis analysis used the Census X-11 program and the Bell Canada Model test
to determine whether any of the 77 series that passed the yearly screening test and
hend enowgh vases Lo analyze are significantly seasonal, Neither the X-11, the Bell
Canada, or any  other method of  detecting  seasonality gives completely
unambiguous results.  The results must be interpreted, sometimes subjectively.
This appendix describes how the Bell Canada and X-11 results were interpreted for
the 77 serics. It is also a general guide for those who wish to use these two
computer programs. For more detail about detecting and analyzing seasonality, see
the reforences cited below and the forthcoming SAC report on seasonality.

The Bell Canada T(astZ

The Bell Canada Model test uses the same general mathematical logic as the
X-11, but is simpler and has fewer options. Both take a moving average to
estimate the trend-cyele, and then separate this trend-cyele from the seasonal and
the irregulzar.j This produces three component series from the original one: the

trend-cyele, the seasonal, and the irreqgular,

In both the Bell Canada and the X-11, these three compotients may be related
to each ather either additively or multiplicatively. If additive, the three
companents are independent of each other. If multiplicative, they are dependent
on each other. In an additive seasonal model, the "Yextra" number of crimes
reported in a high month as opposed to a low month would be about the same,
regardless of how high the general trend was. In a multiplicative seasonal model,
the seasonal effect in a given month would be high if the trend is high, and low if
the trend is low. The Bell Canada calculates the three components twice, once
assuming an additive rmodel, and again assuming a multiplicative. It then computes
the ratio between the scasonal effect and the irregular effect. This produces a

statistic which varies as én F ratio (see pages 27-30.) It thus can be used as a rough

2This program, developed by John Higginson in 1977, was sent to SAC by the
Bureau of Labor Statistics.

3588 pages 15-16 for definitions of the three components.
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TABLE B

Regults of the Bell-Coanada Seasonality Sereen

Burglary Additive Multiplivative

County F ratio Foratio
Cook 4,32% & 70%
Edgar 2.43% PR R
Fulton 1.14 1.1
Jarsey .66 L0
Knox .60 N
Lake 4, 65% A.00%
LaSalle 94 .81
Livingston .91 i
Macoupin 1.78 1.78
Madison .81 12
Mason 1.83 1.60
Monroe ©1.37 1.65
Montgomery 2.17 2.18
McDonough .97 1.29
McHenry 2.30 2.11
Peoria 4.32% b, 3%
Piatt 1.21 1.20
Rock Island 3.07% 3.50%
St. Clair 3.22% 3.27%
Sangamon .51 .53
Stephenson 6.20% 7.21%
Tazewell 1.98 1.82
Winnebago 6.43% 6.96%

city
Alton 1.22 1.07
Arlington Heights 5. 60% 5. 75%
Belleville 1.05 1,02
Burbank i .85 .92
Calument City .90 .80
Chicago 1.74% 1.91
Chicago Heights 3.76% 4,05%
Danville 4,09% 4.11%
Decatur 1.16 1.17
DeKalb 1.56 1.43
Downers Grove .51 .50
East St. Louis 2,97% a
Elgin .62 : 77
Evergreen Park 1.81 1.50
Galesburg 1.24 1.46
Granite City .63 .52
Highland Park 2.34 2.38
Lansing .69 73
Maywood 2.69% 2.53%
Moline 2.66% 2.867
North Chicago .51 .57
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Region

H
10
1/

Rohbery

Gounty

Cook
Kankakee
Lake
MclLean
Peoria

Winnehago

City

Alton

Calumet City

Chicago
Elgin
Evanston
Kankakee

North Chicago

Oak Park
Peoria
Quincy
Rockford
Waukegan

Region

1
10+13
20

* .
F ratio 2.41 or over.

X~11 program.

These series were analyzed further

TABRLE T - Cont inmod

BRI ES
.14
L BT7%
4. 39%
7.78%
AD
G, 54%
.38
1.35

.81
u()l
1.97

2.35
1.93
3,83%
2.45%
1.61
3.27%

1.30
1.13
2.26
1.41
1.21
1.94
1.01
1.87
1,58
1.18
3.32%
4. 54%

2.92%
2.01
.53

J Y

&~ W

NS

.65
.73

2.04

2.74%
1.44
3.70%
a
1.63
3.32%

1.25

2.63%
1.64
1.05
1.49

.62
.77
.60

.18%
L40%

.37
.59
.53

by the Census

ap multiplicative adjustment could not be done, since there are zero

values in the series.
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indicator of whether o seris B commueth, et whedher the seasatnabity b

multiplicative or additive,”

Thee N-T1 differs feons the 8ol Cancedo i senber of wovie 1 B peovieles
options for a variety of moving averages, sed pist e fwelvesbyv-Ta Foprm TV 1y
average automabically pertoriacd by the Bedl canadae ) I has o stambad e baad,
with a number of options available, foe hoadliog cxteenn vadieos, 3 1 vontang, e
an option, a "lrading day adjustiment,” which fests boe o pattor aceordite o davs
of the week as well as seasons o the w:xr.,r' 40 s able to handbe moving
scasonality, seasonal effects tau chooge Prom vear ta vear, in ahlition to the
stable seasonality that the Holl Casendy bandlos, 53 TE also provides o number of
statistical tests of the series, instead of the Bel Conada®s one resulls "enough® o
not enough" seasonality,  These 11 tects, ased in eombinntion with each nther,
will provide a clearer indication of whether the series is seasonal, the degree of
seasonality, and whether the seastnality s additive e maltiplicative than will the
Bell Canada.

Table B gives the resulis of the Bell Cannda seasonality sereen for all 77

series for which a monthly analysis was done, 1hnse sories which passed the yearly

screening test and had suificient cases per month for further analysis. Mot one of
these 77 had a Bell Canada I ratio of 1 or inore, either additive or multiplicative,
Twenty-seven series had either an additive or a multiplicative F ratio that was
between 2.41 and 9. These 27 were analyzed Turther for seasonality, using the testy

available on the X-11 program as suggested hy a BLS technical paper (Plewes 1977.)

4The F-test, however, is not entirely appropriate for several reasons, but especially
because the oberservations in a time series cannot be assumed to be independent of
each other, Perhaps for this reason, the Bell Canada prints out extremely
conservative results, Although the one percent significance level for a ten-year
monthly series would be 2.41 {given that the assumptions of independence, constant
variance, normality, etc. hold), the Bell Canada only prints out that the series
shows "enough seasonality” to justify using the X-11 if the F is 20 or over. BLS
researcher Kathleen Beale suggests that the following criterion be used
(conversation, February, 1979): A Bell Canada F under 2.41 indicates no
seasonality; an F between 2.41 and 9 probably indicates no seasonality, but should
be studied further; an F of 10 to 19 may be scasonal but should also be studied
further; and an F of 20 or more may be considered seasonal.  This criterion was
used in this study. All series with an F of 2.41 or over on e'ther the additive or
multiplicative Bell Canada model were analyzed further with the X-11.

5 . . . . . :
Use of the trading day adjustment requires a longer series than the six-year series
examined here.




X-11 Program Results

M test and Relative Conlribution of the Irregular (Plewes 1977:4-5,7). The

stable scasonality I test on the X-11 is computed like the F test on the Bell
Canada, although the results may differ because of differences in the X-11 moving
average and treabment of extremes, The relative contribution of the irregular is
caleulated by comparing the average month-to-month differences without regard to
sign (or perecent change in a multiplicative adjustment) of the three components,

. ST va b
irreqular, trend-cycle and seasonal (see Shiskin 1967:18-19.)

Figures 3 and C are two pages from the X-11 printout for a multiplicative
adjustment of the Rockford burglary series.7 The stable seasonality F ratio is
circled in Figure B, It is 8.312. The relative contribution of the irregular over a
one month span is circled in Figure . It is 51 percent, which is quite high. The
general rule of thumb suggested by Plewes is to reject the hypothesis of stable
seasonality being present if the F is under 2.41, or is 2.41 to 15 and the irregular
contribution is over 14 percent, or is between 15 and 50 and the irregular
contribution is over 25 percent, or is over 50 and the irregular contribution is over
%0 percent. By this rule of thumb, the hypothesis of seasonality would be rejected

for the Rockford burglary multiplicative adjustment.

Table C gives the results of these X-11 tests for all 27 series. According to
Plewes's rule of thumb, the hypothesis of stable seasonality should be rejected for
all 27, since the stable F ratio in each case is between 2.41 and 15 and the relative

contribution of the irreqular always far exceeds 14 percent.

This X-11 result finds the hypothesis of stable seasonality unlikely. However,
the series may have moving seasonality. In moving seasonality, the seasonal effect
varies systematically from year to year. There is another X-11 test to detect

mcving seasonality.

6The relative contribution of each of the three components changes according to
the span of months being considered. From month to month, the contribution of
the irregular is usually high relative to the contribution of the trend-cycle, since
the effect of the trend-cycle gradually builds up over time, while the effect of the
irregular does not. As a general rule, the relative contribution of the seasonal
should be at least as high as the irregular over a one month span, and should remain
relatively high over longer spans, until it drops to near zero at the twelve month
span.

7We chose the Rockford burglary series as an example, because it seemed to have
more seasonality than most of the others we tested.

73




Figure B

X-11 Stable and Moving Seasonality Results: Rockford Burglaries, Multiplicative Adjustment

ROCKFORD BURGLARIES P. 3, SERIES
D 8. FINAL UNMODIFIED SI RATIOS
YEAR JAN FEB MAR APR MAY JUN JUL AUG SEP oct NOV DEC LVGE
1972 60,1 88,9 25.2 106.5 192.5 88,1 84.3 139.3 99.1 109.9 89.7 51.9 95.3
1873 89,4 17.17 94.6 191.9 2.1 86.3 133.5 127.5 112.8 8.5 92.0 199.8 LAH. 6
1974 93.5 66,8 95.2 88.7 148.7 87.6 115.7 128.,2 101.4 195.3 97.8 195.2 190.3
1975 96.7 72.1 84.5 85.9 99.3 117.7 131.1 122,9 8l.2 112.8 97.48 189.8 lag.1
1976 69.1 79.6 88,3 8.3 88.5 85.5 126,14 127.9 96.9 161.7 1g2.6 8g.7 181.3
1977 92.2 15.8 34.8 85.1 91.1 1pg.8 198.1 115.6 1ig.2 121.8 58,2 66.8 97 .4
AVGE 83.5 76.7 94,5 93.4 88.9 87.8 116.5 126.9 lag.2 118.9 §6.2 92.4
TABLE TOTAL- T141.4
STABLE SEASONALITY TEST .
o SUM OF DGRS.OF MEAN L
N SQUARES FREEDOM SQUARE  F
BETWEEN MOMTHS 14971,869 11 1279.261 B.312%%
REBIDUAL 9234 .609 68 153,919
TOTAL 23306.469 71

**STABLE SEASONALITY PRHSENT AT THE ! PER CENT LEVEL
MOVING SEASONALITY TEST

SUM OF DGRS. OF MEAN

SQUARES PREEDOM SQUARE

BETWEEN YEARS 446.862 5 89.212
ERROR 5759.424 55 104,747

*NO EVIDENCE OF MOVING SEASONALITY AT THE ONE PER CENT LEVEL
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Figure C

X-11 Summary Measures for Rockford Burglaries, Multiplicative Adjustment

F 2. SUMMARY MEASURES
AVERAGE PER CENT CHANGE WITHOUT REGARD TO SIGN OVER INDICATED SPANR

SPAN
IN Bl DLl D13 D12 D1g y: V3 cis Pl El E2 E3
MONTHS  © cI I c s P D MCD MOD.0  MOD.CI MOD.I
{  16.78 i2,8¢ 12.52  2.36 11.98 4.9 2.0 3,13 14.17  6.99  6.56
2 19,49 13.32 11.82 4,75 14.88 0.8 7.0 4.99 17.68  8.86  6.92
322,73 14.95 11,76  7.88 16.49  B.9 2.9 1.86 19.92  1g.28  6.92
4 25.3¢ 15.25 11.48  9.33 19.29 8.0 7.0 8.91 23.77  11.88  §.51
5 26.29 16.34 1p.24 11.50 19,78 4.8 g.8  11.85 25.83 13.57  5.83
6 29.82 16,64  9.21 13.55 21.81 0.9 9.8 13.16 28.49 15,87  5.19
7 34.58 19.57 11.38 15.55 18.82 8.4 2.9  15.48 28.86 16.84  5.81
9 31,58 24.14 11.68 19.81 16.38  £.& 2.8 208.97 28.25 28.96  6.87
11 29.57 26.88 1§.16 24.87 11.83 9.8 g.7  24.1% 27.83 24,72 5.3
12 29.28 29.28 11.98 26.88  £.9L 2.8 @.8  25.87 26.75 26.74  6.91
RELATIVE CONTRIBUTIONS OF COMPONENTS TO VARIANCE IN ORIGINAL SERIES
SPAN
IN D13 D12 L0 A2 c18 RATIO
MONTHS -3 c S p D TOTAL  (X188)
1 1,82 46.91 9.9 g.5  \80.98 108,63
2 38756 5.91 57.44  @.% 9.8 108.08 1p1.27
3 30.94 19.98 59.88 8.8 9.9  190.08  89.12
4 22.38 14,74  62.96  §.0 2.9  189.99 92.35
51688 T ITLAAD 62.28 9.9 g.8  16m.080  99.92
"TlTﬁS‘“TﬂTﬁﬂfj 62,19 8.8 9.0 1p8.88 79,81
7 17.65 33.41 48.95 9.8 g.0  180.99 77.83
9 17.12  49.21 33.67 8.8 §.8  197.09  79.95
11 12.54 70,44 13.01 0.9 @.8  189.08 94.08
12 17.48 82.580  #.1@ 8.9 §.8  188.48  96.18
AVERAGE DURATION OF RUN cI ( r ) ¢ MCD
169 (1,54, 11,83 2.39
vy
I/C RATIO FOR MONTHS SPAN
1 2 3 4 5 6 7 8 9 14 11 12
5.3 2.49  1.66  1.23  §.8%  @.68  #.73  @.59  £.59  @.51  P.42  £.46

MONTHS FOR CYCLICAL DOMINANCE (:E;)

AVERAGE PER CENT CHANGE WITH REGARD TO SIGN AND STANDARD DEVIATION OVER INDICATED SPAN

SPAN Bl D13 D12 D1g D1t Fl
IN 0 I c s CI MCD
MONTHS AVGE 5.D. AVGE 5.0, AVGE s.D. AVGE 5.D. AVGE 5.D. AVGE S.D.
1 3.14 22 .48 1.64 19.07 B.67 2.78 1.18 15.22 2,33 19.38 .62 3.80
2 4.48 23.92 1.93 15.81 1.43 5.52 2.86 18.96 2,49 17.08 1.22 5.97
3 6.34 28.02 1.44 17.72 2.22 8.16 2.78 29.02 3.73 29.25 2.81 8.48
4 7.77 32.65 1.16 16.45 3.04 19.6¢6 3.4¢6 22.53 4.21 19.77 2.85 1.78
5 9.93 33.33 72.94 14.87 3.87 13.92 4.48 27.217 4.78 28.22 3.71 13.23
6 11.85 36.58 #.65 13.71 4.79 15,27 5.48 28.82 5.23 20,26 4.61 15.44
1 12.13 37.83 1.87 17.39 5.56 17.43 4.27 23.66 7.44 25.79 5.59 i7.71
9 12.22 36.99 1.95 19.44 7.49 21.58 2.63 19.48 9.32 29.55 7.41 22.09
11 11.949 33.78 1.4¢6 14.82 .33 25.49 1.28 14.73 13.87 39.91 9.29 25.67
12 12.31 34.55 1.82 16.62 14.23 27.14 0.3 1.15 12.25 34.41 19.24 27.22




TABLE C

X~11 Tests for Seasonalitya

Additive | Multiplicative
1.36~ ; 1.36~
1.75 . 1.75
Stable % Cont. Moving ADR iStable % Cont. Moving ADR
F of I. F22.2? MCD  of I? ¥ of I. F22.27 MCD of I?
Burglary
County
Cook 7.96 53.08% no 5 yes 8.92 52.86% no 5 yes
Edgar 2.30 60.96 no 6 mno 1.34 2.17 56.78 no 6 ves
Lake 8.48 44,38 no 4 yes 7.80 46.19 no 4 yes
Peoria 7.32 56.96 yas 2.59 9 yes 7.04 57.02 ves 2.40 4 yes
Rock Island 4,65 72.17 no 6+ yes 5.65 74.21 no 6 yes
St. Clair 4.70 55.900 yes 3,04 6+  vyes 4.41 60.92 yes 3.15 6+  yes
Stephenson 6.63 57.82 no 6+  vyes 5.71 59.66 70 6 yes
Winnebago 8.87 47.94 no 5 yes 7.87 46.38 no 5 yes
X City
Arlington Htsb 9.31 54.55 ves 3.20 6+ vyes 9.27 59.96 yes 2.37 6+ vyes
Chicago Hts 4.04 76.84 no 5 yes 3.98 83.60 no 6+ vyes
Danville 4.76 61.52 no 6 yes 4.88 60.10 no 6 yes
E. St. Louis =~ 2.95 64.55 yes 2.90 6 yes
Maywood 3.20 62.22 7o 6+  yes 2.75 72.78 no 6+  yes
Moline 3.32 72.33 no 6 yes 3.60 65.64 no 6 ves
Oak Park 4,54 70.26 no 6 ves 4.33 79.09 7o 6 ves
Peoria 6.79 51.22 no 5 yes 6.38 54.78 o 4 yes
Rock Island 6.11 58.06 1o 6 yes 7.08 52.25 no 5 yes
Rockford 10.07 46.88 no 5 yes 8.31 51.27 no 5 yes
So. Holland 5.29 59.67 no 6+  yes © 5.50 61.20 no 6 yes
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Additive

Stable % Cont.

¥ of I.
Robbery
County
Cook 5.22 67.10
Lake 6.48 64.64
McLean® 2.12 60.91
Winnebago 5.36 64.54
City
Chicago 4.68 68.63
Rockford 5.89 64.97
Waukegan 5.65 52.77
Region
it 2.76 80.99

Moving
F22,27

no
no
no
no

no
no
na

o

TABLE C-Continued

MCD

6+
6+

ULt

6+

43ece text for descriptions of these tests.

b

the results were the following:
Peoria County  7.34 62.83
St. Clair Co. 4.82 53.68
Arlington Ht% 10.64 59.36
E. St. Louis 3.05 64.38

yes 2.42

yes 2.29
no

ves 2.26

When these series was re-run with the weights suggested by Plewes

5
6+
G
6

Multiplicative
1.36-
1.75

ADR Stable Z Cont. Moving
of 17 F of I, F=2.27  MCD
yes 5.67 71.06 no 6
yes 5.82 61.99 no 6+
yes
yves 3.92 79.75 no 6+
yes 5.19 75.52 1o 6
ves 4.06 71.87 no 6+
yes 4.70 77.98 no 6
yes 2.06 86.91 no 6-+

ves 7.38 63.29 ves 2.29 4
yes 4.49 60.94 yes 2.56 6+
ves | 9.67 60.47 1o 6+
yves i

c
Multiplicative adjustment could not be done, since there were zero values in the data.

1.36-
1.75

ADR
of I?

yes
yes

no 1.82

yes
yes
yes

yes

(1977:6) for moving seasonality,

yes
yes
yes



Muving Seasonsi! v (g e 8 Phoe st U peagram computes an [0 ratio for

st

mnviteg seasonality, and provides the %90 for coedomonthe The MSR's are quides to

adjusting o series with moving seasonality (see Dlewes 1977:65 Shiskin 1967:16.)

P or the Roclford bnrglary series example i Pigure B, the moving seasonality
boratio is not significant,  Plewes's role of thamb is that an F ratio of 2.20 or
qreater indicates moving seasonality, Four of the 27 series showed a significant
moving seasonality Foratios the Arlington MHeights burglary series, the Peoria
County burglary series, the Fast St Louis burglary series, and the §t. Clair County
burglary series (see Table () These series were readjusted using the weights for
cach month according tn the MSR for that month, as suggested by Plewes. The
results of these adjustments are in a footnote of Table €. The weights produce an
insignificant moving seasonality ¥ for for Arlington Heights, and reduce the moving
scasonality Foin the other three cases., Maodified weighting might completely
remave the effect of moving seasonality from these three. [Even though the
problem of moving seasonality was not completely removed, the low stable F ratios
and the high percent contributions of the irregular in these three series do not

indicate the presence of scasonality.

Months for Cyelical Dominance (MCD).  The MCD is a measure of the

average number of months required for the trend-cycle to exceed the irregular.
From one month to the next, the irregular is the most noticeable movement in a
series. Qver a longer time span, the relative effect of the trend-cycle gradually
increases until it exceeds the relative effect of the irregular. In Figure C, this
oceurs ak a five month span, where the relative contribution of the irregular (I) is
16.68 percent, and the relative contribution of the trend-cycle (C) is 21.04 percent.
The MCD is thus 5 for the multiplicative adjustment of the Rockford burglary
series. According to Plewes's (1977:9) rule of thumb, a series with a 1, 2 or 3 MCD
is usually acceptable, a series with a 4 cr 5 MCD is borderline, and a series with a 6
or greater MCD is reflective of problems in the series, and should be studied
further.

Of the 52 additive or multiplicative adjustments for the 27 series in Table C,
not one Inzets Plewes's usually acceptable standard of MCD 1, 2 or 3; 19 are
borderline at 4 or 5; and 33 are unacceptable at 6 or greater. This indicates, as the

results of the F test and relative congtribution of the irregular also indicated, that
these series show a lot of irregularity.

-

8
Marshall (1977a, 1977b) also found that crime data usually have a strong random
or chance character.
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Average Duration of Run {ADR) This final X=11 result is a sunple test of the

smoothness of the irreqular component.  Although it is a runs test, ik s not a test

for curvilinearity as is the runs tust used for analysis in the body of this paper. The
ADR is a runs test of the degree of random variation from one point o the next in
the series.

An ADR run is defined as a series of points, each of which is higher (or each
of which is lower) than the preceeding point (see Kendall 1976:26.)  The higher the
ADR, the longer the average run, and therefore, the fower the total number of runs
in the series.

If the irreqular has too few runs relative to chance (the ADIR is high), it is too
smooth, and the seasonal or trend-cyele component of the adjustment may contain
some of the irregular. If the irregular has too many runs relative to chance (the
ADR is low) the irregular may contain some change that should be considered part
of the secasonal or the trend-cycle. Plewes's rule of thumb is that the ADR should
fall between 1.36 and 1.75.

In the Rockford burglary series example, Figure C, the average duration of
run of the irregular (I) is 1.54, which is within Plewes's acceptable range. Qf the 52
adjustments in Table C, two show an unacceptable irregular ADR. The Etdgar
County burglary additive adjustment is too low and the Winnebago County robbery
multiplicative adjustment is too high. However, the multiplicative Edgar sounty
and the additive Winnebago County ADR's are acceptable. This indicates that the
adjustment with the acceptable ADR is better than the adjustment, whether

additive or multiplicative, without it.
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