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]Preface 
This report is intended to provide the correctional community with advi~e 

concerning the development and use of statistical mo~e~s corn~~nly em'ploy~d I.n 
criminal justice prediction studies. Since the use of statistical decislOnmakmg aIds IS 
increasing in correctional settings, an evaluation of th.e pote?tial strengths and 
limitations of various methods often used Or advocated IS provIded. , 

Advice concerning methodological issues is always problematic. What works well 
in one study or setting may work less well or fail miserably in another. What one 
researcher perceives as parsimony may be perceived as simple-minded by another. 
Throughout this effort, we have sought to remain unbiased. While we admire par­
simony and, indeed, simplicity, we likewise appreciate elegance. We trust that we 
have presented the issues fairly-this, at least, was our intent. 
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1 Introduction· 
Research workers in the criminal justice arena have "long been on the forefront of 

an area of study that greatly concerns all behavioral science-the prediction of 
specified events or behavjors. Problems of behavioral prediction are both practical 
and methodological; decisions requiring predictions must and will be made in vir­
tually any area affecting people. College administrators, and admissions committees 
must attempt to predict the future behavior of large numbers of applicants. Employ­
ment counselors and personnel managers must attempt to predict the future 
behavior (or satisfaction) of prospective employees or career-seekers. Judges must 
estimate the likelihood of future offenses, and members of paroling agencies must 
attempt to predict the future behavior of large numbers of eligible inmates. Accord­
ingly, considerable effort has been expended in attempts to aid the decisionmaker in 
the predictive situation. 1 

Major methodological problems of behavioral prediction can be classified into 
five general categories: 1) the relative efficiency of "clinical" versus "actuarial" or 
"statistical" methods of prediction, 2) the relative efficiency of different. actuarial 
approaches, 3) the base-rate problem, 4) the reliability problem, and 5) the cross­
validation of predictive measures. Clearly, these five categories are neither exclusive 
nor exhaustive. As our discussion will demonstrate, the consideration of anyone 
issue necessitates a consideration of the others. 

While we treat the first topic cursorily, it is of great importance. The history of the 
debate on clinical versus actuarial approaches to behavioral prediction is .long. 
Often, the "problem" has been interpreted as, "Which approach gives better 
results, the intuitive, inductive clinical approach, or the deductive, objective ac­
tuarial approach?" The polarizing effect of such a formulation of the problem is 
clear. Indeed, while recognizing its polarizing character, Gough non~t.leless takes 
this position in his classic review of the area: 

The problem may be posed in a brief and simple manner: In 
any given predictive situation which method is better-i.e., 
more accurate and more informative in a scientific way-that 
of the clinician or that of the actuary? 2 .. 

We prefer a different formulation of the Glinical versus actuarial prediction prob­
lem-one which vitiates the "versus." 3 In many practical situations, decision& based 
on predictions will be made, and help toward more rationalpecisions may come 
from either sector or from a combined use of information. In general, behavioral 
scientists are not, an<;i have no interest in becoming, decisionmakers. They do, 
however, have great interest in the prediction of behavior and in the decisionmaking 
process. The "clinical versus actuarial" problem is less important when asking, 
"Which approach is better?" but more important when we ask, "Can behavioral 
scientists using actuarial methods be of practical help to the decisionmakers?" The 
focus of the present study is therefore on issues of the development and use of ac­
.tuarial methods, not on comparisons of such devices with clinical judgments. ' 

1 
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It does appear now that statistical prediction methods may have a variety of prac­
tical uses. It is clear, for example, that actuarial prediction can improve substantially 
upon clinical, intuitive approaches in a statistical sense. 4,5 As a result, actuarial 
methods have been used not only in practical selection problems but in program 
development applications, offender placement decision situations, and in decision 
guidelines models, as well as for research purposes. 

Despite considerable experience in the development of such methods, however, 
there is a great deal of theoretical and practical debate about the most efficient (most 
valid, least costly, most operationally useful) methods for selecting and combining 
information with some predictive utility. Because operating agencies are increasingly 
involved in the development and use of such screening devices, correctional research 
workers and practitioners involved should have a clear statemen.t of the advantages 
and disadvantages of the most prominently used methods. 

Recent reports have suggested that, in practice, statistical techniques that are 
theoretically less powerful and that are computationally and procedurally relatively 
simple may demonstrate equal or superior predictive validity to that obtained by 
more complex and theoretically superior methods. 6 To date, however, despite the 
practical importance of identifying those predictive methods likely to be of greatest 
aid in screening for risk, no comprehensive comparative assessment of specific 
methods has been made. While a few comparative studies have been conducted, 7 

each has suffered from one or more limitations, stemming from: 

1) Lack of attention to the base-rate problem, i.e., to relative improvement over 
the "success rate" for the sample as a whole. 

2) Failure to cross-validate, i.e., to test the method on new samples. 

3) Lack of application of methods to the same sets of data. 

4) Consideration of only a few of the most widely used methods. 

One study, however, did clearly suggest that less sophisticated statistical tech­
niques may indeed provide substantive conclusions of equal power to those provided 
with the use of more sophisticated methods 11_. a suggestion supported by the con­
firmed findings of several comparative studies cited above. 

The research we report here overcomes the four limitations noted. Since our study 
had the comparison of efficiency as its primary goal, all analyses were carried out on 
the same data base. The data used are at least as adequate to the purpose as any 
otlier currently available; advantages of the data base are discussed in a later section. 
All comparisons are made,;,l)ith attention to the base rate and validation issues. 
Finally, we included in the comparison a variety of markedly different methods. 

Appendices not contained in this report are available through the National In­
stitute of Corrections Information Center, 1790 30th Street, Suite 314, Boulder, CO 
80301, and through the National Criminal Justice Reference Service. Tbese appen­
dices contain the data base, ilssessment of potential predictor variables, and the 
analytic programs used. 

2 

, 
I 
il 
I 
I :,. i 

I 
I 

I 
I 
I 
~ !l 
;! 
~ 
~i 

i1 

f 
... ! 

! 

1 
f 

I 
I 

.'\t I 
I 
" 

l"""1 

1'1 

\
\ .. : .. 
; I , , 
{'! 

I: 2 Issues i.n the Development 
of Risk-Screening Devices 

To address adequately the question of the most useful methods to employ, it is 
yecessary to consider in more detail the issues already mentioned, such as the pro­
blems of the base-rate, cross-validation, and reliability. Indeed, it is only by 
reference to these issues that the question of the relative efficiency of different 
methods of combining predictive information can be resolved. Some problems of 
behavioral prediction, moreover, are practical and policy-oriented, rather than 
simply statistical. This section discusses both types of problems in more detail. 

Statistical Issues 
The Base-Rate Problem 

The base rate for any given event may be defined as the relative frequency of oc­
currence of that event in the population of interest. 9 The base rate problem is actual­
ly a combination of many difficulties'. Perhaps the most basic of these difficulties is 
that often base rates are not considered 'at all. In 1955, Meehl and Rosen 
summarized the consequences of failure to consider base rates and concluded that 
"almost all contemporary research reporting neglects the base rate factor and hence 
makes evaluation of test usefulness difficult or impossible." 10 

Behavioral scientists are often concerned with the prediction or classification of 
events, but such classifications or predictions have often been based on criteria that 
produce larger errors than would the simple use of the base rate. 

To the extent that the base rate differs from 0.50, difficulty of prediction of an 
event)ncreases. Thus,. the more infrequent an event, the greater the likelihood of in­
accurate prediction. IX While this seems intuitively true for rare events, it must be 
remembered that th{/\oc~urrence of very frequent events requires the simultaneous 
occurren,ce of very rate events (unless the probability of an event is precisely.O or 1). 

As an example of the difficulty of such prediction, suppose that the base rate for 
failure on parole is 0.20. Given this information alone, we know that we would 
make correct predictions 80 percent of the time if we simply predict that flO one will 
fail on parole. We will also, of course, be wrong 20 percent of the time. Note that, 
given only the base rate as a guide, we have no way of knowing which 20 percent will 
in fact fail. . 

Now let us assume that a predictive device has been developed that allows us to 
correctly predict parole outcomes with 78 percent accuracy. Even given this ap­
parently powerful device y we would stiU be better off in expecting that no one will 

// 

fail on parole-that is, ··in "predicting" performance on the basis of the base rate 
alone. While oiUr predictive device does beatthe simple chance rate of 50 percent, the 
chance rate should, as noted by Meehl and Rosen, be viewed as a function of the 
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base rate. Hence, in this example, the chance rate would be substantially higher than 
50 percent, and the simple base rate is still the more accurate. 

" 
The practical consequences associated with varying base rates are another part of 

the "problem." In practical selection problems, for example, one must take into 
consideration the consequences, in terms of monetary or social costs, of two kinds .. 
of predictive errors. That is, some predicted "successes" will fail; some expected 
"failures" will succeed. It may be, for example, that failing to identify potential 
parole failures prior to release is more costly to society than is any effort expended 
on preventive measures for those who would not fail anyway. 

Another problem associated with the base rate is common. Often, devices that 
may have predictive validity for the population for which they were designed (Le., 
are more accurate than the base rate) are used on different populations, for which 
the base rate of occurrence is different. 12 (This problem is most evident wiih predic-
tive devices that utilize an "automatic" cutting score. For example, a device used to 
predict parole failure of institutionalized adult offenders and based on a cutting 
score may prove of little use for predicting violation among juvenile offenders. It 
should be noted, however, that successful prediction often can be increased through 
manipulation of the cutting score. A related problem is the potential heterogeneity 
of the offender sample providing the basis for prediction. 13) In general, however, 
this reflects a more fundamental problem-that of unwarranted generalization to 
new samples. This issue is not further addressed in the study reported here, and 
generalizations of the results to other samples should not be made. 

4, 

Finally ~ of course, it is often difficult, if not impossible, to know the "true" base 
rate of occurrence of a specified event or behavior in the population of interest. We 
cannot, for example, know the true base rate for parole violation for all offenders 
considered for parole. Since not all are in fact paroled, we can at best identify the 
base rate for known violations byparoled inmates. 

Ohlin and Duncan were among the first to give practical attention to the base rate 
problem. They developed an "index of predictive efficiency" (the percentage change 
in errors of prediction over the base rate resulting from the use of a prediction 
method) to assess the usefulness of prediction devices. 14 The statistic used in this 
study to compare the effectiveness of various actuarial methods was the "Mean Cost 
Rating" (MCR) of Duncan and Duncan-a successor to the index of predictive effi-
ciency. 15,16 This index can be used to assess the relative efficiency of various predic-
tion devices with respect to the base rate problem. The MCR takes on values in ;he 
range 0 to 1, and its relative magnitude gives an indication of prediction above the 
base rate. 

( Statistics of this type are related to "proportionate reduction in error" measures, 
in that they attempt to offer an evaluation of predictive power above that of the 
chance rate. In this context, reliance on standard correlational techniques may be 
misleading, since they do not explicitly address the base rate issue. Hence, we prefer 
to base our evaluations of predictive efficiency primarily on the MeR. 
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While the sampling characteristics of the statistic have not previously been 
known, it recently was demonstrated that the statistic is related to Kendall's tau, 17 

and recent work demonstrates that the MCR can be interpreted via the framework 
of Signal Detection Theory. 18 

The Validation Problem 

The adage that no t~·oopeople are exactly alike is properly extended to groups of 
people. No two groups of people are identical. If, however, the groups have been 
selected by some appropriate mechanism (such as random sampling), they can be ex­
pected to have a great deal in common in terms of both their overall characteristics 
and the interrelations of various individual characteristics. It is this similarity of 
relations within different groups of people upon which all statistical predictions 
ultimately rely. It is assumed, for example, that if in one group of subjects the 
younger do better in relation to some outcome, then in a similar group of subjects 
the younger again will do better. Indeed, prediction methods are intended to help 
estimate, on the basis of some group of people available for study, how members of 
other similar groups will behave. In doing so, there is a risk of overestimating the ex­
tent to which relations found in one sample can be used to explain relations found in 
a similar sample. 

There is no way to distinguish, within the original sample alone, how much of the 
observed relation is due to characteristics and underlying associations that will be 
shared by new samples and how much is due to unique characteristics of the first 
sample. Mistaking unique, peculiar variation for more general variation is referred 
to as "sample overfitting." As might be expected, those methods which fit the cur­
rent (construction) sample very accurately are more prone to overfitting than are 
those which fit the construction sample with less rigor. In addition, one of the max­
ims of any statistical procedure is that large samples reduce the relative importance 
of strictly individual variation and improve the chances that observed relations are 
due to general factors and thus ,~.re likely to be observed in other groups. This im­
plies that, other things being equal, predictions based on a small number of observa­
tions, like those produced by methods which employ sample subdivisions, are more 
prone to sample overfitting than are those based on larger samples. 

The apparent power of a prediction device developed on a sample of observations 
thus derives from two sources. The first, already discussed, is the detection and 
estimation of "underlying" relations that are likely to be observed in any similar 
sample of subjects. A second and troublesome source is the peculiar or individual 
properties of the specific sample. It is imperative that in any prediction study intend­
ed for practical application in new samples the relative importance of these two 
sources of predictive power be estimated. Failure to do so may be expected to result 
in the overestimation (sometimes large) of the actual utility of the instrument as a 
predictor . 

The estimate of the relative importance of theJ),/o sources of predictive power is 
typically accomplished by randomly dividingiiie group under study into two 
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samples, or by gathering (in the same fashion) a similar sample specifically for this 
purpose. It may be argued that a better test, given that the instrument may be in­
tended for future use, is given by selectlhg another sample from a later time period. 
Predictive devices (often equations) are constructed using only one of these groups 
(the construction sample). The equation or equations that have been developed are 
then applied to the other group (the validation sample). The correlation or other 
measure of association that results provides an estimate of the predictive power like­
ly to result from subsequent applications of the method to similar groups. Taking 
repeated samples over time would, of course, provide yet better evidence. This pJ:O­
cedure is known as validation or cross-validation. Apparent loss of predictive power 
from the construction to the validation sample is known as shrinkage, and it results, 
in large part, from the overfitting of the device or equation on the construction sam­
ple. 

An important issue in proposals for practical applications of prediction devices, 
then, is that of potential shrinkage in 'power from the construction to validation 
samples. To further our investigation of the relative efficiency of several different 
actuarial approaches, all approaches are compared relative to validation samples. 
The extent of any differential shrinkage, of course, is of particular interest. 

The Reliability Problem 

No prediction device can be better than the data from which it is derived. An un­
fortunate occurrence in behavioral science research is that we often do not know, 
and sometimes cannot determine, the reliability of the information upon which 
predictions are based. Sources of unreliability are numerous, as considered in detail 
by Campbell and Stanley 19 and by Cronbach. 20 Descriptive crime and delinquency 
statistics, moreover, tend to be particularly unreliable for a number of reasons 
peculiar to the criqIinal justice system. 21 

The consequend!s of a failure to consider reliability (or the lack thereof) can be 
serious indeed:,;tz;:h The present study provides indices of reliability of one important 
kind - that of the coding or classifying of data elements in abstracting a large 
number of items from case files. * 

Policy Issues 
i 

Concerns of pol~~y development and implementation - important as they are to 
correctional admiJilstrators, judges, paroling authorities, or criminal justice plan­
ning bodies - lie outside the scope of the present study and this report. Still, it may 
be helpful at least to mention some policy issues that currently are the subject of 
much debate and involve the general problem of prediction. 

The centrality of prediction to many concerns of the criminal justice system may 
be emphasized by recalling that major traditional utilitarian aims of that 

*See Appendix 3, "Assessment of Potential Predictors," available from the National Institute of Correc­
tions National Information Center, Boulder, CO. 
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system-such as deterrence, treatment (rehabilitation) and incapacitation-are all 
forward-looking, crime preventive goals that require prediction in some sense. The. 
concept of deterrence involves the "prediction" that punishment of known of­
;~nde~s ~ill, ,discourage others from crime. The concept of treatment involves the 

predIctIOn that offenders may be changed in order to reduce the likelihood of 
repeat~d offending; and that of incapacitation requires the "prediction" of new of­
fenses If offenders are not restrained from committing them. (The aims of desert _ 
that is, of applying deserved punishment - or of retribution or retaliation do not in­
volve prediction [nor, for that matter, a utilitarian attitude]. Rather, they look 
backward only, to the gravity of the harm done or the culpability of the offender.) 24 

In .view. of th: centr~lity ?f prediction to many policy issues in criminal justice, we 
~eek m thIS sectIOn to IdentIfy a few such issues in which prediction methods play an 
I~p~rta~t p~rt. These concern, first, the relevance of statistical prediction models to 
crlIl~mal JustIce goals; second, questions of "what to predict, when, with what infor­
matIOn, for what purposes;" and finally, some general limitations of prediction 
methods that are particularly important for policy decisions about their use. 

In specifi~ applications of prediction methods, controversies regarding their use 
are apt to anse from scientific empirical evidence, from ethical value perspectives or 
from bot~, but this does not require that these concerns be confused. Issues of v~lue 
and of e~Idence s~ould be identified in order to add clarity to arguments in policy 
formulatIOns. ThIS report has a limited focus on selected empirical issues and it 
deals very little with the many important issues of values. \Ve seek in this'section 
merely to point out the distinction between the scientific and value questions, to sug­
gest how they often are related, and to note some illustrative ethical issues that may 
be of fundamental importance to policy decisions concerning the operational ap­
plications of prediction methods. 

Relevance to Goals 

If the decision problem is one that requires predictive information for the selec­
tion of alternative actions, then the use of prediction methods to aid in the decisions 
sho~ld ?e considereq. In a previous section of this report, we discussed briefly the 
contm~mg ~ebate concerning "clinical" vs. "statistical" prediction; two claims of 
that dISCUSSIon may be reiterated here. First, it generally has been found that 
statistical prediction methods can be developed that are more reliable and valid than 
unguided or intuitive clinical predictions. That is, they are more dependable and 
the~ work be~ter. Second, statistical and clinical methods may be used together in 
vanous, pOSSIbly mutually supportive, ways; thus, the use of statistical prediction 
methods does not necessarily imply that clinical judgments may not (or should not) 
be used at all in decisionmaking. 

The relevance and potential utility of statistical prediction methods to criminal 
justice obviously depend upon the objectives of the decisions involved. Unfortunate­
ly: the objec~ives are completely agreed upon only rarely, and rarely are they stated 
WIth the clanty needed for any careful analysis. Nevertheless, it may be claimed that 
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when the aims include those of incapacitation or treatment (more generally, the 
reduction of the probabilities of future crimes by the offenders concerned), 
statistical prediction methods may be expected to be relevant and perhaps potential­
ly useful. The explication of agency or decisionmaker objectives is therefore an ob­
vious requisite to deciding whether prediction methods are N) be regarded as possibly 
useful. If the aim is limited to the provision of deserved punishment, then it is dif­
ficult to see how prediction methods can be helpful. If, on the other hand, the objec­
tives include crime reduction purposes with respect to the population of offenders 
being considered, then it is difficult to see how prediction is not a relevant issue. 

When to Predict What, With What, and Why 
What is to be predicted depends, of course, on prior judgments concerning goals 

and objectives, but it may depend also upon the "why" part of the question, 
Specific sub-objectives may be perceived as steps toward more general aims. Thus, 
the specific objectives of an intended operational use of prediction methods need to 
be identified and considered as well as the general aims. As described in this report, 
choices - often rather arbitrary ones - must be made in defining a criterion of 
"success" or "failure" or other classification of outcomes to be predicted. Whether 
arrests, as well as convictions, should be counted as indicants of "failure" is an issue 
providing an obvious example of a definitional choice that may be influenced heavi­
ly by issues of value in relation to the specific intended operational use of the instru­
ment. 

One guide is given, in some such choices, from an understanding of the pro­
cedures underlying the development and validation of any such device. That is, a 
specific criterion must be used, and any generalizations of predictive validity to dif­
ferent criteria must be suspect until such validity has been demonstrated. Classifica­
tions relevant to one purpose may have no relevance to another. For example, 
classifications relevant to the risk of repeated offending may have no relevance or 
utility for the problem of assignment to different treatment programs. The decision­
maker is well advised that, although a particular prediction instrument may provide 
helpful information about one objective, it may give no (or, indeed, faulty) informa­
tion about o,ther outcomes that may be related to other decision objectives. It is 
plausible, therefore, that the inclusion of "arrests" as an unfavorable outcome ele­
ment may be appropriate for some purposes and not for others. In one application, 
there may be no issue of fairness; in another, this concern may arise. 

The "why" question is related also to "when" and "with what." Generally, four 
categories of purposes for developing prediction methods may be discussed. These 
involve research aims and applications for program planning, selection, and deci­
sion policy. 

The process of developing prediction instruments involves the testing of 
hypotheses and thus may provide an aim in itself. Further, however, the purpose 
may be the provision of a research tool. In many program evaluation studies, for ex­
ample, such measures are used to provide an indication of the "prior probabilities" 
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of an outcom~, i.e., of the likelihood of that outcome without treatment or before 
treatmen!. ThIS may be useful in making comparisons of outcomes for groups 
treated dIfferently. 

Alter?atively, the objective may be to provide a tool for the general screening of a 
pOPula~lOn for som~ pro~ram. planning purpose. An example might be the screening 
of all OIfenders .recelved In pnson using an "escape risk scale" in order to identify a 
pool to be conSIdered for immediate placement in a minimum custody setting. 

. Or, t~e intention might be the development of an in~trument to be used as an aid 
m sel~ctI?n, such ~s for probation or parole. A similar application is the use of such 
a deVIce I~ ~llocatlOn ?f.probationers or parolees to differing levels of supervision, 
e.g., prOVIdIng only mlmmal supervision of those in the most favorable "expected" 
outcome groups. 

A. some~hat diff~rent but related use of prediction methods is found in their in­
clUSlO?, WIth ot~er Inform~tion, in policy or "guidelines" models such as those now 
sometImes used In sentencIng or parole decisionmaking. 25 

In any selectio.n applicati~n, value questions arise particularly in relation to two 
~ets of co~cer?~. these ~re Issues surrounding the "with what?" question (what 
l~ems may JustIfIably be Included in the instrument) and the issue of errors in predic 
bon. -

The first que~tion is one of values and of fairness. For example, suppose that the 
purpose of an Ins~rument u~der development is to provide an aid to selection for 
p~role .. (The parolIn~ authonty has determined already that the issue of risk of new 
cn~es IS ,~~ appropnate one for inclusion in paroling policy.) Suppose further that 
th~ Item Income level" is found uniquely and rather powerfully predictive of new 
crImes, s.uch that offenders who have been poor are worse risks. In this wholl 

Ihy~oth.etIca~ example, the paroling authority obviously must resolve the policy issu:' 
s It faIr to mclude the item? . 

, T,he second problem, of errors in prediction, must be confronted as well Whethe 
cltm~al or statistical pred!ctions are made, there will be errors of t~o kinds~ 
predIcted successes who fall ("false positives") and predicted failures wh d' 
(" fal f") Th' 0 succee se nega Ives . IS problem also raises complex questions of both evidence 
and values. 

At different s~ages in the correctional process, correctional decisionmakers may 
have markedly dIfferent amounts and types of information available to them (F' 
I) Accordingly . t . , Igure 

.. , ' an. Impor a~t Issue In the development of actuarial aids involves 
decIsIOns. about .the mformation to be included in the model. For example, a parole 
board ~Ight .wlsh t? use such a device at the intake stage, when information 
concerrung pnson adjustment during the instant commitment is not yet available A 
~oard that use~ such a ~evice at the stage of the parole hearing, however, may;ell 
fmd such d~ta mfo~m~tlve. Again, the selection of items to be included in the device 
must be gUIded by ItS Intended use. 
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3 Which Actuarial Approac'h? 
The general aim of this study was to assess the advantages and disadvantages of 

some of the most commonly used (or promising) methods for developing statistical 
prediction methods. Thus, we may ask which of the several available methods 
"works best." By "best," we refer to predictive efficiency in a valid$ltion sample, 
and, for this assessment, we may compare obtained mean cost ratings. Additional 
criteria can be used, however; for example, if two proc~,dures give equally valid 
results, then we may(l prefer the simpler or less costly method. 

Both Meehl 26 and Gough 27 have given good reviews of specific actuarial methods 
that have been used widely in the behavioral sciences in general, often with par­
ticularreference to problems of criminal justice. Mannheim and Wilkins 28 and 
Simon 29 have provided reviews of specific methods in criminology. The latter 
author includes various comparisons of predictive efficiency resulting from use of 
different methods for combining predictqrs. The present study compared six such 
methods: two general linear additive models, three clustering models, and a recent 
multidimensional contingency table (log-linear) approach. A brief and general con­
sideration of each model follows. 

Linear Additive Models 
Perhaps the most widely used actuarial predictive method has been the linear ad­

ditive model. Indeed, De 80to has demonstrated that social scientists show a marked 
proclivity for simple, single linear orderings. 30 ~ 

Least-Squares (Multiple) Regression 
The best known and most widely used linear additire model is that of least­

squares regression, known in the bivariate case as III correlation and, in the 
multivariate case, as multiple correlation or multiple regession. In general, the solu" 
tion sought is that weighted linear combination of predictor variables that minimizes 
(the square of) errors about regression to some criterion variable. * 

In its general form, the model is described as: 

y = a + b1X1 + b2X2 + baXa + '" + bjXj + ,., + boXn, 

where (in this case) y is the predicted criterion, ~ is some constant (actually the in­
tercept of the regression line), Xi is a predictor variable, and b

i 
is its weight. 

Thus, a potential advantage of the least-squares technique is that it enables 
estimates ()f the effect of each predictor variable in terms of a relatively unique (Le., 
non-overlapping) contribution to explaining variability in the outcome criterion. 
This typically results in a set of unequal weights, thus providing an indication (when 
standardized scores are used) of the relative "importance" of each predictor in the 
context of all the items used. -

*With a dichotomous criterion such as was used in this study, Fisher's discriminant function provides an 
equivalent method and, therefore, was not included,ll 
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While interaction effects (Le., the extent to which the effect of one predictor 
variable is mediated or exaggerated by the state of one or several other predictors) 
can be estimated within a regression framework, the model can quickly become un-

wieldy. 32 

The power of least-squares regression is beyond question in many applications. As 
previously discussed, it has been known for some time that least-squares models im­
prove substantially over intuitive clinical approaches to prediction. Moreover, 
Dawes and Corrigan recently showed that even linear regression models that use ran­
dom regression weights do substantially better than do humans in predictive situa­
tions.33 More recently still

i 
Wainer demonstrated that a simple unweighted (or, 

more accurately, equally weighted, i.e., all regression weights equal 0.5) linear ad­
ditive model is essentially as good as, and in some important respects may be better 
than, a weighted least-squares model. 34 

Studies of parole prediction using data on federal offenders showed that a simple, 
unweighted model had less shrinkage when applied to validation samples than did 
the model derived from multiple regression. A variety of possible reasons, some of 
which relate to the reliability issue, have been discussed by Wilkins. 35 Simon, from 
her results, came to a similar conclusion. 36 Less shrinkage might be expected from 
the equal weight model than from a'weighted model, simply as a consequence of 
item unreliability. The weighted models tend to rely heavily on a few items, so if one 
is scored incorrectly, there is a large difference in the prediction. 

Other reasons for differential expected shrinkage are apparent. First, the weighted 
model may tend to overfit the original construction sample data to a greater extent 
than the unweighted model. This is known as capitalization on chance variation. * 
Second, the weighted model capitalizes on the presence of any data points that 
devia.te markedly from bi- or multivariate normality (outliers). The equal weights 
method may be meliorative since regression weights are not estimated from the con-

struction sample data. 

The Burgess Method 
In the criminal justice field, the unweighted additive model used has been pattern­

ed after the work of Burgess. 37 In brief, the procedure involves the use of attribute 
data (or the dichotomization of predictor variables). Resulting attributes then are 
used in an unweighted, linear additive fashion to predict the criterion classifications. 

Thus, the model is specified as: 

y = (a) + Xl + X2 + Xa + ... + Xn • 

where y is as before, a is an arbitrary constant,~nd Xi is some predictor attribute. t 

*Note also that both the weights and the data items will have some error, so the error is multiplied when 
the weight is applied, i.e., ({3+ e{3 ) (X + e~. 
t.Although the Burgess technique is essentially a "linear" model, it is difficult to say precisely what is be­
ing treated as a straight line. 
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. Thus, the Bu.rgess technique - one strength of which is found in its simplicity -
gIves equal weIght to all predictors even though there may be markedly UItleci;1uil 
levels of association between the criterion and the various predictors used. It ~.n;WJS, 
therefore, n~ compensation for "overl~pping" effects of the predictors, resulting in 
the further dIsadvantage that the techmque does not give any indication as to which 
variables are essentially redundant. 

Clustering Models 
L~ck of .pow~r and/ or. shrinkage on validation in regressi~n predictions may be 

due III part to dIscrepancIes between data characteristics and analytic assumptions. 
l!sually, f~r instance, re~ression ana.lyses do not include interaction terms in predic­
tIon equatIOns. (Indeed, III a study WIth a large number of variables, the examination 
of individual ~nter~ct~on~ is often imp~actical without clear theoretical guidelines.) 
Another pOSSIble lImItatIOn of regressIOn analysis derives from the calculation of 
re.gr~ssion coe~ficients from the matrix of zero-order correlations among variables 
wIth~n the entIre sample. The assumption is made, if implicitly, that the indicated 
relatIons hold in population subgroups as well, i.e., that the popUlation is in fact 
homogeneous. (This may be demonstrably false when the correlation matrices for 
subgroups are examined.) 

The use of clustering methods represents, to some extent, an effort to compensate 
for the limitations of a regression-based model "in circumstances where interactions 
and heterogeneities might be expected to reduce the power of multiple regression 
methods." 38 Clustering methods allow for unspecified interactions and 
heterogeneities that may be present in a population, and can therefore be 
characterized as nonlinear. Each of theconfigural methods used here proceeds by a 
process of hierarchical subdivision. 39 

Each technique used differs from the others not in its general concept, but in 
terms of the specific algorithms used to successively partition the sample into 
subgroups (the subgroups, of course, are the issue of interest). Thus, within the 
~ame sample, differ~nt techniques are likely to result in different groupings. While 
In many cases the dIfferences will not be substantial, if use of different algorithms 
results in different partitionings early in the process (Le., with the first, second or 
third attril)l~tt entered), terminal subgroups probably will be considerably differ;nt. 

A large \ number of clustering algorithms is available. 40 Hierarchical clustering 
sche~~s .are of two type.s: di~isive methods proceed by successively partitioning or 
subdIVIdIng the sample Into Increasingly homogeneous groups, and agglomerative 
methods reverse this process. (The latter start with the individual and successively 
group or cluster.) Further differences a:mong methods lie in the specific rules for 
division or clustering, for termination of the process, or for item inclusion. 41 

Predictive Attribute Analysis and Association Analysis are the two methods used 
in the present study. Both classify indi~jduals on the basis of the possession or lack 
of specified attributes, thus providing a subgroup identification. One potential ad­
vantage of clustering methods lies in\\.their relative lack of restrictive data assump-
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tions. An additional practical advantage may be that' 'the method of combining in­
. formation for any category in an expectancy table is much more readily evident to a 
non-mathematician in the configural tables than in those involving regression 
scores. " 42 

Both Predictive Attribute Analysis and Association Analysis proceed by classify­
ing a heterogeneous population into relatively homogeneous subgroups, thereby 
minimizing individual variation within subgroups, while maximizing variation be­
tween subgroups. This is the specific objective of Association Analysis; with Predic­
tive Attribute Analysis, however, within-subgroup variation may be expected to be 
reduced (if not minimized) and between-subgroup variation may be expected to in­
crease. 

As Cormack points out, however, "Oftep. the act of classification has a primary 
purpose. If so, that purpose should be taken into account." 43 Accordingly, Predic­
tive Attribute Analysis and Association Amilysis can be distinguished with respect to 
the criteria by which the sample is successively partitioned. Predictive Attribute 
Analysis goes directly to the purpose: the aim is to maximize predictive efficiency by 
classifying individuals in terms of those predictive attributes that are most strongly 
associated with the criterion classification (e.g., release outcome). Association 
Analysis, on the other hand, classifies individuals by those attributes that most ef­
fectively summarize shared variance on those same attributes without respect to any 
particular criterion (such as release outcome).44 

Although with Predictive Attribute Analysis one seeks to maximize predictive 
power in the construction sample, there are two potential risks inherent in the pro­
cess of subdivision that may capitalize on random variation (sampling error). The 
first occurs with the selection of the predictor item with the largest associative value 
(generally chi-squared or the phi coefficients) with the criterion. It is on the basis of 
this selection that the categorization is made. Since this attribute is selected without 
reference to the significance of relations among associations, the attribute selected 
may result from sampling error rather than from its strength as a predictor. Second, 
the number of hypotheses tested at each subdivision (Le., the number of attributes 
under consideration) raises the problem of the possible rejection of the null 
hypothesis when the attribute and criterion are unrelated. 45 

A possible result, then, is that although Predictive Attribute Analysis provides a 
method for potentially more accurate prediction, 

the attributes on which this prediction is based are not 
necessarily those which indicate the greatest general dif­
ferences between the individuals. Thus, prediction may 
sometimes be less Hmeaningfur' and less widely applicable 
than the rather less precise prediction obtained from Associa­
tion Analysis. 46 

We would expect, then, tha.t Predictive Attribute Analyses, which are particularly 
sensitive to overfitting of the construction sample, would evince greater shrinkage 
on validation than Association Analyses. 
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. AI~hough ~s~ociation Ana~ys~s m~y be expected to be more stable and less suscep­
tIble .. 0 overflttmg than PredIctIve Attribute Analysis, it is not necessarily intended 
to provide predictive classifications. Indeed, it will yield a predictive model only to 
the extent that the selected attributes are themselves predictors; Association Analysis 
alone does not ensure predictive efficiency. The classifications resulting from 
Associa.tion Analysis are 

basically descriptive rather than predictive. They (may), 
however, be used predictively if the contrasting homogeneous 
groups of individuals isolated by the method could be shown 
to have significantly different outcome probabilities. 47 

lW:ultidimensional Contingency Table Analysis 
This technique, developed by Goodman 48 and others, requires few assumptions 

~bout the nature of the variables under consideration or about the nature of rela­
tIOn~ among ~hem. The technique is complex, although its underlying rationale is 
relatIvely straIghtforward; rather than utilizing a multiplicative model to account for 
po~ential interactions among predictor variables, it uses logarithms of the odds 
ratIO, resulting in an additive model. 

The model: a) inherently allows for nominal level measures, b) can estimate dif­
ferent "weights" for different predictors, c) can conveniently be used to estimate in­
teraction terms, d) does not require the assumption of a particular multivariate 
distribution for significance testing (as does regression analysis), and e) provides a 
mleans~f e~tim~ti~g an "oPt!mal'.'model. These advantages, plus the utility of the 
model for IdentIfymg a parSlmomous set of predictors, make it worth a close ex­
amination. 

Sp.ec~fic~lIY, the l?g-linear model predicts odds (ratio of successes to failures) as a 
multIplIcatIve functIOn of parameters of the predictor variables, each of which is 
mE:asured at the nominal level. * The analytical form of the model is: 

0ijk = Y yAi yBj yCk yABij yACik yBCjk yABCijk 

where ~i' Bj' and Ck denote the state (category) of the predictor variables, A, B, C, 
~espectIv~I~; and nijk den?tes the odds that obtain when variables A, B, and Care 
III states 1, ], an? k, respectIvely. The first term on the right side of the equation 'Y is 
a consta?t, whIch represents a basic odds rate (similar to a base rate probability) 
from w~~ch ~~e effectb~f the predictors are deviations. The second through fourth 
terms'Y I, 'Y .1, and 'Y ,represent the direct "main effects" of the predictors A, B, 
and C. The fIfth through seventh terms represent two-way interaction effects and 
the last term, the three-way interaction effect of the predictors. It should be ~oted 
that this eq~ation r~presents a "saturated" model, i.e., it specifies all possible main 
effects and mteractIOn effects of the independent variables. In the case of three in­
dependent var~ables~ the saturated model will have eight terms (including the con­
stant) on the fIght SIde of the equation. 

*Other models, which may use different measurement levels, also exist. 
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Since technically we refer to a model of the log of the odds ratio, the equati.on 
given belowexpresses~thit~odel in terms of logs: 

0ijk = T + T-O\i +TBj + TCk + TABij + TACik + TBCjk + TABCijk 

c::::::-~ 

where 0.. is the log of n· 'k' and the T's are logs of the corresponding "Y's. 
ijk ij • 
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4 A Comparison of Methods 
The specific predictive methods to be compared in the present .study are sum­

marized in Table 1 with respect t() the several issues discussed in the last section. 
Specifically considered are: a) the extent to which a given method accounts for 
predictor variable intercorrelations, b) whether the method assumes linearity 
and/ or additivity of relations, and c) the expected tendency of the model to overfit 
the constru,ction sample data (with concomitant increase in shrinkage on validation). 

The methods selected for use in this comparative study were intended to provide a 
range of variation in the characteristics discussed. As can be seen from Table 1, each 
characteristic is present in at least one method and absent in at least one, and the ex­
pected tendency for construction sample overfitting varies ftom low to high. 

Table 1 
CHARACTERIS~lICS OF SIX PREDICTION METHODS 

Y" 

Account for 
Predictor 

Method Inlercorrelalion? 

Burgess No 

Multiple Regression Yes 

~c 

Association Analysis Yes /( 
/I 

Association Analysis with 
Criterion~Referenced 

Decision Rules Yes 

Predictive Attribute 
Analysis Yes 

Linear 
Relations 
Assumed? 

Yes' 

Yes 

No" 

No' 

Additive' 
Relations 
Assumed? 

Yes 

Yes 

No 

No 

No 

Expected 
Tendency for 

Overfitt2ng 

Low 

Moderate/Hig!) 

Low 

Moderate 

Multidimensional 
Contingency Analysis Yes Ned Yesh Moderate/High 

Notes; ·Since all variables are dichotomized, the issue of linearity is l~ssentiallY ignored. Assumptions of linearity are 
needed given the Burgess tec;hnique; they ~.re not given the hierarchical clustering techniques. 

t>y'he model is actually multiplicative; it is, however, additive in the log odds ratio. 

<A version of this table first appeared in an unpuhlished repor! prepared by K. Andreason, W. Brown, G. Dodsley, 
M. Neithercutt, G. Pasella, D. Pfoutz, and S. Springer of the National Council on Crime and Delinquency 
Research Center. . 

The Data Base 
A major cost of this type of study is the collection and preparation for analysis of 

appropI:iate data. The present study avoided this problem by making use of a large 
data base initiated under the Parole Decisionmaking Project. 49 

The file used contains data on more than 4,500 people released from federal 
prisons in th~ years 1970 through 1972. Of these, approximately 2,400 were released 
in calendar year 1970; 1,000, in calendar year 1971; and 1,IOO,jn calendar year 
1972. The sample does not reflect all releasees, and different proportions were 
sampled in different years: the 1970 set is a $0 percent sampleoof persons released 
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during the first six months and a 20 percent sample of those released during the l~st 
six months of the year; the 1971 set is a 30 percent sample of persons released dunng 
the last six months of the year; and the 1972 set is a 30 percent sample of those 
released during the first six months of the year. All samples were drawn in a manner 
such that the observations may be assumed to approximate those that would be ob-
tained via random selective procedures. 

At least two years of follow-up data are, available for all three sam!,les,. ~nd 
systematic "track-down" was accomplished for releasees for whom no., disposItion 
was indicated on FBI arrest records. 

More than 90 items of information concerning each offender were recorded dur­
ing the Parole Decisionmaking Project. These included social and criminal histor~; 
the nature and circumstance of the present offense (i.e., the offense that resulted In 

the period of confinement from which the subject was released during th~ ~pec.ified 
project year) and incarceration; institutional adjustment and custody classifIcatIons; 
and the nature of the offender's post-release adjustment. 

Information was coded from case files, parole reports, or FBI arrest records. The 
data base was refined from that available from the parole commission in order to in­
crease its utility for a variety of research purposes. 

'Construction and V;lUdation Samples 
Given our use of this data base, the only major issue of sampling with which we 

had to be concerned involved splitting the sample into useful construction and 
validation sub-samples. In view of differences in data collection procedures and in 
the availability of information across years, it was decided that the 1970-release sam­
ple would serve as the construction sub-sample and that the 1972-release sample 
would serve as the validation sub-sample. 

After a series of preliminary analyses, it was decided also that the entire 1970 and 
1972 samples would be used (iucluding any females and/or juveniles released). The 
analyses which led to this decision are described subsequently. 

The Criterion Problem 
Post-institutional adjustment is a highly complex concept. In examining it, one 

could include such variables as enJ.;ployment status, familial relations, or personal 
satisfaction, as well as measures of recidivism. Moreover, recidivism is itself a com­
plex variable. How does one define behavior which is "recidivistic" as opposed to 
tharwhich is not? In essence, we are faced with a classification problem. The process 
of classification is not simple, although it is often treated in a relatively simple man-

ner. 
Classification is that procedure whic'h forms the basis for all measurement; 

classification and measurement are different processes. We cannot measure objects 
or events; rather, we can only measure attributes or properties of objects or events. 
Thus, we cannot measure a phenomenon such as burglary. We can measure the 
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seriousness of burglary,. o,r its frequency, or the dollar cost associated with it - the 
attributes or properties of burglary - but not the phenomenon itself. 

While we cannot measure burglary other than through its attributes, we can 
classify burglaries: commercial vs. residential, for example. Indeed, classification 
must precede measurement in a logical sequence. In order to measure some property 
of the class of phenomena known as burglary, we must first determine whether any 
given event is in fact a burglary. 

Classification can be defined as that process whereby objects, events or 
phenomena become c'titegorized (typically for the purpose of counting). Only two 
simple, but fundamental, rules must be followed in this process: 1) the categories in­
to which we classify must be mutually exclusive (Le., an event can be placed in one 
and only one category within the classification scheme), and 2) the set of categories 
developed must be exhaustive (Le., all occurrences of the event must be accom­
modated by the classification scheme). Since these are the only two rules required, 
anytime one can make a legitimate distinction among events, one can create a new­
and perfectly legitimate - classification scheme. A major problem facing those who 
would develop parole risk-screening devices, then, is the classification of outcome 
variables. 

In the C)'assification for Parole Decisionmaking (PDM) Project, 50 the outcome 
criterion had been defined as follows. If, within the foHow-up period, there was a) a 
return to prison with either a new offense conviction or a technical violation, or b) 
an outstanding warrant for absconding from supervision, or c) a sentence to con­
finement for a period of 60 days or more, or d) the subject had died as a result of a 
criminal act, then an offender was classified as a "failure." All other cases were 
classified as "successes." 

In practice, three separate outcome variables must be examined in order to arrive 
at this cla~sification when using the PDM data base. Table 2 describes these 
variables and their category definitions. Clearly, other potential criteria-could be 
developed given these three outcome-related variables. 

Four criterion variables are developed in Table 2. Criterion A is that utilized in the 
PDM studies. * Essentially, the PDM scheme searches for the specific categories of 
misconduct noted above. If none is found, then "success" is presumed. 

The remaining three outcome criteria differ from the PDM classification in one or 
mOfe ways. Criterion B, for example, counts any known conviction as a failure (as 
opposed to only convictions resulting in a sentence of 60 days or more of confine­
ment). We should note here that the data set used results in some unknown degree of 
bias given this criterion, since one critical outcome variable (parole performance) in­
cludes the category "Continued on Parole (no difficulty or sentence less than 60 
days)" and does not allow us to distinguish between those subjects who encountered 
no difficulty and those who, in fact, may have had one or more convictions reSUlting 

*It snould be noted that, with modification of the recoding scheme, a somewhat different distribution of 
the criterion could easily occur, Substantive conclusions, however, s'hould remain the same, 
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in sentences of less than 60 days: Further, subsequent outcome measures, such as 
"Number of Convictions," were' not coded for these cases. While the measure is 
thus biased, and the extent of the bias is unknown, it can also be argued that the 
original PDM criterion (our Criterion A) is itself biased against "lesser failures." If 
this is the case, then Criterion B is potentially somewhat less subject to this bias. 

Criterion C is essentially the same as Criterion B, with two exceptions. First, sub­
jects for whom no clear outcome, either successful or otherwise, can be identified 
are omitted from the sample. Second, subjects known to have been arrested for, but 
not necessarily convicted of, an offense are considered as failures. With respect to 
this criterion, we should note that an additional potential bias is introduced, since 
arrest information is available usually only for those subjects for whom FBI follow­
up information is available. 

Finally, Criterion D duplicates Criterion C, with the exception that we return to 
the conviction criterion (Le., "arrests only" are now considered as successful). 

For purposes of preliminary analysis, we utilized Criterion A - that decided upon 
for the original PDM studies - although any would be acceptable for use, depend­
ing upon one's purpose in instrument development. * It should be noted that the 
sample is not limited to persons paroled, but includes also those conditionally 
released and discharged. There is, therefore, a differential exposure to the risk of be­
ing counted as a "failure" associated with the mode of release. Persons conditional­
ly released may be expected to serve, on the average, less time under supervision, 
while those discharged will not be supervised at all. Those under supervision are sub­
ject to return to prison for technical violations, but those discharged before the end 
of the follow-up period are not subject to this classification after that. 

Given this initial criterion, the base rate for successful follow-up performance for 
the 2,467-case 1970 sample is 71.5 percent. For those 1,159 subjects who were 
released under parole supervision, the "success" rate is 75.2 percent. For those 717 
subjects who were mandatorily released under supervision, the "success" rate is 
65.6 percent. Finally, for the 591 subjects who were released at the expiration of 
their sentence and without supervision, the "success" rate is 71.5 percent. (Note 
that, in view of the bias in classification just discussed, and in the circumstance of 
potential parole selection effects, these differences in rate are merely descriptive and 
do not comprise a comment on the relative "effectiveness" of different modes of 
release.) 

*This decision was made for two reasons: 1) it allowed us to replicate analyses performed by others, 
thereby validating our revisions of the data base, and 2) it had originally been agreed upon as reasonable 
by members of the parole comission-an important consideration in the development of statistical risk­
screening q~vices designed for operational use. As described in a later section, however, Criterion D was 
chosen for final instrument construction and validation. 
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Ta.lJle 2 
OllTCOME COnlNGS ANn nEFlNITIONS 

Potential Criterion eodings 

Criterion Crilerion Criterion Criterion Outcome-Related Variables 
A B C D 

DEATH (First Pass Variable) 

o Subject was alive or presumed alive at t he I 
Examine FBI Outcome Variable end of the follow-up period (N :::: 2,471) I 

Subject died or is presumed to have died before the end 
of the follow-up period while on parole (no criminal act 
was involved) (N :::: 17) F F 

2 Subject died or is presumed to have died after release 
from parole but during t he follow-up period (no criminal 
att was involved) (N :::: 2) F F 

3 Subject died or is presumed to have died before the end 
of the follow-up period while on parole (a criminal act 
was involved) (N :::: 7) 

U U U U 
4 Subject died or is presumed to have died after release 

rrom parole, but during th" rollow-up period (a criminal 
act was involved) (N :::: 0) 

U U U U 

FBI OUTCOME (Second Pass Variable) 

o No entry during follow-up period (N :::: 
1,436) I 

Examine Parole Perrormance V,ariable ~ 1 FBI record is not located (N = I) 

2 Parole or mandatory release violation-return to prison, 
no new conviction (N :::: 163) U U U U 

3 Conviction resulting in sentence of 60 days or more is in-
dicated (N = 493) 

U U U U 
4 Conviction resulting in sentence of less than 60 days is in-

dicated (N = 122) 
F U U U 

5 COl}viction is noted, but sentence is not specified (N = 3) F U U U 
6 Arrest(s) indicated, but no convictions or returns to 

prison noted (N = 146) F F U F 
7 Parole or mandatory release violation-no return to 

prison (N = 15) 
F F U F 

8 Unknown and unspecified code (N =: 86) F F 
9 Other (N :::: 6) 

F F 
PAROLE PERFORMANCE (Third Pass Variable) 

o Continued on Parole (no it;/ifficulty or sentences less than 
60 days) (N = 1,068) ,r 

Subject has not abscond\!d from parole, has no minor or 
major convictions,and ho actions as described in the 
following codes have been taken by the parole authority. 

Note that the subject may have had one or more convic-
tions resulting in sentences or less than sixty days confine-
ment each, with or without actual confinement, sus-
pended sentence, or probation. F F F F 

Note: U :::: Unfavorable 
F Favorable 
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Table 2 (continued) 
OUTCOMECODINGS AND DEFINITIONS 

PAROLE PERFORMANCE (continued) 

1 Continued on Parole (new minor conviction(s» (N = 18) 

Subject has been continued on parole after one or more 
minor convictions, for one or more offenses, committed 
while on parole. ~. 
Note that a minor conviction me~ns that the subject re­
ceived a sentence of at least sixty days b,',t less than one 
year, whether or not the sentence result(d in actual con­
finement, suspended sentence, or probal ton. 

2 Absconder (N = ] 3) ;, \ 
I l ~-~ 

The whereabouts of the parolee are unk:!h.\un to the 
paroling authority. Either a warrant for ab~iconding from 
parole has been issued or some other official action has 
been taken to declare the parolee an absconder. If by 
policy no official acts are customarily taken. with respect 
to absconders, then this code should be lIsed- when the 
parolee has been out of contact more than two months 
and his or her whereabouts are clearly unknown. 

3 Returned to Prison-Technical Violation (no new convic­
tion(s) and not in lieu of proseculion) (N = 4) 

The parolee has been declared a parole violator by the 
paroling authority and returned to prison. No criminal 
convictions (major, minor, or lesser) occurred during 
parole. 

This code includes those who are returned: 

Simply for absconding from parole. 
For failure to follow other parole rules. 
For further treatment (including psychiatric but excluding 

medical) related to their parole performance. 
Under treatment and control programs, such as narcotic 

users, alcoholics, or any others who are adjudged to 
need further institutional treatment before discharge or 
continuance on parole. 

4 Returned to Prison-Technical Violalion (new minor or 
lesser conviction(s) or in lieu of proseculion on new minor 
or lesser offense(s» (N = 4) 

The paroling authority has declared the parolee to be a 
parole violator and the parolee has committed an offense 
for which the maximum sentence is less than one year. 

The parolee has been returned to prison either after hav­
ing been convicted and sentenced, including suspended 
sentence or probation, or in lieu of pro$ecution and on 
the basis of a clear admission of guilt for an offense 
which, if successfully prosecuted, would have resulted in a 
maximum sentence of less than one year. 
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Criterion Criterion Criterion Criterion 
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F U U U 

U U U U 

U U U U 
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. Table 2 (continued) 
OUTCOME CODINGS AND DEFINITIONS 

PAROLE PERFORMANCE (continued) 

5 R~turned to Prisml-Technical Violation (in lieu of prose­
cution on new major offense(s» (N = 5) 

The paroling authority has declared the parolee to be a 
parole violator and the parolee has committed an offense 
for which the maximum sentence is at least one year. 

The subject has been returned to prison in lieu of prose­
cution and on the basis of a clear admission of guilt for 
an offense which, if successfully prosecuted, would have 
resulted in a maximum sentence of one year or more. 

Whenever this code is used, the appropriate code for this 
"New Offense" should be entered in columns 30-31 

.pi'!Q.w. 
6S.v",:Arned 10 Prison-No Violalion (N =0) 

'~~. . 

The subject has been returned to prison for reasons not 
reflecting on his or her performance since paroled. 
Examples are: 

Return for medical reasons other than psychiatric. 
Return on a new commitment for an offense commilted 

before release on parole, 

7 Recommitted 10 Prison-New Major COH\'iClion(s) (same 
jurisdiction) (N = I) 

The subject has been convicted, Sentehced. and recommit­
ted to prison, or given a suspended sentence or probation, 
in the same jurisdiction for offense committed since he or 
she was paroled, with a maximum sentence of at least one 
year. 

8 RecommiUed 10 Prison-New Major Convic:tion(s) (any 
olher jurisdiction) (N = 19) 

The ~ubject has been convicted, sentenced and commilted 
to prison in any other jurisdiction, i.e., to state, territorial 
or foreign prisonli. The offense(s), committed since sub­
ject was paroled, has a 'maximllm sentence of at least one 

. year. 

.... NAt PASS: Ensure that any remaining cases have a code of 
o for FBI outcome 

FBI code 0 (N = 301) 

FBI code I or blank (N = 4) 

The Data Reduction Problem 

Potential Criterion Codings 

Criterion Crilerion Crilerio!,Criterion 
A . B C 0 

u u u u 

u u u U 

U u u U 

u u u u 

F F F F 

As a first step toward the development of any statistical risk-screening device, one 
must somehow delimit the range of variables that could be used in its construction. 
Clearly, this process actually begins long before" the stage of data analysis - deci­
sions are made about what data (which variables) to collect and in what form. At 
this stage of preliminary analysis, then, one seeks to further reduce the size of the 
data set withouf'sacrifidng important information. 
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There are, of course, many ways in which one could go about such a task. For ex­
ample, if we were interested 'only in data reduction, a factor analytic approach might 
be appropriate. Since our study has a clear, single purpose, however - to predict 
post-release criminal behavior - some method that allows reduction, but that does 
so while attending to relations with the criterion variable, was desired. 

Accordingly, our first step in this process was to compare, for each item, the joint 
(bivariate) distributions of each potential predictor variable with the outcome. In 
addition to providing critical base-line information about the sample, such a careful 
item-by-item examination provides the researcher with a wealth of information that 
can be of use in the development of statistical screening devices. 

The first benefit is that this procedure can serve as a safeguard against the unwit­
ting violation of certain statistical assumptions necessary for the appropriate use of 
some predictive methods. For example the multiple-regression method requires 
multivariate normality and homogeneity of variance, and its use could result in a 
misleading analysis if extreme scores (outliers) were not appropriately handled. 

Further, the various statistical methods used in this study require different 
characteristics of predictor variables. Some, like the Burgess technique, demand 
(typically) that variables consist of dichotomies. Others, like multiple regression, re­
quire that variables possess characteristics of interval scales. Still others, like the log­
linear techniques, allow for the inclusion of multi-category, nominal-Ieyel variables. 
Thus, the majority of the items have been transformed <;me or more times with the 
requirements of the various techniques in mind. For example, while the log-linear 
methods allow for the use of multi-category, nominal-level data, very large numbers 
of categories are problematic for two reasons: 1) the size,. in terms of numbers of 
cells, of the n-dimensional table can quickly become too large to handle, and 2) zero 
frequency cells are problematic if this method is used. Hence, a balance between too 
many categories and too few categories (to allow for the adequate consideration of 
interaction) must be sought. 

A final advantage of the studies is that they allow one to examine, in a relatively 
rough fashion, the effect of subgroup heterogeneities. For example, it may well be 
the case that certain variables might be differentially predictive for men, women, 01' 

juveniles. These specific subgroups all were examined in thi:s-I<:ishion and results are 
given in Appendix 3. No major differences were noted; hence, the remainder of the 
studies reported in this paper deal with the full sample of releasees. 

Based on these analyses, the original data set was reduced to a subset of 30 items 
that appear to have both predictive and practical utility for the development of risk­
screening devices. Table 3 lists this subset of variables and the transformations (if 
any) used. * 

Most of the variabies under consideration fall into one of four general categories: 
1) variables relating to the present offense, 2) variables relating to a subject's history 

*Ot~~ variable (dollar amount associated with the present offense) was subsequently discovered to have 
been~xcluded from the 1972 data set. Hence, it appears in no analyses subsequent to those reported in 
this ch~ptero 
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~f ~riminal or delinquent i~volvement, 3) "social history" variables such as the 
g e~t complete? grad~ cl~lmed, or living arrangements prior to com~itment and 

4) va:Iables rel~tIng to Institutional adjustment, during either the present or ~ome 
past Incarceration. (One selected variable "Planned L O ° A 
dO' IVIng rrangement" while 

use In some analyses, does not easily fall into any of these four categori;s.) 

Table 3 

Variables 
VARIABLE DESCRIPTIONS, BY GROUP 

RELATING TO PRESENT OFFENSE 

How Committed 

Type of Admission 

Commitment Offense 

Dollar Value of Offense 

RELATING TO CRIMINAL HISTORY 

Age at First Arrest 

Age at First Conviction 

Age at First Commitment 

Longest Time Free Since First 
Commitment 

Number of Prior Convictions 

Number of Prior Sentences 

Number of Prior Sentences with 
Probation 

Numbcr of Prior Incarcerations 

Numbcr of Prior Parole/Probation 
Rc\'ocar ions 

Coding 

Probation, Parole, or Mandatory Release Violation 
vs. All Other Commitments 

N~w. Court Commitment vs. All Other Types of Ad­
miSSions 

a) Burglary, Larceny, Theft (Any Type) vs. All Other 
Offenses 

b) Homicide, rVlanslaughter, All Robbery, All Theft 
L.arceny, Fraud, Forgery, Counterfeiting, Kidnap: 
ping vs. All Other Offenses (Person and Property 
vs. Other) " 

c) Vehi~le Theft, Forgery, Fraud, Larceny by Check, 
HerOin vs. All Other Offenses 

d) Vehicle Theft, Forgery, Fraud, Larceny by Check 
VS. All Other Offenses 

a) Dollar Value 

b) Unknown or Less than or Equal to $499 vs. $500 
or More 

a) ~ 14; 15-17; 18-21; ~ 22 
b) ~ 18; > 18 

a) ~ 15; 16-18; 19-22; ~ 23 
b) ~ 18; > 18 

a) ~ 17; 18-20; 21-25; ~ 26 
b) ~ 18; > 18 

a) ~ 6 mos; 7-18 mos; 19-36 mos; 37-60 mos; > 60 
mos (includes code of '0') 

b) Code '0' and> 60 mos vs. ~ 60 mos 

a) None; I; 2-3; 4 or More 
b) None vs. Any 

a) None; 1-2; 3 or More 
b) Nene vs. Any 

a) None; 'I'; 2 or More 
b) None vs. Any 

a) Nonc; 'I'; 2 or More 

b) None vs. AIJY 

None vs. Any 
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Table 3 (continued) 
V ARIABLE DESCRIPTIONS, BY GROUP 

Variables 

RELATING TO C.RIMINAL HISTORY 
(continued) 

Number of Prior Convictions for 
Burglary 

Number of Prior Convictions for 
Larceny 

Number 6f Prior Convictions for 
Auto Theft. 

Number of Prior Convictions for 
Forgery, Fraud, or Larceny by Check 

Total Number of Prior Convictions 
for Property Offenses 

Longest Time Ser,:ed on Any 
Commitment . 

Reason for First Arrest 

RELATED TO SOCIAL HISTORY 

Highest Grade Completed 

Marital Status at Admission 

Living Arrangement Before 
Commitment 

Use of Synthetic and/or Natural 
Opiates 

Employment During Last Two Years 
of Civilian Life 

Longest Job in Free Community 

Coding 

~ <''c,\ 

\\~\ . C" fi Brglary a) Number of PrIor onVlcUons or u 

b) None vs., Any 

a) Number of Prior Convictions for Larceny 

b) None vs. Any 

a) Number of Prior Convictions for Auto Theft 

b) None vs. Any 

a) Number of Prior Convictions for Forgery, Fraud, 
or Larceny by Check 

b) None vs. Any 

a) 0-1; 2; 3; 4 or More 
b) 0-1; 2 or More 

0-6 mos vs. more than 6 mos 

Burglary, Check Offenses, Forgery, Theft, Delinquent 
Child vs. All Others 

a) None through Ph.D. 
b) 0-11; 12 or Greater 

Married or Common-La~ vs. Any Other Status 

Wife and/or Children vs. Any Other Arrangement 

Known Use vs. No Known Use 

Employed more than 25ClJoof the time; or Student; or 
Unemployable 75% of the time vs. Unemployed 

a) Unknown or less than one year; 1-4 years; more 
than 4 years 

b) Unknown or 4 or fewer years vs. more than 4 
years 
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Table 3 (continued) 
VARIABLE DES.CRIf'TIONS, BY GROUP 

Variables 

RELA TED TO INSTITUTIONAL 
ADJUSTMENT 

Escape History 

Latest Custody Classification 

Prison Punishment' 

ADDITIONAL VARIABLE 

Planned Living Arrangement 

The Problem of Multicollinearity 

Coding 

No Escapes or Attempted Escapes from Al'lY Custody 
vs. One or More Escapes or Attempted Escapes 

a) Maximum or Close; Medium; Minimum; Work­
Release or Unknown 

b) Unknown, Minimum, or Work-Release vs. Max­
imum, Close, or Medium 

None vs. Any 

Wife and/or Children vs. Any Other Arrangement 

Some of the anal,yses to be performed require that predictor variables themselves 
be relatively orthogonal. In particular, highly intercorrelated predictor variables (or 
subsets of predictor variables) can result in multiple-regression equations that may 
be misleading for practieal prediction. Tables A-I through A-7 give, by variable 
category, the intercorrelation matrices of the 29 selected variables and, in some 
cases, their transformations. (The "Planned Living Arrangement" item was exclud­
ed.) Inspection d;'f these t~bles demonstrates that multicollinearity does not present a 
substantial problem for this data set, although examination of these matrices 
resulted in the deletion of a few hIghly correlated variables from the regression 
analyses. 

The different analyses to be compared require different characteristics of predic­
tor variables. For simplicity, we treated all ordered, multi-category varia\1les as 
"continuous" and others were dichotomized. Although the treatment of some of 
these ordereq, multi-category variables as continuous violates some statistical 
assumptions (e.g., in the calculation of s~rrelation coefficients), the particular 
statistical techniques we used are remarkably robust. This is especially true with 
respect to the particular assumptions violated (e.g., the assumption of equality of in­
tervals), provided the violation is not unreasonable. 

Tables A-8 through A-14 summarize relation~ between the selected variables or at­
tributes. and the four outcome criteria outlined in Table 2. By and large, relations of 
individual items with the outcome criteria are low (although, with this large number 
of observations, all are statistically significant). Overall, Criteria B, C, and D seem a 
bit more related to the predictor variables chosen for further study, even though all 
variables were selected with reference to their correlation with Criterion A. Of the 
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four, Criterion D appears best related to all vatiables, although its advantage over 
its competitors is not significant. GiVen the slight empirical advantage, however, and 
its intuitive appeal!, Criterion D was used for the analyses that follow. 

Linear Addit:iv(~ Models 
Burgess 

As a first step 1toward the development of a Burgess scale for the assessment of 
risk, all 29 dichotomous variables that had been found to be both significantly (in a 
statistical sense) and substantially (in a practical sense, relative to other items) 
associated with the criterion were included. Table 4 gives the joint distribution O'f 
oU;.come and Burgess scale scores for the instrument developed using all 29 items. 
The point-biserial correlation coefficient between scale scores and the outcome 
measure is 0.35; the ~,fean Cost Rating is 0.43.* Both are highly significant 
statistically. 

For such a device to be O'perationally useful, it is often advisable to collapse the 
Burgess scale scO're distribution into a smaller number of categories. This serves 
several functions. First, Table 4 clearly shows that, in general, higher Burgess scores 
are associated with a greater probability of favorable outcome. There are, however, 
a number of reversals. For example, it might appear frO'm the table that an in­
dividual With a Burgess score of 5 would have a 50/50 chance of recidivating. 
Higher values· of the Burgess scale are supposed to reflect increasing likelihood of a 
successful parol/e outcome; yet, if we mO've up to a score of 6, we find that the 
associateij probabJility of favorable outcome is O'nly 0.293! In fact, we have to move 
quite a way up the scale before we again increase the likelihood of success over 0.5. 
The same thing can and, in this case, does happen at the higher values of the scale. 

While this SOli of occurrence poses no statistical problem, it can, of course, result 
in important operational problems. Collapsing the score distribution can, and often 
will, ameliorate t.hese. . 

Coij~psing the score distribution serves a second function related to the first. 
Typically, these reversals can be ascribed to random variation within the construc­
tion sample. That is, were we to construct a similar instrument using a different sam­
ple of offenders, We would again expect to observe sO'me reversals, but they typically 
would not fall at the same point(s) on the scale. In cO'llapsing score categories, we are 
assuming that the "bumps and wiggles" in the distribution are not "real" O'r "true" 
- and, hence, they arle unimportaI)t. 

Collapsing the distribution can be expected to have two related effects. First, the 
correlation coefficip.:nt (or other measure) used to assess the relation between the 
scale and the criterion can be expected to decrease in magnitude. Second, however, 
we should expect to see less shrinkage of this coefficient on cross-validation. Thus, 
while it might app,ear that our predictive power is lessened through the collapsing 

*For reasons discussed .in an earlier section, the MeR; which is based op a cutting score approach and 
takes account of the base rate of success (or failure), was the statistic selected for use in comparing dif­
ferent methods. 
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procedure, actual predictive power (while it may also decrease somewhat) should be 
less affected. 1\ 
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Having determined thatjt is desirable to collapse the score distribution, we are 
faced with decisions as to how to gO' about it. A number of schemes are potentially 
appropriate. We could, for example, simply collapse adjacent categories such that 
the transformed categories are each cOIl~tructed of the same number of original 
score categories. We shall call this the Heql1al step" method. It is illustrated in Table 
5. As expected, both r pb and MCR decrease a bit. 

An alternative approach is illustrated in Table 6. Here, rather than equal­
appearing scale intervals, we sought to ensure roughly equal numbers of subjects in 
the transformed categories. In this example, we have used pentiles (20th, 40th, 60th, 
80th, and IOOth percentile point boundaries) to define the category boundaries., but 
any other such scheme (e.g., based on deciles) could serve as well. 

A third, and potentially more justifiable, approach is illustrated in Table 7. 
Although the original distribution of the Burgess scale scores is positively skewed, 
the skew is nO't substantial, and, jn fact, the distribution provides a rough approx­
imation to the normal. Hence, we have in Table 7 divided the original distribution 
(roughly) into half-standard deviation units. 

As can be seen from Tables 5 through 7, all collap~ing schemes have had both the 
desired and expected results with respect to reversalsahd power. How then to choose 
amc(~;:them? In practice, and as caJ;l be seen from the coefficients, any choice would 
make little difference: There is stilllihe validation issue to be considered, but, again, 
little practical difference in coefficients is likely to be observed. One might well 
suspect, however, that collapsing schemes that make use of . .properties of the 
distribution itself (such as the pentile or standard deviation schemes) rather than the 
proclivity of the developer (such as the "equal step" method) might be more stable. 

Another issue of concern in the development of risk-screening devices designed 
for operational use involves the number of items frO'm which the device is con­
structed. Again, we are faced with a trade-off situation. As the number of items 
used increases, so, in general, does the reliability of the assessment device. As~he 
number of items increases, however, so does the effort involved in data 'gathering 
and assessment. 

Table 8 summarizes a Burgess-type device developed frO'm the 19 variables (out of 
the original 29) for which the first-ord~~ correlation coefficients with the outcome 
measure met or exceeded 10.151.* Tables A-I5 through A-I7 summarize the results 
of collapsing strategies analO'gous to those discuss~d above. 

*The 19 items are: all burglary, larceny, theft and fraud offenses; age at first arrest; age at first convic­
tionjage at first commitment; longest time free since first commitment; number of prior sentences; 
number of prior incarcerations; number of prior parole/probation revocations; number of prior convic­
tions for burglary; number of prior convictions for auto theft; longest time served on any commitment; 
marital status at admission; living arrangement before commitment; employment in last two years of 
civilian life; longest job in free community; escape history; prison punishment; vehicle theft, burglary, 
larceny, forgery, fraud and counterfeiting; and planned living arrangement. 
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Validation Study. Each of the Burgess-type devices described in the preceding sec­
tion was validated on the 1972 data set. Burgess scores of each type were calculated . 
for each of the 1,004 1972 releasees, and these scores were correlated with the out­
come criterion. 

Table 9 summarizes these findings. Very little shrinkage is apparent. As expected, 
the Burgess-type devices - in all their forms - hold up very well on validation. 
Finally, it can be seeI1; that virtually nothing (including stability) is gained by the in­
clusion of 10 additional items (in the 29-item devices). 

Multiple-Regression Analyses 
A common finding in multiple-regression research is that little predictive power is 

provided by the inclusion of more than the first few variables in the equation. That 
is, the first few variables to enter the. equation explain the bulk of the variation that 
the equation eventually will explain. 

Table 10 summarizes the regression equation obtained from 18 variables (of the 
available 29) that contributed statistically significant increments to R when variables 
were free to enter in any order. Clearly, the first five or six variables "account for" 
the bulk of the explained variation in parole outcome, and little useful information 
is gained from the rest. 

Most of~he 29 selected variables were classified, as already noted, into four 
categories relating to the present offense, criminal history, social history, and in­
stitutional adjustment. Tables A-18 through A-2l summarize each of the regression 
equations obtained when using only variables from one such subset. 

Using only variables related to the present offense (Table A-18), we are able to r..c­
count for only 4 percent of the variation in outcome. Note, however, that this equa­
tion is based on only two variables. (A third present offense variable, "How Com­
mitted," is perfectly correlated with "Type of Admission," and including both 
would result in substantial problems of collinearity.) 

Table A-19 summarizes the equation developed using only variables related to of­
fenders' criminal histories. Here, our predictive ability has increased substal!tially. 
Twelve percent of the outcome variance can be accounted for given knowledge of 
the eight variables includt'q in the equation. 

. \1\ 

Six percent of the outconfe variance is explained using only six variables related to 
offenders' social histories (Table A-20). Finally, the three variables relating to of­
fenders' institutional adjustment allow us to account for 5 percent of the variation in 
outcome (Table A-21). 

While the equation presented in Table 10 includes variables from all four groups, 
it was developed without regard to variable group classification. Rather, the entry of 
a given variable into the equatiQn was dependent only upon its correlation with the 
criterion and its intetcorrel~~ion with the othe~ variables. 

\ 

The items one may wish ilto include in a risk-screening dlevice may depend, as 
discussed in a previous section, not only on their contribution to explained variance 
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but also on issues of data availabilit and 1· . 
stitutional adjustment will not b Y·l bl po ICy. ~or example, Items reflecting in-
depending upon the intended us: ~;~: e a~ the .tIme of rec~Ption in prison, and, 
respect to the justifiable use of inf fe dev~ce, Issues of faIrness may arise with 
criminal record It is . o~ma Ion ot er than the offense and perhaps prior 
tions developed with ~~gt:~~~~ tOh

f mte~ebstl' thlere~o~e, ~o aSSGSS the viability of equa-
e varia e c asslficatlOns used. " 

Table 4 
TWENTY-NINE BURGESS SCALE/OUTCOME DISTRIBUTION 

(Construction Sample) 

Percent 

Burgess Score N 
Favorable 
Outcome 

3 I 
4 100.0 '/ 

5 
19 21.1 

6 
38 50.0 

7 
58 29.3 ' \' 

8 
74 45.9 

9 
133 41.4 

10 
131 47.3 

11 
159 52.2 

12 
160 56.3 

13 
148 53.4 T 

14 
145 53.8 

15 
158 54.4 

16 
123 66.7 

17 
128 70.3 

18 
124 66.9 

19 
107 76.6 

20 
92 75.0 

21 
76 85.5 

22 
80 81.3 

23 
84 78.6 

24 
66 84.8 

25 
78 91.0 

26 
82 93.9 

27 
31 96.8 

28 
38 100.0 

29 
43 97.'1 

_6 100.0 
TOTAL GROUP 2,382 64.2 
Eta = 0.365 rpb = 0.352 Eta' = 0.133 

rpb' = 0.124 
MCR = 0.4287 

Note: Outcome is defined as follows (see text and Tabl 2 ~ . . 
e or a complete descnptIon): 

Favorable Category 

a) Continued on parole (no d'ff I 
b) No FBI entry during fOIlO~_~~u;:ri~~ sr~t:c;~less than 60 days) (N = 1,068) 

~~. ~rre~ts, but no convictions or returns to prison ~oted (N = 146) 
aro e or mandatory release violation, no return to prison (N = 15) 

Unfavorable Category 

Any return to prison, or 
Any conviction for any new offense or 
Death d~ring the commissi9,n of a c;iminal act or 
Absconding from supervisi~rn ' 

d . 
II 
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Table 5 
TWENTY-NINE BURGESS SCALE/OUTCOME DISTRIBUTION 

. EQUAL-STEP COLLAPSE 

Burgess Score 

3-5 
6-8 
9-11 

12-14 
15-17 
18-20 
21-23 
24-26 
27-29 

TOTAL GROUP 

Eta - 0.356 
Eta2 

- 0.127 

,:; 

(Construction Sample) 

N 

58 
265 
450_, 

(, 

451' 
375 
275 
230 
191 
87 --

2,382 

rpb - 0.350 
rpb2 - 0.123 

Table 6 

Percent 
Favorable 
Outcome 

41.4 
40.0 
52.2 
53.9 
68,0 
78.5 
81.3 
93.2 
98.9 

64.2 

MeR = 0.395 

.:=.:-,:: 

TWENTY-NINE BURGESS SCALE/OUTCOME DISTRIBUTION 

Burgess Score 
(Pentite) 

3-9 
10-12 
13-16 
17-20 

" 21-29 

TOTAL GROUP 

Eta = ,) 0.338 
Eta2 = 0.114 

PENTILES 

(Construction Sample) 

N 

454 
467 
554 
399 
508 

2,382 

rpb - 0.336 
rpb2 = 0.113 

32 

Percent 
Favorable 
Outcome 

42.3 
54.0 
60.6 
74.9 
88.8 

64.2 

MCR = 0.414 
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Table 7 
TWENTY-NINE BURGESS SCALE/OUTCOME 'DISTRIBUTION 

HALF-STANDARD DEVIATION UNITS 

(Construction Sample) 

Percent 
'1 

Favorable Burgess Score N Outcome 
3-6 116 35.3 7-9 338 44.7 10-12 467 54.0 13-15 426 57.7 16-18 359 71.0 19-21 248 80.2 22-24 228 84.6 25+ 200 96.5 

TOTAL GROUP 2,382 64.2 

Eta - 0.352 fpb = 0.349 !\-fCR = 0.412 Eta2 - 0.124 rpb2 = 0.112 

Table 8 
NINETEEN-ITEM BURGESS SCALE/OUTCOME DISl'RlBUTION 

(Construction Sample) 

Percent 
. Favorable Bu~ess Score N Outcome 

0 13 15.4 I .$2 30.8 2 99 36.4 3 141 42.6 4 172 55.8 5 173 53.8 6 184 47.8 7 .211 61.1 ~ ;~ 182 
~ 

54.9 ~) 172 ~9.3 .. 
"'0"<) 150 69.3 U 152 76.3 12 142 80.3 13 116 81.9 14 111 81.1 15 122 86.9 16 61 95.Jl \~) 17 47 97.9 18 66 ~ 95.5 19 16 100.0 

TOTAL GRQUP 2,3.82 " 64.2 

Eta :: 0.364 rpb = 0.350 MeR: 0.429 i' Eta' = 0'632 Tpb' = 0.Q3 
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BURGESS DEVICE VALIDATION STUDIES 

Point-Biserial Correlation Coefficient of ~termln.tion Mean Cost Ratinl 

(r,J (r",') (MCR) 

Construction Validation Constrution Valldation Construction Validation 
Sample S.mple Sa.ple S.mple Sample Sample 

Buraess Device (N = 2,382) (N = 1,004) (N = ~;382) (N = 1,004) (N = 2,382) (N = 1,004) 

Twenty-Nine Items 
Uncollapsed Version 0.352 0.335 0.124 0.112 0.429 0.444 

Equal·Step Collapse 0.350 0.330 0.123 0.109 0.395 0.407 

Pen tile Collapse 0.336 0.332 0.113 0.110 0.414 0.394 

Half-Standard 
Deviation Collapse 0.349 0.335 0.122 0.112 0.412 0.406 

Nineteen ltelllS 
Uncollapsed Version 0.350 0.333 0.123 0.111 0.429 0.423 

Equal-Step Collapse 0.343 0.320 0.118 0.102 0.394 0.371 

Pen tile Collapse 0.332 0.319 0.110 0.102 0.389 0.378 

Half-Standard 
Deviation Collapse 0.345 0.335 0.119 0.112 0.408 0.404 

\' 

Table 10 
MULTIPLE REGRESSION OF 

1~ PREDICTOR VARIABLES ON OUTCOMEl 

Um .. ndardlzed Standardized 
Variable' Wel&bt Wel,ht R R' - -
Longest Time Free -0.0307 -0.1049 0.269 0.073 

Crime Group 0.0292 0.0710 0.318 0.101 

Prison Punishment 0.0957 0.0902 0.336 0.1i3 

Living Arrangement 0.0578 0.0507 0.349 0.122 

Age at First Arrest -0.0613 -0.0632 0.356 0.127 

Known Use of () 
Synthetic and/or 
Natural Opiates 0.0548 0.0852 0.362 0.131 

Type of Admission 0.0401 0.0352 0.367 0.135 

Number of Prior 
Commitments for O.ril~~··· Auto Thefl 0.0257 0.370 0.137 

Employment 0.0349 0.0364 0.373 0.139 

Escape 0.0411 0.0344 0.375 0.140 

Highest Grade Claimed -0.0064 -O.Q375 0.376 0.142 

Commitment Offense -0.0469 -0.0478 0.378 0.143 

Reason for First Arrest 0.0442 0.0461 0.380 0.144 

Planned Living 
Arrangement 0.0524 0.0434 0.381 0.145 

Number of Prior 
Commitments for 
Forgery 0.0198 0.0437 0.382 0.146 

Custody Classification 0.0183 0.0295 0.384 0.147 

Number of Prior 
Commitments for 
Burglary 0.0299 0.0281 0.384 0.148 

Number of Prior 
Parole/Probation 
Revocations J.0155 0.0317 0.385 0.148 

Co ..... t 1.2646 
H 

h Outcome b defined as follows (see lext and Table 2 for 8 complete description): 

}, r .. _ ... e......,. 
r 0) Conllnued on parole (no difficulty or senlences less lhan 60 days) (N = 1,(68) 

b) No fBI enlrY durin. follow.up period (N a 301) 
L c) Arrests, but no convictions or returns '0 prison noted (N ... I~) 
'I' d) Parole or mandatory release violation. no return to prison (N ** IS) 
\( 

" 
v.r ......... e......,. '"-" 

j, 
Any return 10 prison. or 

! AnY' conviclfon (or any new offense. or 

i 
Death durin. the commission o( • crimlnaJ .~, or 
Abscondinl (rom supervision " 

'Scc Table 3 for. complete descrip.lon of predictor .ariables. 
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Sbrinkale 

rpb' MCR 

0.012 
0.07,0 
0.003 0.020 

0.010 0.006 

0.012 0.006 
0.016 0.023 
0.008 O.Oil 

0.007 0.004 

'.' 

\ 
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Few would argue against the inclusion of variables pertaining to the present of­
fense (Le., the offense for which the subject is presently incarcerated). An argument 
could be made, however, that consideration of criminal history variables may be in­
appropriate. Such an argument would likely invoke concepts of double-jeopardy, A 
still more powerful argument potentially could arise over the inclusion of social 
history variables .. Is it just, or legal, to consider variables such as a subject's race or 
sex, for example, in a paroling decision? Without much effort, the argument readily 
can be extended to variables such as marital status, educational level, or living ar­
rangements. (Within this framework, the status of the group of variables we have 
called institutional adjustment could be problematic to the extent that the variables 
concern institutional adjustment during past, as well as the present, incarceration.) 

Tables 11 and 12 summarize regression equations that attend to these variable 
classifications in their development. Since few would argue that consideration of the 
present offense would be inappropriate, botl}; present offense variables have been 
entered (simultaneously) on the first step in calculating both equations. This results 
in a Multiple R of 0.196. 

Subsequent variable groups were included in the following manner. A series of 
hierarchical step-wise regressions for each variable set was computed. On the first 
step, all present offense variables were entered. Steps 2 through n (where n exhausts 
the list of social history variables) allowed social history variables to enter, one at a 
time, until al.1 variables in the social history group were exhausted. Variables which 
did not, through this inclusion, add more than 0.0()3 to the Multiple R2 were then ex~ 
cluded from the list of the social history variables. 

On the next step (Step n + 1), all present offense variables and the social history 
variables selected via the preceding process were allowed to enter simultaneously. 
The analysis then proceeded, in the same fashion, to exhaust the list of criminal 
history variables. After the selection of the subset of criminal history variables, we 
proceeded in like fashion with the institutional adjustment variables. The final result 
of this process is displayed in Table 11. Table 12 results from the same process, with 
a different ordering of variable groups (Le., present offense, followed by criminal 
history, social history, institutional adjustment). 

Both equations result in the same degree of prediction, although they clearly use 
different variables (and use the different groups of variables differently). Com­
parison of the two equations demonstrates that: a) including criminal history 
variables before social history variables increases the Multiple R from 0.20 to 0.34, 
while b) including social history before criminal history increases R from 0.20 to 
only 0.30; c) including only five variables, two of which are related to the present of­
fense, and three of which are related to criminal history, allows us to predict almost 
as well as does any other scheme; and d) the technique outlined above allows, within 
limits, consideration of both the appropriateness of including variables of different 
types and their relativejmpacts on the resulting device. 

Validation. Study. Multiple-regression techniques, of course, result in a 
"predicted" outcome score for each individual according to the form of the equa-

35 

~. 

, i 

\ ~ 



pc 4 • 

tion. In operational use, some collapsing scheme (similar in concept to those 
discussed in an earlier section) must be devised before the equation is used. Accord­
ingly, the "collapsed" regression device is that which should be validated. The 
scheme used here involves half-standard deviation units on the "predicted" out-

come variable. * 
As we observed in consideration of the Burgess device, all regression models result 

in approximately the same degree of prediction, and shrinkage is modest across all 

devices (Table 13). 

Clustering Models 
A potential limitation of linear additive models is that they.presume homogeneity 

of the subject population. For example, in calculating regression coefficients we 
need deal only with the matrix of zero-order correlations among variables across the 
entire sample. The assumption is made (if implicitly) that the indicated relations 
hold for population subgroups as well - that is, that the population is in fact 

homogeneous. 
A second limitation may be that linear additive models typically contain no in­

teraction terms. If some particular combination of attributes (such as a history of 
drug addiction and, for example, armed robbery) is a particularly unfavorable prog­
nostic sign, the importance of this "interaction" would be missed in a simple ap-
plication of regression techniques. . 

Clustering or configural approaches may in some cases compensate for these 
limitations in linear additive models, particularly in circumstances where interaction 
or heterogeneity might be expected. 51 Configural approaches allow for unspecified 
interactions and heterogeneities which may be present in a population, and they are 
characterized as nonlinear and hierarchical. 52 

Predictive Attribute Analysis, and Association Analysis, are the two approaches 
that have been used most often for criminal justice screening devices, and therefore 
they have been examined in the present study. Both classify individuals on the basis 
of the possession or lack of specified attributes, thus permitting development of a 

typology for risk screening. 

Association Analysis 
Of central importance to the development of screening devices developed through 

use of a configural technique are the rules employed for successive partitioning of 
the sample. In particular, a priori guidelines for terminating the analysis must be 
established. For the Association Analysis reported here, the analysis proceeded by 
repeatedly subdividing the sample on the attribute "most closely related to all other 
attributes then present, i.e., that attribute which in a sense is the best single 

*We should note that this would typically be expected to reduce explanatory power. For this reason, both 
"collapsed" and regular coefficients are given in Table 13. Little change results. 
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STEP 
Table 11 

WISE MULTIPLE REGRE . 
HISTORY, CRIMINAL HISTORY S!I~~: PRESENT OFFENSE, SOCIAL 

, INSTITUTIONAL ADJUSTMENT 
Group 
Variable ' 

Present Offense 
Type of Admission 
Present Offense 

Social History 
Opiate Use 
Planned Living Arrangement 
Employment 
Highest Grade Claimed 
Longest Job in Free Community 

Criminal History 
Longest Time Free 
Crime Group 
Age at First Arrest 

InstUutional Adjustment 
Prison Punishment 

Constant 

U nstandardized 
Weight 

0.0654 
-0.0519 

0.0491 
0.0925 
0.0360 

-0.0355 
-0.0071 

-0.0355 
0.0537 

-0.0559 

0.1012 

1.4236 

Standardized 
Weight 

0.0575 
-0.0528 

0.0764 
0.0765 
0.0375 

-0.1213 
-0.0414 

-0.1213 
0.1320 

-0.0577 

0.095 

R 

0.196 
0.196 

0.300 
0.300 
0.300 
0.300 
0.300 

0.362 
0.362 
0.362 

0.373 

Validation 

[ 1972 0.357 

0.039 
0.039 

0.090 
0.090 
0.090 
0.090 
0.090 

0.131 
0.131 
0.131 

0.139 

0.127 J 

STEP Table 12 
WISE MULTIPLE REGRESSI 

HISTORY, SOCIAL HISTORY AZ~:I~:~S:NT OFFENSE, CRIMINAL 
, UTIONAL ADJUSTMENT 

Group 
Variable 

Present Offense 
Type of Admission 
Present Offense 

Criminal History 
Longest Time Free 
Crime Group 
Age at First Arrest 

Social History 
Opiate Use 
Living Arrangement 

Institutional Adjust­
ment 

Prison Punishment 

Constant 

Unstandardized 
Weight 

0.0670 
.:.;0.0460 

-0.0383 
0.0600 

-0.0646 

0.0965 
0.0487 

0.1048 

1.3957 

37 

Standardized 
Weight 

0.0589 
-0.0468 

-0.1307 
0.1458 

-,0.0667 

0.0757 
0.0846 

0.0988 

/1972 

R Rl 

0.196 0.039 
0.196 0.039 

0.335 0.112 
0.335 0.112 
0.335 0.112 

0.356 0.127 
0.356 0.127 

0.369 0.136 
Validation 

0.358 0.1281 
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'representative' of its fellows for the infori,~atio-n they all contain." 53 The statistic 
used here to assess this relationship was the~bsolute value of the avef(~.ge intercor­
relation of each variable with all other variables. That variable which demonstrates 
the largest such statistic was, at each step, that on which the sample was partitioned. 
The process of subdivision was terminated if a) the partition resulted in a subgroup 
of less than 120 cases, or b) the average absolute intercorrelation was less than 0.10. 

Figure 2 presents an example of an analysis that follows the termination rules 
outlined above. At the first step, the entire sample of 2,382 offenders was 
partitioned on the "crime group" variable, resulting in one group of 1,021 subjects 
having at most one prior conviction for forgery, fraud, counterfeiting, burglary, 
larceny, or auto theft, and one group of 1,361 offenders having two or mure such 
convictions. Each of these samples was further subdivided: the first with respect to 
age at first arrest, and the second with respect to the nature of the present offense. 
Further divisions continued in the manner already described until termination, ac­
cording to the specified rules, was reached. 

-. 
Although the configuration presented in Figure 2 would not necessarily result in 

better (or poorer) prediction than would one which terminated earlier in the process, 
we do lose some degrees of freedom by continuing the process beyond that which 
may be required. For example, we can see from the cjJ coefficients, which assess rela­
tion with the criterion, that some splits may not increase predictive utility. Figure 3 
presents an analysis that terminates earlier in the process. Clearly, no reduction in 
predictive power results. * 

As discussed by Wilkins and MacNaughton-Smith, terminal subgroups can be 
described in terms of attributes associated with the predictor variables which 
characterize them, and often these cbaracterizations are of considerable importance. 
The present purpose, however, is simply to examine the predictive utility of the 
method. As might be expected of a method that relies simply on the creation of in­
creasingly homogeneous subgroups and essentially ignores the criterion measure in 
its development, the apparent predictive power of the technique is relatively low (Eta 
= 0.296; MCR = 0.329), although still well within ranges typically fOl#nd in the 
development of parole risk-screening devices. As discussed previously, however, one 
might expect to find less shrinkage on validation precisely for this reason. 

Predictive Attribute Analysis 
While Association Analysis essentially ignores the outcome criterion in the 

development of terminal subgroups, Predictive Attribute Analysis successively 
divides a sample on the single attribute or variable that exhibits the strongest 
association with the criterion. At each subdivision, the associations within resulting 
subgroups are measured independently and again divided on that attribute most 
closely associated with the criterion. 

*Given a different result, one might wish to test the significance of the difference between proportions (in 
favorable outc1>mes) of adjacent subgroups on the same "limb of the tree," then collapsing (back up the 
tree) subgroups if and only if the differences are not significant. 
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Since chi-squared is a function of several parameters and its magnitude is affected 
(among other things) by the dimensionality of the contingency table and sample size, 
direct comparisons of the statistic are problematic. Our approach, therefore, was 
based on the probability level associated with each chi-squared value: that which was 
lowest was that upon which the sample was subdivided. 

The rules for subdivision termination followed for the analyses reported in this 
section were: a) a split will not be made if it results in a terminal subgroup having 
fewer than 120 cases, and b) all chi-squared values upon which splits will be made 
must be statistically significant. 

The program used for these analyses also allows the investigator to seek "second­
best" alternatives. For example, if the best (Le., lowest probability) X2 results in ter­
minal groups that violate rule a), one can continue through the list until a variable is 
encountered that meets both criteria, or until the list is exhausted. 

Since the variables available for analysis will affect the terminal groups - as well 
as the paths by which we arrive at them - two variable sets were analyzed: the full 
set of 29 variables, and those 19 variables found earlier to correlate at least 10.151 
with the criterion. 

Figure 4 represents an analysis that follows the decision rules specified above but 
that did not utilize the "second-best" option. All 29 variables were available for in­
clusion, resulting in ten terminal groups with associated probabilities of success 
ranging from 0.38 to 0.90. As expected, predictive power was markedly increased 
over that for the Association Analyses reported above (Eta = 0.351; .MCR = 
0.415). 

Figure 5 gives the results of a similar analysis based on only 19 available variables. 
Again~ ten terminal groups were identified (note, however, that the groups were dif­
ferent). Again, the "second-choice" option was not utilized. The probability of suc­
cess associated with terminal group membership ranges from 0.31 to 0.93. Despite 
this apparent modest improvement, no change is reflected in the overall measures of 
association (Eta = 0.35; MCR = 0.413). 

Finally, Figure 6 summarizes an analysis that used 19 available attributes and also 
allowed the use of the "second-best" option. The solution is slightly more complex 
(11 terminal groups), but perhaps slightly more powerful (Eta = 0.364; MCR = 
0.429). 

Association Analysis with Criterion-Referenced Decision Rules 
While both configural methods discussed thus far proceed by creating increasingly 

homogeneous groups, the base for this homogeneity differs markedly between the 
two. Association Analysis "maximizes" homogeneity across the entire pool of 
available predictors; Predictive Attribute Analysis'J on the other hand, "maximizes" 
subgroup homogeneity with respect to that single available predictor (on a given 
choice-node) which is best associated with the criterion. Resulting subgroups are 
therefore "homogeneous" in both cases, but differently so. 
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An attractive notion, therefore, is to attempt a simultaneous consideration of 
both issues. Use of the programs developed for these analyses facilitates this, as the 
"second-best" option can be included in considerations of Association Analysis as 
well. All that need be specified are decision rules. Those followed for the analyses 
presented here were: a) the attribute showing the highest absolute average intercor­
relation was that upon which the sample was subdivided, provided that b) the at­
tribute was correlated to at least the extent of 0.10 with the criterion, and c) the split 
resulted in no subgroup having fewer than 120 cases. The rules were followed in the 
hierarchical order described, and we have termed the method "quasi-Association 
Analysis. ' , 

Figure 7 gives the resulting structure when 29 available attributes were used, and 
Figure 8 results from an analysis of 19 available attributes. As expected, the results 
of both analyses appear to be somewhat more predictive than do those of the stan­
dard Association Analyses, but they do not attain the level of the results from 
Predictive Attribute Analysis. 

Validation Studies. The number of validation cases and the associated probability 
of success for each subgroup for the seven analysis reported above are given (in the 
lower circles) in Figures 2 through 8, and Table 14 gives a summary of the com­
parative predictive power of these devices. The shrinkage observed is quite modest 
across all methods; no single one appeared more (or less) powerful with respect to 
validation. The Predictive Attribute approach did result in overall better prediction. 

Multidimensional Contingency Table Analysis 
As already described, the analytic form of the saturated log-linear model given 

dichotomous variables specifies 2n
-
1 terms, where n is the number of independent 

variables plus the (in this case, single) dependent variable. Since the model quickly 
can become unwieldy in the extreme, * the set of potential predictor variables was 
first reduced to a manageable number. 

We decided to restrict attention to dichotomous variables (i.e., attributes) since 
this dramatically reduces the dimensionality of the matrix, yet, as indicated by our 
previous analyses, should not dramatically reduce explanatory power. The eight at­
tributes decided upon, given in Table 15, are those which the Predictive Attribute 
Analysis (Figure 6) showed to successfully cluster observations relative to the out­
come criterion. Were we to estimate a saturated model, the right side of the equation 
would contain 256 (28

) terms. One of our principal objectives, of course, is to pro­
vide a parsimonious model. 

The strategy of finding a parsimonious expression of the data in the logit model 
started with a nine-way cross-tabulation of the outcome variable and eight 
independent variables, giving 512 cells (29) of frequencies. The process of estimating 

*That is, use of all 19 potential predictor variables would require forming estimates based on 220 or 
1,048,575 cells - roughly 440 times the number of available observations. 
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Table 13 
MULTIPLE REGRESSION VALIDATION STUDIES 

EquatlQn 

Eighteen Predktor 
Variables 

Stepwise Procedure: 
Present Offense. 
Social History. Criminal 
History, Institutional 
Adjustment 

Stepwise Procedure: 
Present Offense • 
Criminal History. Social 
History. Institutional 
Adjustment 

Mulliple Correlation 

Construct/on 
Sample 

(N = 2,382) 

0.382 
(0.385) 

0.370 
(0.373) 

0.366 
(0.369) 

(R) 

Validation 
Sample 

(N = 1.(04) 

30.356 
(0,357) 

0.362 
(0.357) 

0.355 
(0.358) 

Coemeient of Multiple 
Determinalion 

Construction 
Sample 

(N '" 2.382) 

0.146 
(0.148) 

0.137 
(0.139) 

0.134 
(0.136) 

(R') 

Validation 
Sample 

(N = 1.(04) 

0.127 
(0.12S) 

0.131 
(0.127) 

0.126 
(0.128) 

Mean Cost Raling 
(MCR) 

Construction Validalio!! 
Sample • Sample 

(N = ?-.382) (N '" 1.(04) 

0.458 0.423 

0.440 0.436 

0.436 0.439 

~----------.------ _. 

Shrinkage 

R' 

0.019 
(0.020) 

0.006 
(0.012) 

0.008 
(0.012) 

MCR 

30.035 

0.024 

Note: Values in parentheses reflect relation with the. outcome variable in uncollapsed form. For definition of the dependent variable (outcome). see foot-
note I. Table 10. • • 

Table 14 
CONFIGURAL APPROACH VALIDATION STUDIES 

Configural Solution 

Assodatlon Analyses: 
Eight Terminal Group~. 
Five Terminal Groups 

Pred/clive AUrluut • 
/.~lIl~se~: 

Ten Terminal Groups 
(30 Available 
Pretlie/ors) 

Ten Terminal Groups 
(19 Available 
Predictors) 

Eleven Terminal Groups 
(19 Available 
Predictors •• 'Second· 
Best" Option Utili~ed) 

AssociAtion Anal)'s/s wilh 
Criterlon·Referenced 
Decision Rules: 

Founeen Terminal 
Groups (30 Available 
Predictors) 

Eight Termil1al Groups 
(19 Alai\abk 
Predictors) 

CoeWeient of 
Non-linear Cortelatlon 

(E/a) 

Construello~ Validation 
Sample Sample 

0.299 0.279 
0.296 0.259 

0.351 0.342 

0.350 0.327 

0.364 0.330 

0.334 0.291 

0.340 0.311 

Mean Cost 
Rating 

E/a' (MCR) 

Construction Validation C(jnstru(~lon \'llIlida/ion 
Sample Sample Sample Sample 

Q.()S!I 0.078 0.338 0.328 
0.088 0.067 0.329 0.301 

~ . 
O. ::: __ ----,. 0.117 0.415 . D.400 

n.m 0.107 0.413 0.384 

0.132 0.109 0.429 0.389 

0.112 0.085 0.393 0.344 

0.116 0.097 0.400 0.360 
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Shrinkage 

Eta' MCR 

0.011 0.010 
0.021 0.028 

0.006 0.015 

0.016 0.029 

0.023 0.040 

0.027 0.049 

0.019 0.040 
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Table 15 
MULTIDIMENSIONAL CONTINGENCY ANALYSES: 

INDEPENDENT VARIABLES 

Variable Description 

Longest Time Free Between Incarcemtians: 

3 or more years (or first offender) 
vs. less than 3 years 

Proper'ly Crime History: 

No or one property offense 
vs. two or more 

Planned Living Arrangfrment: 

Plans to live with sp6use and/or children 
vs. all other planned living arrangements 

Age at First Conviction: 

19 or older vs. less than 19 

Number of Paroles and/or Probations Revoked: 

Never vs. once or more 

Marital Status: 

Married or common-law arrangement vs. all 

others 

Escape History: 

No altempts vs. one or more 

Punishment in Prison: 

None vs. once or more 

Name 

TIMEFREE 

PROPCRIM 

PLlVNRR 
\\ 

II 
~/ 

AGECON 

PARREV 

MARITAL 

ESCAPE 

PRISPUN 

Letter Code 

("T") 

("L") 

(" A") 

("R ") 

("M") 

("E") 

(" P") 

an "optimal" model involved the determination of ~hich, if anY'A~f these eight 
predictors could be dropped from the model (Le., whIch of t~e. 'Y' 1 = 1). After 
dropping any of the attributes, a cross-tabulation of those remammg ~as used to see 
which interactions, if any, should be added. Using t~~ letters noted l~ Tabl~ 15 to 
identify each of the predictors, a "main effects only model was estImated. 

TeL AR M'YE'YP 
!1='Y'Yi'Yj'Yk'YJ'Ym'Yn 0 p 

The significant results of this estimation are displayed in Table 16, line 2. Note that 
the log-likelihood X2 estimate for this model is 182.29. 

Referem::eto a table of chi",squared values yields a probability value gr~ter than 
0.5, indicating a good fit between the observed and e~pected values: Uk of such 
probabilities exclusively, however, is sub-optimal, SInce the algofl:hm. use~ to 

(mate the model creates maximum likelihood estimates of effects on Its flg~t sIde, 
~~ich in turn yield a minimized value of the log likelihood chi-squared. ThIS pro-
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vides a statistic that will yield a conservative test for rejection of the "null" 
.' II 

hypothesis (hypothesis H2 in this case), but not necessarily a. conservative test for ac-
cepting that hypothesis.· 

"" 
/ 

Table 16 
MAIN EFFECTS MODELS FROM THE 2' CONTINGENCY TABLE 

Xl x~ - x: x:- xi 
H. Descriptions (d.f.) (p) Ri 

• 
(p) r~.I 

HI No Independent Effects 489.48 ,,'~ , 

(255) 

H2 All 8 Main Effects 189.29 307.19 0.63 
(247) ( <0.005) 

HJ Hz, except TIMEFREE 223.08 266.40 0.54 40.79 0.18 
(248) ( <0.005) «0.005) 

H. Hz, except PROPCRIM 213.81 275.67 0.56 31.52 0.15 
(248) «0.005) «0.005) 

H j Hz, except PLIV ARR 185.73 303.75 0.62 3.44 0.02 
(248) ( <0.005) «0.05) 

H6 H2, except AGECON 187.33 302.15 0.62 5.04 0.03 
(248) ( <0.005) «0.01) 

H7 Hz, except PARREV 200.90 288.58 0.59 18.61 0.09 
(248) «0.005) ( < (},OO5) 

Ii. Hz, except MARITAL 
' _/.; 

188.24 301.24 0.62 5.95 ,~~ ~ 0.03 
(248) «0.005) «0.01 ) 

H9 H:, except ESCAPE 192.81 296.67 0.61 10.52 0.05 
(248) ( <0.005) «0.005) 

H lo Hz. except PRISPUN 202.75 286.73 0.59 20.46 0.10 
(248) ( <0.005) «0.005) 

Since we are more interested in the possibility of accepting this model, another 
view of "goodness of fit" is wanted, which would yield a better grasp of how much 
unexplained error a chi-squared of 182.29 really represents. We therefore followed 
the suggestion of Goodman S4 by first finding the difference between the error in this 
model and the error that would obtain if no main effects were postulated (model HI 

in the table). This number (307.19 in the table) is distributed as chi-squared with (VI -

v
2
) degrees of freedom (where HI and H2 have VI and v2 degrees of freedom, respec­

tively). In our case, a probability of less than 0.001 indicates an extremely low risk of 
error in rejecting the hypothesis that there are no main effects. Goodman, however, 
suggests a statistic, which he calls R2, that is obtained by dividing the decrease in chi­
squared in Model 2 vs. Modell, by the value of chi-squared in Modell. This ratio, 

*It should be noted that the null hypothesis in this case is .the hypothesis of the model: hence, failure to 
reject indicates a good fit between the model (expected) and the data (observed). In the classical case, of 
course, the nl,lll hypothesis typically states independence. 
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Table 17 
LOGIT MODELS FROM THE r CONTINGENCY TABLE 

Descriptions 

Mean Effect Only 

Main Effect Only 

H, + (TlMEFREE x 
PROPCRIM) 

H, + (TIMEFREE x 
PARREV) 

H, + (TIMEFREE x 
MARITAL 

H, + (TlMEFREE x 
ESCAPE) 

H, + (TIMEFREE x 
PRISPUN) 

H, + (PROPCRIM x 
PARREy) 

H, + (PROPCRIM x 
MARITAL) 

H, + (PROPCRIM x 
ESCAPE) 

H, + (PROPCRIM x 
PRISPUN) 

H, + (P ARREV x 
MARITAL) 

H, + (P ARREV x 
ESCAPE) 

H, + (P ARREV x 
PRISPUN) 

H,+(MARITALx 
ESCAPE) 

H,+(MARITALx 
PRISPUN) 

H, + (ESCAPE x 
PRISPUN) 

H, + (TIMEFREE x 
PARREY) + 
(PROPCRIM x 
MARITAL) 

H, + (TIMEFREE x 
PARREV) + , 
(PROPCRIMx 
PRISPUN) 

H, + (PROPCRIM x 
MARITAL) + 
(PROPCRIMx 
PRISPUN) 

H, + (TIMEFREE x 
PARREy) + 
(PROPCRIM x 
MARITAL) + 
(PROPCRIM x 
PRISPUN) 

x' 
(d.f.) 

375.65 
(63) 

65.60 
(57) 

64.90 
(56) 

61.88 
(56) 

65.45 
(56) 

65.23 
(56) 

65.34 
(56) 

64.10 
(56) 

60.87 
(56) 

64.47 
(56) 

59.96 
(56) 

64.26 
(56) 

63.70 
(56) 

63.03 
(56) 

63.16 
(56) 

63.42 
(56) 

65.55 
(56) 

61.02 
(55) 

56.54 
(55) 

59.41 
(55) 

56.15 
(54) 
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;d -x' 
(p) I 

312.65 
( <0.005) 

310.05 
«0.005) 

310.75 
( <0.005) 

313.77 
( <0.005) 

310.20 
( <0.005) 

310.42 
( <0.005) 

310.31 
( <0~005) 

311.55 
( <0.005) 

314.78 
( <0.005) 

311.18 
( <0.005) 

315.69 
«0.005) 

311.39 
«0.005) 

311.95 
«0.005) 

312.62 
( <0.005) 

312.49 
( <0.005) 

312.23 
( <0.005) 

310.10 
( <0.005) 

314.63 
( <0.005) 

319.11 
( <0.005) 

316.24 
«0.005) 

319.50 
«0.005) 

0.83 

0.83 

0.84 

0.83 

0.83 

0.83 

0.83 

0.84 

0.83 

0.84 

0.83 

0.83 

0.83 

0.83 

0.83 

0.83 

0.84 

0.85 

0.84 

0.85 

0.70 
«0.25) 

3.72 
( <0.05) 

0.15 
«0.25) 

0.37 
( <0.25) 

0.26 
( <0.25) 

1.50 
( <0.25) 

4.73 
( <0.025) 

1.13 
«0.25) 

5.64 
«0.01) 

1.34 
( <0.10) 

1.90 
«0.10) 

1.57 
( <0.01) 

2.44 
( <0.10) 

2.18 
«0.10) 

0.05 
«0.25) 

4.58 
«0.025) 

9.06 
«0.01) 

6.19 
«0.025) 

9.45 
«0.005) 

• 

r~.1 

0.01 

0.06 

0.00 

0.01 

0.00 

0.02 

0.07 

0.02 

0.09 

0.02 

0.03 

0.04 

0.04 

0.03 

0.00 

0.07 

0.14 

0.09 

0.14 

" 

. Table 18 
PARAMETERS OF °8~~ST" LOG IT MODELS 

Variable 

Constant 

TIMEFREE 

PROPCRIM 

PARREV 

MARITAL 

ESCAPE 

PRISPUN 

Interaction Effects 
(PROPCRIM X PRISPUN) 

Table 19 

y(H ,, ) 

1.65 1.62 

1.38 1.38 

1.38 1.32 

1.23 1.23 

1.23 1.25 

1.18 1.18 

1.26 1.30 

1.13 

A COMPARISON OF THE PREDICTIVE UTILITY OF SIX METHODS 
--------------------~~~----~-------------------------------------Mea5ure or A~ ... i.doD ProPOrtlOD or Outtom. 

(rpb; R; Eta) Variance Explained 
Mean Coot Ratlna 

(MCR) 

Conslructlon V~lIdalion Construction ".'-'alldalion Construcllon 
Sample Sample Sample Sample San:ple Device (Method Used) (N = 2,382) (N = 1,004) (N = 2,382) (N = 1,004) (N = 2,382) 

BUill"": 19 Items: 
(a) Untollapsed version 0.350 
(bJ OperalionaUy tollapsed 

(!II standard deviation 
units) 0.345 

MultIple Relre .. lon: Hier-
archical Inclusion; Present 
Orfense Variables, Criminal 
Hislol)' Variables, In~titu-
tlonal Adjustment Variables: 

(aJ Uncollapstd version 0.373 
(b) Operationally oollapsed 

(half-Slandard devia-
tion Units) 0.370 

Assod.Uon An.lysb: Eight 
Terminal Groups 0.299 

PredleU •• Attribule 
Analysb: Eleven Terminal 
Groups, "Second Besf Op. 
tlon" Used 0.364 

Assocl.llon Analysb wllh 
Criterion·Rererented ned-
,Ion Ruin: Ei~ht Terminal 
Group! 0.340 

MultidImensional Con-
IInKeney Table Analy,b: 

(a) 64·cell solution 0,)88 
(b) Opera,lonaU, collapsed 

version (seven prob. 
ability levels) 0.355 

"Based on operalionally collupsed Instrument. 

0.333 

0,335 

0.357 

0,362 

0.279 

0,330 

0.311 

0.391 

0.339 

0.123 0.111 (l.429 

0.119 0.112 0.408 

0.139 0.127 0.440" 

0.137 0.131 0.440 

0.089 0.078 0.338 

0.132 0.109 0.429 

0,116 0.097 0,400 

0.151 O.IS] 0.462 

0.126 0.115 0.419 .-?,,' 
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Valida lion Proporllon of 
Sample Outcome Vari-

(N = 1,004) ance Explained 

0.423 0,012 

0.404 0.007 

0,436" 0.012 

0.436 0,006 

0.328 0.011 

0.389 0.023 

0.360 0.0!9 

0.457 

0.394 Mil 

MCR 

0.006 

O.UQ.I 

0.024 

0.010 

0.040 

0.040 

o,oos 

0,025 
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2 2 )., is a measure of p. roportional reduction in. error. That. is, Model H2 
XI - X2 reduces the error (as pleasured by chI-squared) In HI by 63 

2 

Xl percent. * 
Since we seek parsimony as well as error reduction, we next analyzed the im~or­

tance of each of the main effects in turn, looking for candidates to drop. Thus, eIght 
more models were postulated, each with all but one of the eight independent e~fects 
of H2. The results are displayed as hypotheses H3 to H

IO
• For each. hy~othesis HI' 

subtracting the chi-squared in H2 from X 2 of Hi gi~es the red~ctIOn In e.rror at­
tributable to introduction of the effect missing in Hi and present In H2. AgaIn, each 
of these statistics is distributed as chi-squared with Vi -.v2 ?egrees of freedom. Ex­
amination of these probabilities alone would lead to rejectIon o~ onl.y one of these 
effects, PLIVARR, at the 5 percent confidence level. We agam WIshed to look, 
however not only at the significance probabilities of these effects, but also at the 
proporti~nal reduction in error attributable ~o them'"We again fol~owed2 Go?dman, 
who defines the coefficient of partial correlatIOn as rw H2,Hi = XI - X2 , I.e., the 
proportional reduction in error, given Hi' that xi 
results from H Examination of the partial r2 col-

2' 
umn in Table 16 shows three general levels of the . 
statistic: TIMEFREE and PROPCRIM at the highest level (0.18 and 0.15 respectIve­
ly); PARREV and PRISPUN in the middle (0.09 and 0.10); and PLIV ARR, 
AGE CON, MARITAL, and ESCAPE at the lowest level (0.02, 0.03, 0.04, and 
0.05). Each of these last four might be considered as candidates to be dropped. The 
questions are, of course, how many, and which? 

In order to resolve this problem, 11 more modelci were computed, in which all 
possible pairs and triples and the only quadruple of these four effects were dropped 
simultaneously. Results are given in Table A-22. All of the sets of effects are shown 
to be statistically significant. Model HII (PLI~ ARR and AGECON. dropped) re­
tains, however, the highest R2 and, correspondmgly, the lowest partIal. r . Conse­
quently, it was decided that all further model estimation wOl!ld be restncted to ef­
fects involving TIMEFREE, PROPCRIM, PARREV, MARITAL, ESCAPE, and 
PRISPUN only. 

*Although Goodman uses R2 to symbolize proportional reduction. of error, it should not be. confused 
with the coefficie t of determination derived from multiple regressIOn, even th~u~h that also Is.conven­
tionally labeled R2. There are two main differet.tces in the definition of these statistIcs: 1) the baSIC obser­
vation units ver which total sample error IS aggregated, and 2~ the measure of error used. For 
Goodman's R~, the basic unit of observation is a sin~le cell of a.c0ntmge!1cy table. In the cas~ of regre.s­
sion at least in this study individual cases are the umts over whIch error IS aggrega~ed. The dlfferT,ce I~ 
erro~ measurement is as follows: regression predicts a "score" (in our case, an estImated. pr<?babl Ity ~ 
success) from which is subtracted the observed score (0 for failure, 1 for succ~ss) .. ThIS ~Ifference IS 
s uared and aggregated over all cases. In the case of logit ~nalysis, for each combmatlO!1 of mdependent 
v~riables there are observed frequencies of successes and fallure~, and e~p~cted frequencIes. Th: (natural) 
10 arithm of the ratio of expected counts to observed counts IS multlpiJed by the observed ,_out.t~, ag­
gr~gated over all cells and multiplied by 2. In. part because it,is easier to predict the ave.rall pro~a~ht.y OJ 
success for a group of cases than it is to predIct success or fa.llure on a ~ase-by-case baSIS, the R s .e,fme 
by Goodman appear larger than those derived under regressIOn analYSIS. For example, t.he probablhty of 
success under the logit model was calculated for each individual case and correlated WIth obser.ve~ out­
comes ielding correlation coefficients of 0.337 (1970~ a!1d 0.33~ (1972), numbers rem~rkably SImIlar to 
the regr~ssion results and considerably less than the sImIlar statIstIcs calculated accordmg to the Good­
man suggestion. 
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Table 17 displays all the models. Note that Model HI (no main effects) and Model 
H2 (all six main effects) V¥ere calculated again, yielding different chi-squared 
estimates (and R2s) from those in Table 16. This is due to the reduction of the size of 
the contingency table to 128 cells (as a result of collapsing the earlier table over the 
variables PLIVARR and AGECON). R2s in the 0.83 to 0.85 range are now obtained. 
Given that we have settled on six main effects, the next step is to identify whether 
there are any interactions that should be added to the model. Thus, 15 models 
(hypotheses H3 through HJ7 in Table 17) were calculated, each model representing 
model H2 plus one two-way interaction effect. None of these raised the overall R2 by 
more than 0.01, although three of them (H , H , and H ) demonstrated significant 

4911 
interaction effects at the 5 percent level of confidence. The significance and partial 
r
2
s of these three models, however, were not viewed as important enough to include 

in the model, given the consequent reduction in parsimony. For completeness, four 
additional models were computed, including all combinations of these two-way in­
teraction effects (Models HI8 - H21 ). Again the results were statistically significant, 
but the methods did not add greatly to R2. It is at this point that evaluating the trade­
off between parsimony and reducing prediction error seems to be most clear. A 
preference for parsimony may lead one to Model H ; whereas, a preference for 

2 
reduction of error would point to Model H II . The parameters for these two models 
are displayed in Table 18. 

Validation Study. As already noted, the models in Table 18 have six dichotomous 
independent variables. These yield 64 (26

) odds ratios (and 64 success probabilities), 
obviously much too large a set to be used for practical prediction purposes. (Recall 
the similar case of the Burgess and regression instruments.) ExaminationQf the 
predicted probabilities and the number of cases in each cell, however, yielded a con­
venient aggregation of cells into seven ranges of predicted success probabilities (with 
cut points of 0.385, 0.455, 0.858, 0.665, 0.775, and 0.845). Categorizing all of the 
1970 observations into the appropriate one of these seven "cell groups" yields an 
Eta of 0.355, an MCR statistic of 0.419, and a Pearson correlation coefficient of 
0.349. (The original 64 cell categories, of which two were empty, had Eta and MeR 
of 0.388 and 0.462, respectively. Since the original cells were not ordered, a Pearson 
correlation coefficient was not calculated.) 

Although Goodman's R2 was not used directly to compare power of the logit 
model with that of the other instruments, it can be used as a validation statistic. Ap­
plication of Model H2 (our preference was for parsimony) to the 1972 data yielded a 
chi-squared of 36.31. When compared to the chi-squared which would occur due to 
the (1972) "base rate" only, an R2 of 0.76 was obtained (compared to 0.83 for the 
construction sample), resulting in moderate shrinkage (0.07). 
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5 Summary and Discussion 
The development and validation of statistical risk-screening devices, while 

relatively straightforward, involve a number of practical and methodological issues. 
Even a method as apparently simple as that of Burgess requires careful attention to 
several problems: how many items should be included? in what form? how should 
the bivariate (score/ criterion) distribution be collapsed to provide an operationally 
useful prediction instrument? As stressed in an earlier section, many of these issues 
involve policy decisions as well as simple statistical decisions. No technique is likely 
to result in an operationally useful, reliable, and valid decisionmaking aid without 
careful attention to these kinds of issues. 

Results presented thus far have demonstrated the construction of several kinds of 
devices. 'Ne turn now to a consideration of their relative power. 

Several of the methods (Burgess, multiple regression, and the log-linear model 
specifically) do not provide a ready-made "decisionmaking instrument"; rather, 
one must be constructed from the results of developing and testing the model. The 
Burgess technique provides merely a description of a bivariate distribution-which 
may not provide even a monotonic increasing function (in relation to proportions in 
the favorable outcome classification). The regression method, which must result in 
an equation specifying a monotonic ordering, also defines a continuous (outcome) 
variate. Finally, the log-linear model results (typically) in a large set of non-ordered 
contingency cells. An operational "instrument" must be developed from each. 

Accordingly, the comparison of methods given in Table 19 validates instruments 
rather than equations or models (although the latter coefficients are given for com­
pleteness). 

The evidence presented in Table 19 suggests no clear advantage of any given 
method. Prediction using all methods of instrument development tested is at best 
modest, although: a) prediction is better than that which would result from the sim­
ple use of the base-rate alone (regardless of the method of construction employed), 
and b) the estimates derived here are well within ranges typically found in "state-of­
the-art" studies of recidivism prediction. 

With the possible exception of the Association Analyses (the predictive validities 
of which are depressed relative to the remainder), all techniques result in virtually 
the same degree of predictive efficiency. On the basis of these analyses, at least, 
those who would develop risk-screening devices for operational use would be 
advised to base their decisions as to the method(s) to employ on factors other than 
the statistical power inherent in the methods considered. Indeed, the practical and 
statistical simplicity of the Burgess method commends its use in many applications. 

Limitations to Analyses 
Having made this bold proclamation, we hasten to add a few caveats. In some 

respects, the data used - while the best known to be available - are not optimal for 
a study that purports to compare the relative power of different predictive methods. 
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Table 20 
A COMPARISON OF SIX PREDICTION METHODS 

UNDER VARY1NG DEGREES OF KNOWN RELIABILITY 

Device (Method Used) 

Burgess: 19 items, half-standard 
deviation collapsing scheme 

Multiple Regression: Stepwise 
procedure, half-standard 
deviation collapsing scheme 

Associslion Anslysis: Eight 
terminal groups 

Predidive Anribute Analysis: 
19 available predictors. 
eleven terminal groups 

Association Analysis with 
Criterion-Rererenced Decision 
Rules: 19 available predictors, 
eight terminal groups 

Multidimensional Contingency 
Table Analysis: Seven 
probability groupings 

Original Construction 
Sample C 

(N = 2.382) 

Association wilh 
Outcome 
(r or Eta) MCR 

0.345 0.408 

0.370 0.440 

0.299 0.338 

0.364 0.429 

0.340 0.400 

0.355 0,4.19 

Validation Sample 

(N = t.O(4) 

Associalion wilh 
Outcome 
(r or Eta) MCR 

0.335 0.404 

0.362 0.436 

0.279 0.328 

0.330 0.389 

0.311 0.360 

0.339 0.394 

Table 21 

Construction Srn.ph: "Uh Conslruellon Sample " .. ith 
JO~'o Random Error 30\\"0 Random Errur 

eN =2.3B2) (N '" 2.382) 

Association with Associalion wilh 
Outcome Outcome 
(r or Eta) MCR (r or Eta) MeR 

0.334 0.395 0.249 0.295 

0.339 0.402 O.2U 0.264 

0.247 0.285 l).I
1
14S 0.167 

0.J38 0.399 0.233 0.273 

0.305 0.358 0.210 0.245 

0.338 0.399 0.224 0.252 

INTERCORRELATIONS OF SIX PREDICTION INSTRUMENTS 

Illlr~e" Del ke (/9 ilem,; h;lll-
... ';'IIHJaru ut:\ iallull unil Orn!l" .. uhHJaI 
C'ollafl'c) 

\111li jflk R~grc"i"" (Slcp"he indlO­
,ion! h:ltr~\tLIIHJHrd (l\:vi.lliol1 unit 
0flCr:1I Hlllal ('(lIlUfl'c) 

A''''''ialillil ,\naly,j, (fi!'hl Tcrmillal 
(;f\l\1fl,1 

I'rcdictiw Allrihule Analy,,, (£'lcv~n 
I ernlill,,1 (;nlllfl'; ,cClllld·bc,t (lfltillll 
IltiliNu) 

()IHI\j·A\\lld:llillll Amlly,i, (Fi!,hl 
Termin'll (jr(lllp') 

l\1ullidinllm,illllOlI ('0111 il1[!.cllcy Tuhle 
Allaly,j, (Orerlllillnall) ("(;/lap,cd) 

lItultlplr 
BurJ:e~'t Rr~ressiun 

n.R64 
(0.877) 

J»n'dit'lin" 
A\sncialinn Allrihules 

An.l)sis J\nal~si.'\ 

0.782 0.833 
<0.777) (0.8)0) 

0.717 0.818 
CO.717) CO.813) 

0.736 
(0.745) 

, 
,\1 ull itll 1ll"lIsinnal 

Quasi·t\!oisC!('in- ('lInHn~en~J T.hle 
tiun Al1al~ ~is "n."sls 

0.811> 0.824 
(0.803) to.830) 

0.784 O.84M 
(0.769) (0.838) 

0.781 O.6-l0 
(0.782) (0.645) 

0.91~ 0.866 
(O.905) ,(0.867) 

0.834 
(0.64.5) 

For example, with respect to the regression model, the data base includes few items 
having the requisite level of measurement (Le., interval or ratio), thus p~tially rob­
bing the technique of potential power. Using the log-linear model, we had to limit 
the number of categories for any given variable to two, given the sizes of the samples 
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available. This too could restrict the potential power (a.nd hence potential benefits) 
of the method. '" 

The clustering methods employed are both divisive; one might well suspect that an 
agglomerative algorithm (which typically would make use of a substantially larger 
number of data items) could perform better. 

As stressed early in this report, the criterion chosen for examination is critical. 
Studies of this type typically employ a criterion such as that decided upon here-that 
is, a simple dichotomous "good/bad," "success/failure" classification: Such a 
decision has serious statistical implications. Restriction of range constrains coeffi­
cients of relation. 55 Given a more sophisticated outcome measure, our results could 
well have been different. 

The points made earlier in our discussion of policy issues still apply. If the pur­
pose is the development of an operationally viable aid to practical decisionmaking, 
then the criteria that decisionmakers are willing to accept (and employ) may be those 
that should be employed. t This is not to suggest that some alternative criterion 
measures may not be viable and employable, but simply that they have not typically 
been employed nor has their viability been assessed. In fact, had a different (non­
dichotomous) criterion been used, other techniques (such as multiple discriminant 
function analysis) could have been examined. If, for example, one merely classified 
outcomes into three sets-I) return to prison with a new felony conviction, 2) any 
other return to prison, and 3) no return to prison - then the discriminant function 
(which is readily generalized to more than two groups) could have been used. (N-I 
equations would then be derived, where N is the number of criterion classifications.) 
Further, one may continue to hope that progress may be made toward a more ade­
quate scaling of what is meant by relatively favorable/unfavorable behavior after 
release from prison. 

"'It is not entirely clear, of course, whether this is a "fault" of the method or of the data - the point be­
ing that a high-powered s;Jorts car and an economy import both may be constrained by a 55 mph speed 
limit. 

twe have argued elsewhere (Gottfredson, D., op cit., 1967)Jhat improved measures of recidivism are 
seriously needed. 
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6 Which Actuarial Approach - Revisited 
Results of these studies suggest no clear-cut advantage to any of the methods ex­

amined. The results summarized in Table 19 suggest that all methods used provide 
essentially equivalent predictive utility, with the possible exception of the Associa­
tion Analysis-the primary purpose of which is not, of course, predictive. It is im­
portant to stress, however, that all analyses performed were constrained to a greater 
or lesser degree by the available data. The reader should therefore bear in mind that 
we make no claim other than that, given the nature of the data and of the criteria 
typically available for similar prediction studies, the choice of prediction methods 
(i.e., statistical techniques for the development of operationally useful decisionmak­
ing aids) would seem to make little difference. 

The data used in this seI;ies of studies-while by no means optimal-are believed 
to be similar to the best currently available. A large pool of potential predictor 
variables was available, and the reliability (of cQ(i~ng information from base 
files-an exceedingly difficult and time-consuming task) of this information is 
known to be quite acceptable. 

Typically, however, those who would develop statistical aids to decisionmaking 
are faced with a different situation. In particular, they are likely to be confronted 
with data of unknown, but generally suspect, reliability. Issues of the general quality 
of the available data in relation to choice of method are therefore of particular con­
cern. 

Effects of Varying Levels of Unreliability 
Chance (random) variation, such as might result from attempts to gather informa­

tion from incomplete, redundant, or confusing and contradictory base files, * could 
have quite different consequences given different methods of instrument develop­
ment. As discussed in an earlier section, some methods (typically the more 
sophisticated) make greater "use" of the available data and their characteristics; 
hence, they may be expected to capitalize more on chance variation. This, of course, 
should result in differential shrinkage in validation. No such diff~rential shrinkage 
was observed in the studies reported above. 

This absence of differential shrinkage may be due, in part, to the careful and 
systematic attention paid to the reduction of the very large number of potential 
predictors to a smaller number for analysis, and, in part, to the nature of the data 
and of the problem. (All regression weights, for example, are small and all are nearly 
equal.) It could also be the case, however, that little in the way of random or chance 
variation is present in either the construction or the validation sample (although this 
is doubtful). 

*It could well be the case. of course, that such variation may be systematic rather than random (par­
ticularly in the case of incomplete or missing files). It may be assumed, however, that there always will be 
a component of variable (random) error in any data elements coded from case files. That is, one may 
assume that any data element is comprised of a "time" value, plus a "constant error" (e.g., bias due to 
procedures or coders) plus a "variable error"; X = x + x + x . 

t ce ve 
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Nonetheless, a comparison of these devices given varying degre~s of ~nown 
(un)reliability may be of interest. The question may be posed relat~vely sImply: 
Given the systematic introduction of known degrees of rand?m error mto the. d~ta 
base, do the different devices ~vince differential shrinkage m terms of predIctIve 
utility? 56 

Since the 1970 (construction) sample data are kT'own to have reasonably h~gh 
reliability (of one sort, at any rate), ihis sample was chosen for study. In the fIrst 
phase, 10 percent random error was introduced into the predictor-item pool. * That 
is, with the probability of 0.10, any given data element may have been changed to 
some other coding category (given only that the code selected was one used for the 
item). Each model then was "validated" on the resulting "perturbed" data set. t 
The process was then repeated except that the probability of change (Le., the level of 
added error introduced) was increased to 0.30. 

Table 20 and Figure 9 display these results, along with the original construct~on 
and validation study findings. Not until we reach the highest "level" of perturbatlOn 
(30 percent) do substantive conclusions change. Inde~d, t.he striking re~ult is the 
remarkable stability that all devices demonstrate (agam wIth the exceptlOn of the 
Association Analysis). While differences are smalt, the Burgess device performs bet­
ter given the severely perturbed data set. 

Although all devices discussed may indeed result in the same .de~r~e of p~edictive 
utility, the different devices might still tend to classify the same mdlVldual dIfferent­
ly. To investigate this issue, we examined the interrelations among ~he expected out­
comes generated by various devices. Some methods (the clustermg and the log­
linear) result in "predictions" which are typological onl~. Hence, we .ba.sed t?ese 
comparisons on the expected probability level associated wIth membershIp m a gIVen 
stratum (terminal cluster or cell for the clustering and log-linear models; grouped or 
collapsed probability levels for the Burgess and regression models). T?i.s was the 
comparative basis for each operational instrument (as opposed to the ongmal equa­
tion or model developed). tt 

Table 21 presents the results of this investigation. With the exception of the 
Association Analysis (which performed substantially less powerfully in all analY5es), 
the interrelation3 among devices are quite high. In no case (again, with the exception 
of the Association Analysis) is less than 50 percent of the variation in one instrument 
accounted for by another, and the more typical proportion of variance explained is 
on the order of 70-75 percent. Indeed, instruments developed using any of the three 

*Since the original reliability of the criterion is unknown, it was not perturbed. 

tA related issue concerns the effect of varying levels of reliability upon the rep.licability ~f the .analys7s 
(rather than on the validity of results}.l"his question also may be of interest but It was not investigated In 
this study. 

t"Analyses were repeated using odds ratios and log-odds ratios instead of the simple probabilities. All 
re1sult.s are substantively identical. 
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imethods most commonly employed for such purposes (Burgess, Multiple Regres­
ston, and Predictive Attributes Analysis) are all very highly intercorrelated. * 

Does It Matter? 

The striking conclusion to which all analyses presented lead is that, given the 
types, measurement levels, and sophistication of av,ailable data and outcome 
criteria, no one method for developing operationally useful statistical decisionmak­
ing aids provides an empirical advantage over the others considered. If this is indeed 
the case, then one might well ask, "Does it matter?" 

Given the available evidence - from this study as well as from others cited earlier 
- the answer seems to be, "No." No clear-cut empirical advantage in prediction is 
provided by one or another method. 

Empirical advantages, however, may not be the only-nor even the primary-ad­
vantages that may accrue given the use of different methods. For example, as men­
tion . .!d before, some methods may be easier to implement simply because their pro­
cedures may be more readily understood, and hence utilized, by decisionmakers. 

Again, we stress that the analyses we report here are based on data that may not 
be qptimal for a comparison of methods. Until better predictor and outcome infor­
mation is available, hO\lever, a reasonable conclusion would seem to be that "It , 
don't make no nevermimL" 57 

·This could, of course, provide a practical and policy-relevant benefit, since it suggests that, by and 
large, each device would recommend a similar decision for the same person. Should this not prove the 
case, one could well imagine legal action alleging discriminatory treatment based on the properties of dif­
ferent statistical decisionmaking aids. We thank Professor Leslie T. Wilkins for suggesting this issue and 
the analysis described (Wilkins, L.T., personal communication, 1979). 
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Table A-I 
CORRELATIONS OF PRESENT OFFENSE VARIABLES 

2 3 4 5 6 7 8 

I. Outcomel 

(N = 2,493) -0.10 0.10 -0.15 -0.15 -0.20 -0.19 -0.10 

2. How Committed: 
All Probation, Parole, and 
Mandatory Release Viola-
tions vs. All Other 
Commitments (N = 2,497) -1.00 0.10 0.10 0.16 0.15 0.13 

3. Type of Admission: 
New Court Commilment 
vs. All Other (N = 2,497) -0.10 -0.10 -0.16 -0.15 -0.13 

4. Burglary, Larceny, Theft, 
and Frllud Offenses, and 
"All aJher" vs. All Other 
Offenses ,(N = 2,496) 0.82 0.42 0.68 -0.03 

5. Person and Property 
Offenses' vs. All Other 
Offenses (N = 2,496) 0.24 0.56 0.02 

6. Vehicle Theft, Forgery, ~ 

Fraud, Larceny by Check, 
Heroin vs. All Other 
Offenses (N = 2,496) 0.82 0.12 

7. Vehicle Theft, Forgery, 
Fral~d, Larceny by Check 
vs. All Other Orfenses 
(N == 2,496) 0,18 

8. Dollar 'Value of Crime: 
Up to $499 or 
"Unknown" vs. $500 and 
above (N ::: 2,497) 

ICriterion A; Tabie 2. 
qncludes homicide, manslaughter, all robbery, assault, all burglary, all theft. 

67 



/1 

Table A-2 
CORRELATIONS OF CRIMINAL HISTORY VARIABLES 

L Outcome' 
(N = 2,493) 

2. Age at First Arrest: 
14 and under; 15-17; 
18·21; 22 and over 
(N = 2,496) 

3. Age at first Con"ictiun: 
IS and under; 16-18; 
19·22; 2J and o\'cr 
(N = 2,496) 

4. Age at First 
Commitment: 

11 and under; 18-20: 
21-25,26 and over 
(N = 2,495) 

S. Longest TIme fru Slntt 
Flnt Commitment: 

6 Months or less; 7-18 
Months; 19-36 Months; 
31-60 Months; More 
than 60 Months 
(N = 2,497) 

6. Number of Prior 
Convictions: 

None: One; 2·3: 4 or 
More (N = 2,491) 

7. Numbu of Prior 
Mnlcnces: 

None; 1-2; 3 vr More 
(N = 2,495) 

8. Sentences with Probatfon: 
None; Cne; 2 or M orc 
(N = 2.495) 

9. Number or Prior 
Incarcerations: 

N"ne; One; 2 or More 
(N = 2,495) 

10. Probation or Parole 
Rnet::8lion: 

None vs. Any 
Revocation (N = 2,490) 

11. Prior CODvictions for 
BurglaT)': 

No Priur Comil,.liuJU 
ror Burglary 
(N = 2,497) 

12. Prior Convictions for 
Larceny: 

No Prior Convictions 
for Larceny 
(J;I = 2,497) 

13. Pdor ConvictIons lor 
Auto Thdt: 

No Prior Convictions 
ror Auto Theft 
(N .. 2,497) 

14. Prior Convictions lor 
Forgery, f~ud, or 
Larcen, b, Ch«k: 
"~o Prior ConVictions 
,tor Forgery, Fraud, or 
Larceny by Cheek 
(N = 2,497) 

IS. Total Convictions ror 
Pro ... rty orr ..... : 

()'l Arrests; 2 Arrests; 3 
Arr~ts; 4 or More 
Arrests (N = 2,497) 

16. Long .. ' TIme Served on 
.. 40y Commitment: 

0-6 Months vs. More 
than 6 Months 

17, Reason lor 1st Arros': 
Burglary, Check 
Orrenses, Forgery, 
Therl, Delinquent Child 
vs. All Others 

'Crilerion A; Table 2. 

2 3 4 5 6 1 8 9 10 II 12 13 14 15 16 11 

-0.18 -0.17 -1).18 -0.23 0.16 O.IS 0.10 0.20 O.IS 0.12 0.10 0.19 0.13 0.24 0.17 -0.12 

0.83 0.73 0.28 -0.08 -0.33 -0.29 -1).27 -0.23 -0.32 -0.17 -0.29 0.06 -0.31 -0.22 0,36 

0,81 0.31 -1),08 -1),37 -0.32 -0,30 -0.24 -1),34 -0,17 -1),30 0.07 -1).32 -0.28 0.35 

0.33 -0.13 -0.26 -1).16 -0.36 -0.25 -0,32 -1).16 -0.32 0.04 -0.32 -0.32 0.33 

-0.24 -0.j1 -015 -0.41 -0.39 -0.21 -0.16 -0.30 -0.11 -0.37 0.27 0.20 

0.23 0.03 0,69 O.ll 0.27 031 0.30 0.35 0.53 0.67 -0.14 

0.48 0,52 030 0.30 0.35 0.22 0.19 0.50 0.37 -0.17 

0.18 0.29 024 0.2! 0.17 0,11 0.36 0.13 -O.I~ . 

0.40 0,34 0.46 0.39 0.31 0.64 ~.63 -0.20 

0.17 0.11 0.25 0.17 0.J4 0.32 -0.19 

0.15 0.14 -0.02 0.47 0.34 -0.29 

0,06 0.10 054 0.25 -0.19 

0.05 0.51 0.30 -0.28 

0.44 0.22 -C.IO 

0.52 -0,)7 
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Table A-3 
CORRELATIONS OF CRIMINAL HISTORY VARIABLES (Dichotomized) 

I. OUh,'uml,1 

(N 2,4931 

2. A~,' al I-l~1 Arrt,l: 
~ tl",' Ih:1I1 IR \CJr\ ". IX 

yCiU\ or ult.lcr 

:1. AJ!l' al .. 11"\1 ("O"\il'llon: 
I c\\ limn IN \c .. u\ n. IX 
yeaf" or older 

"'. '\J,:t ul Fj". ("cunrnllmr"': 
I C\\ Ihan 18 Vl':tr\ \\ IN 
~'Cllr' Or older 

5. l.un):,I,.·" Time FCl't 
Sinn' Flr)i!,t Cummilmenl: 
NOIl~ or (,() or ~10fl' 
~lonllt, \\. All Olh .. 
(1' 2,4971 

\umh,'r or Prinr 
('U",lclium.: 

NOIII: \II. 1\11 ()Ih~r 
IN 2,497) 

1, 'umber ur PrJ"r "coh'm't": 
NUIlC' \,. All Olher 
IN 2.49~) 

~"nicnt'l"' "llh Prnbuliun: 
None n. AU Olher 
IN 2.49~) 

9. I'rinr In\."Urct"f1Iliu""t; 
NOlle' \ \. All Other 
IN 2.49)) 

10. '·ruhllllun or I'urole 
it"\lIcatiun: 

None \\. All Olher 
(N 1,4901 

II. Prlur Cnn\'rlinn, fur 
nUrRI~r): 

Non. \\. All (Jtlt« 
(N 2,497) 

12, I'rinr ('umit-tinn.Ii fur 
IJlfl:fn,: 

Non. \\. All (JIlt .. 
(N 2,497) 

11 Prlllr ('umklinn\ fur AUln 
no'l .. 

None \"t. All Other 
(1' 2,4'17) 

14. I'rior Cnn\il'ifnn'l rflr 
FUr2l'r) ~ huud. IIr 1.urcen) h) 
('hrr~: 

N\1IH,· \ 'ii. All Other 
IN 2,497) 

15 TnlUoI ('un\lclloo\ rur 
'·fU,'l'rI) orr"n\(',: 

[}Ol Mrc't, \\ All Olher 
(N 2 • ..$1)"7) 

Itl. I unR"",1 Tim" ",'r\'ed un ,\"\ 
('l)lIlInilO1('n': • 

{} (J \lonlh\" \1(lrc than 
h \Iunth, 

I" RCOlhf!" rur hi "rrf',I: 
IIl/rvlo", (hc..k llflon".", 
I "I~Cr\.. The-II. Ochmlu~nI 
(J"I,( \\ -\11 ()Ih~" 

2 3 

-0.17 -016 

Il.X4 

4 5 6 7 8 9 Ja 

-0.17 0.21 II.D 0.14 0.09 L 17 0.18 

1l.6~ ():!,.J -tWX ·012 ·n.:!5 ~().:!6 -0.20 

U 77 ·u :!~ IIIIR Il.H 1l.2X -n.!? -(1.21 

fI :!~ till U.2~ II I~ -0.14 -0.2:! 

111(. n :!~ 11.11 II ~:! (I.)I 

II 21 11.1).1 
I) ~" 11.111 

f)~:! 1l.4R Il.:~(\ 

1l.19 1119 

o l1 
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II 12 13 14 15 16 17 

1l.12 0.10 0.17 0,12 0.21 0.17 -0.12 

~(),25 -O.IR -0.31 -0.01 -0.2X -0.22 0.36 

-1l.29 -0.18 -0.32 (1.01 -0.29 -0.24 0.33 

'1.J1l -0.15 ·U.li: 0.02 ·0.29 -0.31 0.31 

11.1' II. \I 0.28 0.()9 0.29 0.27 -0.16 

n.:!tl 11.211 11.16 n.26 0.38 -0.27 -0.13 

U 24 lUll 0.22 O.IX 0043 0.32 -0.20 

1110 1121 11.11 0.13 0.35 0.14 -0.18 

n :!~ 11.2.'" 11.27 1l.24 047 0,63 -0.20 

n !.., 1116 021 ()P 0.29 0,32 -0.19 

014 0.1' 1l.Q.I OA) 0.34 ·0.29 

OOS 0.16 0.44 0.23 -0.22 

0,37 0046 0.26 -0.31 

0.39 0.2J -0.12 

0.46 -0.38 

~O.22 



Table A-4 
CORRELATIONS OF SOCIAL HISTORY VARIABLES 

1 2 3 ~ 5 6 7 
I. Outcome' 

-0.08 0.14 0.14 0.09 0.13 -0.14 
(N = 2,493) 

2. Highest Grade Completed: 
0-11 vs. All Other 

-0.04 -0.05 -0.04 -0.17 0.04 
(N = 2,497) 

3. Marital Status at Admission: 
Married, or Common-Law 
Spouse vs. All Other 

0.78 0.36 0.11 -0.18 
(N = 2,483) 

4. Living Arrangement Before 
Commitment: 

Wife and/or Children vs. 
All Other (N = 2,497) 

5. Use of Synthetic and/or 
0.08 0.14 -0.24 

Natural Opiates: 
Use vs. Non-Use 
(N == 2,497) 

6. Employment in Last 2 Years 
0.12 -0.06 

of Civilian Life: 
Unemployable or 
Employed 2 vs. 
Unemployed (N == 2,497) 

C?: 7. Longest Job in Free 
-0.25 

Community: 
No Job Through 4 Years 
of Employment, and 
Unknown vs. All Other 
(N == 2,497) 

'Criterion A; Table 2. 

'Employed more than 250/0 of the time, or student, or unemployable 75% of the time. 
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Table A-S 
CORRELATIONS OF SOCIAL HISTORY VARIABLES (Dichotomized) 

1. Outcome' 
(N == 2,493) 

2. Highest Grade Completed: 
No SChooling Through 
Ph.D. (N = 2,497) " 

3. Marital Status at Admission: 
Married, or Common-Law 
Spouse vs. All Other 
(N == 2,483) 

4. Living Arrangement Before 
Commitment: 

Wife and/or Children vs. 
All Other (N = 2,497) 

5. Use "of Synthetic and/or 
Natural Opiates: 
U~e vs. Non-Use 
(N == 2,497) 

6. Employment in Last 2 Years 
of Civilian Life: 

Unemployable or 
Employed' vs. 
Unemployed (N == 2,497) 

7. Lnngest Job in Free 
Community: 

Less Than One Year or 
Unknown vs. From One to 
Four Years vs. More Than 
Four Years (N = 2,497) 

'Criterion A; Table 2. 

1 2 3 4 5 

-0.07 0.14 0.14 0.09 

-0.14 -0.04 0.00 

0.78 0.04 

0.08 

lEmployed more than 25% of the time, or student, or unemployable 75% of the lime. 
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6 7 

0.13 -0.16 

-0.19 0.07 

0.11 -0.22 

0.14 -0.26 

0.12 -0.02 

-0.39 

o 

-~ 
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Table A-6 
CORRELATIONS OF INSTITUTIONAL ADJUSTMENT VARIABLES 

1. Outcome l 

(N = 2,493) 

2. Escape History: 
None vs. One or More Escapes 
(N = 2,497) 

3. Latest Custody Classification: 
Maximum or Close; Medium; 
Minimum or Work-Release 
(N = 2,497) 

4. Prison Punishment: 
None vs. Punishment Received 
(N = 2,497) 

'Criterion A; Table 2. 

1 

Table A-7 

2 3 4 

0.13 0.07 0.12 

0.16 0.18 

0.10 

CORRELATIONS OF INSTITUTIONAL ADJUSTMENT VARIABLES 
(Dichotomized) 

I. Outcome l 

(N = 2,493) 

2. Escape History: 
No Escapes vs. One or More 
(N = 2,497) 

3. Prison Punishment: 
None vs. Punishment Received 
(N = 2,497) 

4. Latest Custody Classification: 
Unknown, Minimum, or Work­
Release vs. Maximum, Close, or 
Medium (N = 2,497) 

'Criterion A; Table 2. 

1 
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2 3 4 

0.13 0.12 0.09 

0.18 0.21 

0.14 
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Table A;':8 
CORRELATIONS OF PRESENT OFFENSE VARIABLES (Dichotomized) 

WITH OUTCOMES 

How Committed: 
All Probation, Parole, and Man­
datory Release Violations vs. All 
Other 

Type of Admission: 
New Court Commitment vs. All 
Other 

All Burglary, Larceny, Theft, 
and Fraud Qffenses vs. All Other 
Offenses 

Dollar Value of Crime: 
Up to $499 or "Unknown" vs. All 
Other 

Outcome A 
(N == 2,493) 

-0.10 

0.10 

-0.15 

-0.10 

73 

Outcome B 
(N - 2,493) 

-0.12 

0.12 

-0.16 

-0.12 

Outcome C 
(N - 2,382) 

-0.12 

0.12 

-0.17 

-0.10 

Outcome D 
(N 2,382) 

-0.12 

0.12 

-0.17 

-0.12 
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Table A-9 
CORRELATIONS OF CRIMINAL HISTORY VARIABLES WITH OUTCOMES 

Outcome A Outcome B Outcome C Outcome D 
.1/ 

(N = 2,493) (N = 2,493) (N = 2,382) (N = 2,382) 

Age at FirSt Arrest: 
14 or under; 15-17; 18-21; 22 or 

~ over -0:17 -0.18 -0.21 -0.19 

Age at First Convktion: 
15 or under; 16-18; 19-22; 23 or 
over -0.17 -0.18 -0.20 -0.19 

Age at First Commitment: 
17 or under; 18-20; 21-25; 26 or 
over -0.18 -0.19 -0.21 -0.19 

Longest Time Free Since First Com, 
mitment: 

6 mos or less; 7-18 mos; 19-36 
mos; 37-60 mos; Over 60 mos (in-
cludes Code of '0') -0.23 -0.26 -0.29 -0.27 

Number of Prior Convictions: 
None; I; 2-3; 4 or More 0.15 0.14 0.15 0.14 

Number of Prior Sentenc~'S: 
None; 1-2; 3 or More 0.15 0.18 0.21 0.19 

Number of Prior Sentences wilh Pro-
bation: 

NOllc; I; 2 or More 0.10 0.12 0.11 0.13 
f) 

Number of Prior Incarcerations: 

Q 
None; I; 2 or More 0.20 0.21 0.25 0.22 ... 

Number of Prior Parole/Probation 
Revocations: 

None vs. Any o.le 0.19 0.19 0.18 

'. :~umber of Prior Convictions for 
Burglary: 

No Prior Convictions'Tor Burglary 0.12 0.14 0.15 0.14 

Number of Prior CGllvictions for 
Larceny: 

No Prior Convi<::tions for Larceny 0.\0 0.10 0.15 0.11 

Number of Prior Convictions for 
Auto Theft: 

No Prior Convictions for Auto 
Theft 0.19 0.20 0.19 0.20 

Number of Prior Convictions for 
Forgery, Fraud, or '-arceny by 
Check: 

No Prior Convictions for Forgery, 
Fraud, or Larceny by Check 0.\3 0.11 0.11 0.11 

-:l' 
Total Number of Prior Convictions 
for Property Offenses: 

0-1; 2; 3; 4 or More 0.23 0.24 0.26 0.26 

Reason for First Arrest: 
Burglary, Check Offenses, 
Forgery, Theft, Delinquent Child 
vs. AlJ O(he~s -0.12 -0.11 -0.11 -0.12 

L~ngest Time Served on Any Com- •• 
mitment: 

0-6 mos vs. More than Ii mos 0.17 0.18 1.19 0.20 '-.' 

" 
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Table A-tO 
CORRELATIONS OF CRIMINAL HISTORY ,VARIABLES (Dichotomized) ': 

WITH OUTCOMES (;" ' 

Age at First Arrest: 
18 or under; over 18 

Age at First Conviction: 
18 or under; over 18 

Age at First Commitment: 
18 or under; over 18 

Longest Time Free Since First 
Commitment: 

Code '0' and more than 60 mos vs. 
Less than 60 mos 

Number of Prior Convictions: 
None vs. Any 

Number of Prior Sentences: 
None vs. Any 

Number of Prior Sentences with 
Probation: 

None vs. Any 

Number of Prior Incarcerations: 
None vs. Any 

Number of Prior Parole/Probation 
Revocations: 

None vs. Any 

Number of p .. ior Convictions for 
Burglary: 

None vs. Any 

Number of Prior Convictions for 
Larceny: 

None vs. Any 

Number of Prior Con'victions for 
Auto Theft: 

None vs. Any 

1/ 

Numuer of Prior ConVictions for 
Forgery, Fraud, Larceny by Che~k: 

None vs. Any 

Reason for First Arrest: 
Burglary, Check Offenses, 
Forgery, Theft, Delinquent Child 
vs. All Others 

Longest Time Served on Any 
Commitment: 

0-6 mos vs. More Than 6 mos 

Outcome A 
(N - 2,493) 

-0.17 

-0.16 
',\ 

-0.17 

0.23 

0.13 

0.14 

0.09 

0.17 

0.18 

0.12 

0.10 

0.17 

0.12 

-0.12 

0.17 
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Outcome B 
(N 2,493) 

-0.18 

-0.17 

-0.17 

0.26 

0.13 

0.16 

0.11 

0.19 

,0.19 

0.14 

0.11 

0.19 

0.11 

-0.11 

0.18 

Outcome C 
(N 2,382) 

-0.21 

-0.19 

-0.18 

0.27 

0.14 

0.19 

0.10 

0.23 

0.19 

\) 

'~ o.~ 
\~"0, 

0.14 

0.21 

0.12 

-0.12 

.20 

Outcome D 
(N 2,382) 

-0.19 

-0.17 

-0.17 

0.26 

0.13 

0.17 

0.12 

0.20 

0.20 

0.14 

0.12 

0.20 

0.11 

-0.11 

0,19 

~ 
{i 
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Table'A-l1 
CORRELATIONS OF SOCIAL HISTORY VARIABLES WiTH OUTCOMES 

Highest Grade Completed:'c 
No Schooling Through Ph.D. 

Marital Status at Admission: 
Married, or Common-Law Spouse 
vs. All Other 

Living Arrangement Before 
Commitment: 

Wife and/or Children vs. All 
Other 

Use of Synthetic and/or Natural 
Opiates: 

Use vs. Non-Use 

Employment in Last 2 Years of 
Civilian Life: 

Unemployable or Employed vs. 
Unemployed 

Longest "pb in Free Community: 
Less Than 1 Year or UriknowR vs. 
From L t04 Years vs. More Than 
4 Years 

:-::: 

Outc~me A 
(N = 2,493) 

-0:07 

0.14 '\ 

0.14 

0.09 

0.13 

~O.16 
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OutcomeB Outcome C Outcome 0 
(N = 2,493) (N = 2,382) (N = 2,382) 

,-0 -0.09 -0.10 -0.10 

0.14 0.15 0.15 

0.16 0.18 0.17 

0.08 0.13 0.09 

0.14 0.15 0.15 

-0.16 -0.18 -0.16 

."'-

.. 

., 

. Table A-12 
CORRELATIONS OF SOCIAL HISTORY -VARIABLES (DO h t 0 

WITH OUTCOMES Ie oomlzed) 

Highest Grade Completed: 
0-11 vs. All Other 

Marital Status at Admission: 
Married, or Common-Law Spouse 
vs. All Other 

Living Arrangement Before 
Commitment: 

Wife and/or Children vs. All 
Other 

Use of'Synthetic and/or Natural 
Opiates: 

Use vs. Non-Use 

Employment in Last 2 Years of 
Civilian Life: 

Unemployable Or Employed vs. 
Unemployed 

Longest Job in Free Community: 
No Job Through 4 Years of 
Employment, and Unknown vs 
All Other . 

Outcome A 
(N = 2,493) 

-0.07 

0.l'4 

0.14 

0.09 

0.13 

-0.14 

Outcome B Outcome C Outcome 0 
(N 2,493) (N 2,382) (N 2,382) 

-0.09 -0.10 -0.1~ 

0.14 0.15 0.15 

0.16 0.18 0.17 

0.08 0.13 0.09 

0.]4 0.15 0.15 

-0.]5 -0.18 -0.15 

Table A-13 
CORRELATIONS OF INSTITUTIONAL ADJUSTMENT 

WITH OUTCOMES 
VARIABLES 

Outcome A Outcome B Outcome C Outcome 0 (N 2,493) (N 2,493) (N 2,382) (N 2,382) 

Escape History: ~ \ 

None vs. One or More Escapes 0.13 0.]6 0.17 0.17 
Latest Custody ClassificatiGw 

Maximum or Close' Medi~m' 
Minimum or Work~Release ' 0.07 0.09 0.08 0.09 

Prison Punishment: 
None vs. Punishment Received 0.12 0.]4 0.16 0.15 

c' 
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Table A-14 c , 

CORRELATIONS OF INSTITUTIONAL ADJUSTMENT. VARIABLES 
(Dichotomized) ~ITH OUTCOMES 

Escape History: 
No Escapes vs. One or More 

Prison Punishment: 
None vs. Punishment Received 

Latest Custody Classification: 
Unknown, Minimum, or Work­
Release vs. Maximum, Close, or 
Medium 

Outcome A Outcome B 
(N 2,493) (N 2,493) 

0.13 0.16 

0.12 0.14 

0.09 0.10 

Table A-15 

Outcome C Outcome D 
(N - 2,382) (N = 2,382) 

0.17 0.17 

0.16 0.15 

0.11 

NINETEEN-ITEM BURGESS SCALE/OUTCOME DISTRIBUTION 
EQUAL-STEP COLLAPSE 

(Construction Sample) 

Percent 
Favorable 

Burgess Score N Outcome 

0-3 305 37.4 

4-7 740 54.9 

8-11 656 64.3 

12-15 491 82.5 

16-19 190 96.3 

TOTAL GROUP 2,382 64.2 

(~~/ 

MCR = 0.394 0.343 rpb = 0.340 Eta -
0.116 Eta2 0.118 rpb2 --
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Table A-Ii; 
NINETEEN-ITEM BURGESS SCALE/OUTCOME DISTRIBUTION 

PENTILES 

(Construction Sample) 

Percent 
Favorable Burgess Score N Outcome 

0-4 477 44.0 5-7 568 54.6 8-10 504 60.7 11-13 410 79.3 14-19 423 89.6 -TOTAL GROUP 2,382 64.2 

Eta = 0.336 rpb - 0.332 MeR = 0.389 Eta2 = 0.113 rpb2 - 0.110 

Table A-I7. 
NINETEEN-ITEM BURGESS SCALE/OUTCOME DISTRIBUTION 

HALF-STANDARD DEVIATION STEPS 

(Constl11ction Sample) 

Percent 
Favorable Burgess Score N Outcome 

0-2 164 32.9 3-4 
I_~ 313 49.8 5-6 357 50.7 7-8 393 58.3 9-11 474 67.9 12-13 258 81.0 i4-15 233 84.1 16+ 190 96.3 

TOTAL GROUP 2,382 64.2 

Eta = 0.350 rpb = 0.345 MCR = 0.408 Eta2 0.123 rpb2 0.119 - = 
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Table A-18 
MULTIPLE REGRESSION OF 

PRESENT OFFENSE VARIAB,LES ON OUTCOME
l 

Unstandardiz~d Standardized 

Variable' Weight Weight R 

Commitment Offense -0.1519 -0.1547 0.165 

Type of Admission 0.1209 0.1062 0.196 

Constant 1.5411 
'See footnote I, Table 10. 
'See footnote 2, Table 10. 

Table A-19 
MULTIPLE REGRESSION OF 

CRIMINAL HISTORY VARIABLES ON OUTCOME
l 

Unstandardized Standardized 

Variable' Weight 

Longest Time Free -0.0464 

Crime Group 0.0372 

Age at First Arrest -0.0969 

Number of Prior Parole/ Probation Revocations 0.0290 

Number of Prior Commitments for Auto Theft 0.0281 

Number of Prior Commitments for Forgery 0.0197 

Reason for First Arrest 0.0334 

Number of Prior Commitments for Burglary 0.0376 

Constant 1.5332 

'See footnote I, Table 10. 
'See footnote 2. Table 10. 

Table A-20 
MULTIPLE REGRESSION OF 

Weight 

-0.1588 

0.0904 

-0.0939 

0.0595 

0.0709 

0.0433 

0.0348 

0.0353 

SOCIAL HISTORY V ARIABLES ON OUTCOME1 
Unstandardized Standardized 

Variable> Weight Weight 

Planned Living Arrangement 0.1038 0.0859 

Employment 0.0685 0.0715 

Longest Job in Free Community -0.0616 -0.0961 

Known Use of Synthetic and/or Natural Opiates 0.0440 0.0684 

Highest Grade Claimed -0.0121 -0.0708 

Living Arrangement 0.0766 0.0672 

Constant 1.1687 

'See footnote I, Table 10. 
'See footnote 2. Table 10. 
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R 

0.269 

0.318 

0.330 

0.335 

0.338 

0.339 

0.340 

0.341 

R 

0.166 

0.211 

0.227 

0.237 

0.247 

0.252 

0.027 

0.039 

R' 

0.073 

0.101 

0.109 

0.112 

0.114 

0.115 

0.115 

0.117 

R' 

0.028 

0.044 

0.052 

0.056 

0.061 

0.064 

i 

~, 

., 
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Table A-21 
MULTIPLE REGRESSION OF 

INSTITUTIONAL ADJUSTMENT V ARIABLES ON OUTCOMEl 
Unstandardized Standardized 

Variable' Weight Weight R ----
Escape 0.1639 0.1369 0.167 

Prison Punishment 0.1325 0.1249 0.210 

Custody Classification 0.0334 0.0539 0.217 

Constant 1.2385 
'See footnote I, Table 10. 
'See footnote 2, Table 10. 

Table A-22 
SELECTED "REDUCED MAIN EFFECTS" MODELS FROM 

THE 29 CONTINGENCY TABLE 

x' 
HI Descriptions (d.f.) 

HI! H" except PLIV ARR 191.01 
and AGECON (249) 

HI2 H" except PLIV ARR 200.76 
and MARITAL (249) 

HI) Hz, except PLIV ARR 195.94 
and ESCAPE (249) 

HI4 Hz, except AGECON 193.53 
and MARITAL (249) 

Hil H" except AGE CON 200.07 
and ESCAPE (249) 

HI6 H" except MARITAL 198.37 
and ESCAPE (249) 

HI1 H" except PLIV ARR, 206.76 
AGECON, and (250) 
MARITAL 

HII H2, except PLIV ARR, 203.44 
AGECON, and (250) 
ESCAPE 

HI9 H" except AGECON, 205.86 
ESCAPE, and (250) 
MARITAL 

H2o H2, except PLIV ARR, 209.99 
MARITAL, and (250) 
ESCAPE 

H21 Hz, m(cept PLIV ARR, 218.19 
AGECON, MARITAL, (251) 
and ESCAPE 

81 

xf - x: 
(p) 

298.47 
«0.005) 

288.72 
«0.005) 

293.54 
«0.005) 

295.95 
«0.005) 

289.41 
«0.005) 

291.11 
«0.005) 

282.72 
«0.005) 

286.04 
«0.005) 

283.62 
«0.005) 

279.49 
«0.005) 

271.29 
«0.005) 

0.61 

0.59 

0.60 

0.60 

0.59 

0.59 

0.58 

0.58 

0.58 

0.58 

0.55 

x: -xi 
(p) 

8.72 
«0.01) 

18.47 
( <0.005) 

13.65 
«0.005) 

11.24 
«0.005) 

17.78 
( <0.(05) 

16.08 
( <0.(05) 

24.27 
«0.005) 

21.15 
«0.005) 

23.57 
( <0.(05) 

27.70 
«0.005) 

35.90 
«0.005) 

R' 

0.028 

0.044 

0.047 

r~.1 

0.05 

0.09 

0.07 

0.06 

0.09 

0.08 

0.12 

0.10 

0.11 

0.13 ; ,. 

0.16 
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