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Preface

This report is intended to provide the correctional community with adc\luoe
concerning the development and use of statistical mooe§s cornroonly ern.ploy.e in
criminal justice prediction studies. Since the use.of statistical dec1S}onmak1ng aids 1;
increasing in correcticnal settings, an evaluation of tho poteotlgl strengths an
limitations of various methods often used or advocated is provided.

Advice concerning methodological issues is always P/roblemiatio. What works well
in one study or setting may work less well or fa.il mlsera:bly in a{’lother. What one
researcher perceives as parsimony may be perce{ved as s1mple-m}nded by a.nother.
Throughout this effort, we have sought to remain onblased. While we admire par-
simony and, indeed, simplicity, we likewise appreciate elegance. We trust that we

have presented the issues fairly—this, at least, was our intent.

S.D.G.
D.M.G.
August 14, 1979
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1 Introduction

Research workers in the criminal justice arena have long been on the forefront of
an area of study that greatly concerns all behavioral science—the prediction of
specified events or behaviors. Problems of behavioral prediction are both practical
and methodological; decisions requiring predictions must and wiil be made in vir-
tually any area affecting people. College administrators and admissions committees
must attempt to predict the future behavior of large numbers of applicants. Employ-
ment counselors and personnel managers must attempt to predict the future
behavior {or satisfaction) of prospective employees or career-seekers. Judges must
estimate the likelihood of future offenses, and members of paroling agencies must
attempt to predict the future behavior of large numbers of eligible inmates. Accord-
ingly, considerable effort has been expended in attempts to aid the decisionmaker in
the predictive situation. '

Major methodological problems of behavioral prediction can be classified into
five general categories: 1) the relative efficiency of ‘‘clinical’’ versus “‘actuarial’’ or
“‘statistical’’ methods of prediction, 2) the relative efficiency of different actuarial
approaches, 3) the base-rate problem, 4) the reliability problem, and 5) the cross-
validation of predictive measures. Clearly, these five categories are neither exclusive
nor exhaustive. As our discussion will demonstrate, the consideration of any one
issue necessitates a consideration of the others.

While we treat the first topic cursorily, it is of great importance. The history of the
debate on clinical versus actuarial approaches to behavioral prediction is long.
Often, the ‘‘problem’’ has been interpreted as, ‘“Which approach gives better
results, the intuitive, inductive clinical approach, or the deductive, objective ac-
tuarial approach?”’ The polarizing effect of such a formulation of the problem is
clear. Indeed, while recognizing its polarizing character, Gough nonet.eless takes
this position in his classic review of the area:

The problem may be posed in a brief and simple manner: In
any given predictive situation which method is better—i.e.,
more accurate and more informative in a scientific way—that
of the clinician or that of the actuary??

We prefer a different formulation of the clinical versus actuarial prediction prob-

lem—one which vitiates the ‘‘versus.’’ 3 In many practical situations, decisions based

on predictions will be made, and help toward more rational decisions may come
from either sector or from a combined use of information. In general, behavioral
scientists are not, and have no interest in becoming, decisionmakers. They do,
however, have great interest in the prediction of behavior and in the decisionmaking
process. The “‘clinical versus actuarial’’ problem is less important when asking,
“Which approach is better?”’ but more important when we ask, ‘“‘Can behavioral
scientists using actuarial methods be of practical help to the decisionmakers?’’ The
focus of the present study is therefore on issues of the development and use of ac-
tuarial methods, not on comparisons of such devices with clinical judgments. -




It does appear now that statistical prediction methods may have a variety of prac-
tical uses. It is clear, for example, that actuarial prediction can improve substantially
upon clinical, intuitive approaches in a statistical sense. 45 As a result, actuarial
methods have been used not only in practical selection problems but in program
development applications, offender placement decision situations, and in decision
guidelines models, as well as for research purposes.

Despite considerable experience in the development of such methods, however,
there is a great deal of theoretical and practical debate about the most efficient (most
valid, least costly, most operationally useful) methods for selecting and combining
information with some predictive utility. Because operating agencies are increasingly
involved in the development and use of such screening devices, correctional research
workers and practitioners involved should have a clear statement of the advantages
and disadvantages of the most prominently used methods.

Recent reports have suggested that, in practice, statistical techniques that are
theoretically less powerful and that are computationally and procedurally relatively
simple may demonstrate equal or superior predictive validity to that obtained by
more complex and theoretically superior methods. ¢ To date, however, despite the
practical importance of identifying those predictive methods likely to be of greatest
aid in screening for risk, no comprehensive comparative assessment of specific
methods has been made. While a few comparative studies have been conducted, ’
each has suffered from one or more limitations, stemming from:

1) Lack of attention to the base-rate problem, i.e., to relative improvement over
the ““success rate> for the sample as a whole.

2) Failure to cross~validate, i.e., to test the method on new samples.
3) Lack of application of methods to the same sets of data.
4) Consideration of only a few of the most widely used methods.

One study, however, did clearly suggest that less sophisticated statistical tech-
niques may indeed provide substantive conclusions of equal power to those provided
with the use of more sophisticated methods®*—a suggestion supported by the con-
firmed findings of several comparative studies cited above.

The research we report here overcomes the four limitations noted. Since our study
had the comparison of efficiency as its primary goal, all analyses were carried out on
the same data basc. The data used are at least as adequate to the purpose as any
other currently available; advantages of the data base are discussed in a later section.
All comparisons are made: :ith attention to the base rate and validation issues.
Finally, we included in the comparison a variety of markedly different methods.

Appendices not contained in this report are available through the National In-
stitute of Corrections Information Center, 1790 30th Street, Suite 314, Boulder, CO
80301, and through the National Criminal Justice Reference Service. These appen-
dices contain the data base, assessment of potential predictor variables, and the
analytic programs used. ‘
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2 Issues in the Development
of Risk-Screening Devices

To-address adequately the question of the most useful methods to employ, it is

necessary to consider in more detail the issues already mentioned, such as the pro-

blems of the base-rate, cross-validation, and reliability. Indeed, it is only by
reference to these issues that the question of the relative efficiency of different
methods of combining predictive information can be resolved. Some problems of
behavioral prediction, moreover, are practical and policy-oriented, rather than
simply statistical. This section discusses both types of problems in more detail.

Statistical Issues
The Base-Rate Problem

The base rate for any given event may be defined as the relative frequency of oc-
currence of that event in the population of interest. ® The base rate problem is actual-
ly a combination of many difficulties. Perhaps the most basic of these difficulties is
that often base rates are not considered ‘at all. In 1955 , Meehl and Rosen
summarized the consequences of failure to consider base rates and concluded that
“‘almost all contemporary research reporting neglects the base rate factor and hence
makes evaluation of test usefulness difficult or impossible.’’ 10

Behavioral scientists are often concerned with the prediction or classification of
events, but such classifications or predictions have often been based on criteria that
produce larger errors than would the simple use of the base rate.

To the extent that the base rate differs from 0.50, difficulty of prediction of an
event increases. Thus,i the more infrequent an event, the greater the likelihood of in-
accurate prediction.'! While this seems intuitively true for rare events, it must be
remembered that the‘ ocgurrence of very frequent events requires the simultaneous
occurrence of very rare events (unless the probability of an event is precisely 0 or 1).

As an example of the difficulty of such prediction, suppose that the base rate for
failure on parole is 0.20. Given this information alone, we know that we would
make correct predictions 80 percent of the time if we simply predict that no one will
fail on parole. We will also, of course, be wrong 20 percent of the time, Note that,
given only the base rate as a guide, we have no way of knowing which 20 percent will
in fact fail. ’

Now let us assume that a predictive device has been developed that allows us to
correctly predict parole outcomes with 78 percent accuracy. Even given this ap-
parently powerful dev1ce, we would stiil be better off in expecting that no one will
fail on parole—that is, in “‘predicting’’ performance on the basis of the base rate
alone. While our predictive device does beat the simple chance rate of 50 percent, the
chance rate should, as noted by Meehl and Rosen, be viewed as a function of the
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base rate. Hence, in this example, the chance rate would be substantially higher than
50 percent, and the simple base rate is still the more accurate.

The practical consequences associated with varying base rates are another par.t of
the “‘problem.’’ In practical selection problems, for example, one must take into
consideration the consequences, in terms of monetary or social costs, of two kinds
of predictive errors. That is, some predicted “‘successes’’ will fail; some expected
<failures’’ will succeed. It may be, for example, that failing to identify potential
parole failures prior to release is more costly to society than is any effort expended
on preventive measures for those who would not fail anyway.

Another problem associated with the base rate is common. Often, devices that
may have predictive validity for the population for which they were designed (i.e.,
are more accurate than the base rate) are used on different populations, for which
the base rate of occurrence is different. '2 (This problem is most evident with predic-
tive devices that utilize an ‘“‘automatic’’ cutting score. For example, a device used to
predict parole failure of institutionalized adult offenders and based on a cutting
score may prove of little use for predicting violation among juvenile offenders. It
should be noted, however, that successful prediction ofien can be increased through
manipulation of the cutting score. A related problem is the potential heterogeneity
of the offender sample providing the basis for prediction. ') In general, however,
this reflects a more fundamental problem—that of unwarranted generalization to
new samples. This issue is not further addressed in the study reported here, and
generalizations of the results to other samples should not be made.

Finally, of course, it is often difficult, if not impossible, to know the ‘‘true ’’ base
rate of occurrence of a specified event or behavior in the population of interest. We
cannot, for example, know the true base rate for parole violation for all offenders
considered for parole. Since not all are in fact paroled, we can at best identify the
base rate for known violations by paroled inmates.

Ohlin and Duncan were among the first to give practical attention to the base rate
problem. They developed an ‘‘index of predictive efficiency’’ (the percentage change
in errors of prediction over the base rate resulting from the use of a prediction
method) to assess the usefulness of prediction devices. 14 The statistic used in this
study to compare the effectiveness of various actuarial methods was the ‘‘Mean Cost
Rating’’ (MCR) of Duncan and Duncan—a successor to the index of predictive effi-
ciency. '*!6 This index can be used to assess the relative efficiency of various predic-
tion devices with respect to the base rate problem. The MCR takes on values in ;hc
range 0 to 1, and its relative magnitude gives an indication of prediction above the
base rate.

" Statistics of this type are related to ‘‘proportionate reduction in error’’ measures,
in that they attempt to offer an evaluation of predictive power above that of the
chance rate. In this context, reliance on standard correlational techniques may be
misleading, since they do not explicitly address the base rate issue. Hence, we prefer
to base our evaluations of predictive efficiency primarily on the MCR.
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While the sampling characteristics of the statistic have not previously been
known, it recently was demonstrated that the statistic is related to Kendall’s tau, !’
and recent work demonstrates that the MCR can be interpreted via the framework
of Signal Detection Theory. '8

The Validatiorn Preblem

The adage that no t\\\‘vo?;people are exactly alike is properly extended to groups of
people. No two groups of people are identical. If, however, the groups have been
selected by some appropriate mechanism (such as random sampling), they can be ex-
pected to have a great deal in common in terms of both their overall characteristics
and the interrelations of various individual characteristics. It is this similarity of
relations within different groups of people upon which all statistical predictions
ultimately rely. It is assumed, for example, that if in one group of subjects the
younger do better in relation to some outcome, then in a similar group of subjects
the younger again will do better. Indeed, prediction methods are intended to help
estimate, on the basis of some group of people available for study, how members of
other similar groups will behave. In doing so, there is a risk of overestimating the ex-
tent to which relations found in one sample can be used to explain relations found in
a similar sample. '

There is no way to distinguish, withir the original sample alone, how much of the
observed relation is due to characteristics and underlying associations that will be
shared by new samples and how much is due to unique characteristics of the first
sample. Mistaking unique, peculiar variation for more general variation is referred
to as ‘‘sample overfitting.’”’ As might be expected, those methods which fit the cur-
rent (construction) sample very accurately are more prone to overfitting than are
those which fit the construction sample with less rigor. In addition, one of the max-
ims of any statistical procedure is that large samples reduce the relative importance
of strictly individual variation and improve the chances that observed relations are
due to general factors and thus are likely to be observed in other groups. This im-
plies that, other things being equal, predictions based on a small number of observa-
tions, like those produced by methods which employ sample subdivisions, are more
prone to sample overfitting than are those based on larger samples.

The apparent power of a prediction device developed on a sample of observations
thus derives from two sources. The first, already discussed, is the detection and
estimation of ‘‘underlying’’ relations that are likely to be observed in any similar
sample of subjects. A second and troublesome source is the peculiar or individual
properties of the specific sample. It is imperative that in any prediction study intend-
ed for practical application in new samples the relative importance of these two
sources of predictive power be estimated. Failure to do so may be expected to result
in the overestimation (sometimes large) of the actual utility of the instrument as a
predictor.

The estimate of the relative importance of the two sources of predictive power is
typically accomplished by randomly dividing the group under study into two
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samples, or by gathering (in the same fashion) a similar samPle specifically for tl.us
purpose. It may be argued that a bettg;_ test, given that the mstrument.may be. in-
tended for future use, is given by selecting another sample from a later time period.
Predictive devices (often equations) are constructed using only one of these groups
(the construction sample). The equation or equations that have been d?veIOped are
then applied to the other group (the validation sample). The cor.rel.atlon or ot.her
measure of association that results provides an estimate of the. pr.edlctlve power 11¥<e-
ly to result from subsequent applications of the m_ethod to 51m11a1.' groups. Taklng
repeated samples over time would, of course, provide yet better ev1denc.e. Thls pro-
cedure is known as validation or cross-validation. Apparent loss of predlctl.ve power
from the construction to the validation sample is knowq as shrinkage, and 1? results,
in large part, from the overfitting of the device or equation on the constructlon sam-
ple. .

An important issue in proposals for practical applications of pr.ediction d'ev1c.es,
then, is that of potential shrinkage in power from the .cgnstnuctlon to val.ldatlon
samples. To further our investigation of the relative efﬁglency of .seve.ral different
actuarial approaches, all approaches are compared relative tq vahdfmon samples.
The extent of any differential shrinkage, of course, is of particular interest.

The Reliability Problem

No prediction device can be better than the data from which it is derived. An un-
fortunate occurrence in behavioral science research is that we,ofte:n do not knqw,
and sometimes cannot determine, the reliability of the informathn upog Wth!l
predictions are based. Sources of unreliability are numerous, as cons1dered. in detail
by Campbell and Stanley '* and by Cronbach. *° Descriptive crime and delinquency
statistics, moreover, tend to be particularly unreliable for a number of reasons

peculiar to the criminal justice system. !

The consequengié‘:s of a failure to consider reliability (or the lack theregf) can be
serious indeed: %3 The present study provides indices of reliability of one important
kind — that of the coding or classifying of data elements in abstracting a large
number of items from case files.*

Policy Issues

Concerns of policy Hevelopment and implementation — important as thfay are to
correctional admir’ﬁstrators, judges, paroling authorities, or criminal ]us.t1ce. plan-
ning bodies — lie outside the scope of the present study and this report. Still, .1t may
be helpful at least to mention some policy issues that c1.1rrently are the subject of
much debate and involve the general problem of prediction.

The centrality of prediction to many concerns of the criminal justice system may
be emphasized by recalling that major traditional utilitarian aims of that

*See Appendix 3, “Assessment of Potential Prédictors,” available from the National Institute of Correc-
tions National Information Center, Boulder, CO.
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system—such as deterrence, treatment (rehabilitation) and incapacitation—are all
forward-looking, crime preventive goals that require prediction in some sense. The
concept of deterrence involves the “‘prediction”’ that punishment of known of-
fenders will discourage others from crime. The concept of treatment involves the
‘“‘prediction’’ that offenders may be changed in order to reduce the likelihood of
repeated offending; and that of Incapacitation requires the “prediction’’ of new of-
fenses if offenders are not restrained from committing them. (The aims of desert —
that is, of applying deserved punishment — or of retribution or retaliation do not in-
volve prediction [nor, for that matter, a utilitarian attitude]. Rather, they look
backward only, to the gravity of the harm done or the culpability of the offender.)

In view of the centrality of prediction to many policy issues in criminal justice, we
seek in this section to identify a few such issues in which prediction methods play an
important part. These concern, first, the relevance of statistical prediction models to
criminal justice goals; second, questions of ‘“what to predict, when, with what infor-
mation, for what purposes;”’ and finally, some general limitations of prediction

methods that are particularly important for policy decisions about their use.

In specific applications of prediction methods, controversies regarding their use
are apt to arise from scientific empirical evidence, from ethical value perspectives, or
from both, but this does not require that these concerns be confused. Issues of value
and of evidence should be identified in order to add clarity to arguments in policy
formulations. This report has a limited focus on selected empirical issues, and it
deals very little with the many important issues of values. We seek in this section
merely to point out the distinction between the scientific and value questions, to sug-
gest how they often are related, and to note some illustrative ethical issues that may
be of fundamental importance to policy decisions concerning the operational ap-
plications of prediction methods.

Relevance to Goals

If the decision problem is one that requires predictive information for the selec-
tion of alternative actions, then the use of prediction methods to aid in the decisions
should be considered. In a previous section of this report, we discussed briefly the
continuing debate concerning ‘‘clinical’’ vs. “‘statistical’’ prediction; two claims of
that discussion may be reiterated here., First, it generally has been found that
statistical prediction methods can be developed that are more reliable and valid than
unguided or intuitive clinical predictions. That is, they are more dependable and
they work better. Second, statistical and clinical methods may be used together in
various, possibly mutually supportive, ways; thus, the use of statistical prediction
methods does not necessarily imply that clinical judgments may not (or should not)
be used at all in decisionmaking.

The relevance and potential utility of statistical prediction methods to criminal
justice obviously depend upon the objectives of the decisions involved. Unfortunate-
ly, the objectives are completely agreed upon oniy rarely, and rarely are they stated
with the clarity needed for any careful analysis. Nevertheless, it may be claimed that
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when the aims include those of incapacitation or treatment (more generally, the
reduction of the probabilities of future crimes by the offenders concerned),
statistical prediction methods may be expected to be relevant and perhaps potential-
ly useful. The explication of agency or decisionmaker objectives is therefore an ob-
vious requisite to deciding whether prediction methods are ti be regarded as possibly
useful. If the aim is limited to the provision of deserved punishment, then it is dif-
ficult to see how prediction methods can be helpful. If, on the other hand, the objec-
tives include crime reduction purposes with respect to the population of offenders
being considered, then it is difficult to see how prediction is not a relevant issue.

When to Predict What, With What, and Why

What is to be predicted depends, of course, on prior judgments concerning goals
and objectives, but it may depend also upon the ‘‘why’’ part of the question.
Specific sub-objectives may be perceived as steps toward more general aims. Thus,
the specific objectives of an intended operational use of prediction methods need tc
be identified and considered as well as the general aims. As described in this report,
choices — often rather arbitrary ones — must be made in defining a criterion of
“‘success’’ or ““‘failure’’ or other classification of outcomes to be predicted. Whether
arrests, as well as convictions, should be counted as indicants of ‘‘failure’’ is anissue
providing an obvious example of a definitional choice that may be influenced heavi-
ly by issues of value in relation to the specific intended operational use of the instru-
ment.

One guide is given, in some such choices, from an understanding of the pro-
cedures underlying the development and validation of any such device. That is, a
specific criterion must be used, and any generalizations of predictive validity to dif-
ferent criteria must be suspect until such validity has been demonstrated. Classifica-
tions relevant to one purpose may have no relevance to another. For example,
classifications relevant to the risk of repeated offending may have nc relevance or
utility for the problem of assignment to different treatment programs. The decision-
maker is well advised that, although a particular prediction instrument may provide
helpful information about one objective, it may give no (or, indeed, faulty) informa-
tion about other outcomes that may be related to other decision objectives. It is
plausible, therefore, that the inclusion of “‘arrests’’ as an unfavorable outcome ele-

ment may be appropriate for some purposes and not for others. In one application,
there may be no issue of fairness; in another, this concern may arise.

The “‘why’’ question is related also to ‘“‘when’’ and ‘‘with what.’’ Generally, four
categories of purposes for developing prediction methods may be di§cussed. These
involve research aims and applications for program planning, selection, and deci-
sion policy.

The process of developing prediction instruments involves the testing of
hypotheses and thus may provide an aim in itself. Further, however, the purpose
may be the provision of a research tool. In many program evaluation studies, for ex-
ample, such measures are used to provide an indication of the ‘‘prior probabilities’’
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of an outcome, i.e., of the likelihood of that outcome without treatment or before

treatment. This may be useful in makin i
: g comparisons of outco
treated differently. 7 mes for groups

Alterpatively, the objective may be to provide a tool for the general screening of a
population for some program planning purpose. An example might be the screenin
of all offenders received in prison using an ‘‘escape risk scale’’ in order to identif 5
pool to be considered for immediate placement in a minimum custody setting. ’

. Or, tl}e intention might be the development of an instrument to be used as an éid
in ;elcf:ctlf)n, such as for probation or parole. A similar application is the use of such
a device in allocation of probationers or parolees to differing levels of supervision,

€.g., providing only minimal supervision of those in th
€ most favorable ¢ »
outcome groups. able “‘expected

| A some}vhat diff-erent but related use of prediction methods is found in their in-
c qs101.1, with oth.er information, in policy or ““guidelines’” models such as those now
sometimes used in sentencing or parole decisionmaking. >

In any selection application, value questions arise particularly in relation to two
sets of concerns: these are issues surrounding the ‘‘with what?”’ question (what

gems may justifiably be included in the instrument) and the issue of errors in predic-
ion.

The first que_stion is one of values and of fairness. For example, suppose that the
purpose of an instrument under development is to provide an aid to selection for
pzfrole.'(The paroling authority has determined already that the issue of risk of new
crimes is an appropriate one for inclusion in paroling policy.) Suppose further that
thfe item ‘‘income level”’ is found uniquely and rather powerfully predictive of new
crimes, such that offenders who have been poor are worse risks. In this wholly

hypothetical example, the parolin i i
poth , g authority obviously must resol icy i :
Is it fair to include the item? ’ ve the policy lsue:

.T.he second p.ro!)lem, of errors in prediction, must be confronted as well. Whether
clmlgal or statistical predictions are made, there will be errors of two kinds:
predicted successes who fail (“‘false positives’”) and predicted failures who succeed

(“false negatives”). This problem also raises compl '
. ex ;
and values. plex questions of both evidence

At different stages in the correctional process, correctional decisionmakers ma
have markc?dly different amounts and types of information available to them (Figurz
1). ‘A.ccordmgly, an important issue in the development of actuarial aids involves
decmons.about the information to be included in the model. For example, a parole
board rplght .wish to use such a device at the intake stage, when inf’ormation
concermng prison adjustment during the instant commitment is not yet available. A
b'oard that uses such a device at the stage of the parole hearing, however may “./ell
find such data informative. Again, the selection of items to be ir;cluded in’the devi
must be guided by its intended use. e
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All these issues are made more compiex by the fact that neither orgz;?lztz}u;)n:i ?n(;r
i times conflicting, .

i Rather, they have multiple, some : 1S

persons have single goals. . . , e o ave lite utili-

ice i i thods useful for one purp
Suffice it to say that prediction me or. el of
imitati diction methods may be , all ¢

other. Some general limitations of. pre ethods m | .
1\:afflhfi(c);rxa;Illlould be remembered when policy issues surrouiiding their use are debated
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FIGURE 1
HYPOTHETICAL DISTRIBUTION OF T‘HE AMOUNT gF
INFORMATION AVAILABLE TO DE(,ISIONMAKEII:OCESS
AS A FUNCTION OF TIME IN THE CORRECTIONAL P

General Limitations | S
Perhaps the greatest limitation of predictiondmetlziodslwﬂldt:‘en (;)lz'\:lio(;l:t el(f1 i:i t1lsl

” ici type discussed are develope ed

remembered that the devices of the 1 loped and ¥ 0 g 2

ific criteri i ailable data, in a specific jurisdiction,

respect to specific criteria, using av le d: o . or
ific ti i alizations to other outcomes erest,

specific time period. Thus, any ge,n.ef utcomes '

altzter modifications of the item definitions used, or to other jurisdictions or popula

tions, or to other time periods, are to be ‘questloned.
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3 Which Actuarial Approach?

The general aim of this study was to assess the advantages and disadvantages of
some of the most commonly used (or promising) methods for developing statistical
prediction methods. Thus, we may ask wkich of the several available methods
““works best.”” By ‘“best,”’ we refer to predictive efficiency in a validation sample,
and, for this assessment, we may compare obtained mean cost ratings. Additional
criteria can be used, however; for example, if two procedures give equally valid
results, then we may'prefer the simpler or less costly methpd.

Both Meeh! % and Gough ¥’ have given good reviews of specific actuarial methods
that have been used widely in the behavioral sciences in general, often with par-
ticular. reference to problems. of criminal justice. Mannheim and Wilkins % and
Simon ¥ have provided reviews of specific methods in criminology. The latter
author includes various comparisons of predictive efficiency resulting from use of
different methods for combining predictors. The present study compared six such
methods: two general linear additive models, three clustering models, and a recent

multidimensional contingency table (log-linear) approach. A brief and general con-
sideration of each model follows.

Linear Additive Models

Perhaps the most widely used actuarial predictive method has been the linear ad-
ditive model. Indeed, De Soto has demonstrated that social scientists show a marked
proclivity for simple, single linear orderings. ¥

Least-Squares (Multiple) Regression

The best known and most widely used linear additiye model is that of least-
squares regression, known in the bivariate case as'correlation and, in the
multivariate case, as multiple correlation or multiple regession. In general, the solu-
tion sought is that weighted linear combination of predictor variables that minirizes
(the square of) errors about regression to some criterion variable.*

In its general form, the model is described as: o
v=a+ bX, + bX, + b X; + ... + bX; + ... + bX,

where (in this case) § is the predicted criterion, a is some constant (actually the in-
tercept of the regression line), X, is a predictor variable, and b, is its weight.

Thus, a potential advantage of the least-squares technique is that it enables
estimates of the effect of each predictor variable in terms of a relatively unique (i.e.,
non-overlapping) contribution to explaining variability in the outcome criterion.
This typically results in a set of unequal weights, thus providing an indication (when
standardized scores are used) of the relative ‘‘importance’’ of each predictor in the
context of all the items used. RN

*With a dichotomous criterion such as was used in this study, Fisher’s discriminant function provides an
equivalent method and, therefore, was not included.’!
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While interaction effects (i.e., the extent to which the effect of one pre.dictor
variable is mediated or exaggerated by the state of one or several f)ther predictors)
can be estimated within a regression framework, the model can quickly become un-

wieldy. *

The power of least-squares regression is beyond question in many applications..As
previously discussed, it has been known for some time that least-sgugres models }m-
prove substantially over intuitive clinical approaches to .predlctlon. Moreover,
Dawes and Corrigan recently showed that even linear regression rr}odels tpaF use.ran-
dom regression weights do substantially better than do humf.ms in predl.ctlve situa-
tions. 3 More recently still, Wainer demonstrated that a simple unwelgbted (or,
more accurately, equally weighted, i.e., all regression weights equal 0.5) linear afd-
ditive model is essentially as good as, and in some important respects may be betier
than, a weighted least-squares model. *

Studies of parole prediction using data on federal offendfers s:howed thata simplf:,
unweighted model had less shrinkage when applied to vahdat.lon samples than did
the model derived from multiple regression. A variety of possible reasons, some of
which relate to the reliability issue, have been discussed by Wilkins. ** Simon, from
her results, came to a similar conclusion. *® Less shrinkage might be expected from
the equal weight model than from a'weighted model, simply as a qonsequegce of
item unreliability. The weighted models tend to rely heavily on a few items, so if one
is scored incorrectly, there is a large difference in the prediction.

Other reasons for differential expected shrinkage are apparent. First, the weighted
model may tend to overfit the original construction sample data to a greate.r e.xtent
than the unweighted model. This is known as capitalization on chance va.rlatlon.*
Second, the weighted model capitalizes on the presence of any data pomts'that
deviate markedly from bi- or multivariate normality (outliers). The equal weights
method may be meliorative since regression weights are not estimated from the con-

struction sample data.

The Burgess Mzsthod‘

In the criminal justice field, the unweighted additive model used has been pat‘tern-
ed after the work of Burgess. " In brief, the procedure involves the use of attribute
data (or the dichotomization of predictor variables). Resultil}g g.ttr1bute§« then are
used in an unweighted, linear additive fashion to predict the criterion classifications.

Thus, the model is specified as:
9=(a)+X1+X2+X3+...+X,,,

where ¥ is as before, a is an arbitrary constant, ’gnd X is some predictor attribute.t

*Note also that both the weights and the data items will have some error, so the error is multiplied when
the weight is applied, i.e., (B+ eg )X + ex).

TAlthough the Burgess technique is essentially a ““linear’’ model, it is difficult to say precisely what is be-
ing treated as a straight line.
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Thus, the Burgess technique — one strength of which is found in its simplicity —
gives equal weight to all predictors even though there may be markedly upegual
levels of association between the criterion and the various predictors used. It aiings,
therefore, no compensation for ‘“overlapping’’ effects of the predictors, resulting in
the further disadvantage that the technique does not give any indication as to which
variables are essentially redundant.

Clustering Models |

Lack of power and/or shrinkage on validation in regression predictions may be
due in part to discrepancies between data characteristics and analytic assumptions.
Usually, for instance, regression analyses do not include interaction terms in predic-
tion equations. (Indeed, in a study with a large number of variables, the examination
of individual interactions is often impractical without clear theoretical guidelines.)
Another possible limitation of regression analysis derives from the calculation of
regression coefficients from the matrix of zero-order correlations among variables
within the entire sample. The assumption is made, if implicitly, that the indicated
relations hold in population subgroups as well, i.e., that the population is in fact
homogeneous. (This may be demonstrably false when the correlation matrices for
subgroups are examined.)

The use of clustering methods represents, to some extent, an effort to compensate
for the limitations of a regression-based model ‘‘in circumstances where interactions
and heterogeneities might be expected to reduce the power of multiple regression
methods.’’ *® Clustering methods allow for unspecified interactions and
heterogeneities that may be present in a population, and can therefore be
characterized as nonlinear. Each of the configural methods used here proceeds by a
process of hierarchical subdivision. ¥ |

Each technique used differs from the others not in its general concept, but in
terms of the specific algorithms used to successively partition the sample into
subgroups (the subgroups, of course, are the issue of interest). Thus, within the
same sample, different techniques are likely to result in different groupings. While
in many cases the differences will not be substantial, if use of different algorithms
results in different partitionings early in the process (i.e., with the first, second, or
third attriﬂbl;ltg entered), terminal subgroups probably will be considerably different.

A large rumber of clustering algorithms is available.® Hierarchical clustering
schemes are of two types: divisive methods proceed by successively partitioning or
subdividing the sample into increasingly homogeneous groups, and agglomerative
methods reverse this process. (The latter start with the individual and successively
group or cluster.) Further differences among methods lie in the specific rules for
division or clustering, for termination of the process, or for item inclusion. *

Predictive Attribute Analysis and Association Analysis are the two methods used
in the present study. Both classify individuals on the basis of the possession or lack
of specified attributes, thus providing a subgroup identification. One potential ad-
vantage of clustering methods lies in'\‘\\their relative lack of restrictive data assump-
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tions. An additional practical advantage may be that “‘the method of combining in-

.formation for any category in an expectancy table is much more readily evident to a

non-mathematician in the configural tables than in those involvinig regression
scores.”’ 2 ' :

Both Predictive Attribute Analysis and Association Analysis proceed by classify-
ing a heterogeneous population into relatively homogeneous subgroups, thereby
minimizing individual variation within subgroups, while maximizing variation be-
tween subgroups. This is the specific objective of Association Analysis; with Predic-
tive Attribute Analysis, however, within-subgroup variation may be expected to be
reduced (if not minimized) and between-subgroup variation may be expected to in-
crease.

As Cormack points out, however, ‘‘Often the act of classification has a primary
purpose. If so, that purpose should be taken into account.”’ > Accordingly, Predic-
tive Attribute Analysis and Association Analysis can be distinguished with respect to
the criteria by which the sample is successively partitioned. Predictive Attribute
Analysis goes directly to the purpose: the aim is to maximize predictive efficiency by
classifying individuals in terms of those predictive attributes that are most strongly
associated with the criterion classification (e.g., release outcome). Association
Analysis, on the other hand, classifies individuals by those attributes that most ef-
fectively summarize shared variance on those same attributes without respect to any
particular criterion (such as release outcome).*

Although with Predictive Attribute Analysis one seeks to maximize predictive
power in the construction sample, there are two potential risks inherent in the pro-
cess of subdivision that may capitalize on random variation (sampling error). The
first occurs with the selection of the predictor item with the largest associative value
(generally chi-squared or the phi coefficients) with the criterion. It is on the basis of
this selection that the categorization is made. Since this attribute is selected without
reference to the significance of relations among associations, the attribute selected
may result from sampling error rather than from its strength as a predictor. Second,
the number of hypotheses tested at each subdivision (i.e., the number of attributes

under consideration) raises the problem of the possible rejection of the null
hypothesis when the attribute and criterion are unrelated. %

A possible result, then, is that although Predictive Attribute Analysis provides a
method for potentially more accurate prediction,

the attributes on which this prediction is based are not
necessarily those which indicate the greatest general dif-
Sferences between the individuals. Thus, prediction may
sometimes be less ‘‘meaningful’’ and less widely applicable
than tre rather less precise prediction obtained from Associa-
tion Analysis. %

We would expect, then, that Predictive Attribute Analyses, which are particularly
sensitive to overfitting of the construction sample, would evince greater shrinkage
on validation than Association Analyses.
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‘ Although Association Analysis may be expected to be more stable and less suscep-
tible to overfitting than Predictive Attribute Analysis, it is not necessarilytintended
to provide predictive classifications. Indeed, it will yield a predictive model only to
the extent that the selected attributes are themselves predictors; Association Analysis

alone'd(?es not ensure predictive efficiency. The classifications resulting from
Association Analysis are

basically descriptive rather than predictive. They (may),
however, be used predictively if the contrasting homogeneous
groups of individuals isolated by the method could be shown
to have significantly different outcome probabilities. '

Multidimensional Contingency Table Analysis

This technique, developed by Goodman * and others, requires few assumptions
a.bout the nature of the variables under consideration or about the nature of rela-
tions among them. The technique is complex, although its underlying rationale is
relatively straightforward; rather than utilizing a multiplicative model to account for
pot‘ential interactions among predictor variables, it uses logarithms of the odds
ratio, resulting in an additive model.

The model: a) inherently allows for nominal level measures, b) can estimate dif-
ferent. “weights’’ for different predictors, ¢) can conveniently be used te estimate in-
tefrac.tlon terms, d) does not require the assumption of a particular multivariate
distribution for significance testing (as does regression analysis), and €) provides a
means of estimating an ‘‘optimal’’model. These advantages, plus the utility of the

quel tor identifying a parsimonious set of predictors, make it worth a close ex-
amination.

Sp.eci.ficglly, the log-linear model predicts odds (ratio of successes to failures) as a
multiplicative function of parameters of the predictor variables, each of which is
measured at the nominal level.* The analytical form of the model is:

Qijk =y yAi .),Bj yCk ABii .yAcik ~BCik yABCijk

where {Xi, Bj, and C, denote the state (category) of the predictor variables, A, B, C,
Fespectwely; and 2 ;ix denotes the odds that obtain when variables A, B, and C are
In states i, j, and k, respectively. The first term on the right side of the equation v is
a constapt, which represents a basic odds rate (similar to a base rate probability)
from which the effects of the predictors are deviations. The second through fourth
terms '7A‘, 7BJ , and 'ka, represent the direct ‘“‘main effects’’ of the predictors A, B

and C. The fifth through seventh terms represent two-way interaction effects ;mci
the last term, the three-way interaction effect of the predictors. It should be r;oted
that this equation represents a ‘‘saturated’’ model, i.e., it specifies all possible main
effects and interaction effects of the independent variables. In the case of three in-
dependent variables, the saturated model will have eight terms (including the con-
stant) on the right side of the equation. |

*Other models, which may use different measurement levels, also exist.
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Since technically we refer to a model of the log of the odds ratio, the equatlon
given below eXpIresses  the model in terms of logs: - :

Ok =T + TA + TBJ + TCk+ TABU 4 TACik + TBCk + TABCijk
ij

oo

e . , 7’ - B
where Oijk is the log of 5k and the T’s are logs of the c?rrgspondlng )

o
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4 A Comparison of Methods .

The specxflc predictive methods to be compared in the present study are sum-
marized in Table 1 with respect to the several issues discussed in the last section.
Specifically considered are: a) the extent to which a given method accounts for
predictor variable intercorrelations, b) whether the method assumes linearity
and/or additivity of relations, and c¢) the expected tendency of the model to overfit
the construction sample data (with concomitant increase in shrinkage on validation).

The methods selected for use in this comparative study were intended to provide a
range of variation in the characteristics discussed. As can be seen from Table 1, each
characteristic is present in at least one method and absent in at least one, and the ex-
pected tendency for construction sample overfitting varies from low to high.

Table 1
CHARACTERIS’ PICS OF SIX PREDICTION METHODS
Account for Linear Additive Expected
_ Predictor Relations . Relations Tendescy for
Method Intercorreiation? Assumed? Assumed? Overfitting
Burgess ' ‘ No Yest Yes Low
Multiple Regression Yes Yes Yes - Moderate/High
Association Analysis : Yes /// No? No Low
‘ /
£/
Asscciation Analysis with
Criterion-Referenced )
Decision Rules Yes No? - No Moderate
Predictive Attribute , :
Analysis Yes No=: No , High
Multidimensional v ) /
Contingency Analysis Yes ' ) No / Yest Moderate/High

Notes; *Since all variables are dichotomized, the issue of linearity is essenually ignored, Assumpuons of linearity are
needed given the Burgess technique; they are not given the hierarchical clustering techniques.

*The model is actuaily multiplicative; it is, however, additive in the log odds ratio.

‘A version of this table first appeared in an unpublished report prepared by K. Andreason, W. Brown, G, Dodsley,
M. Neithercutt, G. Pasella, D, Pfou!z, and S. Springer of the National Council on Crime and Delinquency
Research Center. .

The Data Base o

A major cost of this type of study is the collection and preparatxon for analysis of
appropriate data. The present study avoided this problem by making use of a large
data base initiated under the Parole Decisionmaking Project. ¥

The file used contains data on more than 4,500 people released from federal
prisons in the years 1970 through 1972. Of these, approximately 2,400 were released
in calendar year 1970; 1,000, in calendar year 1971; and 1,100, .in calendar year
1972. The sample does not reflect all releasees, and different proportions were
sampled in different years: the 1970 set is a 50 percent sample of persons released
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during the first six months and a 20 percent sample of those ;eleased, during the l.a‘st
six months of the year; the 1971 set is a 30 percent sample of persons released during
the last six months of the year; and the 1972 set is a 30 percent saml?le of those
released during the first six months of the year. All samples were drawnina mgnner
such that the observations may be assumed to approximate those that would be ob-
tained via random selective procedures.

At least two years of follow-up data are available for all three sam‘ples,.z}nd
systematic ‘‘track-down’’ was accomplished for releasees for whom no. disposition

was indicated on FBI arrest records.

More than 90 items of information concerning each offepder were re.corde'd dur-
ing the Parole Decisionmaking Project. These included social and criminal hlStOI‘?I;
the nature and circumstance of the present offense (i.e., the offense. that resulte:d‘ in
the period of confinement from which the subject was released during the. s:pec.lflec%
project year) and incarceration; institutional adju.stment and custody classifications;
and the nature of the offender’s post-release adjustment.

Information was coded from case files, parole reports, or FBI arrest records. The

data base was refined from that available from the parole commission in order to 1n-
crease its utility for a variety of research purposes.

Construction and Validation Samples

Given our use of this data base, the only major issue of sampling with w.hich we
had to be concerned involved splitting the sample into useful construction ar{d
validation sub-samples. In view of differences in data collection procedures and in
the availability of information across years, it was decided that the 1970-release sam-
ple would serve as the construction sub-sample and that the 1972-release sample
would serve as the validation sub-sample.

After a series of preliminary analyses, it was decided also that tl}e entire 1970 and
1972 samples would be used (iucluding any females and/or juveniles released). The
analyses which led to this decision are described subsequently.

The Criterion Problem

Post-institutional adjustment is a highly complex concept. In e.xamining it, one
could include such variables as employment status, familial rela.tlon.s,.or personal
satisfaction, as well as measures of recidivism. Moreover, reci_di.vxgm is itself a com-
plex variable. How does one define behavior which is “‘recidivistic’’ as opposed to
that which is not? In essence, we are faced with a classification problem. The process
of classification is not simplé, although it is often treated in a relatively simple man-
ner.

Classification is that procedure which forms the basis for all measUrewent;
classification and measurement are different processes. We cannot measure objects
or events; rather, we can only measure attributes or properties of objects or events.
Thus, we cannot measure a phenomenon such as burglary. We can measure the
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scri(?)usness of burglary, or its frequency, or the dollar cost associated with it — the
attributes or properties of burglary — but not the phenomenon itself.

. While we cannot measure burglary other than through its attributes, we can
classify burglaries: commercial vs. residential, for example. Indeed, classification
must precede measurement in a logical sequence. In order to measure some property
of the class of phenomena known as burglary, we must first determine whether any
given event is in fact a burglary. |

Classification can be defined as that process whereby objects, events or
phenomena become cufegorized (typically for the purpose of counting). Only two
simple, but fundamental, rules must be followed in this process: 1) the categories in-
to which we classify must be mutually exclusive (i.e., an event can be placed in one
and only one category within the classification scheme), and 2) the set of categories
developed must be exhaustive (i.e., ail occurrences of the event must be accom-
modated by the classification scheme). Since these are the only two rules required,
anytime one can make a legitimate distinction among events, one can create a new —
and perfectly legitimate — classification scheme. A major problem facing those who

would develop parole risk-screening devi