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1 PURPOSE OF THE MODEL

-~ This project had as its basic objective the’development‘of an inter-
active computer model that could be used to estimate the operational‘chare
. aCtefistics and impact of a proposed National Highway Traffic Safety Ad-
ministration (NHTSA) demonstration projeet. The model was to be used prior
to project implementation and then to update the estimation, as the prOJect
planning and operational phases proceed. As an aid to planning and manage—
ment, the analyst should be able to vary the proposed project's assumptions
and data and to compare reeults in terms of cost, workloads and other
factors, Project sample size requirements, and lmpact measures such‘as
crash reduction, reduction in recidivism, or improvement in test scores,

should also be able to be evaluated.

Volume I of thils report is a general summary of the model concept with
an example application. This volume, Volume II, is a detailed manual.giving
mathematical rationale and computer instructioms. If the reader's interest is
to determine whether or not the model would be applicable to a problem,nthe
authors suggest that Volume I be read. If the reader is interested in
mathematical assumptions, Section II of this volume should be read. If
the nser"has interest in using the model, without great attention to techni-
cal details, the authors suggest teading Volume I, then proceeding directly '

to Section III of this volume.

A, NHTSA Requirements

The NHTSA's Office of Driver & Pedestrlan Programs (ODPP) has respons1—
bility fox the 1mp1ementation and management of countermeasure demonstration
programs. Elements of these demonstration programs consist of comblnatlons
of enforcement, adJudicatlon, screening, rehabilitation, and public informa-
tion and education countermeasures. Each year ODPP conceives and funds

‘specialized traffic safety demonstration projects to be implemented at the



state and local community level. Each project consists of'a'countermeasure~

l'or a group of countermeasures which, hopefully, will have impact on some ‘

ultimate criterion measure such as fatal or injury crashes.

The purpose of this study was to develop a computer modeling capa-

: bility B8O that the elements of demonstration project planning and deslgn

could be: expedited and made more comprehensive. This modeling capability

_ could be ‘used. to examine possible alternatives under assumed or known

5parameter settings. The modeling system requirements were that ‘it be:

e Developed on a modular basis for each countermeasure !
area associated with traffic safety programs.

- e Able to generate workload performance and cost data at
each countermeasure mode of the system.

@ Capable of bypassing countermeasures modules 1f not
' 'included in the demonstration - prOJect. :

° Sensitive to variation within a confieuration strategy
as well as between alternative strategies.

e Capable of simulating real time processing through the
' system considering program impact and recycling of
clients through the countermeasure modes.

o"Capable of generating estimates of recidivism and measure
. ultimate progect impact over the demonstration period. '

The modeling gystem was to be designed for non—computer or1ented users
such as traffic safety planners and was to be utilized from a: remote terminal

operation, in an interactive, conversatlonal mode;

B. Mbdeling'Technique Selected

The computer model developed by SRL to meet these needs is named
DEMON for Traffic Safety DEMONstration Model and was. derived in part from _
the JUSSIM simulation developed at Carnegie Mellon Instltute.1 DEMDNghas.

Described in the report entitled, "JUSSIM: An Interactive Computer Program
for' Analysis of Criminal Justice Systems," by J. Belkin, A. Blumstein and
W. Glass, Carnegie-Mellon University, Urban Systems Institute,_Pittsburgh
Pa. (July 1974). o L o

1



been used to evaluaﬁe current.NHTSA deﬁonstration projects-and future
projects yet in the conceptual stages. The interactive capébility is de-
signed so as to put a minimum burden on the user in terms of operéting know—A
how and data Input requirements. The user can readily perform sensitivity
studles by making rapid repetitive runs for the range of daﬁa under evalﬁa-

tion.

In sum, the main analytical uses of the computer model are as follows:

© To provide basic project structures for the user to evaluate
or modify, or to permit the user to develop a new structure.

o To evaluate a project in terms of the number of individuals
(by control, experimental and other designated groupings)
that are processed through each node of the project's flow
network representation. '

o To compare alternative results of a project as a function
of variations in the input data (e.g., costs, length of
project, worker availabilities, etc.) and project assumptions
(e.g., effectiveness of treatment programs, recidivism rates,
etc.).

‘0 To perform statistical testing with respect to the measured
differences between the control and experimental groups. .

o To determine sample size and other changes (e.g., rate of
. persons arrested) required to produce the desired project
results,

o To develop cost-effectiveness comparisons for a range of
possible project operational plans. »

@ To update the procedures as actual data are available.

Although NHTSA demonstration projects encompass a diverse range of
activities (enforcement, probation, court, education, etc.), the structure
and purposes of most projects are quite similar. From a modeling point of
view, the form is that of a network flow model consisting of branches and
nodes. Individuals are moved from one node, or stage, to another along
connecting branches based on given transition probabilities and timing

requirements. The model enables the planner to separate and stratify



control and experimental groups, to compare resultant costs, and to deter=

mine sample sizes required for evaluation of treatments. Initialization of B

a computer run requires statements by the user as to how the general popu—'
‘lation 1s to be grouped and tracked based on assignment to treatment groups

- andvdemographic,and personal characteristics.

. A prOJect flow structure of the type that can be analyzed by the model -
vis_illustrated in Eigure 1. This type of stage by stage flow structure is’

tYpiCal of most NHTSA demonstration projects.

In this project, the individuals selected for study are licensed
drivers who have been arrested "for DWI and were not acquitted. - After a
presentence investigation to determine whether an 1ndividual is a problem _
drinker, an individual is randomly assigned to queue for ‘admittance to one
of. three. treatment modalities or assigned directly to a control group.:i

'iIndividuals who do not violate the terms of their treatment modalltles are

monitored for reeidlvism, in this case, peat DWI offenses.

For another application, the number of stages and prOJect structure
will vary from this one. The numbering on stages denotes the order of the
structure and the letters for the stages denote the type of activ1ty, Data.

files ‘already prepared for the user for several projects contain both the

structure and the stage parameters and are given in Volume IV of this report.'

Using a prepared data flle, ‘changes to the data may be made interactively.
One NHTSA project, A Citizens Band Radio project, differs markedly from this

network structure and is discussed separately in Volume II1 of th1s report.'
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II MODELING TECHNIQUE

_ ' The DEMON model can be most simply described as an expected Value,
network flow model. Target groups may be studied and derived.. Once gérgét
groups are generated, individuals enter into a system consisting of various
stages of group allocation and treatment. Flow from various treatment and
control groups is used to calculate recidivism behavior that follows.theée
activities. Statistical tests are made to determine treatment effects on

future offenses.

In this section of the report, first a preprocessing routine for de~
riving a target group 1s discussed, th;n the method of modeling a demonstra-~
" tion project on that target group and finally a postprocessing routine for

evaluating the project's effects.

A, Preprocessing Routine to Determine Increased Target Group Arfests

Since many NHTSA projects involve task force arrest patrols, and since
many target group flow rates are arrest rates, it may be difficult to plan
a project based on an existing arrest rate; the actual demonstration project
rate may be higher at first, and eventually lower. For this reason an | ‘
enforcement routine was added to provide the user with a preliminary assess-
ment of possible arrest and deterrence effects. The foutine is described

below,

1. Assumptions

In the enforcement routine, two areas of a jurisdiction having
similar characteristics, called Area A and Area B, are selected. A
task force of officers is first assigned to Area A to increase DWI
surveillance and apprehension. This effort is assumed to be supplemented
by an intensive public information campaign. Tﬁis is Phase I. for Phase

I1, the task force moves to Area B, repeating the procedure for the same
|



length of time. A control~period is also calculated for a time'equivae _

o _lent to Phase 1 (also equivalent to Phage Il) to determine effects with

no. program.

Furthet assumptiong for the routine are as follows. First, each

' area, A or B, has four categories of individuals—-non-drinkers (do not ever . o

' drink and drive), deterred drinkers (do not drink and drive because of - the
program), drinking drivers who are arrested by the task force, ‘and drinklng
drivers who are not arrested by the task force... Each such category has a
crash rate. People may move from category to category durlng the prOJect.
For example, a drinking driver may become a deterred drinker and a: non—‘
arrest drinking driver may eventually be arrested. The. ‘model ‘counts crashes
by category, i e the crashes which pe0ple had while they were in a particu—
lar category are counted. This calculation is made according to category

crash rates and the number of individuals in a category over time.‘

In Area A, Phase I, all categories are possible since the task
force unit is in this area. In Phase II, Area A task force arrest cate¥
gory is excluded because the task force is in Area B. 1In Area'A' fhase Il
deterred drinkers remain due to Phase I task force effects and the public
information campaign. Phase 11 is. continued for the same time period as
that for Phase I. In the control for Area A, there are no deterred drlnkers
or’ task force arrests since no program effects are assumed The-control

period has ‘equal length to that of each Phase.’

Area B, Phase I has all but task force arrests, with the deter-:
rencée group attributable to public information only. In Phase lI; Area B,
task force arrests are then added. The control is similar to that for.

Area A?-no program effects for an equal time period.



In order to discuss the calculations involved we first list the

input data:

o General Input Data:

Hno € > o

= number of task force units (dimensionless)

booking rate (people/hour)

o Area Specific Input Data

Area A
Deterrence Data:

X, = maximum percent deter-
rence with public infor-
mation and task force
enforcement, reached at

t
X
a

t = time xa is obtained

y. = maximum percent deter-

@ rence with public infor-
‘mation only, reached at
t
ya
= ti is obtai
tyé me y_ is o ained

Population Data:

L = no, of licensed drivers
in Area A

=>proportion of drinking
drivers

dy

b

rate drinking drivers can be observed (people/hour)

hours per work week per task force unit (hours/week)
cost of one task force unit for one hour ($/hour)
total project operation time, Phase I plus Phase II (weeks)

Area B

maximum percent deter-
rence with public infor-

mation and task force
enforcement, reached at

£
*b
time X is obtained

maximum percent deter=

rence with public infor-
mation only, reached at

t
Ty

time Yy is obtained

no, of licensed drivers
in Area B

proportion of drlnklng
drivers



Area A _ ‘ _ Area B

~ Crash Rate Data (accidents/person/year)

IAND = Crash rates for non- BND'= Crash rates for non-
©  drinkers drinkers
AD =-Crash rates for deterred B = Crash rates for deterred
, D :
drinkers : drinkers-
ANA‘= Crash rate, drinker, BNA =_Crash rate,_drinker,
‘no arrest, ' no arrest
'AA_.= Crash rate, drinker. BA = Crash rate, drinker;
' arrested o ' arrested

‘The enforcement routine has two important concepts: deterrence '
and arrest. The deterrence concept 1is that individuals are affected
according to exponential distributions (learning curves) for public
information alone and in combination with increased arrest, The arrest
tconcept draws from gqueuing theory methods of examining a large customer
population (drinking drivers) with a limited queue length (number of

task force units).

2, Deterrence Concept

The concept deals with the change over time of the probability of

deterring the drinking drivet. We assume that a deterrence effect is

specified by 1) a time at which maximum deterrence 1is reached, t;VZ).the:
maximum proportion of the drinking/driver population which can be deterred
X3 and 3) a relationship . - '

‘ x = 1- et i
where o is such that a probability distribution is defined i.e.,i

Prob (deterred by time t) = 1 - e —at , o >0

The user supplles t and x, and o is computed This enables a probability

of deterrence to be defined for any time after program\commencement.

We assume that in Area A, Phase I, a public information effort
plus arrest visibility results in a probability of deterrence curve,.

increasing w1th time, up to some maximum value. In Phase II, Area A,

10



the cui?e works in-reverse,'decreasing with time, exactly as it had
increased, but never decreasing below the public information only
deterrence curve at any point in time. For Area B, Phase I, a public
information only ‘curve is followed and at the outset of Phase II increases

from 1its current position up-a public information and arrest visibility curve°

There are many situations to consider depending on whether or not
a maximum deterrence proportion is reached before the phase ig completed
The assumption that maximum deterrence time is always less than the ‘time
period of a phase was made to simplify computations, and has given no

problems to users to date.

: We are given as input T = time period of Phase I plus Phase II
and (x,, t_ ), (g £y )s (% txb), ps &y )

During Phase I the rate of deterrence in Area A is given by
_aat for t < tX

1 -~e a

f () =

r\:lt-}.

or t <t <
X ‘ f x =65

In Area B the rate of deterrence is

—Blt for t < t
Ll ~e © b

fb(t) - for t <t i%—

b b

We have assumed tx and ty to be both less than or equal to %',
‘ a b . »
the length of a phase. The functions fa(t) and fb(t) are continuous
so that

-~
o
T~
éﬁ :
S
]
_
1
o
!
joo)
o
rt
o
!
«
o

11



Thus, we can solve for the unknown qualities o and By
X

' a

and

:1n (1 - yhi

—

Bb::— E
b

In Pha_éé II we assume that when the enforcement effo

rt in Area A - ,'

,"st,op,s. the rate of deterrence falls gradually from x_to ¥ » while in .

a

Area B the rate of deterrence rises with increased eRforcefient fromy,

to xi according to

i
Q
o
AT
»
O .
i .
- -
+
o3 ’
\_/
|3
AN
-
A
+
-+

. T -t
. 1 ~e 2 X, Xy,
f () = T ‘
Ya 7+tx-txyitiT
a a
T 4+ ¢
_a t - —
. b( 2 xyb) T<t\%+t -t
- » b
{1-e ’ ‘
fpltr =y -
*p §'+'tx T Cxy <t=<T
- b b
where
. _=._lln (1 - xb)
~b t_x
b
In (1 - ya)itx'
t - a

xya.= In (i_ - xa),

B t
e Lo
p o %
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e -t } y
t, ty t, TI/2 (T/2+txé—txg’a T

W, Vs %
Il
t." tH tH (T/2+ty e
xyb yb *p a ¥V,
‘ | B .
This graph assumes the same deterrence effects in Areas A and B. The
model can account for differences in deterrence for the two areas.
' ‘ The time-average proportion of people deterred in each area during
o each phase is then given by »
For Area A, Phase I:
T/2 X
p =2 fe@a=21c -2+x (3-c )
A T a T | x o 2 X
‘ a a a
. "0
For Area A, Phase 1I:
T
- (x -vy) S
] a Xa xya qa al2 X
, a
T/2 ,
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rﬂg_iFor_AreafB,'Phase I: -

L2 o 2 R |
P(I)-=:-~ff (t) dt = = |t ===+ y (= -
B*" T ‘ L =t _
L T, By Tp 2T oyl
For Area B, Phase II: , , ,
o 2 2 | R AN T i
P_(I1I) = = f(t:)dt =t -t -— +x (-t +t
B o T f | T |'%y XYy Oy b \2 Xy EYy
| T/2 : | I

These results are then used to compute the number of individuals
'.deterred discussed in Section C, :

3. Arrest Concept

Another feature of the enforcement routine is the arrest concept.
The computation of arrest rate is based on a fixed ‘queue 1ength model which
turns away (does not arrest) all customers (drinking drivers) who arrive '
when the queue length ig at its maximum (all task force units are making
lan arrest) The - assumptions for this model are that drinking drivers
Lcould be apprehended by the task force at a rate of A, if the | task force
was merely observing, rather than apprehending. Thls rate is assumed t0"
be the same in Areas A and B. It is also assumed to be considerably
less than the actual numbers of drinking drivers and thus no program
: effects are considered to be so great as to reduce the task. force s
ability to obtain arrests. We assume that there are h task force units
and each unit holds only one driver for booking. Thus a queue length
for. booking is only h individuals and officers are occupied until the‘_ﬂ;
individual is booked. The booking is central and only one driver may be .
booked at a time. _The seryice»rate" or,booking capability_is;u~drivers
per hour. After the driver is admitted, the task>force:nay arreSt‘another

driver (the'queue_is not busy) .

For these assumptions and assuming Poisson drinking driver obser—ls'f-“

vation rate and exponentlal service, the arrest rate XAR Cweekly) can

be shown to be:

14



RO
AL = - H
ar =M1 (A)h+l
1 - {2
. H o
and the number arrested during each phase,

- T
Nor )‘AR ('z") w

where w is the hours/work week/task force unit and T/2 is the number of.
weeks of operation for each phase. The task force hours for each
phase are given by

whT

W 2.

and the costs are
C = cW

where ¢ is the hoﬁrly cost of a task force unit in operation.

4, Computation of Crashes

Using the deterrence model we have PA(I), PAII), PB(I), PB(II),
the time-average proportion of deterred drivers for each area and each
phase. Multiplying this by the proportion of drivers who drink in each area,
dy, and d N yields the average proportion of the driving population in each
deterred drinker group. Further multiplication by the number of ‘licensed
drivers, LA and LB’ yields the average number of deterred drivers.

Using the arrest model, the average number of drivers in the task
force arrest category is NAR/Z where NAR is the number of arrests in a‘phasei

Table 1 shows the number of drivers by category and by phase,

Finally, for each category the number of drivers is multiplied by
the crash rate per driver in that category. The crash rate is input by
year, so a factor is included to yield the number of crashes. for the '

relevant time period (Phase 1 = Phase II = Control) in each categorys

Phase I vs. Phase II vs. Control. 15
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Area:

» Ndn-drinkers

Deterred Drinkers

Task Force Arrest

'No Task Force Arrest

Table 1

' AVERAGE NUMBER OF DRIVERS IN A CATEGORY BY PHASE

Phase.I B ) R Phase II S 3 - " Control »
N B . A B
L, (1-d,) .‘” o L, (1-d;) L' L1y Ly(l-dp) | L -4 LB(l-dé)
1,4, (D L P (D) | L,d.P, (ID) LydpPp(ID) | o o
jNAR/Z h ) | io ' : 0 : NAR/Q . ﬁ -0 7 o
,LAdA(l-PA(I));._%g L - () L,d, (1-R, (I1) 'LBdB(1~PB(II))- ;%5 Lydy Lédé
¢ ; ¢



5.  Cost Effectivencss

For arrest, a cost of task force operation was computed: ' Next,
the number of crashes in each area, each phase, is summed and a sqéietal
cost of a crash (input) is applied to determine the cost of crashes in each -
area, in each phase. The cost savings of reduced_crashes are deterﬁined ‘
by subtracting the Phase I, Area A crash cost and task force cht from the
Area A control. The computation for Phase II, Area B is the same., For
Phase II, Area A and Phase I, Area B, there are no task force costs, but -
differences in crash costs are computed. Total savings fof the task force

Aactivity are then computed.

B. - Modeling Demonstration Projects

The model assumes that individuals enter stage 1 at a pardmeterized
rate. The process is assumed to be in steady state, admitting individuals
to treatment for a period equivalent to the pProject operational time. The
process branches out of stages and individuals encounter delays as they flow
through the system of stages and are collected in exit stages for frabking.
Each stage operates as an entity, independent.of other stages,rrésponding
to the incoming flow in various ways., From the standpoint of an individual
flowing through the 8ystem, the functional relationships involve stage _
linkages and time is calculated through these linkages. A project's counter-
measure sequence of stages shares a common as well as an individual account-

ing of costs, workloads, and time.

1, Flow Calculations

The computation of number of individuals in each stage at any
time, number of individualsg passing through each stage at any time, and
delays for an individual are computed simultaneously, The number of

individuals delayed in stage i at any time, Li’ is just

17



. where A is the flow rate of individuals into the stage and D

= is the delay,
© time associated with the stage. The number of individuals who have passed
through each stage by time T (project operational time) is calculated in
'sequence according to possible flow paths, starting with stage number 1 _
.h_The number of individuals who ‘have passed through stage 1 by time T, N (T),
ie given by.
'_Nl(T) = xl T-A,D, ,

i.es,y the number that entered stage 1 during T minus ‘the number who are-v
'delayed there. The program proceeds to the stage or stages follow1ng stage 1.
For illustration, suppose that stages 2 and 3 follow stage 1 with approprlate
branching probabiiities p_l,2 and pl}B’ where pij ig thevprobabillty .

of going from stage i to stage j. Then the program computes“thevnumbervb'

of people delayed in stages 2 and 3 respectively, as:

Ly = APy 20 = 2y Dy

Ly = APy 303 = A3 Dy

_ The number of individuals, Ni(T), who have passed through stages
i=2 and 3 are then computed as: '

N, (T) N (1) pl 2Ly

N3(D) = N, (D) p1,3'L3

These computations are repeated for the stages which follow stages 2 and 3

and so on until all the stages are accounted for.

The process ends in a number of exit stages. Every stage except"‘
exit stages has branching probabillties pi, out o6f the stage. . Individuais in
intermediate stages who -do not reach an exit stage by the completion of the
~ project operational time are counted as "trapped" s1nceAthey cannot;fully

complete treatment. For individuals entering exit recidivism stages prior

18




to this time, tracking is begun immediately and is completed after a
specified period, called the tracking time.

2, Countermeasure Stage Types

The countermeasure stages described below can be selected for use .
in the. model, representing group allocations for treatment, actual treat-'
.ment. and evaluation of treatment. These stages are highly speqialized,
as they were developed from specific test projects. The stages currently
in use are shown on Figure 2. However, the model is quite general in that
new stage types may be added, if desired. For each stage,‘the fdlldﬁing
is computed: .

1. . Number of individuals -whoihave completed the stage

2. Cost of processing these individuals through the stage
3.  Workload required to process these individuals

4, Time spent by an individual in a stage

5. Number of individuals waiting to complete a stage.

The following variables are used in computations for one or more
stage types. The subscript x for each variable denotes the type of stage
in which the variable is used:

Definitions
Cx(T) : = Cost accrued in Stage Type x by time T.
Dx o= Delay per individgal in Stage'Type X |
Lx = Number of indi§iduals in Stage Type x at any time.
N. (TY) = = Number of individuals who have completed Stage

x Type x by time T.
wx(T) = Work accrued in Stage Type x by time.T.
at = Actual time spent by an individual in treatment

x or processing in Stage Type X. :
av, = Worker availabllity in Stage Type X.
Cy = Cost rate for one worker in Stage Type x.

19
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Type Description Typé D'eéc'rip_tion Type | Dgscriptio"n
A Multiserver queue with service J Pass thrqugh . S Recidivism exit after treatmenf .
8 K Delay/T reatment T
C L 7 ‘Sévera! K-type treatments - Y
combined
D. Multiserver queue without M Intermittent Treatment V. Recidiﬁs_m exit during treat-
service ' ' ment
E .| Batch queue N Several M-type treatments w
combined :
F o X
G Several D or E-type queues P Y
~ combined o '
-H Seve.ral A-type queues Q Z Exi; ohly
combined :




f = Fees pald by an individual in Stage Type X.

X

By = Number of individuals in a group, sharing treét-
ment in Stage Type X.

it, " = Time interval between possible assignment of

groups in Stage Type X,

"kx = Number of workers in Stage Type X.
Ax = Poisson arrival rate at Stage Type X.
1tx = Length of time required for completion of treat-

ment or processing of an individual in Stage Type X.

pyxn(t) = Probability of n y~type offenses in Stage Type x
during time t, without considering treatment. '

qyxn(m) = Probabilityjéf ﬂﬁy—type offenses in Stage Type X
during time Y, during treatment.

ryxn(w) = Probability of n y-type offenses in Stage Type x
during time w, after treatment.

LYy = Inpﬁt time for PY.n
uy = Input time for Wn
‘Wyx _ = Input time for ry_ .
W = Workload or number of groups one worker can lead

simultaneously in the next stage to meet queues for
Stage Type X.

Next each stage type is discussed in detail.

a. Stage Type A (Multi-server Queue with Service)

Type A represents a general queuing stage with multiple (or
single) servers (wbrkers). Several workers are available to process indivi-
duals, one at a time. Each worker has a common exponential service rate.

Individuals queue until they can be processed by a worker.

21



The variables required for computation are as,foilbwsi

at = Actual time spent by an indiv1dual in treatment or
processing in Stage Type A (= expected service
time = 1l/service rate). -

S av_ = Worker availability in Stage Type A (portion of a
' workers time devoted to stage ] effort) L

kaje Number of workers in Stage Type A.
\Ca = Cost rate for one. worker in Stage Type A.'

For a Poirson arrival rate at a Stage Type A of A the
expected delay in queue, Q y 1is: -

at Po(xag-\%-a‘

‘where_
k%% k]
k -1 —— (A at )
S .1 A )n + ata ' 3 5@3
Pp ~ nf’( a gia, ‘ k- ay \
. R ca
n=0 ka. Aa,t }\a

and the expected time spent in the stage or total:deley, D

'is the -
expected delay in queue plus the expected time in service, -

a?*

a = Q + at,.

The expected number -of individuals in a Stage Type A at any tlme is

La, where

=X .D.
a "a’a o _
These equations are common in queuing theory applications.

Let Ma(T) be the number of individuals who entered Stage

o Type A during time T, the project operational time. Then, N a2(T), the.

" numbér of individuals who passed through and completed the Stage Type
A in time T, is just '

' 'Na(_T) = Mé(T) - 'La._
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This becomes the "M" value for the next stage. If the Stage Type A

is the first stage, then M,(T) = AT where ) 1s the Poisson arrival

rate at stage 1. If the Stage Type A is the last stage before an

exit stage which computes recidivism, Na(T) is the number of individuals
who have completed a treatment sequence and may be tracked for pur- '
poses of program evaluation.

The work accrued in time T in the Stage Type A, WA(T), is
computed as ' : :

Wa(T) = Na(T) ata

and the cost accrued, Ca(T), is

Ca(T) = Wa(T) c, -

The quantities Da’ La’ Na(T), Ca(T) computed for Stage

Type A have similar quantities compute&“for all stage types.

k -av
Stage Type A can have a queue overload, when Aa > a a
' ' at

a

DEMON stops computation at this point and provides a queue overload
messége, allowing the user to change the flow to the stage, number
of workers, worker availability or service time so that

< ka av, -

A
a

at
a

The user is cautioned that a change in flow will reduce the flow in all other

stages, including stage 1, so as to maintain the ratio of branching proba-
bilities. If the input flow for stage 1 is desired to be maintained, one
option is to reduce the branching probability to the overloaded stage. '

This, of course, increases the number flowing to other stages and could

result in new overloads.

b. Stage Type D (Multi-server Queue Without Service)

This stage type has the same properties.as the Stage Type A

except that the service time is not accounted for in this stage, i.e., a° Qd.

23



‘Alllother equations are the same; The stage following this one must be a |

btreatment stage (K-N) which has an atd value equal to that used for the D-type.

The purpose for this stage is to allow an individual to queue until a
Aworker has the time available for treatment but to spread actual treatment
._ sparsely over an extended period of time in the next stage. The notion is
“that the worker would not accept an individual in a treatment program unless

‘he can see the total time for treatment ahead.

c. Stage Type E (Batch.queue”Without'Service)

, Type E is a batch queue stage which might be useful 1f 1ndi~
'viduals are accepted for treatment in batches, and if waiting time is sig—
“dificant._ In this case, one worker must have several individuals (a batch)

in. order to begin processing. This is a queue only stage and no servrce _

or treatment times are counted This‘type of stage is, then, naturally _p
| followed by a treatment stage. ‘ ' : '

This queue is not derived from exponential service time as-
are Stage’ Types A and D, but takes several variables into account - and computes

“an approximate (fixed) time delay. The variables are:

ite = Time interval between p0831b1e assignment of groups
in Stage Type E (if it = one week, then workers
meet ‘weekly to decide 1f a new group can be’ assembled)

1t = Length- of time required for completion of treatment
on processing in the next stage. '

g = Number of 1nd1viduals in a group sharing treatment

€. or processing in the next stage.
-ke =:Number of workers in the next stage to meet queues
for Stage Type E. .
we' =.Workload Oor number of groups one worker can lead _
simultaneously in the next stage to meét queues for
Stage Type E.

Notice that there are no wage or other cost data for this type of stage

since it 1s merely a queuing function.




The computation proceeds as follows. A maximum of

ke we ge
1t /it
e e

individuals could start each time of assighment (each ite). So if

A i > ke we ge
e e

lte/ite

the work force is not sufficient to handle the arrivals and DEMON stops
computing and gilves a queue overload. This can be overcome by changes in
the parameters so that A

A lt < ke Ve 8o v
e e

If the user elects to decrease the flow, Ae, or reallocate branching proba-
bilities the same reservations are expressed as for Stage Type A--all system

flows become altered.

Next, whether more or less than one group is likely to arrive
during the assignment period, ite’ is determined. Let I be the number of
assignment intervals required to assemble a group. Then select a positive

integer I such that
I Ae ite > 8y ” (I-1) Ae ite.

Let J be the number of complete groups expected to arrive during an assign-

ment interval. Select a positive integer J such that
> i > .
J+ 1) 8, I Ae 1te >J ge

If I >1 then J=1 and if I=l, J > 1.
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: At the end of the Ith it, interval, J grbups of size g, can
" be ‘assigned. If r individuals remain from the time when the last assign-

"ument was. made, then roughly J ge individuals arrived between T o
_ . _ Ae ite. :
time units before the last assignment and Jge-T time units after the f

Ae itg

last'assignment. J ge individuals are assumed to be assigned. The
average waiting time For these individuals to be assigned is then

: - Jg -1 .
I it + =)+ {1 it - —F ‘
e A . e A 1 :
- _e e [+ 5 ite

2

where the f1rst term is theptime between arrival and acceptance for
assignment, and the second term is the time from acceptance to the
first group meeting. If it is assumed that the average r is,ge/Z, then

(- 1)g
-7 iy e .1
De_—"Iltef_z-‘—}\_ +21te .
. e .
‘Also,
Lo = Ag Dy
(T) = M(T) - L
W (T) = 0
C,(T) =0

The variables 1t, g, and k must have the same values in thls

stage as for the follow1ng stage, where treatment is actually rendered.
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d. ~ Stage Type G (Combined Queues Without Service)

Type G is a special stage type which applies to a qﬁeue for
treatment when 1t is required that individuals compiete two or more '

simultaneous queues, of types D or E, to enter a multiple treatment stage.

Elsewhere in the model flow, the D and E types must appear separately
1f used unless a durmmy stage D or E is declared (See m below for Dummy
Stages). The Stage Types L and N, described below, are combined treatment

Stage Types to one of which a Stage Type G must always flow.

. The only input variablééf%or a Stage Type G are the stage
numbers for singular queues. This designation will direct the model to the

appropriate stages.
|

For n composites, the workloads, costs-and delays for a G

stage are computed as follows:

(o)
]

max (D D eesy D )

g ( 8" 8y’ g,
max (L , L , sees L )

8 g’ g, g,

N (T M(T) - L

g ) g g

B

L

it

0

]

W
g(T)

0

I

Cg(T)

No changes of parameters for the G Stage may be made independent of those

for the corresponding D or E stages. A change in a D or E stage automatically

changes the G stage.
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For the same flow, a Stage Type G will overload if any of the
‘components overload. While the actual component stages share parameters w1th
.the G, a G may overload w1thout the others overloading or vice versa. ‘This
is because the actual flow of the G Stage depends on the branching probabili—
ties, thus G may have a different input flow. Parameter changes to accommo—
date the overload stage (D, E or G) will be made in the other stage(s)
"Wthh did not overload. 1f this dependence is not desired, a dummy stage |

should be used

e. Stage Type H (Combined Queues with Service)

'This stage operates in a manner similar to Stage Type G,
except that it is a combination of any number (say, n) of A quenes in_thevflow
or’ A dummies, rather‘than‘D'and E. The inclusion.ofvtreatment in'this stage‘

_is ‘shown by the equations:

max (D ,.D' s ..;, D, )
h : hl h2 hn
L, = max '(Lh s Lh s seey 'Lh )

o 1 2 S n
N (D) = Mh(T)-Ln

P 'th<T)

D

[

Nh(f) [ath :+ at ‘+ eee + oat. ]
1 - 2 ‘ n

[}

1Nh(T) [at, - C  +at, C  + ... + at. C 1]

CA(T)
1 1 2 2 ‘ _ n n

f.  Stage Type J (Pass-Through)

Type J is a. pass—through stage with no time. delays and w1th
no costs or work expended It is pr1mar1ly used as a. branch only stage- for :
delineation of the population totally out of control of the prOJect. \Noydata'w

are input.
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The computations are as follows:

D, = 0

L, = 0

N, (T)

[
=
=
~
&
Nt

wn(T) = 0

1
(o]

L cn(T)

g Stage Type K (Fixed Time Delay With Holding)

Type K represents any process which takes place with a flxed
time delay; i. €., an individual remains in the stage for a constant length

of time, independent of the number- of 1nd1v1duals or the number of workers.

The variables required for computation are as follows:

atk = Actual time spent by an individual in treatment
" or processing in Stage Type K
lt. = Length of time required for completion of treatment

or processing of an individual in Stage Type K

Number of individuals in a group, sharing treat-
ment in Stage Type K

~

Cost rate for one worker in Stage Type K

(2]
i

Fees paid by an individual in Stage Type K.

h
]

In this stage, it is assumed that an individual is delayed by ltk, regard-
less of queue problems, worker availability, etc., and that at some time
during 1tk he receives the worker's attention for a time at, , attention

which is shared among 8y individuals.
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N (D

,,Ck(T)

The_computationS'for this stage are straightforward:

It

My (1) = Ly

Nk'lT) (i'l) “
e

N fe _k - £

i

W (D)

If individuals receive treatment- alone, set g,-l If groups

' are to be considered and general queulng or Waitlng for a group to be

‘ assembled may be a problem, the user. may precede this stage by a Stage

Type E, batch queue.

h.

Stage Type L (Simultaneous Fixed Time Delays With Huldlng)

Type L. can be used in conjunction with a Stage Type G or it

can be used alone. The L stage represents two or more slmultaneous K type

treatment stages.

the n K stages.

1
i
i
t

'wg(T)‘

Cp(D)

- The input data for a Stage TYpe L are the- stage numbers of

Computations are made as follows
DE é‘max (o, , DK ""’Dﬂ )
~ : 1 2 n

Lp = max (Ly 5 Ly y.ueyLy )
T 1 2 n
Nle-(T) = v,M'e(T)"L'e .

1]

:,NKI(T) '

W

Ny (1) | c




Chéngés in the L sfage are made only through the G stages and changing a.

non-dummy G stage makes the identical change to the L.

i. Stage Type M (Fixed Time Delay Without Holding)

Type M is a stage with zero residence time for the indiﬁi—v

dual but costs and workloads are accrued. It is used only to represent

»tfea:ment in cases where the subject is considered to be capable of re-

peating while undergoing treatment. Treatment is for a fixed time period.
Generally, the individual passes on to an exit recidivism stage while still
being treated by the workers in the Stage Type M.

The vdriables required for computation are as follows:

1tm = Length of time Befuired for completion of treatment
. or processing of an individual in Stage Type M.

at_ = Actual time spent by an individual in treatment or
processing in Stage Type M.

c. = Cost rate for one worker in Stage Type M.

g = Number of individuals in a group, Sharing treatment
in Stage Type M.

fm = Fees paid by an individual in Stage Type M.

The reader will notice that the input data are identical to

that for a Stage Type K, but the computations are different:

D, = 0
L =20
m
Nm(T) = Mm(T)
at
wm(T) = Nm(T)<__g)
gm
at
Cm(T) = Nm(T) cm<___@>— fm .
gm

Group treatment is also used as in K.
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- ‘ One useful application of a Stage Type M is for a type of

',v’treatment where the individual has been assigned to a program for an ex-
tended period of time but only meets with the worker a’ few times during »
the time period. The Stage Type M counts the actual time spent with the

* worker while the individual is free to repeat a violation in the next stage.
The time that the individual is in treatment is considered in rec1div1sm

behavior. This compares to a Stage Type K where an 1ndiv1dual may not re—‘

_peat: during treatment.

" e Stage Type N (Simultaneous Fixed Time Delays Without Holding)

Type N can be used in conJunction with a Stage Type G or it -
can be used alone. The N stage represents two or more simultaneous M. type

treatment stages. -

The input data for a Stage Type N are the stage numbers of the

n M stages, Computations are made as follows:

D =0
n
Ln =0 _
N (D) =M (D) [ "
o : atn : atnw . atn
w (T) = Nn(T) 1+ 2 +ouot n
- g g g
Ly "n ]
. ‘ ”' at at at
¢ (T) = N (T)|e 1+c¢ i 2 SRR -
n n nl g n2 g ‘ n g
| ] M Ty
-f = f - - f
1 2 nn

Changes in the N stages ‘are made only through the M stages" and changlng a non-

dummy M stage makes the identical change to the M.



k. Stage Types S and V (Recidivism)

Types S and V are recidivism stages, final stages through
which an individual flows no further. Every allocation/treatment or control
group énters’this type'of stage or another exit stage, Type Z. . The diffef— :
vence between a type S and a rype V is that the type V allows recidivism

during treatment; S does not,

Two measures of program impact can be analyzed within the
DEMON structure: the number of future offenses and test sﬁore improvement.
The number of future offenses is assumed to be a function of the time
since treatment, while pre~ and post~treatment test score differences are
not a function of time. The offense recidivism function assumes an increas~
ing probability of committing an observed offense as the time éince an
individual underwent treatment increases. The measurement of any test
score improﬁement is done by comparing the results of a fest_that is ad-

ministered before and after treatment.

In DEMON, three types of offense recidivism and one type of
test score improvement may be modeled simultaneously and analyzed sepafately,
It is emphasized that the recidivism probabilities and test score changes '
are assumed known based on the expected impact of the project under analysis.
These data can be treated as parameters, and senéitivity studies on how the
program impact varies as the parameters are arranged can_be accomplished

readily by DEMON.

o Offense Recidivism

It is assumed that the time between successive violations are
distributed expomentially, f;(x) = ng; e™Mi¥, where f;(x) is the
density function for the time between the (i -~ 1)st and the it
offense. Thus, we have the mean parameter 1 » for the time to the

n
1 _
first violation, %-, for the time from the first to the second vio-
12

lation, etec. For this assumption, the probabilities pn(t), n= 0,1,
2, ... are the probabilities of having n offenses in time t. We ex-
amine the probabilities of 0, 1, 2, 3, 4, 5 or more offenses in time
t for the model:
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fxze}

Pl.(»t) =.ff(i.tl) f(xz) dxl dx2
{ 322 b= %

' ,XISt}

‘pz(t) =ff(x ) f(xz) f(x3) dxl dxz d.x3
{ x 2t - X Xy» '

<t -
x2_ t - X

P3('t) éff(x‘ y f(x ) £(x,) f(x4) dx, dx2 dx3; dx,
{x>t—x - X, = Xgs .‘
x3< t - Xy T Xy
xzs t - x
xlSEt }

p, (©) -.-.ff(x ) £(x,) £(x3) £(x,) £(xg) dx ax, dxy ax,

{ x >t - xi - Xy x3 —‘x4,'

- X, = X, = Xg,

4= 1
XSt - Xy 7
x25t — Xy
x <)

pg(t) = 1 = po(8) = py(8) = Bp(0) p4(1) = P, ().
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s For a- type V, two sets of parameters may be used for a type of offense
studied, one set of recidivism probabilitiés while still under a program,
and another set after completion of the program. 1In this situation we let

p_(t) =.pfobability of n violations by time t, considering treatment
o o
q_(t) = probability of n violations during treatment by

D time t, t< t

r (t) = probability of n violations after treatment by time

n t, £>t, ,

where tq is the length of treatment and q and r follow the same
distribution as p. Below, p is derived using q and r.

By properties of the exponential distribution, we have

q, (t) s Lt
py(t) =) ° L
' 9y (t)) 1y (t-ty), t>t;
o q,(t) » -, t<t
'pl(t) b 1
qo(tl) T, (tftl) + ql(tl) r, (t—tl), t>1:1
o q,(t) | | <ty
p,(t) =
2 qo(tl) r, (t—tl) +q; (tl) r; (t-—tl) + 4, (tl) T, (t-t_l),t>t1

or, in general we have

qn(t) | s tZ tl-
n

p (t) = > q;(e) r (=), t>t)
i=0

forn=0, 1, 2, 3, 4, and



JZVIForné;Stage~T§pé S (no recidivism during treatment), the data inpgt for.

,j : offense type y are a time, ty; and a set of probabilitiesb(pysﬁ(tys),unéo,

cees 4).' Thén pysn(tys) is computed. For a Stage Type V (reéidivism

;possible while in treatment), the data for offense type y is a time uy ,
é_set‘{qun(uyv)r n=0, ..., 4}, a time, wyv; and a set (ryvn(wyv), n=o,

';;;4}, and the whole s'et'(pyvn(uyv + wyv), n=0, ..., 4) is computed.

e Probability Conversion

While the input probabilities must correspond to the input times,
they need not reflect the actual treatment or tracking time. The user may
input probability data for whatever time interval is used by the data source.
The recidivism routines in DEMON will convert to actual treatment and track-
‘ing times for output. o ' :

‘ ~ Given an input time and input probabilities, first DEMON converts the
input data to exponential parameters. For a Stage Type S, the time t and a
probabllities {pysn(t)} are converted to the exponential parameters Ny, N2»
etc. For a Stage Type V, the time u and probabilities (qun(u)j are converted
to during treatment parameters and time w and probabilities'{ky (w)§ are con-
verted to after treatment parameters. Now, the input data havevgeen converted
to ;imefindependent parameters. These parameters may then be used to compute
equations for{pyvn(t)} , as shown above, for any t. S ' g

As the actual solution for the integrals is lengthy and the conversion
routine is complicated, a simplifying assumption was made on the parameters;
i.e., the parameters for the second and further offenses for a given type
of violation are the same, - S B '

= e ' = n: . > .
nl TIl, nn n2! n—z'
With_this,simplifying assumptlon for offense recidivism, only the first
two probabilities are .required to solve for the exponential parameters,
Only the probability equations need be replaced in DEMON if another re-

cidivism submodel would ever be desired.

o Test Score Improvements

~ _An optiomal input is to allow the recidivism routines to make calcu-
lations of test scoré improvement. The input are probabilities of improve-
ment in tests taken before and after treatment. The categories are: - o

(l)v‘Moré than 25% bétter;'

(2) 20% to 25% better;
(3) 15% to 20% better;
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(4) 10% to 20% better;
(5) 5% to 10% better; and,
(6) No .dmprovement.

These input correspond to po(t), py(t), pz(t), p3(t), p4(t) ahd
P5(t) respectively for the offense reciéivism. The individuals taking
these tests are presumed to be placed into one of the six categories

in each exit stage. No calculations using the exponential distribution =
are made, as no time factor is included. The input probabilities are
used directly for final calculations. '

@ Number of Recidivists

Each data file has up to four types of recidivism categories~-DWI
Arrests, Crashes, Violations or Test Score Improvements. Probabilities
for each correspond to a common time. If a type is not used in a data file,
this type may not be studied with that data file. The probabilities of
recidivating during the tracking time are computed by DEMON or, in the case
of test scores, taken directly, and, .are multiplied by the number of indivi-
duals who entered the exit stage during the project operational time. These
give the number of individuals who had 0, 1, 2, 3, 4, 5 or more repeat
offenses. These calculations are used for statistical testlng. :

© Project Accounting

» For a Stage Type S the individual 1s delayed for the project tracking
time, S. 1In this stage all who have completed treatment or control stages
enter the exit stage and are finally 'captured" as Ng (T) The computations
are as follows:

_ Ds‘= S (tracking time)

Ls = 0

N (T) = M_(T)

W_(T) = N_(T) [at_]
CS(T) e WS(T)CS

The calculations for a Stage Type V are exactly the same,
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"fl, Stage'Type Z (Dropout Exit)

.Type Z 18 a stage representing an exit from the system under
study. This is used to represent individuals who violate the rules, are .
-diverted from or do not qualify for a particular type of treatment and are
not tracked There are no delays, work or costs associated with this stage,

"it simply ‘counts individuals. ~The computations are as follows.

n
o

ch(T)

The costs and work required for treatment of these individuals are counted
in previous stages; costs and work in the previous stages are counted as 1f

:the individual completed treatment.

Interactive changes are'made as for a Stage Type'S'and.both
sets of time—dependent probabilities may be changed, independent of one

another. After the computations resulting in one set of probabilities the

Dv’ Lv’ Nv(t), WV(T) and CV(T) computations are the same as for a Stage Type S..

. Dumﬁy Stages

The previously mentioned combined stages—-G H, L or N have ,
the property of only being able to be changed by changing one or all of the

component stages—-types D, E, A, K or M. This property 1s useful for demon—.

stration projects because of balancing treatments. Occas1onally one w1shes

to add a treatment, combined with others which is not represented elsewhere in
the flow. This is accomplished by declaring a dummy stage which can be a.
D, E, A, K or M and is denoted by a stage number greater than 80. A dummy

stage is not in the flow but is called by a combined stage, which is in .
the flow.
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Another use 18 to allow an experiment to be designed to béf_

'unbaianced, unbalanced in the sense of having a stage in a combined'modality

that has the same structure as one represented elsewhere alone, but can be

changed within the combined modality, independent of its separate counter-

part. An extra dummy stage may be kept separate if one wishes to introduce

this variation.

3.. Stage Linkage

Surmarizing the above stage descriptions, certain linkage rules

are given as follows:

1

Stage Sequence——Exit stages cannot be followed,by other
stages; treatment and queuing stages must be followed
by other stages. Permissible order is given below

~ Stage Types A, H, J, K, L — may be fdllowed by any
stage other than Stage Type V

~ Stage Types D, E, G - may only be followed by Stage
Types K, L, M or N

- Stage Types M, N — may only be followed by Stage
Types V or Z

- Stage Types S, V, Z - may not be followed.

A data file which violates one of these requirements will
not be accepted by DEMON.

Treatment Time--The treatment time variable, at_, in queues
without service (Stage Types D or E) should have an input-
value which coincides with that of the treatment time
variable in the next stage. The treatment time variable for
M or N stages will be used for calculations of during
treatment recidivism in the next stage, if the next stage

is a recidivism Stage Type S.

Combined Stages—-Stage Types G, H, L and N are combined
stages and take variable values from other stages.
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Other'modelyfeatures which involve stage iinkage are,descrioedfl

Below.

o System Flows--In the model, every stage has flow into ‘it.

Of particular. importance is the system flow to stage number 1,
_the flow to the total system. This is the only data file
flow Anput. Flow to all other stages are computed based on
‘this- initial flow-and input branching ratios. A change in

_ flow to one stage will affect others, and changes in flow to
all stages are made immediately upon change of one stage
and according to the branchlng ratios allocated. For any:
stage changed, then, the flow will be increased or decreased
in other stages to maintain the ratios.

® Branching Ratios—-All stages except exit Stage Types S, V

and Z have branching ratios; i.e., probabilities of.transfer

~to succeeding stages. Two or more stages may not branch to

" the same stage and branching is from a lower numbered stage
to a higher one. For a data file already made, new branches
may not be added but probabilities may be changed. ' A branch
may be eliminated by assigning a probability value of zero.
If the user wishes. to add or delete a stage, it is best to
make a new data file. If input branching probabillties
do not sum to one, the program normalizes input accordingly,
80 that resultant probabilities of branching out of a stage

.sum to one.

® Grouplngs-Data files may be prepared ‘which use the grouping
feature of the model. Using this feature, the system flows
are partitioned into various groups. Each group has dits own
flow that sums to the total flow for that stage. Each cate-
gory has its own set of branching ratiOSgat-each stage and
the flow 1s split accordingly, but costs and types of stages
are identical and workers are shared among the groups. No
differences in recidivism can be identified by groups. -The
primary use for this feature is to assign varying probabllitiesb
~of being identified, e.g., as a problem drinker or.as. a. treat— '
ment dropout according to the demographlc grouping.

N ) ,Queues—-Every queuelng stage has ‘certain parameters whlch
determine the speed of service and number of’ 1ndiv1duals
~who can be handled. If the flow rate into a queue-is’ too
latge i.e., 1f the queue will increase 1ndefinitely, ‘DEMON
will stop processing and indicate to the user that a parameter
change is necessary.. o :
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o Target Group Generator--The user is given the option to de-
lineate the total population of an area into a target group
(e.g-, DWI arregts shown on Figure 1). These delineation
stages are unnumbered and precede stage 1. If the last stage
in the target group generator, i.e., the stage that. feeds
directly into stage 1 does not indlcate enough individuals to

.be obtained for project evaluation, DEMON will not continue.
This shortage will occur if the system flow rate to stage. l
times the project operational time T is greater than the
number of remaiming-in the population in the last stage in
the target grour generator.

4., Input Daa

Speéific,data items required to define a flow are listed below:

® Total population, subpopulation delineatioﬂ to reach the
target group, stage 1 generator.

® . Time unit used for alI'dﬁ%g'variables (e.g., work day, work
week, work month).

© Numerical ordering of stages, stage names and Stage
Type identification. : '

] Projectvoperational time.
@ Tracking time.

© Branching ratios, groupings and identification of succeeding
stages (non-exit stages only). ‘

® Other input by stage:

Types A & D ~1l. Actual treatment (service) time
(at or at,)
2. NumPer of Workers (k_ or k.)
: v a d
3. Workers' wages (c_ ofr. c¢,)
4, Wbrkerzavailabili%y (av or av )

Type E <1, Number of 1nd1v1duals per group (g )
. ’ 2. Number of workers (k)
3. Number of groups perQWOrker (w )
4, Time interval between assignments (1t )
5. Length of treatment (1t ) . :
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Types K & M - 1. Actual treatment (service) time (at or at. )
: ' ' 2. Number of individuwals per group . (gk or gm)

3. Workers' wages (c, or c )

4. Length of treatment (lt or 1t ) :

5. Fees paid per individuak or f )

Type G, H, L, N =~=1. -n. Stage numbers of n component stages -

Types 5. & V v -1. Actual treatment (tracking) time
: (at_ or at ) . :
2. 'Worﬁers wages (c_.or c ) :
3., Identification o? types of rec1d1vism o
used and times and probabillties. -

Types J & Z - No.further input.

C. Postprocessing Routine to Evaluate Impact

Statistical r0utines'were added to DEMONwtoAaid in analyzing,bin a
statistical sense, any ptoject impact implied by the - recidivism and: test
score calculations. This commonly involves a questlon of sample size, and
_for a Demonstration Project, the sample size is a major determiner of cost.
The cost of processing the model derived sample size is a standard DEMON
output. The question is, "Does the given project sample size meet statis—
tical criteria—-i e., allow us to make statements of statistlcal 31gnif1cance ’
concerning the results of the recidivism and test score computations7" More
.precisely, "Can a: reduction in recidivism be detected when a relatively
small portion of the sample can be expected to repeat violations in a typical
1-2 year tracking period?"l Sample size requirements tend to be large in

this type of sitnation.

A typical situation.inVOlves experimental and control groups. Both
grOups' traffic records are monitored for a fixed length of time toldeterr
mine future traffic accidents, future drunk driving arrests, etc. fhé’f
ObJective is to measure dlfferences in future behavior with respect to each
such offense, experlmental versus control. Thus, for one type of offense,

'data might appear - as follows:

42



2

Number %f
Offenses of a :

Certain Type .Experimental Control _

)

0 | XO : XO

. ‘ ‘ 8

l. : le A Xl

.o ‘v

2 : X2 _ X2

1

3 X3 ‘ X3

)

4 X, X,

R

5 or more X5 X5

— | __:_e
Total ‘ X X

<
LT

where Xi’= number of individuals in the experimental group who had i

offenses of a certain type - during the fixed time of traffic record -

' monitoring and similarly, Xi for controls.

lThe interest is to determine whether or not there are differences
in the number of offenses which result from individuals in each group--
that is, whether the mean number of offenses in the experimental group
is lower than the mean of the control group, e.g., the experimental
mean is less than 80 percent of the control mean, Similarly, a test that
the proportion (rather than the mean) in the no offense category is

increased is of value.

In studying test scores, the test score improvement-->257, 20-25%,

15-20%, 10-15%, 5-10%, <5%=--is examined instead of 0, 1, 2, 3, 4, 5'or

more offenses, testing for differences in percent 1mprovement or for

difference in maximum 1mprovement (>25%).
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1. Notation

The following definitions are made:

,'vFof Eiperimentai Group

i
1

L X . = Number of individuals having i

13 o ' offerises of type j
M = Number of individuals tested
"5
7 o1 - | | o .
] = i *
,Xj vul;i; i XiJ Mean number of j type.offeneee
i=0
'ﬁ. = E'E. = True mean number of j type offenses
'J'_ ‘ J o (input parameter, not to be calculated) .
_hj = XOj. B " = Proportion of ndn—offenders
vE , o 4
8, = EX_, , = True proportion of non—offenders
3 . ol (input parameter, not to be calculated)
A 5 , 5 .
S2 = 1 }E:i Xi - X, = Sample varlance for the number of
S J _ ] offenses

"5 or more is assigned 5, with little anticipated loss of accuracy.

For test scores, Xij is the number of individuals in each categoty
.i XJ is the mean percent test score reductlon and X j is the proportlon
of those who had maximum improvement of >25%, for 3 the "test score offense "
The proportion is still computed as on/M. For this case. the mean . is
computed differently: .

(.25 Xy + .20 xlj_f 115 Xy + .10 Xy + .05 X, + 0 xsj)/n;_'

| A
b4



For. the Control Group

=" Number of individuals having i

X!
?j : offenses of type ]
N' = Maximum number of offenses
M’ - Number of individuals tested

Meaﬁ number of j type»offenses*

|
]
=i
™=
e
]
'_I
()
1

i=1
u' = E X, = True mean number of jvtype of fenses
J J (input parameter, not to be calculated)
- Xy R o
Xéj = —i;- ' = Proportion of non-offenders
6! = E i;, = True proportion of non-offenders
J ' (input parameter,not to be calculated)

] : N :
g _ .
5, = % :E: 12 Xi' - X.2 = Sample variance for the number of

J J J offenses
i=1
General
o = Test size (level of significance), i.eaq; P {rej HlH} = 0
1 -8 - Test power, i.e., P {rej H'alt} =1-8
8 will depend on the particular alternative.
Z(W) = The W perceﬁtile of a standard normal, i.e.,
Z(W)
1 -t2/2
e dt = W
- 7/ 2w 119



2jtﬁlﬁyp6thesiS‘Testng p

In the following it is assumed that all testing, power -deter—
o mination, and sample sizing wlll be done separately for each offense

“type j. " The primary hypothesns are

| Hl H Gj. = B; v ' _ _(Proportioh HYpothésisj'
H2 Pouy = P; o o (Me?n llypothesis)

The primaty interest for demonstration projects is in one-sided tests.
However, several variations of the primary hypotheses and aséociated
alternatives may be investigated, such as

i 9_3 or oj =. 05 Vs o.#86!'.

33
Note that for these Variations of Hy (also H ) and alternatlves,
‘"the test statistic remains the same. DEMON pnly‘prlnts the value of

the appropriate statistic. The user can then choose é critiéalhlevel

test. variation, and only a simple table (Normal) ook up is requlred

The. procedure then'istto.compute, for Hl'type hypotheses

| | w;j a-Tp Ry a-%

and for Hz.type'hypdtheées_
% -3
z, = B IR R
2 T TS
[ o2
M ]

- Both Z; and Z, are assumed Normal for M, M'>50. Note that the
numerators are set up for a one-sided test to the left; i.e., negative

values for Both_zl. Zzbindicate an imp:pvement_in the experimentél group.,
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3. Size and Power

_ For discussion purposes consider the H2 type hypotheses. Suppoée
that an o level test is required, and that it is one-sided. The samples

are collected so that M, M', etc. are known. From the preceding section

P {rejecting HZLHZ }. =

' X, - X!
P g —d < Z(w) = o
l 2 g2
Rl IR
M M!

To find the powar'l ~ B for an alternative where uj # ug and both.

are specified, the expression is

- R

P {rejH e u Fult=
P Lred Hy Juoup o #ui)

R
X, - X .
P _ < Z(a) My uj, Uj # U; =
s2 g2
R
M M'
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Kll:termsﬂonkthevright of the inequality.abové are known, so thet tﬁé.
probability 1 -8 can be read directly from the normal density tables,
bBut. an agsumption was made that S2 and 852 are true variances. This A
E assumption is routinely made for sample sizes of 30 or more, and in this
‘case, when M, M'>100 the resulting error can be ignored.

From the ebove‘eqoationvthe relatively simple expression

B,
\f—u '

is derived which is the final form required. If all terms oﬁ the left o

= Z (1 -a)+2 (i’-'s)

gide are given and o is specified, a table look up only is required

(or calculation) for Z (1 - w and then the power may be. computed directly.,',

To find the required sample size for a given power, set M = a M'
(where a is the ratio of the experimental to oohtrol group siZe»and is
given by the user) in order to have an equation with only one unknown,

and solve the last equation for sample size.

For Hl type hypotheses, the prdceduré is exactly/the seme;
obtaining o , ‘
: 6! - 0, ' . ]

o sam—s— = Z(L-a)+ 2z (1 -8B)

Cle,(150.) B'(i-0! -
‘/'J_u 0 U0 |

The above derivationé are based on a one-sided test. A. two—sided test

approach follows almost trivally by doubllng o, and taklng absolute

values of the left sides of the two equations above.
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_ 4;: Statistical Tests

The user will first specify the offense type to be analyzed.
Then, the hypothesis to be tested is selected, elther H1 or H2. Next,

there are three questions to be answered:
1. ' Is the observed difference significant; i.e., what is
‘ found in a test of the selected hypothesis?
2. What Is the power of the test for a specified alternative?
3. What sample size would be required to achieve a given

(input specified) test power?

' To meet these objectives the following routine waé»derived.

First the values

b 2 ,
{xij}’M’Xj’Xoj’Sj _(experlmental)

- ! 2
x!.4om s! ontr
{ 13} ) Xj)Xojﬁj (control)

are computed and output for the users information. Next, according to
whether H; or H, 1s selected, z, or z, (equations cited in B above) are

provided.

5. Computation of Test Power

To determine the test power for a specified alternative using

‘hypothesis type Hl’ the user specified values for

o - The test level

0

e (Theoretical) expected value of i;j
05 - (Theoretical) expected value of igj

and the equation cited in C above is solved for 1 - B, providing test

power as output.
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Similarly, to determine the test power for a spe01fied alternative

" under a ‘type Hz.'the following five parameters must be input specified'

o ~ The:test level

(Theoretical) expected value of X

=
o
[

3
2
'oj - (Theoretical) variance in the experimental group
-pj - (Theoretlcal) expected value of XJ

cjz—A(Theoretlcel) var;ance in the control groep
and the equation cited in C above is solved to provide test power;

For example, for H2, one—sided to find the _power 1 - 8 given the
following Input: ’ ‘

a = ,05 =5
g
, = 3 o! = 50
uJ , J
c§ = 50 , - M" = 100
M = 100

the compﬁtation

o322 - 7(.95) + z(1 - B)

, ﬁ’ L 50
V100 * 106

1.65 + Z(1 - B)

N
I

.35

It

z1 - B)
.is made and the power determined

1 - B =~ .6368.
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6.  Computation of Sample Size

To determine sample size required for a specified alternative,

the user will specify

- @ =~ The test level

Gj ~ (Theoretical) expected value of i;j

0! - (Theoretical) expected value of i;j

h|
1-8 ~ The desired test power

" a - Ratio desired, (Experimental Group Size)/(Control
' : Group Size) r

FofH2 type hypotheses:
.a ~ The test level

U, = (Theoretical) expected value of is

0, - (Theoretical) variance in the experimental group

H! - (Theoretical) expected value of i} |

- (Theoretical) variance in the control group

1-8 - The desired test power

a - Ratlo desired, (Experimental Group Size)/(Control
Group Size). '

E

J .

Then Hl and Hz are solved for M, and M' is then obtained by solvin

M' = aM, M is then the required sample size for the experimental group
‘and M' for control to detect differences in proportions (Hl) Or means

(HZ) to the extent specified by the theoretical values ihputﬁ
For example, if uj = 3 and uj = 5 then the postulated reduction

is 2 offenses per person or 40 percent., The M, M'" computed &ould be

the samples required to detect the 40 percent reduction for a given power.
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II1 INTERACTL{VE SYSTEM

“fhe model use is dependent on the data files. A data file contains
the etructure and all parameters pertainlng to a given. project. The user
may use one of the files provided (see Volume IV) or. create a new one (see
Section IV of this volume). - The file used is referred to as the base case
file. TFor purposes of analysis, the user creates a test case by maklng
interactive changes to the base case. Then, comparisons, base to test méy:‘
be made. Furthef, if desifed, the test case may be saved ae a new permanent
base case for future use.

Only two routines are moderately "bage case independeni"——the pre-
processing enforcement routine and-the post—processing statistical testing:
routine. For these, data may be input or evaluated which are contradictory

or extraneous to the base case data file materlal. Base case or current

test case material may, of course, also be used. The main modeling routine

is base case dependént. .

As mentioned previously, one project involving Citizens Band Radio
is a totally separate routine and, while it operates under the saﬁe inter—

active system as the flow models, it is not discussed in this volume.

The following sections serve as a user's guide, describing the series

of steps that a user must take to access DEMON, input data and produce out=

put.

A. System Access

- First, the user checks the terminal settings. . They should be 30CPS,
Half Duplex, On-Line, Terminal-On. Next, the proper NIH computer telephone
number for the terminal in use is dialed. An entire list of telephone

numbers is given in the front of the NIH Computer Users' Guide, but an
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abbreviation of system TSO numbers is:

(301) 654-8610  for TIY's
(301) 654-8514 for IBM 2741's

(301) 652-6451  for 1200 Baud
"The uée;'ehould hear a high-pitched tone when the connection has been
' established;.at which time. the -phone is placed into the acousticecoupler.
- The carrier light should:go on. The user hits two. carriage returns to. get
the ‘attention of the computer, which replies. '
'ENTER LOGON'.
The user respends: '
"logon account-initials/terminal-id/box-number® .

: AfternSending system meseages;vTSO will send itseherald,

'READY' .

Any'time the user Bees this herald, it means that TSO is waiting for a

command. The command to initiate the program execution procedure is
, » . . ==
"ex demon2'.

Users having difficulty with the above procedures should call the NIH PAL
Unit at (301) 496~5525 for assistance. ‘ '

First the user will be given an option to use the Citizens‘Band Radio
'simulation model, then to compute -increased enforcement effects,’ahd'then'to

analyze a treatment program. -

“The f1rst optlon, to use. the Citizens Band 51mu1at10n model 1s’d6cumented'

in Volume III.



B. Enforcement

In the DWI Enforcement computations, two areas of a jurisdiction having
gimilar charapteristics, called Area A and Area B, are selected. A task
.fqrce of offiéeré is first agsigned to Areé A to increase DWI surveillance
‘éﬁd apbféhension° This effort is supplemented by an intensive public |
finformation campaign. The tésk force then moves to Area B, ;epeating-
ltﬁe procedure. Each activity, Phase I (in Area A), Phase II (in Area B)

is conducted for the same length of time.

- Lf the user does not want to use the Citizen Band Radio model
'and does want to compute enforcement effects, the answer is "N" for No on
‘the former and "Y" for Yes on the latter. Having indicated "Y" to enforce-

ment, five catégories of 27 parameters are first identified.

CWTLCAME T NSO

L0 Y MAMT T WIS THE SITITEMT BEAND SEDT0 IIMOLATION MONELF
: ‘ _ M

, p." . t N .

R I WSHT T TAMEUTE [HOREgTED EHEOQIEMENT CFFECT T
v !

i

\

CEMFORSIMENT MU

CIRIT. 37 P8IYMCTECT MOTT B IRECIFTED,  TYE FIYE TATISORIET OF
SAGGMCTER T 962 :

SO AT 10N

NETERRENTE

ACCIDEMT RATER

CHEDRCEMTHT

SATTR

I O IR

1. Population Parameters

There are four parameters in the first category of Population.




To input the nﬁmberbdesited after each question, wait for ..., input the

1. SORULATION SEREMETCRT

WMHAT 15 THE NUMEER! OF UTTEMIED DRIVERT IN ARER 37

g3n00 o

AWHAT 1T THE PROPORTION TF (ICENIED DRIVERS IN A THAT DRIMK AND

e

NHAT T3 THE NUMEBER OF LICENTED DRIVERT IH HQEH.E?

ER0O00

MHAT 1% THE PROPORTION OF LICENSED DRIYERT IM B THAT DRINK AND

.
[
. S

DRIVE?

ORIVET

number and'hitfthe carriage return which will signal the computer that input

is complete. There are built in checks for data limits, and error messages

'will appear if the input data is incorrect. For example, the proportion

must be between 0 and 1 for the questions above.

2.

|
|
|

o .
Deterrence Parameters
|

Théré are eightlpafaméters in the second category of Deterrence.

i
o )

2. 'DETERRENCE PRRAMETERS

| ’ : o ’ .
WHAT 1S THE MAaximMuM oROE0RTION OF THE POPULATION, IN ARER A WHICH PRN RE
DETERRED MITH EWSORCEMENT SND INFORMATION DHMEATSGNT AND AT WHAT TIME (IN MEEKS\
HILL THIS MAXTMUM DETERRENCE OCCUR?
<1552,

WHAT 1S THE MavIMUM PROCORTION OF THE POPULATION I8 APEA B WHICH CAN BE

DETERRED WITW ENFORCEMENT AND JHEOSMATION CAMPAIGNT AND AT WHAT TIME (IN WEEKS)

WILL THIS MAXIMUM DETERRENCE OCCURT .
.t&s&

WYAT 13 THE ME<IMIM PRNSOSTION NE THE °D°U'QTI"N IN aREA a mqlpu PQN BE

CNETERRED WITH ONLY G INFORMATION CHMPRIGN AND AT WHAT TIME C(IN WEEKSD)

M!LL THIZ "MACIMIM DETEGRENTE OCCUR?

.0?’73

. WHST - I\.THC MALIMLIM °WD°DrTIQN OF TH4E “OOU STION IN qqrq B UH!’H QN BE

DETERRED WITH TnLy an XNFG°NHTIDN CAMPRISGN AND AT UHQT TIME <IN WEEKS),
wILL THI’ MAKTMIIM DETERFENTE U'f“°7

o .03-73.. o
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These parameters are input in series, separated by a comma.

required will be indicated.

weeks,

3.

Accident Rate Parameters

Specific>units

- For example, the time units above must be in

There are eight payameters in the third category of Accident Rates.

3. ﬁqqxﬁqu QEHTE GHRAMETERT

TLEATE TNEUT TUE FOLL QTS 4 ATTIENT SATTL €32 9983 43

1. ATTINEHT L -SSR iy TSy 0% HON-DETrReRT

. qucrngurszFcﬁni “0S NETECEDD DT IMEERE ' .

I, ATCIOEHTI oRER IO % HOH-BITICRID DR ME M AERET

4. ATTIDENT I REETON & HOH-TIETSERED D% IME ATRETT S
N7 S3 1. 23,98

LESTE [HEUT TYE

L TR

SITENT L R IAN (e8RS

enw

Enforcement Parameters

There are five parameters in the fourth category of

ot

4.,  CHENSCEMENT SREAMETERT
WHST T5% THE CLIRREMT HIMLBER
=

HOW MEry TR THE THG DRIYVERS
110

WHART 1%

HOW Mary Wues

-~

15

'JH’:'T 1=

1

'U .

gy

FrEG

PER NEEK DOET

57

THE EDTCING 9ATS (SREET

THE RPROIZCT JRERATIOMAL

4 GTCINENT RATER
O DE [ HUEST

0OF THZK
HOLR
TS

EATH TRIZK

‘CD?

ATCITENT T RTR IO SYERE SNe NTTEREED TR INRERT
AoC I NENT T oRCR IO AYEAR TN6 HTN-TETERFZD DRI
AT TINEHT T FERIGH (AT MOM=NETERFED DRI

et

33

RES HOUR ¥

TIME IM WEEKS

AN THE THIK

CFOR

WERT NWITH ] [RRER
EERT MITH 9&REZTE

Enforcement.

UNITE?

FORCE JEZERVET

FORCE WORKT

PHAZET

1 AND.

TE

T
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5. ' Cost Parameters

There are two cost parameters to be specified.

o
S. COT PARAMETERS
WHST 15 THE ESTIMATED COIT TO FOCIETY PER GECIDENTY
15000
o o : : ®
WHAT T3 THE HOURLyY COXT OF THE THIK FORCE UNITY
13
After all 27 parameters have been initially identified the user T
: o
is given the option to change any.of the parameters.
| .
no ynu WANT TO CHAMSE ANy ﬂﬁ THE PHUHMCTF.E.
._( '
PARAMETER TYFES: ' I AR ' ®
1. POPINATION g . :
2. DNETERRFNIE
A, CRTTIDFEMT RATET
|4, EHFUPEFMFNT
| 5. C0ITE
ENTER DETIRED PARFAMETFR TYPE S ®
.. I : . : . .
»If the user had wanted to change a parameter, he would have
entered a parémeter type ‘number from 1 to 5.. A list of the current- parameter
' ®
_ values would be: displayed and he would. be requested to enter the new de-
.
sired value. An asterisk (*) indicates that no change is desired.
6. Enforcément Output .
‘ [
The enjofcement output is given when no further changes‘are re=
quested: ' A '
o
®
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ENFORCEMENT OUTPUT

TOTAL Z3YINGT = § 235615254,
)

'

The:table shows project performance (number of people deterred,
number of arréstsD costs, crashes, etc.) for each of the two areas, Area A
and Area B, during Phase 1 and Phase 2, and compares these with a control
(no increased enforcement in Area A or'B),
- Next, the user may specify a rerun code to either continue to
work with the ‘enforcement routine, to analyze a program, or end the computer

segsion. 1
i

RERUN CODES RRES
i ={PHQNBE ENFORCEMENT FHEHMCTFRQ
e lﬁNHLY’E_R TREATMENT FPROGRAM
CARRIAGE RETURN = ENN PROGRAM

i

v

C. Treatment Programs

1. Retrievigg Data Files

DEMON relies on a previously created data file to describe the
demonstration projects. To remain flexible, the data file is not associated

with the program at the time the program files are being allocated. Rather,
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PHRSE 1 FHASE 2 ' . CONTROL

A B A B A B
NUMBER DETERRED 3397 1443 2234 4413 . Zee- -—=-
NO. TASK. FORCE AmR, 1003 ——— -=== 10023 —— -——
TA3K FORCE WOURS 11520, 0 -——- ---~  _11520.0 m—m L eeme
TASK FORCE COTTS 20734000 - ---=- 207330.00 - —--—. ——m-
NONDR TMKER CRATHES 3215 2314 3216 3218 3215 3315
DET. DRNKER NRATHES 3469 1474 22394 4512 -—-= -——=
DRMKNG HD ARR, CRATH 57212 63455 50529 S5054 55513 . 54513
TATK FORCE ARR CRASH 220 ———— s 220 ———- -
TOTAL SRASHES | 65317 . 63756 RP23Y 44202 70329 . 70329
TO3T 39VINGS. 1B 749725640, 23534332, 45350000, 31597532, :



'the:nser‘is prompted interactiVely to enter the file name of the data
file to be examined. In this way, the user may, at one session, analyze

‘any number'of,ﬂifferent project data files by DEMON.

There are twoidifferent.types of data files'used-for'DEMDN: a .
Readable Data File and a Binary Data File. A Readable Data File has the_
advantage of being readable by both man ‘and machine, but the disadvantages
‘are that it‘is slower, thus more costly, and it is a ‘valid format for- a
'base,ease only. A test case which is read in must be in the Binary'Data
File format. 1A test case which is derived interactlvely from the base
case has no snch requirement, of course. The advantages of the Binary
.Data File format are that it is a valid format for both the base and test
. case and it is a faster and thus less expensive form of input/output' |

however, it is not. readable by man.

|
I

At the beginning of execution, the user and DEMON have the fol-

lowing conversation.
o
EX DEMONZ.
MELCOME TO DEMON

B0 ¥DU WANT TO USE THE CITIZENS BAND RADID SIMULATION MODEL?

Z

.|

~vDD #D” WANT TO COMPUTE IN'QEHQCD EN‘DQLEMCNT EFFECTS?

N 4 ,

YOU M3Y NOW QNSLYZE & TREATMENT BROG2AM
| ENTER BASE CASE FILENGME

PROBS, DATH

DEMON w1ll search for the data file named PROBA.DATA, assoc1ate\
it with logical unit 1, and read in the data as ‘the base case (see Appendix
A, Volume III for PROBA.DATA project flow diagram and data fiies; see‘also,_
Figure 1). All filesgreside on disk pack FILE16.Y The most conmon errors "

that can occur in this allocation are as follows:
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Error Code Exploration

10 ‘ File in Use.
12 - File Not Found. Check spelling
of filename or residence on FILEL6.
|
320 Bad Data Set Name. Too many or
| invalid characters in data set name.
20 Another file is currently associated

I with this logical unit number.

!
For a more coﬁplete list, the user is directed to NIH documentation.

After the base case has been initialized by reading in the data

file, DEMON a:fsks
|

o YOO WANT TO REAT TEST THIE FROM B FILEY
!

N

|
- A 'HO' responge would cause the test case to be initialized identical to
the base casei A 'YES' response would cause DEMON to prompt the user for
a file name o& a file previously saved interactively. Thus, the file would
have to be.a ﬁinary Data File that is compatible with the base case speci-
fied, and must also reside on FILEl6. By a compatible data file, it is
meant that.the file must have the same number of population groups and .
stages, the same flowpaths, and same stage types. The brahching'ratios‘and

stage data may be different.

The input data file is closed and released immediately after having
been read, thus freeing logical unit 1 for future input or output assigne=

mem;s.

2. Groupings

A data file may contain more than one demographic grouping of the

target population. If such is the case, the user is asked if he wishes to
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see the'groupings. This listing is a gqod.reference.for future possible

changes of branching ratios and system flow.which are_gfoup dependent.

MAE 1 I-25LOWN-MTNILE SOCTOECOMHIGH TOHO0L
MALE« 19-25LOW-MINNLE SOCTOECON. COLLEGE+
'MALE e 19-2S MINNL E-UPEER. SACTOECONHIGH SoHOOL
'MA EV19-2S MINDLE-LIFFER SOCTOECON. O ERC+
(FEMALE.14-124L.0U-MIIDLE SOCINECONHTGH TOHOOL
10 ;FFMQLF-14—1Q-LUM—M1DﬁLE SOCI0ECOM. COLLEGE+ ; : : L
11 FEMALE. 14~12.MIDDLE-VIFPER SOCIOECONCHIGH SCHOOL - o - . ®
12 'FEMA £414-12MINDLE~LIFPER SOCIOECON. COLLEGE + : - B
13" FEMALE. 19251 OM-MIDDLE SOCIOECON.HIGH SCHOOL
14 FEMALE, 19~25.LOM-MTDDLE SOCTNECON. COLLEGE+

15 IFEMALE, 19-25MITDLE-UPPER IOCINECONHIGH STHAODL
16 IFEMALF4159-2S«MIDDLE-LIPPER <NCIOECON OLLEGE+

- Following is an example of such a listing:
i 5 ';:
BO 0N WENT TO SEE sROIP ST :
oo | , ’ ®
Yo -
RROLIFT FOR THIS FILE ARE: : .
‘ M3 e 1412 OM-MTONLE QT 10E COM«HTIGH SCHOML . -
ITMALE 1412 LOW-MIDDLE IOCIOSCONCOLLEGE+ - o - o
'MALEY 1413« MIDNILE<IPPER IOCIOECONGHIGH TCHODL o I
[MALEe14-1 2 MINDL E~IERER SOCTOSCOM COLLERE+ ' E - .
| o . .
| ,

DDNT NS wry =

|
: i‘, : ‘ . : ‘ :
These groups can not be changed interactively in a test case.
! . ,
- 3. Changing the Test'Caéé
T : ®
,Neké, the test case data may be altered before pfoduéing dutput
and perférming statistiqal anaiyéis. The-bossiBle'élterations of the test
éase‘have been grbuped»into'nine_éaﬁégoriéé called Data Types. The iﬁté:-. . ’ ' L
-active sequence for each Daté Type proceeds as follows. At -the fi__fst .iew;el : o
of program Lnferaction, DEMON asks the user whether the current test data ff_'- ;
set is to be cﬁangéd or to be displayed for viewing. A"yés? reply would
cause the program to enter the appropriate Data Type alteration routine,. B -
which would lead to further questioning. A "no' ‘reply would ‘éaiise the @
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program to proceed to the first level of interaction for the next Data

Type. The Data Types are ordered as follows:

1. Target Group Genecrator
2. System Flows-

3. Branching Ratios

4. 'Costs

5. :Time Intervals

6. Workleads

7. 'Recidivism

8. ‘Tracking

9

' Project Life
|

The above sequence applies for the first time a user analyzes a particulér

base and test:case. After the first analysis has been completed, and if

a reruh code of 1 is entered, the Data Types are merely listed and the

user is asked to specify the numbet of the Data Type to be displayed or’ changed.
As long as analy81s continues of the base and test case files, the most

recent changes are maintained in the test case.

a. Data Type 1 — Specification of Target Group Generator

[

The Target Group Generator is a visual representation de~
lineating the:flow of population arriving at the project target graup.
When entering'data type 1, the user is first given the option to view the
Target Group Generator. It is output* with the test case data, tHus re-

J
flecting any changes that might be made.

0O YOy WENT TO CHANGE OR SSE THE TARGET GROUP GENSRATOR DATR?

Y

%# Note: All DEMON output is screen sized to 26 lines for CRT viewing.
This means after each continuous output of 26 lines, DEMON output
will stop until the user prompts with a carriage return.
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FROEATION

TARGET GROUP GEMERATOR

~ TOTAL FOFULATION - -~ HOWDRIYERS -

—————— I s e e s - G ke e st e e 4 o e e e e e e e e —— e
L -
' —
| -
I
- | - - -
- | ] - T R
- DRIVERE R .~ HREZTRIMERS -
- S e bt S e ' -
- COREROO0 ~ A 200D S
[ _ -_ -
e T
= .
; -
| -
. -
‘ —
| -
O D
!

- ' IMITIATE -
- FEAL TIME -
. C FROCESSING -
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' The user is next asked 1f he wishes to change the target
1
group generator data. If he answers 'yes'", Target Group Generator data’
codes, based on the data just displayed, are listed and the user may make

changes by indicating the code number and the respective change in numeri-

cal value.

ﬁﬂ YO WANT TT CHINGE THE "TRRGET GROUP SENERATOR DATAT

"
TRZAET SEAUP STNECRTAR DATH TODES:
t- TOTSL FORLATIAON AN000
2 AN IYERT 220000
3 neIveERs 222000
4 GRITHINER T SR000
5 NRIVET LHD NRINK 242000

ENTER DESIRED DATS CODE NUMTER

D
ENTER CTHAHRE TN NMESTT]L VALUZ

2900

ENTER DETIRED DATR TONE NUMEBER

The asterisk K*) indicates that no further data codes are of interest at

b

this time.

After the user has indicated that no additional changes in
data are desired in all nine phases, the program then checks the data
feasibilities for changes in the Target Group Generator. if a shortage

exists, an error message is displayed.

TALAET BROUT GIMTRATOS DATAE 13 HAT COMSATIBELE WITH IvITSM SLOW

GRONZ TITE IHTULD BE RECATER THAN S143,
TOITEM FLOW TD ITASE 1 I3 33, PER E,
FEOIZIT NSERATIONGL TIME 1T 1S4,  WKE,

LART ITARE OF TARGET SROUS SENCEATIRS
nvIYeT WYl DRTNL = 20010
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-'Intthis example,'the change made in the target grouﬁ genérator ddta hés
created a shortage. The population size as indicated by the target group

generator is too smdll to meet system flow requirements. (2000 < 33 X 156)

The user is not allowed to proceed until a change in data has
‘been made to correct the situation. The opportunity to change the data tq

correct the shortage is.provided;

CRERLIN t*g'u:‘*-

. CHINGE Jr TEE DATA

. READ IN N TFEIT "‘Ch'-' "-'90'4 A FI'E . - :

;. READ IM HEW BEATE CATE O% UIE OB 0% ENFOSCEMENT MDﬁELS
CARRIAGE RETUSYN = ENN PRSI C :

Ly UTO"‘

NTER RERLIN CODE

‘- s T}

DATH TYPE CORES-

1. TARGET GROUP RENERATOR

2. SYSTEM FLOws

2. ERANCHING RATI93
i, CORTs .

TIME INTERYALS o

WORKL DANT
RECIDIVISM
S. TRACKING
9. ©ROJISCT LICE

w

\I'_J\\J\

One of three changes may be made:

1. The target group generator population may. be
increased to meet the requlred group size
(at least 5148). :

2. The system flow rate may be reduced (12 persons/week
or less)

‘3. The progect operational time may be reduced
(60 weeks or less).
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One of these changes is shown below:
Target Group Genmerator adjustment:

EMTER DESISED DATA TYPE NUMERER

o e

o 1
DATA TYPE 1 ~ SFECISICATION OF TASSET GROUP GENERATOR

0D YO WENT T REE THE TOQSET GROUE GENSEHTOR?

ja

TARSET SeUE GENERITOR DSTH COLESS
TATAL =O=ULATION S02090
NONDR [YERT 230000
IRIVERS 322000
[RITHINERS D]
DTIYES WHD DRINY |, o *0949

N oWy e

SHTER DETIRED DITH CODE WUMESR

z

TENTER CHAnGE TN NuUMEe oSt VAT
o ' : 200

ENTER DESIRED NATH 2ODS NUMEER

o

SHTER METIRED DNTE TYRE NUMEER

o

b. Data Type 2 - Specification of Rate of System Flow

To change or see the rate of system flow, the user is asked

to "ENTER STAGE NUMBER, INPUT TYPE CODE'. There are two possible imput

type codes: 'l1' and '2'. A 'l' indicates that the user will input an
absolute value and a '2' indicates that a relative or percentile value will
be input. A typical input format would be '5, 1', indicating stage number

5 and input type code 1. If working with a file containing more than one
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demographiC'greuping, the user will be asked to indicate a group number -

' forféach'stage number given; In response the user is given the. current flow
| rate per-standard time unit, stage number, stage name and group number, if
‘:applicable.. Changes ‘to the data can then be made, by providing a new flowu.
‘rate (input code ‘1) or a peicentage increase (or decrease) of the ex1sting'
flow rate (input code 2). If the flow rate is changed for any stage other
than number 1, new flow rates are assigned to all stages. Therefore, the -

user should exercise caution with Data Type 2.

Following is an example using the file TYOUNG.DATA which _
uses the groups feature (see Appendix c, Volume III for TYOUNG, DATA prOJect
‘ flew diagram and data files)

DO YT WANT TO CHANAF R SEF THE TARGET GROUP GENERATOR pATA?
N S . o .

DY MANT - TO CHANSE OF SEE THE RATE OF SYSTEM FLGNS?

. : :
_DATA TYPE 2 - SPECIFICATION DF RATE OF SYSTEM FLOWS

ENTER STAGE NUMBER < INPUT TYPE CODE

1'5- 1
ABSOLIITE FLOWS FOR STABE 13 - MM?7 NP

ENTER GROUP NUMRER
CURRENT FLOW OF 2.6 PER WKS. FOR STASE 15 MM? NP FOR GROUP ' 14

" ENTER CHANSE . : - : . _
o

ENTER STAGE NLMBER. INPUT TYPE CODE

.',.
<

In this phase, as in other phases, when the user- has completed'
changes for a given stage or only wishes to view the data, an asterisk is
entered. If there is no further interest in the Data Type, an asterisk is-

entered again.

68



C. Data Type 3 - Specification of Branching Ratios

When entering this phase, the user is asked to input a stage
number for data to be displayed or changed. As in Data Type 2, if working
with a file contalning more than one population group, the user will be )
asked for a group number for each stage number indicated. The name of the
stage, the names of the stages to which it flows and the assocdiated branch-
ing ratios are printed for the user's information. The user is then asked

to '"ENTER CHANGE.' If no changes to that stage are desired, an asterisk'*'

is the correct response, leaving the data as they were. If a change is
desired, the new numerical values are interactively input, The inputs are
probabilities, reading from top to bottom on the user information output.
All p:obabilities are input, in the same order, whether changed or not.
Actually, any numbers may be input; but:if the probabilities df,branchf

ing do not add to one, the program will normalize the input values according

to the ratios of data input, so that they sum to one.

Following is an example, again using the file TYOUNG.DATA with

groups.

DO YOU WANT TO CHANGE OR SEE BRANCHING RATIOS?
.

DHTR TYPE 2 - SPECIFICATION DF BRANCHING RATIOS
ENTER STARE NUMEER ‘

15

ENTER GROUP NIMRER

i2

STRGE 15 - MM7 NP FOrR oROUP 12

GROLIP NUMRFR 12 v
CURKENT RATIDY FOR STARE 15 MM?7 NP ﬁ?E
POXTEST T NP 1.00

ENTER THAMNGES

Lo
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The user will then be asked again to 'ENTER STAGE NUMBER'

,;_and the procedure is repeated~ When no further changes to Data Type 2
are desired, the user response to the request for a stage number is an -

asterisk. Next, changes to another data type may be made. -

d. Data Type 4 - Specification of Costs

After indicating a desire to change or see costs, the user

1is again asked to 'ENTER STAGE NUMBER.' Only certain stage types (A, D,

M, K, S, V) have cost infbrmation associated with them. If the<USer'
enters a stage number of an inappropriate stage type, DEMON answers
'PARAMETERS UNACCEPTABLE FOR THIS MODIFICATION' and asks for another
stage number, 'ENTER STAGE NUMBER'. When an acceptable stage number is

given, the current wages for the standard time unit associated with that
stage are printed. AAny changes in the-data are»then'requested, Next the -
current fees. per peréon for the stage are given (Stage TypeS'K.and'M only)

and any changes are requested.

" For S and V type stages, a tracking cost perfperson is dis~

:played.

D3 w3J WANT TD IHINGE DR SEE CARTSY
. - .
ATH TYOE 4 - SOECIFICATION 95 COSTS

ENTER, STHSE NLUMEER
| 15 | | L |
‘ ‘U<Q=NT WARES. €00 STRRE 15 ICHOTDL NP~ QRE § 239,00 PER WKS.
! . ENT‘-‘Q‘NCM MGIG:’ ' L ' -

| .

SYRRENT FEET FOS ITASE 1S SCYINL Ne. ARE - .00 FER PQQSDﬁ'
ENTER NEW FEED . ' I c T

This is an M stage in.PROBA.DATA.




€. Data Type 5 - Specification of_Time Intervals

. The first recuest made of the user is again to enter a stege
number. The only acceptable stage types in thié ﬁhase are A, D, E; K, M, S,
and V., Other stage types requested will result in the message shown above
as in Data Type 4. When an A or D type stage type is indicated by the user s
stage number, DEMON will print the current time spent with worker. When a |
K or M stage type is indicated DEMON will output both current time spent
with worker and current time spent in the stage. When an E stage type is
indicated, the current time between group assignments and the current time
speﬁt with worker are displayed. For S or V type stages, a tracking time

per person is displayed. Changes may be made for each item, separately.

DI YO WANT TO cuéﬂ@giQR SEE TIME INTERVALS?
oy ' '

DATA TYPE S - IPECIFICATION OF TIME INTERVALS
EMTER STHFE NUMEER ' '
2

3TRGE S - ASTIGN D NP

CURRENT TIME IPENT IN STASE IR 1.0060 'A‘K(:-,
ENTER CHANGE

<&

CURRENT TIME IPENT WITH WORKER IS 0.003 WKES,
ENTER CHANGE

ENTER ITHSE NUMBER
°

This is a K stage in PROBA.DATA.
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f. Data Type 6 - Specification of Workload Data

The first request of the user is to enter a stage nunber.
”The:acceptable;stage types for this phase.are A, D; E, K, and M. Other
stage'types will result in an unacceptable stage message. 1f an-A-or D
~ stage type is indicated, current number of servers and worker availability
. are printed.‘ If aKorM stage type is indicated DEMON outputs the current’
number of individuals per group. 1f an E stage type is indicated both
-current number of groups per: worker and current number - of servers are pre-
‘sented. As in other Data Types, the uger is. given a change to make changes'

in each data item.

13 YO WANT T CHANGE OR IEE WITKLDAD DATA?

e _ |

| nATA TYPE & - FSECICICATION OF WORKLOAD PARAMETERS
e srase N:IMRER

i v .

CUPRENT WIMEER OF [NDIIDUALE PER GROUP FOR STAGE 20 - FROBATION P 1S, LI
THTED CUaNGE ' : = ‘ - e

=
THTER STARE NIIMRER

This is an M type stage in PROBA.DATA,

g. Data Type 7 - Spééification of Redidivism-Parameters

} 'The user is asked for a stage number; The only acceptabie
stage types in this phase are S and V. Other stage types will. result in

an unacceptable stage message. Stage type S has assoclated with it up to
va sets of 5 recidivism probab111t1es (not associated with treatment) while
stage type V has twice as many——those for during treatment and those for'
after treatment. The sets of probabilities are: crash recidivism proba— -
_'billties, DWI recidiv1sm probabilities, violation rec1divism probabilities,ﬂ

and probabilities of test score improvement.
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When a user mas indicated a stage number (a V in PROBA, DATA),

| _ a seriles of questions are asked:

N ¢DU WANT TO CHAMGE (P SEE RECiDIVISM PRARAMETERS?

[ . .
1arT3 yyot > . goerpeyeqrioN e TOMPONENT T NF ECIDIYV]I M

TUTIE ITANT Wruse
- {
' :’I
U3 3 NANT T CHANAT OF IEE CRAIM RETIDI/ITM ERORIRILITIE Y
K4
o . TUTCENT DURING TRTATMENT TIME 1% 4.00 w3, .
N3P FOCHTMONT connynyy JTIC1: 0.3377? 9.0022 0,000) 0. 0000  0.0307%
o 03 ¢ WANT TN QHANIE THE TIME?
~N

09 YO WANT TO CHANIE THE PEORSBILITIES?
" ‘
TUIRENT AETER TEEATMENT TIME I3 190.00 WKS,
AFTER TREATHENY FROBARILITIESL..  9.3041 0.0230  0,0273 6.2151 0.0973
37 ¥YOY WANT TD OWAMGE THE T TINME?
o N

DO YU WANT TO CHANRT THE PROBIRILITIES?

o

N :
70 40 WANT TO CHANGE OR SEE DWI RECIDIVISM PROBABILITIES?
Y . '
: SCURRENT DURING TREATMENT TIME IS 4.00 WS, : ‘
® DURING TREATMENT PRORAEILITIES: 0.9961  0.0033  0.0002  0.0000 0.0000
10 YOU WANT TO CHANSE THE TIME? . , '

.e

N
DO YOI WANT TO CHANGE THE BRDRARILITIES?

N i .
WOUSRENT AETER TREATMENT TIME I3 190,00 WKS, . . I
. AFTER TREATMENT SRORABILITIES: 0.8597 0.0437 0. 03?8 0.9237 ' 9.0121
@ . DO YOU WANT TO CHANGE THE TIME? : ,

N
N0 YO WANT TO CHANGE THE FROBRBILITIES?

N
U vOU WANT TO CHANGE O 3EE TEST SCORE DATR?
. ; _
L THE TERT CORE IMPROVEMENT PPOEARILITIES ARE:
' 2%% - 0.070
20% - 0.10N
.1%% - n.12n
" 10 - N, 150
' 8% « N.%20
ENTER FIVE MNEW FRORAMKRILITIES

<
FHNTER STAGE NIIMRER

o
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In each case, if a positive response is given, the current time ‘and probabilities
are printed and the user is given a chance to make changes in each. The
»interactive portion will only indicate the probability sets which the data' _
file utilizes, e.g., if the data file only has. DWI arrest recidivism data,

only the third question would be asked._ |

When a user has indicated a stage number of stage type V,
!

the user will be given time and probabilities for both during and after

treatment. Since a stage of type S does not have treatment associated

' with 1it, only one set of time and probabilities will be printed

h. Data Type 8 = Specification of Demonstration Tracking

'There is one jtem of information presented in this phase:
tracking time. This data type does not apply to any particular stages but
to the overall model. The user is asked ip turn if the tracking time is
to be viewed and/or changed If there is a p051t1ve response, the current

values are displayed and then the user ~may make any desired. change.

~on ;l'!'J'-.l MAMT TO DHANGE Q% EE THE TRICK NG PRRAMEITER ¥
4

BT TYRE 2 - IPECICIASTION O°F TEIWING OYRAMETER
S0 YT MANT TD THAMGE 0% IEE TRATKING TIME?

i'( | |

CURRENT TRITKINS TIME [T 104, 0900 Wk,

ENTER NEW TRITHING TIME - :

<

This means that for PROBA.DATA, individuals are tracked for 104 weeks‘(Z'years).

i. Data Type -9 -‘Specification of Project Qperational Time-'

This phase also applies to the overall model and allows the
user to change or see the project operational time. The current value 1s

shown first and the user is asked to make any changes.“
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00 YOU WAMT T0 CHANGE OR SEE THE GROISCT OPERNTIONAL TIME?

'
L ADRTH . TYPE @ - SEECTFICATION OF SROJSCT QSEFATIONAL TIME

u‘o

CURRENT ERMECT OFERATIONAL TIME I3 1S4, 00 WK
ENTER CHAMGE

4

This means that for PROBA.DATA, individuals are admitted to treatment for
156 weeks (3 years) .

RPN

3. Summary of Iqteractivé Input

In summary, é request of any data type sends the program into
the particular phase which presents the current test case data to the ﬁser;
The user is then allowed to.change the test case if desired. In each phase;
checks are bullt into the.program to validate responses_énd if invalid,
error messages are supplied (i.e., incorrect stage types, exceeding for=
matted data limits, etc.). As a general rule, an asterisk *) responsé indi~
cates that the user does not want to see any more of the data associated .
with a particular question or phase, and DEMON then proceeds to the next
item in the analysis-—another item of data, another stage, another data type

or, finally, output.

For the first analysis, the user 'is required to respond to
all questions in sequence pertaining to desire to change or see data of

each type. A final question is 'DO_YOU WANT TO CHANGE 'OR SEE ANY DATA?'

This allows the user to return to any of the questlons for further modlfi—
cation or to check existing data before output. If 'yes', the data-types are

listed and the user selects them in any sequence.
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-t

“T0 YO WMAMT TO CHAMSE N8 FE AMY DATA
T.. R '

DTS TYEE COTMET~

1. TERRET GRAOLE GENSETOR
ToOENETOM ELmT
R'VVHQQHCH‘HgquTIUQ

~4, o0ETE

S TIME . IMTERYALT

S, WIRKLOADE:

7. RECIDINIE

%, TRATKTIHE

H. PROIECT LIFE

EHTES DETIRED DATH TYEE MUMEER

*

Upon completiqn of new changes, DEMON ‘proceeds to the output
phase if the test case data result in a feasible set of resultsf‘ This may
‘not be the case, for example” if a queue overload condition is encountered

When this occurs, a corresponding message is displayeﬁ

DUEUF UVEPLDRH——PHPHMETEP CHHNGE NEPE>SHPY ' -
.\TﬂrE 12 = H 6T P ARRIVAL RATE . 6,329

MHMRFR OF GROLIPS HQNDLED SIMULTANEQUSLY - 1,000
MUMEER DF INDIVIDURALS PER GROUP - T
LENGTH OF TPCHTMENT N 8
NUMBER OF SERVEPs 10
OUEHC U/EPLOHD~-PHRRMFTEP CHRANGE NFCESSRQY . ‘ . :
,QTHfE 12 - R PRO GT P "ARRIVAL RHTE' ' 6.399 .
: NHMBFP OF GROLUES HANDLED QIMHLTHNEDUSLY ‘ 1t.000 .
' NHMPEP OF INDIVIDUALS PER GROUP - T
© LENGTH OF TREATMENT R 8
NUMBER DF}QERVERS .10

-PEPUN CODET
S PHHHHF orR sFE DATA
P2, READ IH A TEST CASE FRDM a FILE L
3. - READ TN NEW BASE CATE OR LIZE CB OR ENFDPCEMENT MUDELSI

CARRTAGE PFTHPN = END PRUGPRM

ENTER RERLIN RONE
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The user is uot allowed to proceed with the output portion

of the program until the overload condition is corrected f{in stages 12 and 13

in this example) The parameters provided are those which will affect a

change according to the equations given in Section II for the particular.

‘queue- type,

4. Operations Output

When all desired data changes have been made and the new values

are acceptable the output options are:

Incrementing of the project operational time
Stage~by-Stage Table

Summary Table -

Caseload Diagram Lo

W N

Note that the output is on a screen size of 26 lines.. After each
continuous output of 26 lines, output will stop until the user prompts the

termlnal w1th a carriage return,

a, Incrementing the Project Operational Time

For a test case, the user will be fermitted to time incre-
ment data up to the project operational time. No more than seven timé
increments are allowed and increments can be any length, as long as all
increments sum to less tlian the project operational time. All incrementé
must be in the standard time unit specified for the particular data file
in use (e.g., weeks). Below is a sample run showing the table oﬁtput for

this feature.
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:

”DO YQH MHNT YU IH'QCMENT ™E °QGJ:rT U°C°HT15VH' TIME?

Y

) bénjscf ATECATINNAL TIMZ 1T 155,00 WK,

HW M3y TiME TNCREMENTS 1D YO0 9aNT TD YIe?

23

50

-~

SPECIEY TIME lNPWEMCNT NO. 1IN WKs,

DD YIU MANT TO SEE THE DUTOUT £O% TWIT INCREMENT?

’Y'

HERE 13 fHE DUfDUT ‘DQ.XNCRE*ENT N3, 1 OF 50,00 WKS,

i | oR0BaTION o -
TARLE. FOR INCREMENT NI,
OF PROJECT OPERATIONAL TIME

30.00 s,
: . WKs., WKS. o
L INDIVIDUGLS OF E - SPENT BY  MUMBER
STASE THRU ‘STAGE WORK cosT INDIVIDAL | IN STA3Z
STAGE | 1830 0.0 © d.o B T S
DUI ARRESTS : : : :
‘sTAst 2 C 214 " oo 9.0 C 0.0 : 0
ACRUTT . : N
STRSE 3 . 1435 0.0 v 9.0 : 0.0 | PR
coNv 0% DI L co ' . ' -
STAGE 4 .. 1a92 141,22 33891.766 - 081 . 2%~
CONDUCT PS] ' o a - : :
. sTAGE 5 - 692 - 3,46 518,250 - 1.00 14
A3SIGN D NP . v , ‘ v
STASE ¢ 592 3.45 513, 2%0 1.00 16
assIsN D'P g
C.sTaze 7 141 1.7% .- -21910.405 9.00 32
TRAD AN NP S . - T
sTAGE 9 150 0.0 0.0 5.29 23"
~n SEH NP : - ' y
sTA5E 9 ’ 150 0.0 0.0 5.29 23
0 °RO 3CH Wo < : o
STasE to 172 25.39 5202.910 0.1? 1
o eRO NP S o T K
CsTase 14 141 14.00 ~2210.502 3.00 32
TRAD TANC P . .
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et L

ST43E 1S

TSCHATL NP

STA3E 16
PRO $0Y NP

STRRE 17
OROBATION NP
~

STR3E 13
GROUC TW P

STASE 19
o0 5T P

STAGE 20
PROBATION P

STAGE 21
RETID TR NP

STAGE 22
RECID SCH NP
3TAGE 23
VIOL SCH Ne

STAGE 24
RECID PRS NP

~ STAGE 23 .

vIOL PRS NO

ITAGE 24
RECID PR Ne

2} 3Tas8 27
vIOL PR NE

| STAGE 23
RECID TR P

§Tase 29
RECID GT P

$TARE 30
vigL RT e

FTASE 3
RECID PE:T ©

STAsF 32
V10U PRisT P

sTasc 33
°cClD PR P

STA3E 34
v13L ©R] °

172

141

143

154

14}

145

S1.75

2.00

24.44

0.0

1.83

79

0.0

12419, 337

—335{.!02
-3324,.309
0.0
5040.000
4352.533
0.0
45.705

456426,731

45.70S

47,313

104.00

104,00

0.0

104.00

11

11



S”EPIEY TIME lN GEM‘:NT NG, 2 TN <3,

50 ' _

ng vy !-MNT TD ?'»‘ YH‘-' DUTPUT FOR THIS INCREMENT?
N

SPECIEY TINE INCREMENT NI. 3 IN wKs.

50 ‘

DO’ ¥DU WANT TO SHE TWE DUTPUT FOR T4IS INCREMENT?

L

b, Stage~by~-Stage Table

. If the user wants to see the Stage-by-Stage Table, ‘the table

is output, showing the following information for each stage comparing '

the base and test cases: - number of indiv1dua1s who have passed through

‘each stage, work expended, costs accrued time spent by an 1ndividual in
the. stage and number trapped in t%e stage at the end of the project opera-
tional time. Since ‘this output is quite lengthy, the user is given an
’ option to diseontiﬁue the oetput after the first four stages. Following 15._
an example (PROBA.DATA) of the Stage-by-Stage Table where the‘project opera-

tional time has been increased from 156 weeks to 208 weeks.
|

; .
! . f s

FPUEHTIDN
STAGE BY ITAGE OUTPUT TABLE
STRGE STAGE ELEMENT : . BASE - TEST'  0-0 .CHANGE .

STARE 1 INDIVIDUALS THRIS STRGE 5149 _ 6864 " 33, é;
nmr ARRESTS WKS, DF WORK FOR STARE : 0.0 0.0 : T0.0
£0ST FOR-AROVE WORK : 0.0 0.0 0.0

WKS. TPENT RY INDIVIDUAL 0.0 0.0 . 0.0

HHMRFP IN STARE - - _ 0 ﬁ 0 0.0

'STAGE 2 INDIVIDURLS THRU STASE 669 g9 "33.32
ACOUTT WKS. OF WMORK FOR STRGE . 0.0 0.0 . .0.0
COST FOR AEOVE WORK 0.0 ) © 0.0
WKS. SPENT BY INDIVIDUAL 0.0 ' 0.0 0.0
‘NHMBEP IN. STAGE. _ s - 0 0.0
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STARE 3
CONY DR DY

SYAGE 4
CONDLICT P83

D0 YODuw WANT TOD

A g

 STAGE %
ASSIBN 0 NP

STAGE 4
ASSIGN D P

RTARE 7
TRAD ZANT NEe

STAGE =
0 TCH He

3TAGE 9

B PRO 3CH NP

STASF 10
OPRO HP

TTARE 11
TRAD =R/ F

INDIVIDUALS THRU STAGE

L WkS. DF WORK FOR STAGE

COST FOR ABOVE WORK

WKS, SPENT BY INDIVIDUAL

NUMBER "IN STAGE

INDIVIDURLS THRI) STAGE
WKS. OF WMORK FOR STASE
COST FOR ARDVE WORK

WKS, SPENT BY.INDIVIDUHL
NLUMRER IN STARGE

SEE THE REST OF THIS TRBLE?

INDIYIDUALZ THRL STARGE
WKx., OF WORK FOR ZTAGE
COXT FOR AEDYE WORK

CWKS, SPENT BY INDIVIDUAL

NUMRER IM ITRISE

INNIVITUAL S THRU TTAGE
WEE. DF MORK. FOR STHEGE
COZT FOR ARDYE MORK 5
WK, SPENT B¢ INDIWIDUAL
NUMEER IN STRGE

INDIVIDUAL S THRID STAGE
W%, DF WORE FOR STAGE
CRT FOFR ARDYE WORK
WKE, ZPENT EY INDIVIDUA
NIMEER IN ZTASE :

IMDUYTIDIDALE THRIY STAGE
WEE, OF WORE FOR STREE
COET FOFR ARDYE WORK

Wk, TFENT BY TNDIVTDURAL
MUMRER IN ZTRGE

THOTYITIALS THRU ZTRGE

. |||l“\':’»1. OF WDRK FOR STAGE

r0%T FOR AEDVYE WORK
WME=L SRENT BY O INDIY T DAL
NHMEER TN THRE

THRTLTITN S S THRIT STSYRE
WD, 0OF WMORK FOR TTHIGE
0T FOP AROVE WORK

WKT, TPEMT By O INDTWIDUAL
NUMRER TN TTHGC

SINTITUTTNIRL &0 THRID STEGE

WES, OF WMOSE FOR STAGE
CO%T FOR AEOVE WORK

WET. SRENT BY INDIWIDUAL
HIMEER TN ZTRAGE
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STASE 12
" RT P

L ETAGE 13

o

FPRO GT P

CEZTAGE 14

FRO F

ZTARE 15

 SCHONL NP

- STARE 14
FRO SCH WP

H
|

|
|

STARE 17

FROBEATION NP

TTAGE 1%

RROLOF TH F

TTAGE 19

FRO RT F .

PROFEATION F

ITASE 20

RTAGE 21

RECID T% WP

JINDIYIDUAL S
‘WKI. OF WORK FOR STRGE

CO5T FOR SED

INDIYZIDURL 3 THRLE ZTHSE
WK, OF WORK - FOR ZTARE
CO%T FOR.AEDYE WORE

WKZ. SPENT By ITNDIWVIDURL
NUMEER TN STHAGE

INIIVIDUALS THRU STRAGE
Wy, OF MURL FOR =THGE

CLDETY FDR HBD/E WaRK

WKE. SPENT BY INDIVIDLAL
NUMEER IN STAGE .

INDIVIDLUALS THRU STABE
WKs, OF WORK FOR STAGE
r0%T FOR AEDVE MORK

WKS., SPENT EBEY INDIVIDUAL
NLIMPER IN ZTAGE

INDIVITAL S THEL STAGE
WKS. DF WORK FOR STAGE
COET FOR FHEOVE WOFK

CWKS. SPEMT RY INDIVIDUAL

NUMEER IN STAGE
THRIN STRGE
CO3Y FOF AEDVE WORK

WK, SPENT BY TNDIWIDUAL

CINITYIDUALE THRD STAGE

BKZ . DF WIRK FOR STAGE
DT FOF AEDVE WORK
WK%, TPENT BY INDIYIDURAL

MUMEER IN STARE

INTTSITHIRL T THRL STAGE

oY, OF WASE FOR STABE

COYT FOR ARDYVE WORK
WE S, SRFNT BY INMDIVTDUAL

 NUMEER 1M ZTAGE,

INDTSITIAL S, THRU STASE
WE L, OF WSk FOR CTTAGE
L0%T FOR AERDVE W0R

MES, TREMTORY CINDTV TS0

CMHUMEER IH ZTRGE

THOTYTEUAL S THEN. TTREE

WKL OF WORK FOR CZTASE

T FOR AROWE WDFE
WeT. SPENT BY O INDIWIDUAL
NUMEER ‘TN TTRGE

INDIVITUALS THRU ZTAGE

WKZ, OF WORE FOR STASE
YE LDRK
WK=, SPENT EY INDIVIDUAL

HUMEER IN STRSE
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z

RECID ZOH MHE

CATABE 232
VIOL SrH NP

STAGE 24
RECID PRE NP

TTAGE 25
VIOL PRE MNP

ZTRRE 26
RECID PR NP

STAGE 27
VIOL PR NP

ATHRE 28
RECID TS P

STRGE 79
RECID T P

STAGE 30
vigL 6T P

CINTHYTDUAL S THRU STRISE

Wk, OF WORE FOR STAGE
05T FOF AERDYE WORK _
WES. ZPENT BY O INDIVIDUAL
MUMEER TN STRARE

IHDIVIDIAL S THRU ZTAGE
KT, OF WORE FOR ZTARGE
COST FOR BEDYE WORK

Mk%., SPEMT BY INMNDTIVIIDLAL
HUMEER IM STASE

INDIYIDURLE THRU STASE
MKS, OF WORK FOR STRGE
COST FOR REOVE WORE

MK, 3FFMT BY INDIVIDUAL
HUMRER IN ZTHGE

INDIYTDUIAL S THEN STASE
MES. DF WOSK FOR TTAGE
CO3T FOR ABIYE WORK

MKE, IFENT B¢ INDIVIDUAL
NIMEER TN TTAGE *

THOTV TR S THED STRGE
WKE, OF NORK FORF ETASE
rp:7T FOR AROVE WORK

WES, SFPENT EY INDIVIDURL
MUMRER IN =TAGE

INDTYIDUARL T THRU STASE
WKS, OF WORK FOR ZTRGE
COST FOR HEDYE WORK

WK, TPENT EY IMDIYIDURL
NIMMBER IN STAGE

INDIVIDUALS THRLD STAGRE
WKE, OF LOrE FOR TTAGE
COsT FORP AREIYE WORK

WKS. SPENT BY INDIYVIDLISL
NUMEREFR IN ZTRRE

INDIVIDUALS THRL STAGE
WKE, OF WORK FDR ZTAGE
COT FOR AROYE WORK

WKS. SPENT EY INDIWIDUAL
NUMEER TN TTRGE

INDIVIDUALE THRLU STAGE
WS, DOF WORK FDOR ZTHE
027 FOR HREOVE WORK

WKS, SIPENT. BY INDIVIDUAL

NUMEER IN STRGE
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CSTAGE H INFIVIDURL S i THRL TTRGE

' . 433 CORSET 24,472
RECID PRGBT P WKEZ, DF WORK FOR STAGE T . 8.5 34,42
- CLDET FOR AROWE WORE 152, 5= 21317 24.94%
WKS., SPEMT. E( INDTY TDUAL 104, 00 104,00 S (PR
numnrp IN ZTRGE. n R S 0.0
STARE. 32 INDIVIDHHL’ THRIL ZTAGE ‘ =4 I T T
ViDL PRGT P WKS. OF WORK FOR STRGE B P 0.0 C 0N
’ LAY FOR ARDYE WORK o 0.0 _ aon Looomn
. WER, SPENT BY O INDIVIDUAL . 0.0 .o . 0. n
CNUMEER- IN ZTASE - S 0 w0
o ETARGE 33 CINDIVIDUAL T THREU TTASE - . 433 - EEE
RECID PR P WKS, OF WOFK FOR. STHGE . © El. 4T C 8,85
P S eDET FOR REOVE WDRE S TS - 216: 31
WKS. SPENT BY INDIWIDUAL 104, 00 © 104,00
MUMEER IN STARE ' 0
TTASE 34 INDIYITOALT THSI) TTRAE - - S5 ' 74 23,7
VIOL PR P WET,COF WORE FOS TTASE T Y TN 1 v Do
: TOTT FNS ARNVE WMARK o, 0 0.0 S
MEE. SFENT R ITMDUWTDUAL ()] o0 S

MUMEER - 1N TTRGE S n o - L P

C. Suﬁmary Table

The next output is the-"Summary Output Table". For this output,
the total system time delay for an 1nd1v1dual and costs/workloads accrued
to treat all individuals (i. e, those reachlng an exit stage durlng the pro-
Ject operational time) are computed, by exit stage. Overall system parameters
and total proJect1costlare also output. Both base. and test case valués -

- are computed,and'percentage comparisons are made.
“Following 4s an example of the Summary Table.

FROERATION
SUMMARY QUTPUT TRELE

PROJECT DPERATIONAL TIME 13 1SA.00 WET. . ERTE A

_ A _ HD 20S, a0 MKE; fEfT
SYSTEM FLOM RATE T 22,00 FER WKT, EATE ANDL 22,00 FER WKI. TEIT
TRACKING TIME IS 104,00 WMKT. EASE AND 104,00 ! KT, TEST o
NUMEER ' Wiz, ' V" S
O DF o SPENT BY
GROUP R PEDPLE " T WORK - LCDOST . INDIYIDULAL -
ITAGE 2 - TYPE 2 BASE £ES 0.0 R e
ACETT TEST 392 n.o ' 0.0 0.0
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STARE 21 - TYPE 3 ERZE 521 AL 00 C —RTR3S,.37 114.31
RECID TS NP TERT 7ns 92,35 31941, 27 : 114031

~ITHGE 22 - TYPE ¥ BERZE 204 6514.54 177420.75 ' 112.10
S S940.10 S2ITIO S 112.10

RECID ICH MNP TEZT =3=F

ZTARE 2% - TYPF 2 PRZE a7 %29 7S7.03 &.10
Y1DL ZCH MNF TEST 5 4,27 Q73,97 2.10
ITAGE 24 - TYFE ¥ BAZE N4 141, 44 ~713,52 112.10
FECID PR NP TEST 22 191,17 -971.16 112.10
STASE &5 - TYPF 7 RASE z7 7.10 T —4E., 34 ‘8.10
~ 0 VIDL FRT NP TEET 3A EIN ] -62.77 g.1n
STHGE 26 -~ TYPE ¥ FASE S2% 219.47 33208, 92 105.93
FECTID PR NF TEZT Nz 293,572 42395, 5 105,99
ITAGE 27 - TYPE 7 EARTE o 11.11 15673, 85 1.9%
YIOL PR NP TE=T 27 14,93 ZE45.70 1.9%
ITAHRE 22 - TYPE FASE S21 113,52 S24%.50 114.81
FRECINN T2 P TEST T 154,27 T129,.68 114.21

STARE 29 - TYPE V RATE

.;l’\ k

R}
Te 0
—
=
=
- L

RECID AT P TEZT 103,
STAGE 20 - TYPE 2 BAZE 54 7.79 2021.85 4,92
VIDL GT P TEST ) 10,39 953, 72 4.9%
ITAGE 21 - TYPE %  ER3F 455 222,26 103,93
RECTD PRGT F ' TEST £S5 29, TE 105,33
STABE 22 - TYFE 2 RATE S4 22,99 2O68, 33 4.9%
viDL PPGAT P TERT 73 32,85 3990, 05 4.93
STARE 3% - TYPE Y  BATE 43z 43305, 24 105,94
FECID FR P . TEZT B A0, 34 105, 24

TTAGE 24 ~ TYPF 27 EATFE S5 [NI4ILZ9 1,94
wioL FR F TEZT v Fi154,.79 1.34
6o TOTHIL = oo ESTE 2E2107, 31
TETT ISSOIT. 0L

d. Caseload Diagram

The next output allows the user to see a visgal representa-

tion of the caseload for any of the treatment stages (s’tage types A, K,

and M).
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U0 WOH WAMT T GOMEUTE CAIECOANT EOR AWy GF THE TREATMENT . ITASEDT

~

LENTER TTAGE NUMBER

S en
CAIELOAT DISReS”

'

' ITH3E: 20

B FROESTION &

! _
Vet H= S
& 4 CBE= 194,
., ! g & |::= -- 'l-u, |||| |||L
R | i 1= 134
1 [] <! Y
R R
ST B :
LN R *

1w o

. !‘3" .,:<
A ~
' T 1
f B {
- TIME

=
in
<
.

TIME WHEN Maps [MuUM s

9 = TELOYD 15 SEACHET

E = TIME WHEN M<IMuUM THTSLOSD BESING TO FALL OFF
7= TIME WHEW TRERTMENT 1T SOMSLETER ‘
D= MM CHTELDAN '

ENTER ITHGE MUMEER

This table shows the caseload for the probation workers in Stage 20, PROBA.
DATA with two workers. ’ ' '

5. Statistical Testing on Recidivisn or Test Score Data

This routine may be used tovanalize project impact'onAﬁhe‘basis

of recidivism and test score inputs.
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Each data file used as a base case has up to four types of re-

cidivism categories——~DWI Arrests, Crashes, Violations or Test Score Improve~

ments.

The user is first asked for a recidivism type to be used in testing

DA WENT T CERFDSM STATIITICAL TESTE O EECIQIVIEM oe TEXT gTDQE 0aT/?
. l.( ‘ ‘

DO YA WANT T TEST B0 CRATHES. QEEESTS. VITLATIING. O% TETT SCARES?
r . ’ :

The objective of this testing is to measure differences in future

behavior with respect to each such offense, experimental versus control.

Thus, the user 1is next asked to input the stage number (s) for the experi-~

mental and control groups.

LIST THE MUTeyY ITASE NUMEERT €00 THE EXFEQIMENTHL S90S

(1M

2
LIST THE OUTPUT STAGE NIMBERS FOR THE CONTROL SRIUS

21
~

If more than one stage number is used, i.e., if one wanted a
composite control or experimental group, they are separated by commas and

input'on one line.

The following data are displayed (from PROBA.DATA). -

HoRE J0f THE SECTDIVITM DSTH

Nj. ne SENELE WITH EURFERTMENTSL IOMTRAOL
M CREIHE T ' 455 470
1 TeRTH : 0 0
> CRETHE 14 15
T OCRATHED | 2 e
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4
£

R W T

S CETYS -
TameLE T17e - . S04 .
11::,” [ia s 1= r]c:r:t.q 1:': /CCC f]t4 0. 19344
SROSNRTION I HOYIEEENTER T n.3042
IHMEIE YRR TANTTE S A =y

i

The user next has the choice of testlng the proportion of non- .

offenders or the mean number of offenders._

ng TDU‘MQQT TO TEIT WYEDTHETTT | (EROPOLTIIN. OF NAMOEFENDERTY
a8 2 OMEDHN MHMTEL O QECEHTE T . ‘ S

\

The Z stéfistic for hypothesis 1 is displayed.

The user next has three additional options: - to determine test
power required, to determine sample size required, or to change the sample

size.
B Test Power

The user is asked to specify two items: test level and pro—

portion of non—offenders (for hypothesis 1) for the experimental and control

group._ For hypothesis 2, the user would be asked to spec1fy the mean. Th;s_ .

input is followed with the. test power.

DO vD') MANT TD CRLCUUATE TEST POWER?

Y

'SF‘E’FIFY THF TEST LEVEL...
.05
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SPECIEY THE EMPECTED PROPOSTION OF NON OFFENDERS FOR :
THE FXPFPIMENTRQ GROUP FOLLOWED BY THE SAME FOR THE CONTROL GROUP., ., .

. 9043, . 9021

THE TEST POMER o 0. NA?N

These values for proportions (or means for the other hypothesis) may be
read from the previous table showing recidivism data, to determine the

power of that test or for revised values that the user feels are more

‘realistic than the ones shown. The sample size, though, is fixed as the

value shown on the table.

b. Sample Size

To derive sample size the user must specify four items:
the desired test level, proportion (fdtfhypothesis 2, the mean) of offenders
for the experimental and control grodps, the desired test power, and the :
ratio of the control group sizé to the experimental group size. If values
for the proportion and ratio are taken from the recidivism table, this sample
size is the one required to obtain desired confidence with the data being
considered.

—— i

U AT T QU ATE YRS E D TR

TPECIEY THE TCIT LEVEL, .,

03

TEECIFY THE EYEECTED CEMEOGTION D€ HIN QEFENDERT £Ng
THE EXECOIMINTAL SEOUE EALLONED BY THE $9ME €OR THE CONTROL Genue, ..
43,3021

TEECIEY THE TEST POMER. ..

.
.

oL

IEECIEY THE RI{TIN OF CONTROL BROUE SIZE TO EXPERIMENTRL SROUP $12C, ..

1

The necessary sample sizes for the experimental and control groups are

displayed;

THE EXPERIMENTAL GROIC TIZE = 147377

THE CONTROL GROUF 12 = 147377
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__Since'this saﬁple size is vety large, the user would probably attempt to
reduce it by having proportions which are less close, numerically or by
changing the stage used to comprise the experimental group. This sample 31ze

‘derivation can then- be done again, since the user is next given the option .

' .of performing further statistical tests with the same data or different'

data.

1) '([JU WENT 10 C':‘?CDFM FURTHER ST‘ITISTI‘“"{' TET‘-’.‘TS Mll"-l
TH‘-’ DAt vou AL QFRTOY ‘HVE... '

N

0 YO WANT T BERFORM STATISTICAL TESTS WITH NEW DATA?

N .

c. Changing the‘Sample Size

‘ The user may now.choose‘to change the flows so that some
deSifed sample size for either the experimental or the control group

is obtained.

DD YOI} WANT 10O CHANGE THE $AMPLE S12E FOK EITHER THE EXPERIMENTAL OR
TH‘ CONTROL 5R01P7

Y

ENTER EJTHER EXPERIMENTAL 0O& CONTROU
£ :

The present sample size is displayed and the user is agked to

imput a new sample size.
I .

NLD SHMPLE 3128 = ° S04.
| ENTSR HEW SAMPLE SIZE FOR GROUE

S50

vNext, the ratio change is. computed ‘and applied to the system
flows for: all stages. Data compatibility checks are made. If an overload
situation has been created by the change in system flow, a message is dis-'

played
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NEIIRED TAMPLE TIZE I3 a5,
CAT1O CHAYSE TS 1, 09

QUEE Q/ERLOMTD--FASAMETER CHANGE NECETTIRY

TTASE 4 - CONSUST #TI ASRIVAL QATE 3. 330
| | o  MUMEBER OF JERVERS o3
ACTUAL TRESTMENT TIME N.100
WORKERS SYATLABILITY 1.000

NEW SAMOLE STZE CANNOT ¥E ATCOMNTATED BY FREIENT FLOW

The user must then make a change to correct. the overload -

situation.

NPT IAONT FOR MHSMSESS
1. SYITEM B QU

2. TIME INTERYHLL
'3, WORKLOADS

4,  BRANTHIMNG RRTIO0T
S SAMPLE T1ZE .

-

In this.example, the user has adjusted the sample size to accommodate

the system flow.

ENTER OSTION NUMBER

]

ENTER EITHER EXFERIMENTRIL OR CONTROL
13

OLDh sAMPLE ST2E = 9570,

ENTER NEW SAMRLE T1ZE FDQVG?DUP
~504
PETIRED SAMPLE STZE IS 504,

RATIN CHANGE 1S 0,315 ‘ o
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B U i ) MQNT T CHANSE THE SAMPLE STZE FOR ‘lTH'—'Q THE F(PFQIML‘NTW oq_-“
"wa-‘ ruuwou GQCI'JD? )

b.,,‘

If the user indicates he does not want to make any further
sample size changes, he now has the option of saving the test case he has .

created inreractively.

6; Saving:Inreractively Created Test Cases

Interactive conversation in the program allows the user to per-

' manently save an interactively created test case. Options are as follows:

O ¢ WANT T SAVE @ BINARY DATA FILE EROM THE TEST CASE?

b ]

I3 em) WANT TO TAVE R CEADARLE DMTA FILE FROM THE TEST CASET

R

_ If the user had responded "yes" to either or' both of these qnes¥e
‘tions, he would have been requested to specify a name for the file. (See'A
Section IV for conventions of naming a data file.) These saved data files
:will then be available for reading in as either a base ox test case at

“ary future,session,

_ It is important to note that. NIH storage charges will be made
for these permanently catalogued data files. When the. user no longer has
use for any of these data files, they may be purged from ‘the system with

the TSO command.

'scratch (data gife name)'

7. Copy and Rerun Options

'The user will next be asked to input a copy code.

i
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capyY cnnEs:
0. ™D COPY
t. COPY RATE CASE ONTD TEXY CRARE
2. COPY TEST CATE OMTO BAIE CRSE

ENTER COPY CODNE

0

The Copy Code is uéed to switch base and test case files. The

user specifies a Copy Code prior to the Rerun Code which is requested next:

RE®UN FOTERS
CHANGE OR SFE DATRA

REAN M A TETT CATE FROM A FI'E g .
READ TM NoW BRIE CASE OR USE CEB DR ENFORCEMENT ﬂUDELS

ARRTAGE RETURN = END PROGRAN

i
2.
3.
CR

ENTER RERUIN TODE

Any changes made by phe‘Copy Code will already be in effect when the Rerun

Code is'uaéd; i.e., the base and/or test case will be the ones which have

been copied.

For example, answering with Rerun Code of '3' will completely

restart execution by asking for a new base case such as YOUNG.DATA, another

type of project:

RERVIN COTES:
' f. ©HANEF R SEE DATA ‘
. RCAN 1M A TEIT TATE FROM A FILE ' ' :
3. READ 1M NEW BASE CATE R UIE O OR ENFORIEMENT MODELS
-

CI3Z RETHEN = SND PRIGRSM.

ENTER RERIIN DQOTNE

]

MTLCOME TN SMON
U YO WMSNT T 1S THE CITIZ2ENT ANl @5010 TIMULSTION MODSLy

‘4

R S

N0 Y ANT TD COMENTE [NCSCSTEN ENSORTEMENT EFFECTLT
J
VAL OMEY MO S ¢ TS A TECRTATHT PeORTaN

SHTER RATE CRTE FTLENGME
COLING, DATA
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, whereas a Rerun Code of '0' or '1' leaves the base and test case as they'
are and allows further analysis. Rerun Code '2' allows the user to read

in a new ‘test case previousl‘y saved on a file. DR .. . ._ o ‘ o

8. Logoff Procedure

To éet a listing of time and charges,:the user should request - S "
'logoff'“
READY | | . _ o
LOGOFF | o . . o @
. CHARGE . o . : : "
-CPU TIME : .
ELAPSED. TI ME |

~ 140 COUNT
REGION ‘=

After.charges are given the phone is removed from fhe COLpler end'the ter-
- minal set to off. -The uger- may elect to simply disconnect the phone w1thout ll'
-requesting charges. _ o R o S o @
: ‘ The user is d1rected to the publication, "370 Time Sharlng Option ‘
Command Reference Manual," distributed by the Computer Center Branch Div131on_

of Computer Research and Technology, National Institutes of Health Bethesda, S .2
‘Maryland 20014 for a description of the commands available to the TSO '

USE]’.’.
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IV DATA FILE CONSTRUCTION

As previously discussed, many changes to the prepared DEMON files may
be made interactively. If the user would like to prepare a totally new
project.datq file, it can be:constructed butéide of DEMDN'by.the methqu
described in the next section of this report. Tbe ﬁser is'advised to ﬁre—
pare a stage-by~stage flow diagram such as those‘shown in the Appendices
and to examine data input for stage~to-stage cohesiveness prior to setting

up a file.

Ekisting files may also be permanently modified. This wbﬁld be done

for primarily these reasons: N
l. To correct errors in a new project file:
2. To change a stage type.
3. To add another type of recidivism.
4. To add or remove a countermeasure stage.

Other modifications are most easily made by interactive changes on a tést
case derived from a base case. A special feature of the program allows the
user to save for future use a permanent copy of a test case created inter-
actively. This 1s especially appropriaté for making major data changes_to"

an existing file.

To create a completely new file with a new flow, the user must enter
TSO .outside of DEMON. The TSO Reference Manual contains a complete de-
scription of all commands used. (See Section IV-A for discussion of system

access.)
The following procedure is used to. enter a new data file:

Dial NIH computer number for the terminal used. Depending

on terminal, settings are as follows: online, 30CPS half-
duplex, terminal on. When a high-pitched tone is heard on the
phone, indicating that the computer is ready, place
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‘ phone in cradle (carrier light should go on) and hit twof:
carriage returns. . Computer will request LOGON:

’ENTER Locoﬁ'
“'1ogon account-&nrtxalb/tenmtnaﬂ—ID/Box-Numben'

1f LOGON is acceptable, the computer answers, requestlng
'KEYWORD?' :

If LOGON is not acceptable, either account is in use, or."
TSO is not active.

Type a 3ﬁletter KEYWORD:
' KEYWORD? xxx'

Computer answers, indicating 'LOGON N PROGRESS'

When computer answers 'READY', type in the follow1ng command——
"terminal linesize(80)'—-requ1red for DEMON files.

Computer answers 'READY'

These LOGON commands and procedures are required to either
% - create a file or modify one._ Further procedures differ after
| . the,second 'READY'. o ' o E

A. Entering a New Project File

L To enter a new data file in the system, select a first data file

name using six or fewer letters and type ‘the follow1ng command

edit 64&At data 6&22 name. data-new nonum'

* The letters in script are a331gned to each’ new data file as unique identi—.

fication., The computer answers 'INPUT'. Now, proceed with data file

input. Data file format is given imn Section C.

Two carriage returns in sequence will indlcate termination of input,;
'after which the computer answers 'EDIT'. This tells the user that thlS
file mdy be modified before saving it. (See Section B for edit commands

and procedures) Once edlting is completed or if no editing seems to be.:

required the user can save the file. To save the file type the command

'save'’ and the computer answers, 'SAVED'.
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To get out of the editlmode; type the following command, 'end'. The
computer answers 'READY'. Aztemporary file has been created and the user
may either return to DEMON to use it on a short—-term basis or create a

permanent file.

To transfer a file from a temporary storage file to a pefmanent file -
location, the user selects a second data file name and types the following
command ¢ |

‘copy girst data gile hame. data second data 64[2 name..
data vol(filel6) nonum'

The name of both files may be no lorger than six characters and the
1 :
only other restriction is that the first file name must differ from the
| .
second. A permanent Hata file has;gggfﬁeen created and the computer answers

'READY'.

If no further work is desired, the next step is to LOGOFF, which is
accomplished by typing the command, 'logoff'. The computer answers with

- cost and time information and automatically disconnects.

After the 'READY', the user may elect to do other things such as list
the newly created file. This is accomplished by following 'READY' with

"list second data §4fe name.data’

and the data file will be listed. The user may also enter DEMON and use
this new file by appropriate calling of the program (see Section IV)

Another new project file may also be created following 'READY'.

l

I

B. Modification of an Existing Data File

The following procedure is used to modify an existing déta file. The.
same LOGON procedﬁre as for entering a new file is used. The next step

is to provide an edit command:

‘edit data §ife name.data'.
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“°_;The computer answers with a short description of the file

'DATA SET daza 5&22 name. DATA NOT. LINL NUMBERED USING NONUM'

‘ andﬁthen-'EﬁIT,; A typical LOGON to edit mode sequence is shown below for a
“data file name PPROBA.DATA;

'ENTER LOGON'
_ '1ogon account—&mw&s/ztejmnal 1D/ box numbejt'
'KEYWORD?' Yxxx'

"1,0GON IN PROGRESS AT date, time'

'TSO LINE 184'

' READY "

'terminel'linesiie(BO)'

'edit proba.data'

"DATA SET PROBA.DATA NOT LINE NUMBERED, USING NONUM'

'EDIT'

Several commands are useful in scanning a data file énd bointing'td a

particulat‘line in the code which you wish to edit:

'top --To get to the top of the data f11e
"bottom'~~To get to the bottom of the data file. f

'"Down'~~Moves down'one line of text. (The command
"down 2' moves down 2 1ines.)

'up '—~Moves up one line of text.v (The command "up 2"

moves up 2 lines) ' . o

ffind'——To search-a file for a particular wording, etc.
(e.g., '"find *stage 21%'). After the word find is
used an asterisk delimiter is used to indicate the
'beginning of information being looked for. The ..
dellmiter is followed by ‘the. wordlng be1ng searched
for, and that in turn is followed by the end dellmiter.v
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Using these commands the usq} can reach the desired line of code. After
each such command, thevline.pf code to which the user is pointing is dis-

played, so that changes may be made. Some change commands are:

'delqte'——Déletes the line of text where you are pointing.

'change'-~To change a designated pointed string of
' characters to another string of characters .
(e.g., 'change *21*%22%')., 1In this example
the string of characters 21, set off by
‘ asterisk delimiters, is being changed to the
» i string of characters 22. '

'insert'--This command is used to insert additional lines

following the pointed line. Type the command
'insert' and the computer will answer 'INPUT',

then begin inputting data. As many lines as desired
may be input. - End of input is indicated by hitting
the carriage return twice in sequence. The computer
will answer with 'EDIT' and the user may continue to
make other changes.

At any time in the edit mode the complete listing of the current data
@ | : file values may be viewed by making the command 'list'. When all editing is
| acéomplished, type the following command to save the changes: 'save'.' Thé
computer will answer 'SAVED'. To get out of the edit mode, type 'end'.
_ The computer will answer 'READY' and the user may proceed to enter DEMON
® "or LOGOFF.

C. Data Files and Format

l‘ ) Examples of data files are given in Volume IV. - Data files representing
demonstrafion models currently being used are named PROBA.DATA (Probation),
PSA.DATA (PROBA.DATA with different stage data), YOUNG.DATA (Young Probleﬁ
Drivers), TYOUNG;DATA (YOUNG DATA with groupings), MOTOR,DATA (Motorcycle

." : Licensing), DRVR.DATA (Driver lLicensing), OFFEND.DATA (Offender Treatment),
and SPC.DATA (Secondary Schools). These files are available to be used with
DEMON .

e If the user wishes to create a new file, the format shown on Table 2

should be used.
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o . Card Type Number
S : or Order of Lines

'Tablé 2

DATA FILE FORMAT

_ o . vFormat
on Terminal . Definition Restrictions
1 a) READ: These 4 letters must appear in 1st 4 columns-df;cara 1. A4, écl—4
- 'b) Free-read: : The rest of the card is free-read and thus available free-read,
- - for further identification of the data file (e g., name of. flle cc 5-80
and date). :
2>. Name of File: This is a l6~-character alpha £ield. .The name of the 'ﬁAéyvcc1—16~
file should be centered in the first 16 columns for prlntout on ’
target group gemnerator and tables. :
H - . . ‘ .
= 3 Target Group Generator' (number of cards varies from file to file).

There must be an odd number of cards to accommodate the flow dlagram

"output.. Data are prlnted as follows._

i Card 1 y—m--—----- Card 2-!
e

3 Card 3 E ————————— | Card 4 1
E Card k |

Initiate
"Real Time
Proce531ng
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® ) . e, ° ® ° o . .
‘Table 2 (cont'd) = =~ oo T
Card Type Number
or Order of Lines Format
on Terminal Definition Restrictions
Each card consists of the following two parts: ,
a) Title of Information: 1st 16 characters of each card gives the 4A4, ccl-16
name or title of information presented (e.g., TOTAL POPULATION) S
b) Numerical Value of Information: The next 8 characters represent 18, ccl7-24
‘the numerical value of previously given Title Information and is Right justified
right justified (e.g., 690000) :

4 4 asterisks in the first 4 columns of the card immediately follow the *kkkk ccl-4
end of information for Target Group Gemerator. This signals the end
of this information.

5 Number of groupings: A real number, the number of groupings, fol- F2.0 followed by
lowed by a blank may appear anywhere on the card. The card is free- blank, free~read
read. After the blank, the card is available,fgr comment.

6 Group Names: If more than one group has been indicated in card 5, 18A4
DEMON will expect a listing of the group names (one name per card
and number of groups indicated in card 5). This is a alphanumeric
field with a maximum of 72 characters.

7 a) Project Operational Time: Real number, right-justified in the F5.0, ccl-5

1st 5 columns, followed by blank--the time during which indivi-
duals are entered into system. Units are the standard time unit.

b) Standard Time Unit: (any reference to time within the system
is expected to be in this time unit). This is a 4-character
alpha field in cc7-10. Only possible inputs are: HRS., DAYS,
WKS., MOS., YRS. S C '

right-justified,
followed by blank
in ccé.

Ab4, cc7-10
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Card Type.Number

or-Order of Lines

~ on Terminal

 Table 2 (dont'd)

1Definitiou -

Format
Restrlctlons

8

9

10

SCards 11-16 are

repeated for each
stage. The order

a)

b)

of the input assumes

the stage number,

that is, the first
stage input is

stage 1, the second, »
stage 2, and so forth

11

a)

3.
c)

L)

.Demonstration Tfacking Time: (in standard -time: unit, free-read)

'Demonstratlon Tracking. Cost.

This is a real number, the time during which 1nd1viduals records
are tracked, or followup is made. It. is free-read and separated
from next item of 1nformat10n on. this card by a comma.

Real ($) followed by blank

blank, comments may be put on the card

4 asterisks in ccl-4

. 4 asterisks in ccl-4

Name of Stage: This is a 12-character alpha field in ccl-12.

Blank- -in ccl3.

Type Type of Stage: Slngle alpha character in cclé.

Rest of card is free—read and avallable for comment

After _

The only accepta—

-ble stage types are A, D, E, G, H, J, K, L, M, N, S, V, or Z
" Free-read:
.f,(partlcularly useful for listing stage numbers, €e8es Stage 1).

Real free-=read

-followed by commé

Real, ffee—reéd

- followed by blank

*rE% col-d

*kkk col-4

3A4,ccl-12

-cc=13

Al,ccl4

Free
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Table 2 (cont'd)-—- ' . -
Card Type Number
or Order of Lines Format
on Terminal Definition Restrictions
12 Stage Parameters (all are reals separated by commas, and, when applica- Reals, separated
ble, in standard time unit). Parameters for each stage type are as by commas
follows: . '
Stage Type Parameters
A at, k, ¢, av
D at, k, ¢, av
E k, g, it, 1lt, w
G 8§, sg, sg, sg, sg
H sh, sh, sh, sh, sh
J none (card 12 omitted)
K at, g, ¢, 1lt, f
L sl, sl, sl, sl, sl A
M at, g, ¢, 1lt, £
N sn, sn, sn, sn, Sn
s c, at,t, {p(0)} , {ts}
v c, at, u {q(W} , v, {r(n},
Z none (card 12 omitted)
Codes for parameters are: v

at

av
c
£

8
it

k:
1t =

{é(#)}

= actual treatment time (when worker is with person or

group——in standard time unit)

worker's availability

worker's wages

fees paid/person

number persons/group

time interval between assignments

number of workers

length of treatment

a set of 15 offense recidivism probabilities., These -
probabilities are for the time unit t. For Stage

~Type S, only 1 set of 15 probabilities are needed

(accepts 80 cc of information). The numbers in par-
_entheses on the table below indicate order in which
recidivism probabilities will be expected.



Card Type Number
or Order -of Lines

on Terminal

Table 2 (cont'd)

Definition

Format

. Restrictions -

70T

e }

{r»}

vCodeS'continued:'

'Crashes

: Number of Offenses in time t prob
Type of Offense 0 1 -2 3 4

W@ @ w5y
6 (D B (9 (1)
(1) (12) (13) (14) (15)

DWI Arrests .
Violations

- Zero probabilities are input for 0, 1, 2, 3, 4 6ffenSes if’

a partlcular type of offense is not appllcable (e.g.
crashes are not of 1nterest)

a set of 15 probabilitiev This second set is only
used with a stage Type V for during treatment proba-
bllltleS. ' )

a second set of 15 probabilities, placed on a separate
card (unit record) and, as with the first set of proba~
bilities, is preceded on the same card by the time unit v.
These are the after treatment probabilities for a Stage
Type V. .

Stage numbers, used with stage type G, to a maximim af 5
stages.
G—type stage.”

Stage numbers, used w1th stage type H, to a maximum of 5
stages. They indicate the A—type queues combined by the
H-type stage.’

Stage numbers, used with stage type L,
stages. They 1nd1cate the K-type stages combined by the
L-type stage.

Stage numbers, used w1rh stage type N, to a maximum of 5
stages. They indicate the M-type stages combined by the
N—type stage.

‘to a maximum of 5

They-indicate the D- or E-type queues comblned by the
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Table 2 (cort'd) R T
Card Type Number
or Order of Lines Format
on Terminal Definition _ Restrictions

Codes continued:

t = tiwe unit used with Stage Type S and-is the time period
(in standard time units) for which the recidivis
probabilities are given. '

U = time unit used with Stage Type V and is the time period
for which the during treatment recidivism probabilities
are given.

v = time unit used with Stage Type V and is the time period
for which the after treatment recidivism probabilities
are given.

{ts} = test scores:

a set of 5 probabils
(unit record)-—third card for Sth

ties on a separate card

e V, second for Stage S.

Test scores represent the probabilities of doing a certain
percent better on the post~test than on the pre-test. Inputs
are expected in the

(1)
(2)
(3)
(4)
(5)

probability
probability
probability
probability
probability

of
of
of
of
of

following sequence:

doing 257 better;
doing 20% better;
doing 15% better;
doing 10% better;
doing 5% better.

If there are no test scores involved in a particular data
file, there must be instead an input card which states
""NO TEST SCORES" in ccl-14.

w = workload or number of groups per worker.
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Card Type-Nﬁmber
or Order of Lines

on Terminal

Table 2 (contfd)

Definition

Format
Restrictions

Card 13-15 are re-
peated for each
flowpath of a
single stage.

13

14

15

Flowpath Name:

is free-read.

Destination Stage Number:

Name of stage to which this stage flows.
character alpha field in colummns 1-12.
If it is an exit stage,

flowpath name of»card-type'lB.

stage number.

_Branching Ratio:

"(real number).

branching ratio is 1.00.

the number of grouplngs on Card 5.

Cards -13-15 are re-

peated for each

flowpath of a
single stage.

16

;Cards 11-16 are fer
.peated for each-
" stage.

‘A single asterisk in cc 1 indicates the end of the stage's flowpaths.

This-is a 12~
The rest of the card,
the name. is EXIT.

Input is étage number of stage indica

For a stage name EXIT, zero is t

If stage only flows to one other stage,
If stage flows to more than one stage,
flowpaths' branching ratios for one stage must add up to 1.00.
there are more than one grouping, there must be one branching ratio
for each group, input in order of the group numbers and not separated

by commas. The number of ratios for each stage must correspond to
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Table 2 (cont'd)

Card Type Number
or Order of Lines

' Format

on Terminal Definition Restrictions
17 4 asterisks in cc 1-4 indicates the end of all stage input. *hk%k . cc 1-4
18 Dummy Stages: Thnis cdard indicates the number of dummy stages 12, cc 1-2

/ in the file (meximum of 10). Only stage types a, D, E, K, or

b
S rignt-justiiied
are acceptable.

19 The next 2 cards are omitted if there are nco dumny stages.
a. w~ams oL Stuge 3A4, cc 1-12
b. lank ccl3
¢. Type of Stage Al, cclé
29 Stage Parameters (see card 12 for correct format). Reals, sesparated
commnas
: cC 1-%
Cards 19 and 20 are :
repeated for each
dummy stage.
21 4 astarisks indicates end of Jumny stages.
22 Reference Stage Jumber for which arvival rate is given in next card. Integer fiszic
starting in 22 1
23 Arrival Rate: People per standard time unit for reference stage 1. Real number
(Real number starting in cc 1). If there are more than one group- _ starting in
ing there must be one arrival rate for each group. The number of cc 1, AF9.7

groups must correspond to Card 5 and format is the same as card 15.
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