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harassing ex-offenders to encourage them to leave the jurisdiction. 

Or police may use computerized offender files when looking for 

suspects, and thus make more arrests of ex-offenders. A great deal of 

pressure is placed on the police to clear crimes by arrest, so they 

I 
may be inclined to make arrests without sufficient cause. One is 

reminded of that memorable line uttered by Claude Raines, the impec-

cable chief of police in the movie Casablanca: "Round up the usual 

suspects." 

1 Thus, using raw arrest data to indicate recidivism will produce 

Type I errors, i.e., including those who should be excluded. This 

I will be the case insofar as the police arrest individuals who have not 

committed offenses. But Type II errors, errors of omission, also 

occur. In a great many cases people kno~n to be guilty of a crime are 

not convicted, or ever arrested and for reasons totally unconnected 

with the quality of the evidence or the strength of the case: 

o An offender may be put in a diversion program in lieu of 

prosecution. 

o He may be granted immunity from prosecution in return for his 

testimony. 

o His case may b0 continued so many times that witnesses die, 

move away, or just get discouraged from showing up for trial. 

o He may offer to make restitution to the victim in return for 

the victim's a~reeing to drop charges or withhold testimony. 
I 
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The charge on which the individual is convicted may bear little 

resemblance to the offense he committed due to plea 

bargaining.] An additional effect of plea bargaining is that' 

the police may be inclined to "overcharge", that is, to charge 

an alleged offender with every possible offense in the hope 

that the bargain struck by the prosecutor will be close to the 

reality of the offense. 4 

Thus, the basic problem we are confronted with, even when we have 

complete information about offenders and their "transactions" with the 

criminal justice system, is the difference between de facto and de 

jure recidivism. Legal definitions of offenses, arrests, and charges 

are the basis of the only data we can obtain directly from the crim-

inal justice system, and must be used by evaluators in assessing 

behavioral characteristics. Were the legal definitions reflective of 

what actually occurred, the problem would be minimized. However, this 

is not the case -- the data are distorted because sentences are based 

on these definitions of criminal conduct: A buglery may be charged as 

burglary, criminal trespass, malicious mischief, or larceny, which is 

not very helpful when one is trying to reconstruct what happened. 

We see, then, the problems associated with operationally defining 

recidivism by using criminal history records, even when the records 

are complete. On the one hand we have errors of commission if we call 

an arrestee a recidivist when he has been arrested without having 

If you have issues viewing or accessing this file contact us at NCJRS.gov.
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committed an offense. On the other hand we have errors of omission if 

a~restees who are factually guilty are labeled non-recidivists, 

because they have not been convicted for the variety of reasons 

discussed above. Based on the empirical data relating to these 

errors, Blumstein and Cohen (1980) have concluded that "the errors of 

commission associated with truly false arrests are believed to be far 

less serious than the errors of omission that would occur if the more 

stringent standard of conviction were required." The weight of the 

empirical evidence also inclines us toward this point of view. 

However, it may also be advisable to use some sort of check on the 

quality of the arrest. We discuss this issue later in this chapter, 

in describing our suggestions for definitions of recidivism events. 

Problems with Incomplete Criminal Justice Data 

In the last section we assumed that complete criminal justice 

information is available to us. However, ccmplete information about 

an individual's transactions with the criminal justice system may be 

lacking. Many different agencies report on these transactions, but in 

most states there is no single central repository for the data. This 

is in part attributable to the many jurisdictions and governmental 

levels involved in the criminal justice process in a state. 

Enforcement data. A state's enforcement agencies are found at all 

governmental levels: municipal (local police), county (sheriff's 

-~----------------------------~---''''------ ------ --
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offices), and state (highway patrols, bureaus of investigation). 

Centralized reporting of crime and arrest data was initiated over 

forty years ago and has been improved and expanded over the years 

(Maltz, 19/7). 

All enforcement agencies report felony arrest data to the FBI's 

National Crime Information Center (NCIC). I ~ n tile past these reports 

went directly to the FBI; but recently many states have established 

Statistical Analysis Centers (SACs), funded by LEAA, to compile these 

data and forward them to the FBI. These states are able to provide 

researchers with virtually complete felony arrest data. 

Prosecutorial and court data. W'th f 
~ aw exceptions, criminal 

courts and prosecutor's offices are county agencies. There is no 

single repository for prnsecution and trial data akin to the NCIC 

Program for felony arrests. SAC h d s are c arge with collecting all 

criminal justice data, including prosecutor;al and ... trial data, but 

this aspect of their work has not proceeded as rapidly as has the 

collection of data from enforcement a2~nc1·es. H 
~- owever, many of the 

larger prosecutor's offices have been funded by LEAA to install the 

Prosecutor's Management Information System (PROMIS), or related 

computer-based information storage and retrieval systems. Data from 

these offices should b ] e more comp ,ete than can be anticipated from 

other jurisdictions. 
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Correctional data. Correctional data are generated at both the 

county (jail) and state (prison, halfway house) level. But few states 

d . theJ.·r statewide correctional statis-presently include jail ata J.n 

tics. Here, too, developments are promising. The LEAA-funded 

Offender-Based State Correctional Information System (OBSCIS) will 

compile state correctional data at all levels. At the present time, 

however, few states can routinely track individuals who have been 

given jail sentences with any assurance of completeness. 

f . the arrest as the indicator of So we see another reason or uSJ.ng 

choice for recidivism. Prosecutorial, court, and correctional data 

1 t or rell.·able as arrest data supplied by en­are not yet as comp e e 

forcement agencies. 

d Even J.·f all of the information from within State-specific ata. 

the state were available for analysis it would still be incomplete for 

t d prosecut bd and/or convicted in another offenders who are rearres e , 

state. If only data from the state conducting the study are used --

this is always so when I1return to prison l1 is the recidivism indicator 

-- recidivism rates may be dependent on geography. For example, 

f t t like Rhode Island and state-specific recidivism rates or s a es 

Nevada may e ower an b 1 th expected due only to the proximity of their 

major population centers to bordering states. States have different 

the dl.·ssemination of such data for interstate regulations limiting 

(and intrastate use ) (Offl.·ce of Technology Assessment, 1978), so one 

cannot count on their availability. 

89 

Data Problems in Controlling for Arrest Quality 

Recidivism need not be determined by arrest alone. One can at-

I 
tempt to reduce type I errors (improper arrests) by looking at subse-

quent criminal justice transactions based on the arrest. If re-

I cidivism is defined as arrest only if followed by affirmative 

prosecutorial action, records must be examined to see if an indict-

I ment, information or other prosecutorial action has taken place. To 

examine these records the analyst must go through all files in a 

I prosecutor's office. Except for the few offices that have been 

[ 
automated, this usually means that every manila folder in the office 

must be examined to determine the name of the defendant, the nature of 

I the original charge at arrest, whether the charges have been dropped 

or pursued further, and the present disposition of the case. This 

I information is usually handwritten on the outside of the folder by 

staff attorneys whose penmanship rivals that of the medical profession 

for illegibility and encryption. In other words, this task is not 

quite so straightforward as it seems, especially since many of the 

folders are likely to be in brief cases, in piles on (and under) 

desks, in attorneys' homes, in their cars, or in other locations 

convenient for the attorneys but not the researcher. Although this 

particular check on the quality of an arrest Wbfild be useful, one 

1 
cannot be sure of getting complete and accurate data. 

1 
I 
I 
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Recidivism may also be defined as arrest only if followed arrest, but absconsions should not automatically be treated as 

J 
EY conviction. Determining if a conviction ensued is less difficult a failures. How they are treated may depend upon the way failure is 

, 
task than determining the nature of the prosecutor s response. The defined. 

1 
FBI's National Crime Information Center compiles data on arrests and 

subsequent dispositions. However, the NCIC program is largely volun- Recidivism Defined in Practice 

] tary,so complete disposition information cannot be guaranteed. But Host states only use data from their own state for evaluative 

th~ quality of dispositional data is improving rapidly, especially in purposes. This reliance is due more to the uncertainty and difficulty 

those states which have Statistical Analysis Centers or other central of obtaining data fl.,)lI1 other states than to any theories about of-

IJ ;. 

•• 

repositories of criminal justice data. For the time being, though, fender mobility. For special evaluations FBI data may be used in 

the researcher studying recidivism -- regardless of the definition follow-ups, so that all arrests are included (Kitchener, Schmidt, and 

used -- should not ~xpect to have complete data available. Glaser, 1977; Hoffman and Stone-Heierhoefer, 1977), but this is not 

the rule. And eveIl. when FBI data are used, it is often very diffir:ult 

Absconsion to determine if a conviction resulted from ar! arrest: Kitchener et al 

Another disposition related to the parole process must be con- (1977) found this to be so in their study of,releasees from federal 

1 sidered in the definition of recidivism. If a person absconds, that prisons, even though they had the FBI's NCIC data available to them; 

is, stops reporting to his parole officer and cannot be found, should and Hoffman and Beck (1974) found that disposition data were often 

he be considered a recidivist? In some states, strangely enough, an missi:.1g. 

absconder is treated as a success -- by default. If the absconder has But arrests, whether or not followed by convictions, are not the 

no action taken against him because he cannot be found, he is carried only indicators of recidivism that are used in evaluations. For 

on the books as a success because he has had no parole violation, example, Waldo and Chiricos (1977) used eighteen different measures of 

arrest or other adverse action taken against him. Even if this recidivism in a study of a work release program. In order to deter-

oversight is corrected, the question of how to treat absconsions is mine the way recidivism has been defined in practice, we reviewed some 

still not answered. No doubt many parolees abscond because of fear of 

1 
ninety studies which used recidivism as an outcome measure. The 

I 
I 

I I 
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studies were in the open literature and/or cited by Lipton et al 

(1975). We separated tha definitions into nine generul categories. 

These categories and some of their qualifying conditions are: 

o Arrest number of arrests; recorded police contact; court 

appearance; time elapsed before the first arrest; did 

conviction result? 

o Reconviction -- jailor prison sentence; felony or less; 

sentence; 

o Incarceration -- type of facility; seriousness of offense; 

o Parole violation -- nature of the violation; seriousness of 

the infraction; police initiated; 

o Parole revocation -- new offense; seriousness of the offense; 

average number of good days on parole; 

o Offense -- seriousness; number; new offen~e; 

o Absconding -- was an absconder warrant issued; 

o Probation -- proportion redetained; length of time db~ained; 

number of violations; violation warrant; incarceration. 

Each of these definitions has been used in research. Examples 

include: 

Arrest. Arrest for a new offense (Inciardi, 1971; Fishman, 1978; 

rearrest (Cox, 1977); court appearance within one year after release 

(Coates, Miller & Ohlin, 1977); criminal arrest (Hoffman & Stone­

Meierhoefer, 1977); recorded police contact (Wolfgang, Figlio & Sel-

----------------------------------------------------------------------~~--.------------------------------
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lin, 1972; Murray, Thomson & Israel, 1978); number of arrests (Waldo & 

Chiricos, 1977). 

Reconviction. Reconviction of a felony (Hopkins, 1976); reconvic­

tion or recall for unsatisfactory conduct (Hood, 1966); any new con-

viction resulting in a sentence of sixty days or more (Gottfredson & 

Ballard, 1965; Bennett & Ziegler, 1975; Beck & Hoffman, 1976); any new 

conviction for a felony or felony-like offense (Kitchener, Schmidt & 

Glaser, 1977); conviction of a further offense (Wilkins, 1958). 

Incarceration. Jail sentence of more than three days and return 

to prison for either a new offense or a technical violation (Burkhart 

& Sathmary, 1964); return to prison (Jacobson & McGee, 1965; Waldo & 

Chiricos, 1977); return to prison as a parole violator or outstanding 

absconder warrant (Gottfredson & Ballard, 1965); number of commitments 

to an institution with or without adjudication (Boston University, 

1966); return to prison for an administrative violation (Beck & Hoff-

man, 1976); recommitted to prison with conviction(s) for major of­

fense, same jurisdiction or any other jurisdiction (Mosely & Gerould, 

1975); return to prison for at least thirty days within one year of 

release (LeClair, 1977); return to prison as a parole violator (Kit­

chener, Schmidt & Glaser, 1977). 

Parole Violation. Alcoholic criminality: arrests and fines for 

drunkenness, disorderly conduct or nonalcoholic criminality: more 

serious offenses (Hansen & Teilman, 1954); issuance of a parole viola-
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tion warrant whether subject was reinstitutionalized or not (Garrity, 

1956); violating rules of parole (Kusuda & Babst, 1964); issuance of a 

parole violation warrant by District Court or Board of Parole for 

technical violations or new felony offenses (Lohman, 1967); parole 

violation (Kantrowitz, 1977); parole violation warrant (Hoffman & 

Stone-Meierhoefer, 1977). 

Parole Suspension. Parole suspension with or without a new of­

fense (Narloch, Adams & Jenkins, 1959); suspension (California, 1956); 

number of parole suspensions (Werner & Palmer, 1976). 

Parole Revocation. Revocation of parole (Johnson, 1962); parole 

revocation or bad discharge (Guttman, 1963). 

Offense. New offense, or violation rate: defined as violation of 

the rules of supervision within two years (Babst & Mannering, 1965); 

mean number of offenses during the twelve-month follow-up period, 

seriousness of the offense (McEachern & Taylor. 1967); Waldo & 

Chiricos, 1977). 

Absconding. Absconding (Kusuda & Babst, 1964; Inciardi, 1971; 

Mosely & Gerould, 1975); absconder warrant (Gottfredson & Ballard, 

1965; Beck & Hoffman, 1976). 

Probation. Observed reconviction rate compared with expected 

reconviction rate (Great Britain, 1964); drunk arrest rate for munici-

pal court (Ditman & Crawford, 1~65); unfavorable dismissal from proba­

tion (Feistman, 1966); number of months before successful completion 

of probation (Kowaguchi & Siff, 1967). 
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As can be seen, in some studies more than one definition (e.g., 

"either parole revocation or arrest was use . ") d Table 6-1 was com-

piled from about ninety studies listed in the Bibliography and denoted 

by an asterisk. The figures should be taken as indicative of the 

popularity of different measures rather than as an authoritative exact 

count. 

There can be major differences in the conclusions about correc-

tional effectiveness, depending upon which recidivism measure is 

used. S Hoffman and Stone-Meierhoefer (1980) have shown how varying 

the way recidivism is operationalized can produce different inter­

pretations of which program or cohort is better. Obviously, what is 

needed is a way to systematize the operational definitions of 

recidivism. 

Proposed Recidivism Definitions 

We do not propose to prescribe one single operational definition 

of recidivism. Rather, we propose to describe some of the more useful 

definitions in some logical way. Our goal is similar to the goal of 

economists in developing a set of definitions of "money." Economists 

talk not of money in general, but of Ml -- currency + demand deposits 

-- or M2 Ml + time deposits other than large certificates of de-

posit. These have been found to be useful indicators in charting the 

economy's course. We suggest below a similar language for recidivism. 
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TABLE 6-1 

RECIDIVISM DEFINITIONS USED IN RECENT STUDIES 

Definitions Frequency 

Offense data 

Recorded police contact 
New offense 
Severity of offense 
Arrest 

Parole/probation infractions 

Parole suspension 
Parole revocation 
Technical violation 
Absconding 
Probation violation 

Court appearance 

Reconviction 

Sentencing 

Return to prison 

Source: Compiled from over ninety studies listed 
in Bibliography 

2 
16 
12 
20 

8 
8 

26 
10 

3 

3 

22 

8 

39 
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Recidivism is normally measured in terms of the time interval 

between two events: time of release and time of recidivism. (Of 

course, those who do not recidivate do not experience the second 

event.) For example, many studies of correctional programs report the 

"one-year :recidivism rate," which is the fraction of program partici-

pants who experience a recidivating event within one year of release, 

The release event can be one of a number of events: release from 

incarceration, release from parole supervision, release from a work-

study program or halfway house. The choice of event can depend on 

the nature of the program being evaluated. For instance, to evaluate 

a prison vocational program one would consider release from prison to 

be the release event whether or not the participants were on parole. s 

To evaluate a parole program the release event would be release from 

parole supervision. 

Occasionally it may be necessary to look beyond recorded dates to 

determine when the release event occurred. For example, when a prison 

releasee enters a halfway house he may find himself essentially incar-

cerated for the first few months, until he gets his bearings in his 

new surroundings. (He may be permitted out to work, but never without 

supervision.) In this case the actual date of release may not be the 

date he leaves prison, but the date he is released on his own to the 

outside world. 7 

" , 
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is treated as in the previous case. 

R 
AP/s 

R 
A 

Same as R but using data from only one state. 
AP 

arrest only. The time interval runs from date of release 

to date of arrest, regardless of whether conviction ensues. An ab-

sconder is treated as in the previous case. 

R 
A/s 

R 
VC 

Same as R , but using data from only one state, 
A 

violation and return to custody. The time interval runs 

from date of release to date of violation of the terms of release 

(i.e., parole or probation), but it is counted as a recidivism event 

only if the violator is returned to custody. Violations can include 

return to custody in lieu of arrest for another offense.' Absconders 

are treated as having failed on the date of absconsion. 

R -- violation. The time interval runs from date of release to 
V 

date of violation of the terms of release, whether or not the individ-

ual was returned to custody. For this category the types of viola-

tions which are to be defined as constituting recidivism should be 

specified, so absconders may be treated as failures or as as-yet 

non-failures. 

Another measure of recidivism that has been used is "return to 

prison". The time interval usually runs from date of release to date 

of return to prison, not to the date of the arrest that led to the 

prison sentence. This measure may be useful to prison officials, for 

planning budgets and expected occupancy rates. However, it is not 

--------~-------------------------------------------------------------."~,.-
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The recidivism event depends upon the nature of the release event. 

If the release event was release t 1 o paro e or probation supervision, 

the recidivism event may be a technical violation (of the conditions 

of parole or probation or of the rules of the halfway house); it may 

be revocation of parole or probation in lieu of trial for a new of­

fense; it may be arrest for a new offense (whether or not followed by 

an additional disposition); or it may be return to prison. 

Not all of the possible release/recidivism pairs will be defined, 

Our concern has been to operationalize recidivism in ways that are 

reasonable from theoretical and data acquisition standpoints. The 

definitions are based on the events that terml.'nate the time interval, 

because the date of release (when the recidl.'vl.'sm cln.~_k ',. starts) is both 

less ambiguous and more dependent on the program under evaluation. 

They are listed in order of most restrictive to least restrictive. 

R 
AC 

arrest and conviction. The time interval runs from date of 

release to date of arrest, but l.'t ' t d l.S coun e as a recidivism event 

only if the arrest results l.'n convl.·ctl.·on. An b d a scon er is treated as 

an as-yet non-failure up until the date of b . a sconsl.on, except if he 

absconded to avoid arrest. 

R 
AC/s 

R 
AP 

Same as R ,but using data from only one state. 
AC 

arrest and prosecutl.·on. The t' . t 1 l.me l.n erva runs from date 

of release to date of arrest, but it is counted as a recidivism event 

only if some prosecutorial action is taken against the arrestee: 

charges filed, grand jury presentation, indictment, etc. An absconder 
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useful as an indicator of offender behavior because it includes crim-

inal justice processing time. The time interval is the sum of the 

following time intervals: release to arrest; arrest to hearing; 

hearing to trial; trial to sentencing; and sentencing to recommitw.ent. 

Only the first time interval relates to offender behevior; the others 

reflect the behavior of the criminal justice system. 

To summarize, the recidivism definition of choice appears to be 

R , arrest recidivism, for the present. [For studying parolee or 
A 

probationer cohorts R would appear to be most appropriate, since 
V 

technical violations frequently mask new offenses.] R would be 
AP 

preferred were there data to support it, but this is not presently the 

case; therefore, the choice is between R 
AC 

and R 
A 

And despite the 

fact that R includes arrests for which no offense occurred, their 
A 

number is (probably) considerably smaller than the number of felony 

arrests of guilty persons for which no felony conviction resulted. 

Moreover, arrest data are more accessible than disposition data. The 

choice is dictated, then, by data availability and completeness, not 

by theoretical considerations. 

Other Sources of Noncomparability 

We do not mean to imply that use of the same recidivism meas-

urement by different programs or jurisdictions will automatically 

result in comparable findings. This is far from the case. Differ-
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ences in laws, policies and procedures among jurisdictions will pre­

vent direct comparisons. As an example, suppose one state makes 

little use of probation while another uses it heavily. Then a cohort 

of prison releasees in the first state will probably have a higher 

percentage of good risks than will the latter state, and therefore, a 

lower recidivism rate. Or su . . d' . h ppose one Jur~s ~ct~on as a computerized 

data collection system used by parole officers while in another juris­

diction parole officers turn in longhand reports on their parolee 

caseload. Then information about technical violations is likely to be 

considerably more variable in quality (and often richer) in the latter 

case than in the former. Not all of these differences can be accoun-

ted for; foreknowledge of their presence and their potential effect on 

recidivism measurement is necessary in developing evaluation designs 

and interpreting results. 
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I NOTES 

I 
I 

1. Robbery is usually categorized as a personal crime, not a property 

crime. The reason is that the victim has been placed in danger by 

I the offender. But in studying recidivism we are concerned with 

the offender's behavior, not the victim's. Since robbery is more 

I an instrumental crime -- to obtain money -- than an expressive 

1 
crime -- to fulfill psychic needs -- it would appear that someone 

who engages in robbery would have a greater similarity to someone 

] who engages in property crime than with someone who engages in 

murder, rape or assault. In fact, Soka1 (1974: 1121) found that 

I robbery was more strongly associated with auto theft than with any 

other index crime. 

I 
I ! 

2. One might also consider using prosecutoria1 action as a quality 

control check on arrests. That is, if the prosecutor presses the 

I charges, one can assume that the arrest is valid. However, ob-

taining data from this part of the criminal justice system is 

I often more difficult than obtaining data from police, courts and 

I 
correctional agencies. This problem will be discussed later in 

this chapter. 
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3. Determinate, or "flat time" sentencing (Fogel, 1979), which limits 

the sentencing discretion of judges, is becoming more and more 

widespread. One consequence may be an increase in plea bargaining 

by prosecutors, effectively moving sentencing discretion to this 

stage of the criminal justice process. 

4. In some jurisdictions (including Cook County, Illinois) the 

prosecutor's office has a felony review unit. The unit is infor-

med whenever a felony arrest is to be made and insures that there 

is sufficient evidence to warrant a felony arrest. This minimizes 

the problem of overcharging. (And by weeding out all of the 

hard-to-try cases, this procedure also has the benefit of 

improving a prosecutor's win-loss record.) 

5. The Uniform Parole Reports Program presently collects parole data 

from all states without distinguishing among them based on their 

parole organization and structure. Conclusions drawn from such 

data may be misleading. See Chapter 9 for an analysis of UPR 

data. 

6. Naturally, one would control inter alia for parole participation 

in the program evaluation. 
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I 7. It may be worth considering the extent of a person's freedom as a 

J variable of interest. Living alone, a person has a great deal I 
SETTING THE STAGE FOR DATA ANALYSIS: 

UNDERLYING ASSUHPTIONS AND HODELS 

] more free time (and a greater risk of recidivating) than when 

living in a supportive (and confining) environment such as a I 
j halfway house. 

I Consistency in defining recidivism permits one to compare dif-

1 
"killed during the commission of a crime." Naturally, this event 

I 
ferent groups of releasees, and to determine the statistical signifi-1 8. Hoffman and Stone-Meierhoefer (1977) use this criterion, but add 
cance of differences that may arise. If the groups represent dif-

should be considered a recidivism event, but it may not always be 
ferent offender types, e.g., twenty-year-olds versus thirty-year olds, 

one can then make statements about the effect of age on recidivism. 

] recorded. In any event, it occurs so infrequently that its exclu-

sion (should the data not be available) would not greatly affect 
If the groups are being compared to test different treatments, then 

J 
one assumes that the difference in recidivism is not due to the com-

the results. 
position of the groups. But even when the same selection criteria are 

I used for all groups, this assumption may not hold. Other assumptions 

relate to the characteristics of the recidivism process, i.e., the 

"model" of recidivism used. These assumptions are discussed in this 

chapter. 

I, 
I 

Comparing Groups 

A consistent definition of recidivism is not by itself suf-

ficient to insure comparability. As should be evident from the 

previous chapter, variations in state laws and policies on parole make 

I state-to-state comparisons 1 unreliable, even if we were to assume that 

I 
the population characteristics of all states were similar. 

I 105 

I 1 
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But populations are not similar, from state to state or from 

institution to institution within a state. Even when studying a 

single subpopulation (e.g., all persons released from Joliet, aged 

25-35, who were convicted of armed robbery) a great deal of variation 

can exist between those selected for an experimental program and those 

who constitute the control group. One way to compensate for such 

variation is to randomly assign individuals who meet the program 

criteria to experimental and control groups. Although this does not 

insure that the groups will be similar,2 the chances of obtaining 

similar groups are enhanced considerably. 

Random assignment procedures are helpful in searching for causal 

links. They are frequently used, for example, to study the effect of 

drugs on a standardized strain of laboratory animals, with the animals 

assigned randomly to experimental and control groups. But when deal-

ing with social programs the researcher must contend with great 

variability within the groups under study. This can be accomplished 

by increasing the size of the groups, so that within-group differences 

are "averaged out" and between-group differences can be discerned. 

The cost of the study, of course, increases as a consequence of this 

variability. 

A more serious problem is the difficulty in getting random assign-

ment procedures accepted in studying social programs. Program ad-

ministrators are loath to permit (or let it be known that they permit) 
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the assignment of persons to Program A or Program B based on the flip 

of a coin;] judges reject the idea of sentencing people using a table 

of random numbers. 4 In many cases ethical considerations dictate that 

people volunteer for the experimental program. Moreover, a judge will 

sentence people to programs based on his/her perception of whether the 

program will benefit them. s So random assignment is difficult to 

attain in studying social programs. 6 

Another factor militating against true experiments in social 

programs is the inability to disguise the experimental treatment. In 

assessing the effectiveness of fluoride toothpaste one can use a 

double-blind experiment, so that neither the toothpaste user nor the 

dentist knows whether a given person is in the experimental or control 

group. An innovative vocational training program cannot be similarly 

disguised: the participants know \o.hether they drew the program or the 

control, and this knowledge may affect their performance or the expec-

tations of the program staff and researchers. 

Other problems in implementing a random selection procedure are 

described in Cook and Campbell (1979: Chapter 8), as are situations 

conducive to randomized experiments in studying social programs. The 

alternative to an experimental design is to use quasi-experimental 

designs. These have been used to a great extent in correctional 

evaluations, but as Cook and Campbell point out (Chapter 3), ensuring 

comparability among groups is an even greater problem. 
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Modeling the Recidivism Process 

The remaining assumptions discussed in this chapter concern the 

characteristics of the recidivism process. Two important structural 

features are included in our characterization: a) the measure of 

program effectiveness is binary (success or failure); and b) the time 

to failure is the primary outcome variable of interest. Although 

success and failure are of course actually multi-valued attributes, we 

assume that a binary variable is a good description for policy 

purposes. 7 

Test of Proportion 

The most common method of measuring recidivism is to fix a point 

in time -- often one or two years -- and determine the fraction of 

participants in each program who have failed within that length of 

time. This is obviously not the total fraction of failures, since 

others will undoubtedly fail after this time: rarely is the time 

interval long enough to observe all eventual failures.
B 

A statistical 

test is then used to determine whether there is a significant differ-

ence between the two proportions of failures. 

The proper use of the difference of proportions test is when both 

groupS are samples of larger populations. k d · "Is The question as e 1S, 

the probability less than .05 that the two parent populations [from 

which the samples were drawn) have the same proportion of failures, or 
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is the difference in proportions is merely due to chance?" In other 

words, the difference of proportions test uses the properties of 

samples of populations to test the characteristics of their parent 

populations. 

In a correctional program evaluation one does not ordinarily 

administer a program treatment to an entire population, and only then 

draw a sample; the sample is drawn first and then the treatment is 

administered, but only to the sample. One must therefore consider 

whether the program is expected to have the same effect when it is 

administered to the entire population rather than just the sample. 

If the program can be "scaled up" from the sample to the pop­

ulation then the two situations are equivalent. This may be the case 

for, say, evaluations of new drugs -- one would expect them to have 

the same effect on the parent population as on a properly drawn random 

sample of the population. However, this is not generally true for 

social programs: as the word "social" implies, it is the interaction 

among the actors -- program participants and staff that often 

constitutes (or enhances) the treatment. And the experience of the 

past decade leads us to conclude that social treatments which are 

effective on the experimental, pilot level do not work as well when 

they are bureaucratized and/or extended to a larger population. s 

But this means of measuring recidivism has an even greater 

problem. One must fix a point in time at which to calculate the 

, 
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difference of proportions. This point in time is arbitrary, and the 

j method itself ignores the time-varying nature of the failure process. 

Consider the proportions of failures for the two cohorts shown in 

] Figure 7-1. The data are from Minnesota (1976: 196). As can be 

seen, the "satisfactory" clients had lower recidivism rates at six, 

J twelve and 24 months (data were not collected at 18 months). If one 

] were to project beyond two years, however, it is likely that the 

"unsatisfactory" clients would ultimately have a lower percentage of 

] recidivists. Looking at only one of these three points in time does 

not tell the whole story. 

J In fact, there is no agreement on the most appropriate follow-up 

] 
time for studies of offender post-release behavior. Most correctional 

studies use the "one-year recidivism rate", without any justification 

I (other than, perhaps, the fact that it coincides with the funding 

cycle). The National Advisory Commission for Criminal Justice Stand-

ards and Goals, on the other hand, has recommended that recidivism 

should be based on a three-year follow-up period (NAC, 1973: 93). 

There should be a more rational means of deciding the length of 

I 
follow-up time. 

The difference of proportions test, then, is based o~ a model 

I which is inappropriate to studying recidivism. This leads us to 

investigate alternative models. 
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Other Models of the Recidivism Process 

The alternative models we consider treat the groups under study 

not as samples, but as the whole populations under consideration. 

Statistics are used to estimate the parameters of the model, and not 

the characteristics of a (nonexistent) parent population. 

A number of such models have been suggested and applied in recent 

I 
years: (Stollmack & Harris, 1974; Harris & Moitra, 1978; Witte & 

Schmidt, 1977; Maltz & McCleary, 1977). Their characteristics are 

I discussed below. 

J - The Exponential Distribution 

J 
Stollmack and Harris (1974) broke new ground in the analysis of 

corr~ctional programs. Rather than looking at the proportion of 

I failures after a given time interval (usually one year), they sug-

gested looking at recidivism as a process in which the time to failure 

I. of an indi'-irl° q1 is considered to be a random variable. Such a. fail-

I 
ure rate model is well-developed in the study of reliability of 

machinery (Barlow & Proschan, 1975) and the study of biomedical 

I 
problems (Gross & Clark, 1975). One then considers the probability 

that an individual will fail before a given time. When the failure 

I rate is constant and does not depend on time, the probability of a 

failure before a given time is exponenti&lly distributed, as shown in 

Figure 7-2. 
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In their numerical example, Stollmack and Harris (1974) used such 

a model in their analysis of a halfway house program in Washington, 

D.C. They first used the conventional difference of proportions test, 

I which failed to show any significant difference between experimentals 

I 
and controls. Using the failure rate model, however, they found a 

significant difference between the failure rates of the two groups. 

I 
The Weibull Distribution 

I Harris and Moitra (1978) have used a non-constant failure rate 

I 
model, leading to a Weibull distribution of failure times, to analyze 

recidivism data. The Weibull distribution requires two parameters 

I 
(rc:tLer than the single parameter of the exponential model). Figure 

7-3 shows how the two parameters affect the shape of the cumulative 

I distribution of failure times. 

The Weibull distribution has the advantage that it can be used to 

I model cases where failure rates, may increase or decrease over time. 

I 
(Recall that the exponential model assumes a constant failure rate 

over time.) 

I 
The Lognormal Distribution 

I Witte and Schmidt (1977) analyzed recidivism data for a sample of 

I 
individuals released from prison in North Carolina. They used the 

lognormal distribution for time to failure "because it fits the data 
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fairly well; better than the exponential or normal distribution, for I 
J example." Like the Weibull distribution, the lognormal distribution I 

requires two parameters. The effect of the two parameters on the 

] shape of the distribution is shown in Figure 7-4. The failure rate I 
for the lognormal distribution first increases, then decreases over 

J time. I 
J The Split-Population Distribution 

l 
] Another two-parameter distribution of failure times that can be 1 

used to analyze recidivism data is one we have termed the split-

population distribution. The model is similar to the one based on 1 
1 

the exponential distribution, with one important exception: it does 

not assume (as the exponential model does) that all program partici- I 
1 pants will eventually fail. The reason for this situation is under- I 

standable when one looks into the origin of failure rate analysis. 

'As previously mentioned, failure rate analysis has its roots in 1 
studies of the reliability and lifetimes of electromechanical compo-

nents. The failure of such devices is assured: Eventually they will I 
I 

all wear out, so it is unnecessary to include the possibility of 

success in the model. 
I 

I However, no correctional analysis should be based on a model which I 
assumes! priori that failure is inevitable, that everyone will even-

I tually fail -- whether or not it ultimately turns out to be true. As I , 
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can be seen from Figure 7-5, which shows the results of a long-term 

follow-up of offenders released from federal prisons, failure is not 

inevitable. The exponential, Weibull and lognormal distributions 

(Figures 7-2 to 7-4) all approach 1.0 as time increases; this is 

tantamount to assuming that everyone eventually fails. 

I The split-population model assumes that the group under study 

consists of individuals each of whom has a non-zero probability of 

succeeding. Those who fail are assumed to do so at a constant 

failure rate, resulting in a cumulative probability distribution as 

in Figure 7-6. 

] Two parameters characterize this model: the probability that an 

individual member of the group will eventually fail, and the (con-

] stant) rate at which the eventual failures do fail. These two 

] 
parameters can be estimated without too much difficulty (Maltz & 

McCleary, 1977; Lloyd & Joe, 1978). 

1 This model is based on a frequently used analytic device in the 

social sciences. When a single-population model fails to fit a social 

], 
;:, 

phenomenon, analysts have employed the next simplest assumption 

that a population dichotomy results frOll the phenomenon. Partanen 

(1969) was the first to employ it in studying recidivism. The mover-

1 
stayer model used in demographic studies (Goodman, 1963) and the 

two-fluid model of town traffic (Herman & Prigogine, 1979) are exam-

pIes in other contexts. Similar models have been used to study other 

I 

-----------------.---------- --------------------

I 
I 
I 
I 
I 
I 
I 
1 

I 
I 
1 
I 
I 
I 
I 

119 

FIGURE I.-How many fail within 
.-ightllrn (J 8) 1Illar, alter relea8e. -- TTrT~,-- --r----,---, 

-M .. , -+-i ' _...-I---T-'--;---,I~~~~ 
~ ;- I II -rT ; , I i I • I ! 

~.. I I ! : I J • I I I 
~ .. ~-I-~~-+-t--+-t--+-I-4I___rI-··-·---~ 

u .. 1-+-+-+-+--+--+-'; 
'0 
'E" • 
~. 

Figure 7-5 

Years Aft.r 1I.leas. 

Source: Kitchener et al, 1977 

An Empirical Basis for the Split Population 
Distribution 



I 

I 
I 
I 
I 
I 
] 

] 

;' .. , , 

[i I 

I 
I 

Cumulative 

Proportion 
Recidivating 

o 
o 

o 
Q:) 

o 

o 
(.!J 

o 

o 
;:;r 

o 

o 
I"\J 

o 

o 
o 

en.oo 

120 

20.00 

Figure 7-6 

--------------------------------------------------------------~------------.. ~-------- -------_. 

I 
I 

121 

I failure processes, including cancer mortality (Boag, 1963; Berkson & 

I Gage, 1952; Cutler & Axtell, 1963; Haybittle, 1965) and the efficacy 

of an advertising program (Anscombe; 1961). In addition, Carr-Hill 

and Carr-Hill (1972) and Greenberg (1978) studied similar conceptual 

models of recidivism. And additional empirical justification comes 

I from a recent (December, 1979) six-year follow-up study of offenders 

released from British prisons (Philpotts & Lancucki, 1979). Their I 
data (see Figures 7-7 to 7-9) also strongly suggest the split-

I population model. 

This model achieves more than just an improved fit to data; it 

I suggests a new definition of recidivism. Using the difference of 

proportions test, the bost program is the one that has the lowest 

I proportion of recidivists at the end of, say, one year. Using the 

I exponential distribution, the best program is the one whose partici-

pants fail at the slowest rate. Using the split-population distrib-

I ution, the best program is the one which results in fewer participants 

y - 0.6 ultimately recidivating. This last definition of "best" is intui-

I tively more appealing than the other two, and is proposed here as a 

new operational definition in a correctional context. 

40.00 60.00 80.00 ]C!o.oo 
A Behavioral Explanation of the Split-Population Distribution I 

Time The split-population model can be generated by a related model we 
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Males convicted of standard list offences In January 1971: cumulative proportion 

reconvicted by sentence and time since January 1971 conviction 

Cumulativa 
proportion 
reconvicted 

(%) 80+-----------------------------------------
custodial lIent en ces 

70 

so 

30 

10 

o+------r----~~----~----~----~------~ 
8 12 16 20 24 o 4 

Quarters since Januar-,; 1971 conviction 

Source: Philpotts and Lancucki, 1979 

Figure 7-7 Reconviction Rates for Great Britain, 
by Type of Penalty 

I 
I 
I 

I 
I 

1 
1 
1 
,l.. 

1 
1 
1 
1 
1 

1 
1 
I 

123 

Males co~victed of standard ,list offences in January 1971 and gIven custodial 
sentences. cumulative proportion reconvicted by (a) time since January 1971 
fiction and (b) time since discbaree (estimated) con-
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Males convicted of standard list offences in January 1971: cumulative proporlion 
reconvicted by nnmber of previous convictions and time since January ]971 
conviction 
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have called the "critical time" model. It assumes that an individual 

I has a constant failure rate (i.e., as in the exponential distribution) 

for a length of time. This length of time is the person's criticial 

I time: if he "stays clean" for that length of time he then can be 

I 
considered rehabilitated -- a success -- with essentially zero failure 

rate thereafter. The critical time may not be the same for all indi-

I viduals; some may essentially be rehabilitated quickly while others 

may require a good deal of time outside before they can be termed 

I successes. It can be shown (see Appendix A) that if the critical time 

is exponentially distributed over the population, then the failure 

I times have the same distribution as in the split-population distrib-

I 
ution. In oth~r words, the split-population model can be reinter-

preted as the critical time model. 

I Bloom (1978) has proposed a model quite similar (Kaplan, 1979) to 

the critical time model; however, conceptual and computational 

I problems with his model limit its usefulness. 

I The Nixed Exponential Distribution 

.1 A three-parameter distribution that has been investigated re-

cently (Harris, Kaylan, & ~!altz, 1980) involves a mixture of two 

.1" exponential distributions. It is a logical extension of the split-

population distribution. This type of distribution has also been 

I suggested by Carr-Hill and Carr-Hill (1972) and by Greenberg (1978). 

I 
I 
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The mixed exponential distribution also posits that two subgroups 

will be generated. The fact that distinguishes it from the split-

population distribution is that both subgroups fail -- but at dif-

ferent failure rates. One failure rate is considerably larger then 

the other; this rate can be considered the rate at which the eventual 

failures fail. The lower failure rate can be considered the "ambient" 

J 
failure rate. This is the rate at which the population in general 

might be expected to commit offenses. (Figure 7-10 depicts this 

distribution). 

This extension recognizes that a failure rate of zero for the 

] "successful" subgroup may be incorrect. It is also reasonable to 

] 
assu~e that there is a (comparatively) low failure rate for individ-

uals in that subgroup, equivalent in magnitude to the probability that 

I an ordinary citizen fails (i.e., is arrested for a crime). 

] Hodel Selection 

We see, then, that a number of different models of recidivism have 

been spawned by the original Stollmack and Harris (1974) paper. One 

of the difficulties that remains, however, is selecting the most 

appropriate model from among these (and other) choices. 

;.·1 J Little guidance is offered in the literature on how to select the 

most appropriate model from among the candidates. Box and Tiao (1973: 

1 8), for example, discuss this problem (they call it "model criti-

1 

I 

I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 

Cumulative 
Proportion 
Recidivating 

o 
o 

o 
co 
o 

o 
to 

o 

o 

o 
C'"IJ 

o 

o 
o 

1 

en.oo 

~~~~~-~~- - ~~ ~~~-

127 

20.00 40.00 60.00 80.00 
1 

100. (10 

Time 

Figure 7-10 The Hixed Exponential Distribution 



I 
I 
I 
J 
] 

J 
] 

1 
] 

] 

1 

(, 

I 
I 
I 
I 
I 

-~ ---~- --- ----

128 

cism"), and suggest using the chi-square goodness of fit test. In 

most other texts as well the problem of model selection is equated 

with the problem of goodness of fit, i.e., with how well the model 

fits the data. 

The chi-square goodness of fit test is the' one most commonly 

employed for this purpose (e.g., Carr-Hill & Carr-Hill, 1972; Witte & 

Schmidt, 1977; Harris et aI, 1980). The chi-square statistic is a 

measure of the discrepancy between the empirical data and that prod-

uced by the model's estimates. It is very useful, especially for 

those applications in which the desired goal is fitting a curve to 

data (e.g., Daniel & Wood, 1971). 

But the model with the best statistical fit is not necessarily the 

best model. A model may fit the data very well within the region for 

which data are available, but it can exhibit unreasonable behavior 

outside this region. In selecting a model one should also consider 

the way the model is to be used and the nature of the process under 

study. If the model is to be used for extrapolation, it should be 

tested for its ability to extrapolate correctly. Thus, in Chapter 9, 

we offer empirical evidence suggesting that models of the recidivism 

process based on the split-population and mixed exponential distrib-

utions are more appropriate than other models, in terms of their 

ability to extrapolate beyond the available data. We can also justify 

this choice on theoretical grounds, based on the nature of the crim-
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inal justice process and on the statistical properties of thinned and 

superimposed point processes. 

Theoretical Considerations in Model Selection 

It should first be recognized that we are not dealing with every 

possible failure event (i.e., violation of parole conditions or of the 

criminal law) that occurs. Not every violation that occurs will be 

observed by the relevant authorities. In statistical terms, if we 

consider the occurrence of violations by an individual to be a point 

process generated by some distribution, then the observed violations 

are a "thinned" point process, thinned because not all of the failure 

events are observed (Figure 7-11). Haight (1967: 25) refers to a 

finding by Renyi con.erning thinned point processes: regardless of 

the nature of the violation-generating process, if the thinning pro­

cess is independent of it (i.e., not linked to the offender) and if 

most of the points are thinned, then the resul~ant thinned process is 

Poisson. 

These two conditions hold in the case of recidivism. The viola-

tion process can be considered independent of the arrest process, 

since the former is a personal characteristic of the recidivist and 

the latter is a characteristic of the agency response. It also ap­

pears to be true that most of the points are thinned -- that is, most 

of the violations go undetected: if the clearance rate for felonies 

, 
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I is about 20 percent (see Boland & Wilson, 1978), then for misdemeanors 

I and parole violations it must be much lower. Therefore, one would 

expect the Poisson distribution to typify the distribution of times 

• • I between a recidivist's observed violations, his thinned point process. 

The thinning process refers to an individual's event distribution: 

I we must also consider the statistical properties of the cohort. To do 

I 
this we consider the point process formed by superimposing the indi-

vidual (observed) point processes, to obtain a pooled process (Figure 

• 
I 7-12). If we assume that the individuals in the cohort act independ-

ently of each other, arguments similar to those used by Cox and Hiller 

I (1965: 362-364) can be used to show that the pooled process will 

I 
approach a Poisson distribution -- again, regardless of the nature of 

the individual point ?rocesses. 

• I The Poisson distribution is a limiting distribution in the study 

of point processes, applicable when studying the superposition or 

I thinning of independent processes. In a Poisson process the intervals 

I I 
between event occurrences are exponentially distributed, as is the 

time to occurrence of the first event. Since it is this (first) time 

I 
interval with which we are concerned, the assumption of an exponential 

distribution for recidivism events thus appears to be strongly suppor-

I ted on theoretical grounds. 

I 
• 

I 
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NOTES 

1. In Chapter 9 we analyze Uniform Parole Reporting data from 32 

states and point out the difficulties of comparing the results. 

2. One way to insure that the two groups are similar is to use 

matched pairs and to assign individuals from each pair randomly to 

experimental or control groups. But there are two difficulties with 

this procedure: First) the characteristics that should be matched are 

open to question --prior record, of course, but what about height and 

weight, IQ, vocational skills? Second, the more factors to be matched 

(and the more levels for each factor), the fewer the number of indi-

viduals that can be matched. 

3. An interesting case in point is the study of preventive police 

patrol conducted in Kansas City, Missouri (Kelling et al., 1974). The 

areas which were to receive twice the patrol coverage were called 

proactive patrol areas. These areas were matched with control (normal 

patrol) areas and with areas which were to receive no preventive 

patrol coverage, termed reactive patrol areas. The latter term was 

used to disguise the fact that some areas were to receive no preven-

tive patrol coverage, so that citizens would not get up in arms about 
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I 
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their ostensible loss of protection. Alth h oug experimental conditions 

were not maintained completely (Larson, 19-,'~), h 
~ t e deception never-

theless worked. 

4. One well-known exception to this ;s th P 
~ e rovo Experiment (Empey 

and Erickson, 1972). 

5. In such a case a favorable outcome for the program participants 

may only mean that the judge is proficient at picking the best risks 

for program participation. Of course, if the program outcome is 

unfavorable one can make the opposite argument. 

6. The ethical considerations described above are part of the argu-

ment that "we should not experiment with human lives". However, the 

other side of the coin should be 1 k 
00 ed as well -- we continue to 

conduct uncontrolled experiments with human l'ves, 1 
~ a though they are 

not described as experiments·. t· every l.me a new law is passed that 

specifies sentences for offenses, or elibibility requirements for 

welfare funds or medicaid, it is based on a belief that it is an 

improvement over the present situation. One then must address the 

question: is it more ethical to impose 1· new po l.cies without attempt-

ing to evaluate their effect'veness b f h 
~ e ore t ey are adopted wholesale , 

or is it more ethical to attempt to 1 h eva uate t e policies on a small-
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scale experimental basis first? As Mosteller points out (Sechrest et 

aI, 1979: 71), liThe only alternative to experimenting with people is 

to fool around with people." 

7. The ethical considerations involved in measuring success or extent 

of success were given in Chapter 3. Practical considerations also 

dictate against the use of multi-valued measures of success or fail-

ure. Data on the status of releasees tend to be quite unreliable. 

One parole officer may rely on a parolee's word concerning employment, 

a second may talk to his employer, a third may visit the parolee in 

his workplace. In some cases revocation for a technical violation may 

mask a new offense, in others it may reflect animus between parole 

officer and parolee. With data of this caliber it is pointless to try 

to make fine distinctions. Therefore, a binary measure of success 

(i.e, success/failure) can be just as appropriate as a continuous 

measure for recidivism studies. 

Furthermore, parsimony and simplicity are also desirable in 

developing a model -- so long as the salient characteristics of the 

process are not lost by oversimplification. Indeed, the addition of 

complexity to the model may make it more difficult to understand the 

nature of the process. 

,. 

f 

~ 

~ 

j 

I 
I 
I 
I 
I 
I 
1 
1 
1 
I 
I 
I 
I 
I 
I 
I 
I 

135 

8. An exception to this is the study by Kitchener et al. (1977). 

. h follow-up of a cohort of individuals They report on an elg teen-year 

released from federal prison. The number of failures kept increasing 

throughout the eighteen years (see Figure 7-5), but at a negligible 

rate after ten years. 

9. Programs such as HUD's Model Cities and LEAA's Impact Cities were 

attempts to take pilot programs and scale them up to cover an entire 

. The record of these programs, to say the city or section of a clty. 

least, was spotty. In the education field, programs such as the "new 

math" and innovative reading programs are so often marked by their 

. t and thel'r fal'lure as curriculums. See Levitan success as experlmen s 

& Taggart (1976) for a critique of these programs. 

10. The residents of this study were lodged in halfway houses funded 

by the Minnesota Governor's Commission. "Unsatisfactory" clients were 

those who did not complete their residence satisfactorily, for reasons 

which included revocation or conviction for additional offenses while 

in residence as well as other non-criminal reasons. 

11. Figure 7-1 leads one to make some interesting conjectures. 

Perhaps "satisfactory" clients are typified by the following charac­

teristics: they had high expectations for the program's ability to 
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help them, expectations that were not met by the program; or they were 

con men who just went along with the program to escape a less 

desirable alternative; or they were the type who always exhibit com-

pliant behavior and are easily swayed, complying with the expectations 

of program personnel when in residence and with the expectations of 

their peers when released. Similarly, the negli6ible amount of re-

" . f t " l' t h cidivism after six months, shown by the unsat~s ac ory c ~en s w 0 

were out longer than six months suggests that they may be the ones 

I with more backbone, who are not easily swayed, and who did not expect 

I 
miracles from the program. Looked at in another way, perhaps they are 

the programts successes. 

I 12. For example, if ten people fail in the time interval between the 

I 36th and 37th week, and there were one hundred people still (unfailed) 

in the program at the start of the 36th week, then the failure rate at 

,( 
~ week 36 is 10/100 = O.l/week. If nine people subsequently fail during 

I ) 

week 37, the number of people remaining at the start of week 37 is 

100-10 = 90, so the failure rate is 9/90 = O.l/week again. As can be 

I seen from this example, a constant failure rate does not mean that the 

same number of people fail in each time interval: it means that the 

I, population declines by the same proportion in each interval. 

I, 
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13. The failure rate need not be constant. For example, elec­

tromechanical components are sometimes characterized by a "bathtub
tt

-

shaped failure rate (Barlow & Proschan~ 1975: 55); i.e., a high 

initial failure rate declining to a lower failure rate in middle 

periods and increasing again in later time periods. The initial high 

failure rate is usually attributed to defects in manufacture 

("lemons") and the later high failure rate to the components
t 

wearing 

out. 

14. Under some conditions these kind of distributions do not have 

certain well-behaved properties; consequently, they are known (Feller, 

1966: 127) as "defective" or incomplete distributions. We hasten to 

point out that models based on these distributions are not flawed in 

any way, but that their statistical properties are more complicated. 

15. There appears to be an exception to this general rule. In a 

t Golomb (19 78) found that failure study of automobile scrappage ra es, 

of an automobile is not inevitable. If a car has survived to a cer­

tain age in good condition, it is apparently worth more to the owner 

to keep it up (as an "antiquett vehicle) than to scrap it. Although 

the individual components in the automobile may fail, the automobile 

does not. 
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16. Some of the non-failures are not true successes. We are dealing 

with reported failures and not all recidivism events are reported. In 

addition, people in this category may have failed, but in another 

jurisdiction which does not forward reports to the jurisdiction doing 

the study. But absent information to the contrary, we will call 

members of this subgroup "successes". 

17. The failure times of this subgroup, then, are assumed to be 

exponentially distributed. From the standpoint of the whole group the 

failure rate is not constant but decreases over time. 

18. Partanen (1969) also suggested a model of this type, as one of a 

family of decreasing failure rate models. 

19. I am indebted to Michael A. Greene of American University for 

pointing this out to me. 
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CHAPTER 8 

PARAMETER ESTIMATION 

In the preceding chapter we described a number of models of the 

recidivism process, and explained why we focus on the split population 

and mixe6 exponential models. In this chapter we describe a maximum 

likelihood technique which we use to estimate the parameters of the 

split-population model. Based on the model we are able to write 

expressions for the probability of occurrence of certain events. 

These probability expressions are then used in the development of a 

function, called the likelihood function, that incorporates the em-

pirical data. Using the likelihood function we can develop estimates 

of the model parameters. 

From Model to Probability Expressions 

In this section we will use a simple but useful version of the 

split population model for illustrative purposes. We first assume 

that the members of the population under study have all been released 

from the program simultaneously.l Thus, when the failure data are 

obtained all of the members of the population will have had the same 

exposure time since release with the exception, of course, of those 

who have failed in the interim and have been returned to prison. 

l39 



140 

The model is based on the premise that two subpopulations will 

eventuate, one (of fraction 1-0) consisting of those who will ul-

timately not fail, the other (of fraction 0) consisting of those who 

will eventually fail. We assume that a fraction p of the to-be fail-

ures fails each month,2 and the remaining fraction q of th~ to-be 

I failures survives to the next month, where 

I q = 1 - P (1) 

I 
To make the analysis concrete, let us assume that the population 

I under study consists of 400 persons, and that 25 percent of them (or 

I 
100) will eventually fail. In other words, N = 400, 0 = 0.25, and 

No = 100. Then N(l-l) = 300 will not fail. Let the fraction p of 

I eventual failures who fail in any given month be 0.1. Then during the 

first month ten percent, or exactly ten, of the to-be failures will 

I fail. This lepves 390 persons at the start of Month 2: the 300 who 

will never fail and 90 ( = Noq) who will eventually fail but have not 

I done so yet. 

I 
During the second month another ten percent of the to-be failures 

fail. Since there are now 90, nine persons will fail during Month 2, 

I leaving 81 ( = Noq2) who will eventually fail but have not done so 

yet. 3 And so on. 
>\ 

I Therefore, the total number of people failing by a given month m 

would be given by :--

I 
I 
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m 
= No(1-q) (2) 

where the subscript f signifies "failure." For our example, with 

m = 2, we obtain 

N (2) 
f 

as we noted beforG. 

2 
= 400xO.25x(1-0.9 ) = 19 people, 

From Equation 2 we see that the probability of failing by month m 

(called the cumulative distribution of failure times) is given by 

m 
p em) = 0 (l-q ) 

f 
(3) 

For example, if 0 were 0.25 and q were 0.9 (as in the numerical exam-

pIe above), Figure 8-1 would depict the cumulative distribution of 

failure times. 

Equation 3 and Figure 8-1 represent the discrete version of the 

continuous split-population distribution shown in Figure 7-6. This 

representation is often more useful than its continuous counterpart 

because of the way recidivism data are usually collected. Failure 
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data are often presented in tables listing the number of individuals 

who failed in the first month after release, the number who failed in 

the second month, etc., rather than the exact date of failure for 

each. Since we do not know when within the month each person failed, 

a discrete distribution would be more appropriate than a continuous 

one. 

The number of people who fail in month m can be computed from 

Equation 2. It is equal to the number of people who failed EY month 

m, less the number who failed EY month m-l, or 

m m-l 
N (m) = N~ (l-q ) - N~ (l-q ) 

f 

m-l 
= N~ q (l-q) 

and the probability of failing in month m is therefore 

m-l 
p (m) = ~q (l-q) 

f 

(4) 

(5 ) 

Some people have not failed by month m, and we never find out 

whether or not they do fail. This may be because we lose track of 

them (e.g., they are discharged from parole) or because we have fixed 

a date to stop data collection and they have not failed by then. But 

they have been exposed for m months without failing, either because 

they will never fail or because they eventually fail but have not yet 
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done so. The number of such people is (the subscript s signifies 

"success") 

m 
N (m) = N(1-o) + Noq 

s 

(6) 

The first term in Equation 6 represents those who will never fail. 

The second term represents those who will fail eventually, but have 

not done so yet. [Note that when we add N em) to N em) (from Equation 
s f 

2) we obtain N, as we would expect, since a person either has or has 

not failed by month m.] And as before, the probability of not failing 

by month m is 

m 

P em) = 1 - 0 + oq 
s 

(7) 

Using Equations 5 and 7 we can now start the process of developing 

estimates of the parameters 0 and q. The next step uses these equa-

tions to incorporate the data into the model. 

From Probabilities to Likelihood Function 

We now dev&lop the likelihood function from Equations 5 and 7 with 

the help of another assumption. We will assume that every individual 

in the population under study acts independently of every other indi-

vidual, that the success or failure of one person has no influence on 

any other person. 
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For illustrative purposes, let our population consist of ten 

people, of whom three failed in month i, two failed in month j, and 

one failed in month k, while the remaining four had not failed through 

month n. The probability of obtaining these results can be obtained: 

Since we have assumed independence, the probability of a joint 

event is just the product of the probabilities of the individual 

events. Then, from (5) and (7), we have 

3 2 1 4 
( [p (i)] [p (j)] [p (k)] [P (n)] 
(f f f s 
( 

P[{t};o,q] = ( 
( 
( 
( 

i-I 3 j -1 2 k-1 1 n 4 
[oq (l-q)] [oq (l-q)] [oq (l-q)] [1-o+oq ] 

where {t} represents the times {i,i,i,j,j,k;n,n,n,n}.4 By collecting 

terms we can simplify this expression: 

K T-K n 4 
P[{t};o,q] = [o(l-q)] q [1-1+ q ] (8) 

where T = 3i + 2j + k and K = 3 + 2 + 1 = 6 (the number of fail-

ures). Equation 8 is the likelihood function of the model described 

by Equation 2 and containing the data {t}. It may written as L(o,q). 

In general, with a population of size N we would have k persons 
1 

failing within Month 1, k within Month 2, ... , and k within Month 
2 n 

n; and M persons observed for n months without failing. For this 
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situation the likelihood function is 

K T-K n M 
L(r,q) = [rel-q)] q [l-r+rq] 

where K = E k, 
i 

B = E ik , 
i 

and H = N - K. 

(9) 

Equation 9 represents the probability of obtaining the given data 

{t} when Equation 2 represents the recidivism process. Since we have 

the data we can substitute specific values of rand q into (8) and 

find the probability of obtaining these data. If we change the values 

of rand q we can find the probability of obtaining the same data with 

the new values. In fact, we can vary rand q throughout their entire 

ranges (from 0 to 1 for both variables) and, for example, find the 

values of rand q for which the probability is highest, that is, for 

~lhich the likelihood function is a maximum. These values of rand q 

are called maximum likelihood estimates. 

One other point is worth noting from Equation 9. For this model 

all of the data are summarized into four statistics: K, the number of 

failures in the population under study; N, the total number in the 

population; T, the total number of months the failures were exposed 

before failing; and n, the number of months the (as yet) non-failures 

were out and observed. If these four statistics are given, the 

likelihood function (9) is completely specified. 
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In the numerical example giVon above, let us be more Specific and 

set i = 3 months, j = 4 months, k = 5 months and n = 24 months. That 

is, three pe~le fail in the third month, too in the fourth month, one 

in the fifth month, and the remaining four do not fail during the 

first too years of obserVation. In this caSe K, the total number of 

failures, is 6; N, the total Population under study, is 10; T, the 

total failure time, is 22; and n, the obserVation time for the (as 

yet) non-failures, is 24. The likelihood fUnction is thus given by 

6 16~4 4 L(o,q) = [o(l-q)] q (l-
o
+

oq 
) 

This equation is plotted against rand q in Figure 8-2. It appears to 

be bell-shaped, So it can be aproximated by a bivariate normal 

probability density function. This property is of great utility for 

statistical purposes because of the important role the normal distrib_ 

u tion plays in s ta tis tics. 11ooever, not all of the likelihood func-

tions generated by OUr model of the recidivism procass (3) have this property. 

Figures 8-3 and 8-4 depict likelihood fUnctions for too other sets 

of data. As in Figure 8-2 K = 6, N = 10, and T = 16. But in Figure 

B-3 Oe Used n = 18 mOnths and in Figure 8-4, n = 12 months. 
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Figure 8-2 Likelihood Function for T = 22, K = 6, N = 10, 
with Observation Time n = 24 months 
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Likelihood Function for T = 22, K = 6, N = 10, 
with Observation Time n = 12 months 
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I Figure 8-2 can be approximated quite closely by a two-dimensional 

I 
normal probability density function. This is generally true for 

likelihood functions that meet certain regularity conditions (Rohatgi, 

I 1975: 384). And this approximation is very useful for making con-

fidence statements about parameter estimates or for testing 

I hypotheses, since the normal distribution is tabulated and available 

I 
to researchers. In fact, Lloyd and Joe (1979) used this approximation 

to make confidence statements about their estimates and to test 

I hypotheses. 

Unfortunately, the probability distribution (3) does not always 

I meet the regularity conditions. s This does not necessarily mean that 

all likelihood functions based on this distribution cannot be approx-

I imated by a two-dimensional normal distribution. In fact, Figure 8-5 

I 
shows the magnitude of the error associated with this approximation 

for the likelihood function of Figure 8-2. As can be seen, the error 

I is quite small. 

The errors are considerably more significant if a normal approx-

I imation is used for the likelihood functions in Figures 8-3 and 8-4. 

I 
The errors associated with such approximations are shown in Figures 

8-6 and 8-7, respectively. This points out the need for care in 

I 
making the assumption that the likelihood function is asymptotically 

normal. 

I 
I 
I 
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Error Associated with Approximating Figure 8-4 
by a Normal Distribution 
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From Likelihood Function to Parameter Estimation 

When the likelihood function is unimodal and symmetric, as in 

Figure 8-2, one selects the best estimates for the parameters 0 and q 

by choosing the values at the modal value of the likelihood function. 

In such a case the three measures of central tendency __ mean, median, 

and mode give the same results. 

When we have an asymmetric likelihood fUnction as in Figure 8-4, 

however, the choice of best estimates is not quite so obvious. The 

values for 0 and q at the mean, median, and mode of the likelihood 

fUnction are all different. We therefore must be more specific about 

what we mean by the "best" estimate. 

One can, for example, define "best" as "most likely". That is, we 

can choose for our estimates the values of 0 and q at the maximum 

value of the likelihood function, as before -- hence, the term "max-

imum likelihod estimation". Conceptually, this estimation procedure 

is quite straightforward. Anyone of a variety of hill-climbing 

techniques can be used to find the values of 0 and q for which the 

likelihood fUnction is a maximum. 

But the maximum likelihood estimation procedure is not always 

indicated. 
Its use implies that the likelihood function has a local 

maximum within the feasible region (i.e., 0 ~ 0 ~ 1, 0 < q < 1). As 

we see from Figure 8-8, this is not always the case. 6 The likelihood 

function in Figure 8-8 does have a maximum in the feasible region, but 



j 

I 
I 
1 
'''"f-

~ 

~. 

~ 

~ 

~ 

~c 

~" 
[ 

l 
l 
l 
t1 

rL 

~ ! 

l I' , 

l 

22 

6 

to 

6 

" I 

156 

-"--- ----------.- .. :--~~--==-~~- ~- .. =~~-~~~~~-
- ------------

Figure 8-8 Likelihood Function for T = 22, K = 6, N = 10, 
with Observation Time n = 6 months 
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it is at the region's border, at I = 1. Since this is not a local 

maximum, it may not be the best estimate of I. 

For this case a more suitable measure of central tendency might be 

the mean. A Bayesian estimation technique can be used to calculate 

the mean values of I and q; see Maltz and Pollock (1981). Although 

this technique requires the specifications of the ~ priori probability 

distributions of I and q, the results are normally fairly stable over 

a wide range of prior distributions. 

A likelihood function can have a local maximum or it can have no 

local maximum, as discussed above. But it can also have more than one 

local maximum. In fact, bimodal likelihood functions crop up in 

cases of interest to us. Recall that we have discussed two related 

models: the split population model, in which only a fraction I of the 

population fails; and the mixed exponential model, in which all fail, 

but the population fraction fails at a more rapid rate than the pop-

ulation fraction 1-1. The cumulative distribution for the mixed 

exponential model is 7 

F(j) = 0 (l-q 
1 

j j 
) + (l-I)(l-q ) 

2 
(10) 

To show how a bimodal likelihood function results, let us assume 

that a local maximum of the likelihood function occurs at I = 0.42, 

q = 0.80 and q = 0.99. The symmetry of Equation 10 dictates that 
1 2 
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another local maximum (of equal matnitude) must occur at I = 0.58, 

q = 0.99 and q = 0.80. 
1 2 

A symmetrical bimodal likelihood function poses no major difficul-

ties. One merely looks at the region in which q < q , which when 
1 2 

added to the other constraints on I, q 
1 

and q , further delimits the 
2 

feasible region. However, for a mixture of two different distrib-

utions -- say, an exponential with a Weibull or lognormal or other 

distribution -- there would not be the same symmetry and other pro-

cedures would have to be employed. Fortunately, we do not have to 

worry about this added complication. 
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NOTES 

Although this assumption is not necessary for the exposition, it 

allows a reduction in the number of variables we have to consider. 

For the sake of convenience, we use one month as the basic time 

interval in this chapter. Then the variable p is the probability 

that an individual at large fails in any given month, given that 

the individual will eventually fail. 

Of course, we stop the numerical example here because in Month 3 

we would find 8.1 persons failing, which would be difficult to 

achieve in real l1·fe. Th f th 1 e purpose 0 e examp e is to give the 

reader an appreciation of the way the variable~ N, I, p, and q 

interact, and should not be slavishly followed . 

Depending upon the way the problem is structured, there may be a 
(N) 

constant multiplying the likelihood function, equal to (K), where 

N is the size of the population and K is the number of failures. 

See Stollmack (1979) and Maltz, McCleary and Pollock (1979) for a 

discussion of this p01·nt. How h th h ever, weer or not t e constant is 

included does not affect the results of this section. 
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5. One of the regularity conditions is that F(~) = 1. For our model 

of the process (3) we see that F(~) = 0 < 1. 

6. Figure 8-8 is the likelihood function for the same numerical 

example discussed previously, except that the non-failures are 

observed for only six months, so n = 6. Thus it is not a 

"pathological" case, but is entirely realistic. 

7. We use the discrete version of the mixed exponential model here; 

the argument applies to the continuous model as well. 
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CHAPTER 9 

APPLYING THE METHODS 

In this "hapter we report on applications of the methods described 

in Chapter 8 to data sets which had been analyzed previously using 

other techniques. The data are from studies undertaken by the 11-

linois and North Carolina departments of corrections, the United 

States Parole Commission, and the United States Bureau of Prisons. In 

addition, parole data were obtained for 32 states from the Uniform 

Parole Reporting Program. These applications show different aspects 

of the methods, and demonstrate their applicability and their 

limitations. 

Comparing Models: Illinois Data 

One concern of the analyst is to determine which model of the 

process appears to be the most appropriate. In the paper in which we 

introduced the split-population model in a correctional context (Maltz 

and McCleary, 1977), we illustrated this use by applying it to a 

cohort of 257 Illinois parolees. This cohort has since been analyzed 

using other models of the recidivism process. Harris and Moitra 

(1978) used a Weibull model. Harris, Kaylan and Maltz (1979) used a 

mixed exponential model, and Bloom (1978) used a more complex model. 1 

161 
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The models and parameters (found using maximum likelihood estimation) 

are given in Table 9-1. Figure 9-1 depicts the associate failure 

distribution curves these models generated, superimposed on the data. 

These models can be compared in two ways, graphically and using a 

standard goodness of fit test. 

As can be seen from the figure, it would be difficult to select 

one model of the recidivism process over another in terms of its 

"eyeball" fit to the data. For example, the split population model 

and Bloom's model (Models 1 and 4) are essentially indistinguishable 

from one another. Both provide excellent fits to the data in the 

later months. The Weibull model (Model 3) provides a better fit than 

these in the earlier months but diverges strongly in the later months. 

The mixed exponential (Model 2) provides the best overall fit to the 

data, but does not fit as well in the later months as do the first two 

models. 

"Eyeballing" to see which model fits best does have its advan­

tages. One can take into account slight differences that more formal 

(quantitative) model selection techniques would miss. One can also 

include complex or subtle selection criteria that may defy quantifica-

tion. Furthermore, it furnishes some insight into what one should use 

for criteria in developing formal techniques. 2 But by itself eyebal-

ling is not really a suitable technique. The findings are not neces-

sarily replicable over time, nor are they likely to be the same for 
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I 
I 
I 
I 
I 
,I 
I 
I 
I 
I 
I 
I 
I 

I 
I 
i 
I 

Modell. 

Hodel 2. 

Model 3. 

---------

163 

Table 9-1 Four Models of Recidivism Compared to Data 
for 257 Illinois Parolees 

Split population exponential distribution: P(t). y(l-exp(-¢t» 

Mixed exponential dsitribution: F(t) - y(l-eXP(-¢lt» + (1-Y)(1-exp(~2t) 

Weibull distribution: F(t). 1-exp(-(t/n)B) 

Model 4. Doubl~ exponential distribution: P(t) .. l-exp(-(b/c)(l-exp(-ct») 

Hodel Parameter estimates 

1 y • 0.4247 ~ . 0.2075 

2 Y -.0.5411 ~1 • 0.2942 ~2 • 0.0090 
3 B • 0.44 n • 64.39 

4 b • 0.101 c • 0.178 

Time Actual number Forecast number of failures 
interval failing during Model 1 Model 2 Model 3 Model 4 (.clnths) that interval 

o - 0.5 I 29 10.756 18.737 28.592 12.122 
0.5 - 1 15 9.696 14.485 9.407 10.589 . 

1 - 2 9 16.620 20.005 12.146 17.457 
2 - 3 8 13.506 12.305 . 8.586 13.607 
3 - 4 9 10.975 7.817 6.821 10.730 
4 - 5 6 8.918 .5.198 5.728 8.543 
5 - 6 5 7.247 3.668 4.971 6.858 
6 - 7 5 5.889 2.772 4.410 5.543 
7 - 8 3 } 5 8.675 4.177 7.598 8.185 8 - 9 2 
9 -10 2 } 5 5.728 3.374 6.428 5.500 10 -11 3 

11 -12 3 
12 -13 0 5 6.280 5.995 10.548 6.310 13 -14 0 
14 -15 2 
15 -16 2 
16 -17 2 
17 -18 0 
18 -19 0 7 3.720 9.717 13.986 4.183 
19 -20 0 
20 -21 0 
21 -22 3 
Over 22 149 148.988 148.151·: 137.779 147.373 

Value of chi-square 6tatistic 46.53 17.65 13.50 36.81 

Degrees of freedom 10 9 10 10 

Significance level ~ O.S 4.2 19.8 < 0.5 
........... 

-~~ +-

, 
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different people. Furthermore, one cannot use it to determine how 

much better one model is than another. 

For these reasons a quantitative measure, the chi-squared goodness 

of fit test, (e.g., Bury, 1975: 196) was applied to all four models. 

The results are given in Table 9-1. As can be seen, the Weibull model 

(Model 3) fits the data best according to this test. However, this 

may not be the appropriate test to use for models such as these. 3 

The purpose of these models is to estimate into the future, to 

project how many people will eventually fail over a period of time, 

and is not to achieve the best fit to the known data. For example, 

the dashed lines in Figure 9-2 represent the projection of these 

models out to 36 months. It would benefit the model selection process 

greatly to find out how many members of the cohort actually failed 

over the ensuing fourteen months, and thus have a measure of the 

models' relative forecasting abilities. Unfortunately, this informa­

tion is not available. 

Another strategy is to use only the first few months of data 

(e.g., 12) for the initial projection, then see how well the rest of 

the curve fits the data. Or alternatively, one can estimate the model 

parameters using varying amounts of data to see how stable the 

estimates are as more data are used for estimation. This was done 

using the split population model (Maltz and McCleary, 1977; Miley, 

1979; Maltz and McCleary, 1979). Figures 9-3 and 9-4 show the 

estimates 4 of r and a based on two through 24 months of data. 
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Comparing Models: North Carolina Data 

Another aspect of model validation was brought out in our analysis 

of data from the North Carolina Department of Corrections, previously 

studied by Witte and Schmidt (1977). They used a truncated lognormal 

model of recidivism to fit the data. 

We compared the lognormal model to the split population and mixed 

exponential models in the analysis of this data set. s Figure 9-5 

depicts the North Carolina data and the curves generated by the models 

(using the parameters that maximized the likelihood functions). The 

parameters and chi-squared statistics for both models are given in 

Table 9-2. As can be seen, both the split-population and mixed ex­

ponential models provide better fits than does the lognormal model. 

It is interesting to compare the parameters for the split­

population and mixed exponential models, for both the Illinois data 

(Table 9-1) and the North Carolina data (Table 9-2). Recall that both 

models assume that all individuals fail according to one of two (con­

stant) failure rates, but for the split population model one of the 

failure rates is zero. 

For the Illinois data the parameters for the two models are quite 

different, whereas they are strikingly similar for the Nor'~ Carolina 

data. That is, for the Illinois data the fraction subject to r~pid 

failure is 42 percent for the split-population model, but 54 percent 

for the mixed exponential model; and the rate at which this fraction 

fails is 21 percent per month and 30 percent per mouth, respectively. 
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Table 9-2 Three Models of Recidivism Compared to Data 
for 649 North Carolina Prison Releasees 

Hodel 1. ~p~it population exponential diatribution: pet) - Y(l-exp(~t» 

Model 2. Mixed exponential diatribution: F(t)wy(l-axp(~lt»+(I-y)(l-exp(~lt» 
1 ltip(~(1n y -~)2) dy/y 

Hodel 3. Lognor..l diatribution: pet) - ~ j- 0 
0 

Hodel ParaMeter eatimatea 

1 y - 0.7329 ~ - 0.09773 

2 Y - 0.7127 +1 • 0.1022 +1 • 0.00142 

3 ~ . 2.6068 0 1 - 1. 9293 

~ Time Actual number Forecast number of failures 
interval failing during Hodel 1 Hodel 2 Hodel 3 (lIOntha) tha t interval 

o -' 1 32 43.737 44.630 19.230 
1 - 2 45 39.665 40,320 34.614 
2 - 3 30 35.972 36.429 35.255 
3 - 4 27 32.623 32.916 32.691 
4 - 5 45 29.586 29.744 29.486 
5 - 6 2e 26.830 26.880 27.563 
6 - 7 24 24.333 24.294 24.358 
7 - 8 27 22.067 21.959 22.435 
8 - 9 23 20. 13 19.851 20.512 
9 - 10 20 18.149 17.948 18.589 

110 - 11 22 16.459 16.229 17.307 
11 - 12 8 14.927 1l1.678 16.025 
12 - 13 14 } 26 25.814 25.289 28.204 13 - 14 12 
14 - 15 13 } 24 21.231 20.709 24.358 
15 - 16 11 
16 - 17 3 } 12 17.461 16.975 21. 794 17 - 18 9 
18 - 19 7 } n 14.361 13.!l30 18.589 
19 - 20 5 " 

20 - 21 2 } 5 11.812 11.448 16.666 21 - 22 3 
22 - 23 8 } 15 9.714 9.425 15.384 23 - 24 7 
24 - 25 4 } 9 7.990 7.775 12.820 
25 - ~6 5 
26 - 27 3 } 7 6. 71 6.430 12.179 27 - 28 4 
28 - 29 1 } 5 5.405 5.333 10.897 29 - 30 4 
30 - 31 1 } 2 4.445 4.439 10.256 31 - 32 1 
32 - 33 3 ) 3 3.656 3.710 8.974 33 - 34 0 
34 - 35 1 ) 3 3.007 3.115 8.333 35 - 36 2 
36 - 37 

, 
0 

37 - 38 3 3 4.507 4.864 14.743 38 - 39 0 
39 - 40 0 
40 - 41 3 
41 - 42 1 5 3.049 3.559 12.820 42 - 43 1 
43 - 44 0 
44 - 45 1 
45 - 46 0 3 1.620 2,081 10.89'7 
46 - 47 2 
Over 47 176 75.997 176.040 116.021 

~ 

Value of cbi-aquar~ atatiatic 34.842 31.441 114.686 

Degreea of freedom 26 2.5 26 

I 
I 

172 

I We can contrast this with the parameter estimates for the North 

I Carolina data. The fraction subject to rapid failure is 73 percent 

and 71 percent, res~ectively, for the two models; and the rate at 

I which this fraction fails is 9.7 percent per month and 10.2 percent 

per month, respectively. Thus, for the North Carolina data there is 

I hardly any difference between the two models; in fact, projecting 

I 
these two models out to 72 months results in only a one percent dif-

ference between them. 

I We see, then, that the split popUlation model cannot be applied 

unthinkingly to all data sets. 6 However, one can learn a good deal 

I about the model's applicability by using it to study a variety of 

I 
cohorts. The next two sections describe its application to cohorts 

provided by the U.S. Parole Commission and the U.S. Bureau of Prisons. 

I 
Forecasting Failure: U.S. Parole Commission Data 

I Shortly after we began our research on recidivism we met with the 

Research Unit of the U.S. Parole Commission. They had just c.ompleted 

a siX-year follow-up study of 1806 federal parolees released in 1970 

(Hoffman & Stone-Meierhoefer, 1977). Their data allowed us to put our 

methods to a rigorous test of their extrapolation ability. The 

Research Unit sent us data, but not all at once. Instead, we used the 

following arm's-length procedure. 
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We were sent data on failures 7 during the first six months of 

follow-up for four cohorts: "very good risks", "good risks", "fair 

risks", a.nd "poor risks". An individual's risk level was estimated 

i using tht~ "Salient Factor Score" (Hoffman and Beck, 1974), a score 

I 
based on the individual's prior criminality, education, employment and 

personal characteristics. Scores can range from zero to eleven 

(Figure 9-6). Very good risks were those with salient factor scores 

between 9 and 11; good risks, 6-8; fair risks, 4-5; and poor risks, 

0-3. Based on the first six months of data we estimated the two 

parameters of the split population model for each risk grClup, and 

calculated the expected cumulative number of feilures every six months 

over the remaining five and one-half years. s 

This arm's-length procedure of data analysis was repeated twice. 

I That is, failure data for months 7-12 were made available to us, based 

on which we made new estimates; and again for months 13-18. Following 

I this we were given the data for the entire six years so that we could 

compare our predictions with the actual number of failures. 

The data were not entirely accurate because of the computation 

I method used to calculate the time to failure. The number of months to 

failure was calculated by subtracting the month of release from the 

·Ii ,~ 

failure month. This procedure does not produce the correct number of 

I 
months at all times. Consider a person who is released on January 31 

and fails one dar later: he would be recorded as being out one month 

I 
before failing. Then consider a person who is released on January 1 

I 
I 

~'. 
! 

I 
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CAM Nurv &Kisln Numm 

lIemA •••••••••••••••••••••.•••••.••••••••• " ••••••.•••••••••.••••••••••.•••.••••.•. 0 
No prior (OO,victioru (adult or jUYeniLe) • 2 
One or two prior con viw!)cu • 1 

Item ;~ ~. ~~~. ~~~ .~~~~.: ••••••••.••••.••••.••.••• " •••••.••••..•.•.••.. 0 
No plior inca.iU'ratioru (adult or jUYeniLe) • !' 
One or two prior incarcerations. 1 

Item ;~~~. ~~~ ~~~ .~~.~~~.~~ •••••.•••••••••••••••.•••.••••••...•...•.•.. 0 
Age al ursl cornmil.l1lenl (adull or juvenile): 18 yean or 01d':1' • 1 

Item :~~~.~.~ •••.••.•..••.••••.•..•..•••••.•••.••...•..•••.••....•......•....... 0 
Umuniunem oCferue did nol involve aute theft " 1 

Item :~~~~.~.~ ..•.•......•.••.••.•.•.•.•...••..•.•...•.•.•.• : ••................. 0 
Never had parole revoked or been oornmilted for a new ofCmse while on parole" I 

Item FO~~~~~ ~. ~ ••••.••...•..•.•.•.•..••••••.••••...•.•..•.•...••..•.••........... 0 
No hislory of heroin. coc:£inc:. or barbill1r.lte dependence = I 

Item g~~r::.~~.~. ~ ........ .,." ., .................................................... 0 
H.u complelt.'d 12th gracit' or rea:h~ CEO a ! 

Item ~~~~~~. ~. ~ ••.....•..•.••••.•••.•••••.•.•.•. " ••••••...•.••.•••.••.•..•..•... 0 
Verified emp1oyme11l (or fulJ·ul"Ot' school attendance) for a lotal of illleiUL 6 months during the 

!.lSI 2 yean in the communiry • I 

Item IO~~~~.~.~ .................................................................. 0 
Rcleale plouJ to live with spouse and/or childrm • I 

TOT:th:c::: ::() .••...••.•.•••....•••••..•..•.•.••.•..••.........•.••••............ 0 

Figure 9-6 Salient Factor Score Sheet 
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and fails thirty days later: he would be recorded as being out ~ 

months before failing. Therefore, certain inaccuracies were present. I 
Figures 9-7 to 9-10 show the forecasts we provided. 8 The top curve 

in each of these figures shows the estimates out to six years using I 

I 
six months of data; the middle curve, 12 months; the bottom curve, 18 

I months. The actual datR are represented by circles; the estimate is 

represented by a solid line; and the one-standard-deviation bounds on I 
the estimate are represen~ed by + symbols. As can be seen, the actual 

I experience of the very good, good, and fair risk cohorts are all I 
within one standard deviation of the estimates at 72 months. The 

I ,I estimator does not do as well for the poor-risk cohort; the twelve-

J 
and eighteen-month estimates fall well below the actual data. 1 

To some extent, the relatively poor fit in the case of the "poor-

I risk" cohort points out the limits of applicability of the split-

population model. This result might have been anticipated. Recall 

~ I,. that in the split-population model we assume that one segment of the I 

I 
population will be rehabilitated, that this segment will revert to an 

I "ambient" failure rate of zero. However, it appears that the poor-

I risk cohort is comprised of such poor risks that their ambient failure 1 
rate cannot be assumed to be zero, as is the case with the better-risk 

I cohorts. 1 

I 1 
I 1 

I 1 

I I, 
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Towards a Covariance Model 

In 1977 the U.S. Bureau of Prisons published the results of an 

eighteen-year follow-up study of federal prisoners released in 1956 

(Kitchener, Schmidt and Glaser, 1977). The original sample selected 

in 1958 was of 1015 subjects, a ten percent sample of the 1956 male 

releasees. The Research Division of the Bureau of Prisons was able to 

obtain follow-up data on over ninety percent of this sample through 

the end of 1974. The cumulative number of failures was calculated for 

this cohort over the entire follow-up period, and turned out to be 

very consistent with the split-population model (Figure 7-5). 

A failure was operationally defined as someone returned to prison 

as a parole violator or receiving any new sentence for a felony or 

felony-like offense (R). Other operational definitions were also 
V 

employed, but seemed to make little difference (Kitchener et aI, 1977: 

11) . 

The data included many variables describing each individual's 

criminal, educational, employment, and personal history. From this 

information we were able to estimate the salient factor score (Figure 

9-6) for each individual. We then considered all individuals with the 

same salient factor score to be in separate subgroups -- twelve in all 

-- and 8stimated the two parameters of the split-population model for 

each subgroup, as well as their covariances . 
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State-to-State Variation: Uniform Parole Reports 

As an additional application of these techniques, data on parolees 

were obtained from the Uniform Parole Reporting Program, for thirty 

states, Puerto Rico and the District of Columbia. For each state the 

data contained the first change in disposition (e.g., discharge, 

arrest) for each individual in a cohort of people placed on parole in 

1976. Each state used a follow-up time of one year for these pa-

I rolees. Not all of the parolees were followed up for the full year: 

I 
some were discharged before the end of a year, so track was lost of 

them; and others died before the full year was up. Thus, these indi-

1 viduals had follow-up times of less than one year. 

Figure 9-12 shows a typical data sheet for a state. Note that 

1 there are seven different disposition categories: 

1 
o Discharged 

o Returned to prison for a technical violation -- no new convic-

1 
tions and not in lieu of prosecution 

o Returned to prison for a technical violation -- new minor or 

1 lesser conviction(s) or in lieu of prosecution 

o Returned to prison for " technical violation -- in lieu of 

I prosecution for new major offense(s) 

I 
o Returned to prison no violation 

o Recommitted to prison with new major conviction(s) 

o Death 

I 

---------

I 
I 
I 
I, 

I 
I 
I 
I 
I 
I 

M:iNTHS 

184 
Q0W PCT tDISCHARG RET-NO C RET MI'" CCl pcr tEO ' ' -" RET-IN L RET-NO V RF.COMMlT DE4TH 

1 1 IO~'NO LU IN lIr.U lEU MAJ rOLATION -N~W ~AJ 

-------I-------l-----~-- ~ 3 ~ 4 1 5 1 6 I 7 I 
o r 1 I 0 1-------- --------[--------1--------1--------1 

THt.N ONE .1 81.5- I 0.0 1 0 0 1 0 1 . 0 I 1 1 0 1 
1 6.0 I 0.0 I o:g ~ g:g ~ 0.0 I 12.5 I u.o 1 

lESS 

FOU~ 

F lYE 

SIX 

SE YEN 

EIGHT 

NINE 

TEN 

El EY eN 

TWELVE 

-1----.. ---1-------1--------1----.:.--- _ 0.0 I 2.1 I 0.0 1 1 I 3 I 5 I 1 -------1--------1--------1 

I 23.1 I 38.5 I 1 ~: 7 ~ I 0 1 2 [ 1 I 
1 2.6 I 17.9 I 20:0 I lOO:O ~ 0.0 1 15.4 1 7.7 I 

-1--------1--------1--------1-------- 0.0 I 4.2 1 33.3 I 2 I 4 1 5! 1--------1--------1--------1 

1 36.4 I 45.5 1 0 ~ 1 0 I 0 [ 2 1 0 I 
1 3.4 1 17.9 1 O·v ~ g.g 1 0.0 t 18.2 I 0.0 J 

-1--------1------- T • 1 • ! 0.0 I 4.2 I 0.0 I 
3 I 2 I 3 -j-------- --------I--------I---~----I--------1 

1 25.0 1 37.5 1 12; i 0 1 0 1 2 I 0 I I 1.7 1 lO.7 I 20:0 I g:g ~ g.g I 25.0 J 0.0 I 
-I--------i--------l--------I--------I- • ! 4.2 ! V.O r 4 r 2 1 6 1 0 1 ------1-------- 1--------1 

I 16.7 1 50.0 1 0 0 0 1 0 I 4 r 0 I 
1 1.7 I 21.4 I 0:0 ~ g:g : g.g I 33.3 I 0.0 I 

-1--------1-------1---------1--------1 • II 8.3 I 0.0 I 5 r 6 1 1 1 1 t 0 I-----~-- --------1--------1 
I 42.9 I 7.1 1 7.1 I 0.0 [ Dot 6 1 0 J 
1 5.2 I 3.6 r 20 0 1 0 0 • I 42.9, I 0.0 I 

_I ________ I ________ I ____ ~ __ I---~---r---o.o I 12.5 I 0.0 I 
6 1 7 1 2 I 0 I -----[--------1--------1 

1 41.2 1 11.8 I 0 0 I CJ I 1 I 7 I 0 I 
I 6.0 1 7.1 I 0:0: g:g : 10~·b I 41.2 I 0.0 I 

-1--------1------J------I------~,- _ • I 14.6 I 0.0 I 
7 I 11 I 1 r 1 -------1--------1--------1 

I 13.9 t 4.3 I 4 i ~ 0 g i 0 I 4 1 0 [ 
I 14.1 I 3.0 I 20:0 I 0·0 0.0 I 11.4 I 0.0 I 

-1--------1-------1--------1----. r 0.0 1 8.3 I 0.0 1 
8 I 19 1 1 lOr -~--i--------!--------I--------I 

, J 16.0 I 4.0 too I 0 0 ,- 4 I 1 I 
I 16.4 ( 3.6 I 0·0 I o·g ~ 0.0 I 16.0 1 4.0 I 

--------1--------[--------1----:-- • 0.0 I 8.3 J 33.3 1 
9 1 lOll I 1 -~-----~i-----~-~--------I-------I 

t 52.6 I 5.3 1 5.3 I 0 0 - - - ---- 7 I 0 I 
I 8.6 I 3.6 I 20 0 I 0·0 I 0.0 I 36.8 I 0.0 I 

-1--------1------ I • 1 • I 0.0 I 14.6 t 0.0 1 - -------- -,---- I I 10 1 11 III 0 ,-,::--:.:"---===-- --------1--------1 
1733 I I 0 I 0 I 3 r 0 I 
r 9:5 1 ~:! ~ g:g ~ g.~ ~ .0.0 I 20.0 r 0.0 I 

-1--------1--------1--------1----:--- 0.0 I 6.3 I 0.0 1 11 I 12 r 2 I 1------1------1--------1 
I 15 0 I 0 [ 0 I 2 r 0 1 
1 10:~ ~ li:i ~ g:g ~ g.g I 0.0 I 12.5 I 0.0 I 

-1--------[--------1--------1----:--- 1_ 0.0 I 4.2 r 0.0 I 
l2 r 16 I 0 I I ------- I --------1------- I 

I 16.2 I 0 0 0 I 0 I 0, 1, 4 I 1 I 
1 13.8 I 0:0 ~ g:g i g:g ~ 0.0 r 19.0 I 4.8 I 

-1-------1--------1-------,-1------- 0.0 I 8.3 I 33.3 I 
COLUMN 116 28 I~------I-------I-----I 

TOTAL 5 
5 1 1 48 3 

1.4 13.9 2 5 0 5 0 5 • • • 23.8 1.5 

Rtw CHI SuUA~E ~ 106.10062 ~ITH 
CPAMER'S V. 0.29671 

72 DEGREES CF FREEDOM. SIGNIFICANCE or 0.0040 

CONTINGENCY COEFF1CI~NT K 0.58792 

ROW 
TOTAL 

8 
4.0 

13 
6.4 

11 
5.4 

8 
4.0 

12 
5.9 

l4 
6.<) 

17 
8.4 

23 
11.4 

25 
12.4 

19 
9.4 

15 
7.4 

16 
7.9 

21 
10.4 

202 
100.0 

LAMBOA (ASYMMETRIC). 0.06215 WITH MONTHS 
LAMBDA (SYMMETRIC). 0.01224 

DEPENDENT. • 0.09302 WITH REHOV DEPENDENT. 

UNCEPTAINTY COEFFICIENT (ASYMMETRIC) • 
UNCEPTAINTY COEFFICIENT (SYM~ETRrCI. oOi~~~;q WITH MONTHS 

DEPENDENT. • 0.19206 WITH REMS 

KENDALL'S TAU B • -0.16643. SIGNIFICA~CE. 0.0017 
KEND~ll'S TAU C • -0.14307. SIGNIFICANCE· 0.0011 
GtMMA • -0.22220 
SOME~S:S D (ASYMMETRIC) • -0.20657 WITH MONTHS 
SOME,S S D ( SYMMETRIC) • -0.16262 
ETA· 0.35713 WITH MONTHS DEPENDENT 
PEAPSDN'S R --0.09576 SIGNIFICANCE. ·0.0816 

DEPENDENT. • -0.13408 WITH REMOV 

0.zi215 WITHREMO-V- _. DEP'ENDENT.-• 

DEPE NDr N 

I 'NUI',BER OF I'ISSING OBSERVATIONS· 339 Figure 9-12 UPR Data for a State 



I 
I 
I 
I 
1 
I 
[ 

[ 

L 

I 

185 

For the purposes of our analysis we used R as the operational 

V 
definition of recidivism. The categories "discharge" and "death II were 

lumped together into one category (those who had not failed when track 

was lost o~ them), and the remaining five dispositions formed the 

failure category. 
For the cohort of Figure 9-12, then, we see that 

one parolee failed in the same month that he was released, nine failed 

in the first month after release, etc. In addition, seven parolees 

were observed for less than one month (without failing) before track 

was lost of them, four parolees were dropped from the cohort (without 

having failed) in the first month following their parole, etc. 

New dispositions were recorded for 541 persons. In addition, 339 

persons in the cohort had no change in their dispositions when the 

one-year follow-up period was completed. 
We can therefore consider 

them as having been lost track of after twelve months, and add them to 

the seventeen who dropped out of the cohort in the twelfth month. 

Table 9-3 lists the data for every state. 

Likelihood fUnctions were generated for each of these cohorts. 

They are depicted in Appendix B. As can be seen, in a number of cases 

there is no local maximum -- Delaware, Ohio, Puerto Rico, South Car-

olina, South Dakota, Wyoming and Utah -- in others there is a fairly 

well-defined maximum -- Florida, Illinois, Kansas, Kentucky, Missouri, 

Nebraska, New Jersey, New Mexico, New York, Pennsylvania, Texas, 

Wisconsin and Virginia -- and in the remaining states there is a 

ma~imum but it is not very well-defined. 

.. 
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The variations we note here in no way reflect on the quality of 

the data or on the nature of the parole process in the states. They 

may be caused by differences in the parole or correctional agencies' 

policies or structure; they may reflect differences in parolee charac-

teristics; they may reflect differences in the way data were reported 

to the UPR Program. The lack of a well-defined maximum may mean that 

the sample size is too small; it may mean that a longer observation 

time is needed; or it may mean that the split-population model is 

I inappropriate. 

Figure 9-13 is a plot of the maximum likelihood estimates of 0 

(the fraction of the cohort expected to fail eventually) and q (the 

proportion of to-be failures who survive to the next month) for the 

likelihood functions having local maxima (i.e., excepting states 

I without local maxima). The values are given in Table 9-4, along with 

lower bound estimates of the parameters' standard deviations. These 

I "standard deviations" are useful in those cases where the maximum is 

well-defined, since the likelihood functions closely resemble 

bivariate normal distributions. In such cases normal statistical 

I tests, such as the ones proposed by Lloyd and Joe (1979) are ap-

propriate and accurate. 

I The estimates of tne standard deviation become less and less 

I 
appropriate and accurate as the maximum becomes less and and less 

well-defined, especially for 0 -- the variation in the q direction 

I 
I 
I 
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I ~ Table 9-4 Maximum Likelihood Estimates of 0' and q for 0.8 I l , , I 

States, Using UPR Data 

i i 
0 DC 

Y a I State -.:J.. q 
~ I 0.7 

AL 0.393 0.256 0.952 0.040 

I AK 0.233 0.102 0.799 0.129 I no local maximum DE 
0.6 GG/\ 

I DC 0.727 1. 274 0.980 0.040 I FL 0.120 0.010 0.870 "0.017 
GA 6.600 1 .026 0.979 0.040 . I J 10 0.174 0.060· 0.896 0.057 0.5 - 1L 0.179 0.011 0.855 0.015 ~ 

I 1A 0.326 0.089 0.914 0.037 I 0.241 0.016 0.798 0.020 KS 

~U ~ 1 KY 0.198 0.016 0.849 0.019 ] ®ME 
ME 0.407 0.237 0.957 0.031 0.4 - AL0 -

Ntl Q I M1 0.421 0.126 0.940 0.025 J MO 0.175 0.023 0.765 0.040 
<:) 1/\ 

NE 0.183 0.032 0.834 0.044 G ~JV 1 NH no local maximum ] 0.3 - -
NJ 0.140 0.009 0.760 0.020 

KS I NM 0.371 0.066 0.901 0.028 1 Q (i) TX 8AK NY 0.218 0.044 0.880 0.040 KY <::t~ Y 

l NO 0.035 0.023 0.808 O. 173 
0.2 e \,:1 -i 

I-
® 

0 MO NEG 1L ~ <:) OH no local maximum 
(i) V fI ID 

I PA 0.108 0.030 0.941 0.023 I NJQ 
PR no 1 oca 1 maximum FLQ 

PA 0 - SC no local maximum 0.1 -
I. I ®Ttl SO no local maximum 

TN 0.073 0.038 0.943 0.040 

I tm 0 I TX 0.236 0.028 0.928 0.012 
~ I I r 

UT no local maximum 0 
0.80 0.85 0.90 0.95 1.0 

1. 
0.70 0.75 

VA 0.155 0.012 C.861 0.018 I q 

0.310 0.581 0.975 0.054 WV 
Figure 9-13 Maximum Likelihood Estimates of 0' and q for 

I WI 0.189 0.052 0.915 0.035 I States, Using UPR Data 
WY no local maximum 
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appears to more closely resemble a nor~al (or at worst a beta) parameter (the second failure rate) can be . 1 d 
mlS ea ing. For example, I 

distribution. I 
would expect the split population model to be a better predictor in 

Figure 9-2 than the mixed exponential model. 

Summary A suitable means of testing models does not yet exist. The chi-

From the variety of applications that we have presented, it squared goodness of fit test, which is the one used most often, does 

I should be clear that no absolute statements can be made about specific not test for predictive b'l't a l ~ Y of models but for closeness to the 

I 
models of the recidivism process. No one model is clearly superior 

for all cohorts, nor is there any simple test to use to select the 

data. 

I best model. 

One can, however, make certain generalizations about model selec-

I tion and testing. First, the split population model seems to be the I 
best one to use initially. Although there are models with better 

I I overall fits to the existing data, this model may be better for 

forecasting than it is for curve-fitting. In addition, it is a simple I 
model for which maximum likelihood estimates of the parameters can 

1 of tea be found graphically, when the observation time is the same for I 
all non-failures. Knowing the values of K, T, N, and n (see Chapter 8 

I I for their definitions), one can obtain estimates of 0 and q 

1 
graphically. I 

Second, the mixed exponential is another useful model. But it may 

I be best to apply this model only in cases where the empirical distrib- I 
ution of failures seems to be asymptotic to a sloped line (as in 

1 Figure 9-10) rather than a horizontal line. Otherwise the extra 

1 I 

1 I 

I, I 
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CHAPTER 10 

CONCLUSION AND FUTURE RESEARCH 

This research has attempted to clarify the the concept of re-

cidivism, to make its definition and its analysis more precise, 

first half of the report addressed the definitional problem, and 

The 

resulted in the development of a preliminary taxonomy of recidivism 

definitions so that studies using dissimilar definitions would not be 

considered comparable, 

But resolving the definitional problem will not by itself resolve 

the issue of comparability of recidivism statistics across jurisdic­

tions. Each state is sui generis: A state which places ten percent 

of its convicted offenders on probation cannot be compared directly 

with one that places thirty percent on probation. A state with over-

crowded prisons, in which the parole board and parole officers are 

urged to keep people on the street if at all possible, cannot be 

compared directly with a state that is closing prisons, A state with 

determinate sentencing cannot be compared directly with a state with 

indeterminate sentencing. And variations in recidivism statistics may 

be even greater between urban and rural jurisdictions within a state 

than between states. In other words, one should be extremely careful 

before making inferences based on raw recidivism rates, notwithstand-
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ing the use of the same definition of 'd 
reCl ivism and of appropriate 

analytic techniques. 

This should not be t k 
a en as a recommendation for a total proscrip-

tion against the Use of 'd" 
reCl lVlsm as a measure of correctional effec-

tiveness. Car f 11 d ' d 
e u Y eSlgne experiments (and quasi-experiments) will 

still be useful in making limited inferen~es about 
~ programs. And the 

applications suggested at the end of Chapter 3 and described in Chap-

ter 9 will shed a great deal of light on the nature of offender 

behavior and the criminal justice system's response to it. But blan­

ket statements about programs or states, so aVidly sought by Some 

journalists and policy-makers, 1 b 
can rare y e gleaned from the data and 

will usually be misleading. 

The methods of analysis descr;bed d 1 
~ an app ied in Chapters 7 to 9 

are not yet complete. W h 'd 
eave galne a great deal of experience in 

testing them using almost forty data sets, and have learned of some of 

the limitations of the methods and the d 1 
mo e s on which they are based. 

We intend to address these limitations in subsequent researh. 

We plan to continue h ' 
our researc In the following four directions: 

developing criteria for model selection, developing confidence in-

tervals for the model parameters, developing covariate models, and 

investigating other models of recidivism. 



j 

.1 

1 
] 

1 
1 
1. 
1 
1 
1 

197 

Model Selection 

in Chapters 7 and 9 show the The discussions of model selection 

limitations of the standard chi-square goodness-of-fit test in select-

ing the appropriate process model. Two alternative selection criteria 

d · Chapter 9 both based were suggeste 1n , on withholding later data and 

to f orecast results from them. attempting 
4 it In Figures 9-3 and 9-

d 'd not change greatly even h Parameter estimates 1 was shown how t e 

t' e This was d only a six-month follow-up 1m. the Illinois cohort ha 

if 

our or ~ginal paper (Maltz and suggested in .L 

McCleary, 1977) and elab-

(Miley, 1978; Maltz and McCleary, 1978). orated on subsequently 

be developed based on such a Criteria for selection of models can 

We intend to investigate procedure. this possibility by generating 

estimates of parameters 1 than the split population for other mode s 

model for the data sets analyzed herein. 

1 selection could be based on the A more useful criterion for mode 

the future number of failures, as ability of each model to forecast 

shown in Fiqures 9-7 to 9-10. h data sets made We intend to employ t e 

h ' exercise as well. available us in t 1S Although the model with the 

h t con-11 probably be the one with t e mos best forecasting ability wi 

d 1 selection may have estimates, our method of mo e sistent parameter 

advantages over the other. 1 methods more fully, We intend to exp ore 

rigorous tests of forecast quality with the expectation of developing 

for use in model selection. 

198 

Significance Tests and Confidence Intervals 

I Moments of the likelih00d fUnction of Equation 8-9 (and its 

variants) cannot always be used to develop confidence statements about 

I the parameter estimates, because the likelihood function is not always 

I 
distributed (nearly) normally. It is not presently clear under what 

conditions moments can be used, We intend to focus our attention on 

I 
this problem in the forthcoming year. 

Bayesian techniques have been used to overcome this problem (Maltz 

I and Pollock, 1981) bJt they introduce other problems. In particular, 

I 
they require that one specify a prior state of knowledge about the 

parameters, which in many cases can only be guessed at. Since this 

1 
prior information is incorporated into the Bayesian estimation pro-

cedure, the resultant parameter estimates and confidence intervals can 

be faulted for having been based on guesswork. However, it may be 

that the results are largely insensitive to variations in the prior 

state of knowledge. This is an area we intend to explore more fully. 

L Covariate Models 

In true experiments, the unit of analysis is the group. Expe-

rimental and control groups are selected in such a way (ma~ching, 

1 randomizing) as to be equivalent, so that the treatment is the only 

I 
factor which can lead to different outcomes. But this is rarely the 

case in correctional program evaluations, so the two groups are more 

I 
I 
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often than not dissimilar. Covariate models attempt to compensate for 

such dissimilarities by using the individual (or group of individuals 

with common characteristics) as the unit of analysis. Relevant 

characteristics of the individual are incorporated in the model 

e.g.) age at first arrest, number of prior convictions, etc. One way 

of incorporating ~hese characteristics is to consider each individual 

i to have a probability 0 of ultimately recidivating, with 
i 

log(o ) = b + 
i 0 

b x 
j ij 

where x is the value of the jth characteristic for the ith individual 
ij 

and the b are mUltiplicative constants (to be estimated). A similar 
j 

relationship can be posited for other parameters. 

We have not investigated covariate models specifically in the 

research reported on herein. However, in our analysis of the US 

Bureau of Prisons data (Fiqure 8-11) we showed how the parameters 0 

and ¢ varied with the salient factor score. This type of analysis 

will pave the way for the development of covariate models. Data sets 

from North Carolina and Georgia, and others we may obtain from other 

states, will be used to develop such models. 

- - - - - - -
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It must be emphasized again that these methodological advances 

improve the utility of recl.·dl.·vl.·sm as f 
. a measure 0 effectiveness 

only insofar as the measure is applicable. Improved statistical 

techniques are worthless if they are applied to inappropriate data or 

if their results are improperly interpreted. Sir Josiah Stamp's 

(1929: 258) caution about official statistics is quite appropriate: 

"The individual Source of the statistics may easily be the 

weakest link. 
Harold Cox tells a story of his life as a young man 

He quoted some statistics to a Judge, an Englishman, 
in India. 

and a very good fellow. His friend said, " Cox, when you are a bit 

older, you will not quote Indian statistics with that assurance. 

The Government are very keen on amassing statistics __ they 

collect them, add them, raise them to the ~th power, take the cube 

root and prepare wonderful diagrams. But what you must never 

forget is that everyone of those figures comes in the first 

instance from the chowty dar [village watchman], who just puts 

down what he damn pleases." 

In this report we have prepared many "wonderful diagrams". Whether 

they have any significance (other than esthetic) is in the hands of 

those who furnish the data. 
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APPENDIX A 

THE "CRITICAL TIME" MODEL OF RELEASEE BEHAVIOR 

In Chapter 7 we described the split population distribution as 

generated by what might be called a "good guy, bad guy" model of 

releasee behavior. That model posits that each individual in a cohort 

will behave according to one of two modes of behavior. In one mode 

the individual will never fail (or will never be observed to fail); 

1-0 is the probability that he will behave in this way. In the other 

mode (in which he will fall with probability 0) he will fail in such a 

way that his time of failure is an exponentially distributed random 

variable. We also discussed a variant of this model, in which the 

failure rate for an individual in the first mode is not zero, but is 

still much lower than the failure rate for the second mode. This 

lower failure rate can be considered the "ambient" failure rate, the 

rate at which the general population might fail. 

We now show that the split population and mixed exponential dis-

tributions can be generated. by another model of releasee behavior, 

termed the "critical time" model. We will first describe it for the 

mixed exponential case; extension to the split population case is 

straightforward. 
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This model assumes that each individual in the cohort is liable to 

failure until a critical time 8; as before, the time of failure is an 

exponentially distributed random variable. Call the individual's 

failure rate A . 
1 

After the critical time has been reached, the individual's failure 

rate drops to A , which is zero for the split population case, posi-
2 

tive and much smaller than A for the mixed exponential case. 1 In 
1 

other words, if the individual can make it on the outside until time 8 

without getting arrested his failure rate will then drop to the am-

bient failure rate (or zero, for the split population case) and he can 

be considered a success. 

The conditional probability distribution (conditional on 8) for 

this model is 

P (t) = 
8 

1 - exp(-X t) 0 < t < 8 <~ 
1 

(A-I) 
1 - exp[-A 8 - A (t-8)] 0 < 8 < t <~ 

1 2 

Now let us assume that the critical time 8 is itself a random 

variable whose probability distribution is G(8) and whose probability 

density function is g(8) = dG(8)/d8. The unconditional probability 

distribution of failure times is then 
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(1).-2) 

t 
= J 

o 
{l-exp[-A 8-A (t-8)]}g(9)d9 + J 

t 

[l-exp(-A t)]g(9)d9 
1 1 2 

'f (9) = " exp(-1l8)), then If 8 is distributed exponentially (i.e., ~ g ~ 

the solution to Equation 1>.-2 is 

pet) = {l-exp[-(ll+A )t]} + 
1 

{l- exp ( - At) ] 
2 

(1).-3) 

;s equ;valent to the mixed exponential distribution This distribution • • 

pet) = ~[1 - exp(-¢ t)] + (l-~)[l-exp(-¢ t)] (1).-4) 

f t s is fairly simple: The relationship between the two sets 0 parame er 

A -A 
(l-~)(¢ -¢ ) 2 II = ~ = 1 

1 2 ll+A -A 
1 2 

A A = ~¢ + (l-~)¢ 
¢ = II + 2 1 1 1 1 

A A = ¢ 
¢ = 

2 2 2 2 
! ..... 

1 
1 
1 

./"' I 
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equal to zero changes Equations 1>.-3 and 1>.-4 

into the split population distribution. Thus we see that when the 

generating processes are exponential, the "good guy, bad guy" model 

and the "critical time" model are exactly equivalent. 

NOTE 

1. In Harris, Kay1an and Maltz (1981) we show that when a mixed 

distribution consists of two exponential distributions whose 

failure rates are of the same order of magnitude, one cannot 

easily distinguish it from a single exponential distribution whose 

failure rate is between the two failure rates. If the data are 

"noisy", distinguishing the two situations becomes even more 

diffiucult. Thus we state that the smaller failure rate must be 

much smaller than the larger failure rate. 
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LIKELIHOOD FUNCTIONS USING UNIFORM PAROLE REPORTING DATA 

Likelihood Function f or Alabama UPR Data 

205 



! 

L 

I 
I 
I 
I 
I 

I 
I 

y 

..... : . 
/. .:: .: 

.-

207 

:" .::".' 
. ; 

'. 

.. .. . :-: .... 
Q 

Likel'h load F unction for Alaska 
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UPR Data 
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Likelihood Function for District of Columbia UPR Data 
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Likelihood Function 
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for Maine UPR Data 
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Likelihood Function f or N ew York UPR Data 
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CHAPTER 1 

INTRODUCTION 

Recent evaluations of correctional programs have been the subject 

of considerable controversy. Such controversy is not new theories 

of punishment go to the root of the relationship between man and 

state, and have been critically examined from the time of Plato to the 

present day. But in the past the debate has normally been confined to 

academic and professional circles; the present controversy has been 

placed squarely in front of the American public. Correctional res ear-

chers hp.ve testified before Congress, have been quoted in the press 

and in news magazines, and have been interviewed on national tele­

vision concerning their findings. While evaluations of correctional 

programs are normally not grist for the media's mills, the findings 

have been unsettling enough to cause people to question some of the 

basic goals and assumptions of corrections and correctional policy. 

Two evaluative efforts in particular have sparked this interest. 

-- - -- ---------

One, a~tua1ly a survey of correctional program evaluations conducted 

over the past few decades (Lipton, Martinson & Wilks, 1975), has led 

people to conclude that ilnothing works" (Martinson, 1974). The other, 

an evaluation of juvenile delinquency programs for chronic delinquents 

(Murray, Thomson & Israel, 1978; Murray & Cox, 1979), has led people 

1 

2 

to conclude that major reductions in delinquent activity can result 

from institutionally-based and community-based correctional in-

terventions (and even from probation -- see Empey & Erickson, 1972). 

In other words, almost any correctional intervention, from probation 

to incarceration, seems to work with juvenile offenders. 

These seemingly inconsistent findings are not inconsistent. The 

Lipton et a1 survey found that recidivism continued after offenders 

were released from programs; Murray et a1 also found that juvenile 

offenders continued to recidivate after release, but at a lower rate 

than before. In both studies, however, the findings did not appear to 

depend greatly upon the nature of the correctional program. Taken 

together, these findings have led correctional po1icymakers to con-

c1ude that the rehabilitative model of corrections is suspect. 

Many who spurn rehabilitation as a viable goal of corrections have 

adopted in its place just deserts as the goal (von Hirsch, 1976; 

Fogel, 1979). In a major review of research on rehabilitation (Sech-

rest et aI, 1979), it is argued that this shift in goals is not based 

on philosophical differences. Rather, it is based on the fact that no 

programs that have been evaluated thus far seem to result in any 

noteworthy success in rehabilitating offenders. This, they feel, may 

be due more to the types of programs that have been tested than to the 

failure of rehabilitation in general. They note that most of these 

programs are institutionally-based (because it is easier to run 

; 
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programs in prison than outside the walls), which may not be as condu­

cive to rehabilitation as external programs {Sechrest et aI, 1979: 

95). In short, they believe that the trouble with good research on 

rehabilitation (as Gilbert K. Chesterton sal'd b h a out C ristianity) is 

that it has never be~n trl·ed. Th . - elr strongest recommendation is that 

". h researc on offender rehabilitation should be pursued more 

vigorously, more systematically, more imaginatively, and more rigor­

ously" (p.10). 

Methodology Research 

One aspect of the rigor that they recommend for rehabilitation 

research pertains to the development of new methods of analyzing 

correctional programs (p. 105). The analytic methods used in evaluat­

ing correctional programs and in measuring relevant behavioral phenom­

ena are quite limited. This report focuses on these very issues. It 

includes both a critique of present methods and h t e development of new 

methods for assessing correctional programs. 

To do this we must first say what we mean when we conclude that" a 

program is effective, or that one type of offender did better' than 

another. Effectiveness and improvement are d measure with respect to 

goals, in this case the goals of correctional interventions. Chapter 

2 is devoted to a discussion of these goals, 'f' 11 speCl lca y from the 

standpoint of evaluating the extent to which they are achieved. 

- - - - --------

4 

However, we do not intend to examine all of the evaluative meas-

ures used to assess the achievement of these goals. Instead, we have 

concentrated our efforts on an intensive examination of the mos,-

commonly used correctional measure, recidivism. But recidivism is 

not without its drawbacks as an outcome measure. In Chapter 3 we 

describe the arguments against using recidivism as a measure of 

correctional effectiveness and discuss instances in which its use is 

appropriate. 

In both of the studies cited previously (Lipton et aI, 1975; 

Murray & Cox, 1979) recidivism was used as one of the primary outcome 

measures. Chapter 4 describes the way recidivism was used in these 

evaluations and the reasons we have for doubting the validity of their 

findings. It demonstrates how methodological considerations can have 

a major effect on conclusions. 

Other factors that affect the conclusions of a correctional 

evaluation are the characteristics of the jurisdiction in which the 

study takes place. Variations in the criminal laws, in the organiza-

tion of parole and correctional agencies, and in policies and pro-

1 
cedures from state to state (and within states as well) mitigate 

against making direct comparisons across jurisdictions. Chapter 5 

1 describes some of the problems that limit the utility of such 

comparisons. 

1 
1 
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I One of the arguments against using recidivism as a measure of 

6 

The analytic methods do have a number of limitations, some of 

I 
correctional effectiveness is that its definition seems to be so 

fluid. Rarely do two studies in different states use the same defini-
r which are made evident in the applications described in Chapter 9. 

These limitations are discussed in Chapter 10, and a description of 

tion of recidivism. In Chapter 6 we describe how the information 
our continuing research in this area is given. 

available to the researcher limits the definition that can be used. 

J We then consider the ethics of using arrest as the indicator of re-

-' 
cidivism. The various ways that recidivism has been defined are also 

described. Chapter 6 concludes with a suggested schema for categor-

J 
izing recidivism definitions so that they will be more comparable 

from study to study. 

J A common definition of recidivism and similarity of or-

ganizational characteristics are necessary to compare the results of 

] two studies. But to understand the results one must also consider the 

1 
assumptions made about the recidivism process that are implicit in 

the analytic methods used. Chapter 7 explores these assumptions and 

shows why a specific family of recidivism models is preferred. 

These models are used to estimate parameters of the recidivism 

process. The estimation procedure, described in Chapter 8, is then 

used to analyze a number of different correctional programs. Data 

obtained from Illinois, North Carolina, the U.S. Bureau of Prisons, I 
the U.S. Parole Commission and the Uniform Parole Reports Program 

produce results which demonstrate the applicability of the methods we 1 
propose. They are reported on in Chapter 9. 

1 

~. I 
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CHAPTER 2 

CORRECTIONAL GOALS AND THEIR EVALUATION 

Correction or rehabilitation of the offender is but one of the 

goals which society places on prisoner custodial and treatment 

programs. Sechrest et al (1979: 18) list seven goals of criminal 

sanctions: 

"I. to deter the offender from offending again by punishment 
or fear of punishment (without necessarily changing him or 
her in any other way); 

2. to deter others from behaving as the offender has; 

3. to incapacitate the offender and thus deprive him or her 
of the opportunity to offend again for a given period of 
time; 

4. to forestall personal vengeance by those hurt by the 
offender; 

5. To exact retribution from the offender and so set right 
the scales of moral justice; 

6. To educate people morally or socially; 

7. To rehabilitate or reform the offender." 

These goals are described briefly in this chapter. They are 

value-laden goals: they point towards producing beneficial effects on 

society or on the future conduct of offenders. Still other correc-

tional goals are more in the nature of administrative or managerial 
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objectives. They include sentence equity; safety and humaneness in 

institutional care; and protection of the incarcerated , the institu-

tion staff and the public from incarcerated offenders. These goals 

are also discussed in this chapter. 

Our discussion of correctional goals is not meant to be a full 

exploration of correctional and penal philosophy. This is the prov­

ince of legal and moral philosophers, and 1'S well beyond the scope of 

this report. But evaluation of correctional t . h ou comes W1t respect to 

these goals is within the scope of this report; and it is from an 

eXBmination of these goals that we should develop outcome measures 

for evaluative purposes. 

Rehabilitation 

The ve d " h b' 1 . . " ry wor re a 1 1tat10n conta1'ns cert~1'n' 1 - 1mp ications 

about correctional programs. It implies that: 

o 

o 

o 

incarcerated individuals have problems, problems which are a 

direct cause of their criminal behavior' , 

correctional program personnel can diagnose these problems 

accurately, and have apppropriate treatments available for the 

individuals; 

the treatments will be properly and appropriately applied; 
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11 b "correcte the problems wi e d" (or at least mitigated) as a 

It Of the treatment; and resU 

the individuals' criminal behavior 

m;tigating the problems. result of ... 

will begin to diminish as a 

h "ehabil-normally meant w en r t · is what is e of implica ~ons 
This sequenc h criminal 

d as the goal of t e "correction" is considere itation" or 

Such a logical construct is sanction. 
for medical highly appropriate 

treatments, where 1 1 · ks are physical the causa ~n 
and physiological and 

But it is a heavy 'ate instrumentation. be traced with appropr~ 
can Too little is known about 
burden to place on . 1 treatments. correct~ona 

behavioral change or of criminal the causes behavior to make this 

sequence apply to corr.e~tions. of implications 
Yet it may still hold 

Evaluations focused d some offender types. some programs an 
true for h' h this logical 

t ent to w ~c 1 gauge the ex on the rehabilitative goa ld 

truct this model cons , of the correctional process, actually ho s. 

f act that most offenders But despite the 
are sent to "correc-

tional" institutions 
1" programs, and . "correctiona or participate ~n 

the fact that the agencies despite 
., . g these institutions adm~n~sterl.n 

tl.·ons or offender reha-t of correc called departmen s 
and programs are One could 

h f 1 than descriptive. title is more ope u bilitation, this 

hardly expect otherwise: 
ld not be held d agencies shou . programs an 

-
j 

I 
I 10 

responsible for what is basically an individual's own decision to 

I continue to break the law, especially when such behavior occurs in 

I 
environments beyond the control of correctional organizations. 

An evaluation based on the goal of rehabilitation would be prima-

I with validating the logical construct described above: Did the of-

rily a process evaluation; 1 that is, it would be concerned primarily 

I 
I 

fender have problems? Were they a direct cause of the criminal 

behavior? And so on. To determine the nature of these problems, 

psychological testing of the offenders would be a major component of 

I 
the evaluation, both before and after treatment. In addition, an 

assessment of the diagnostic and treatment capabilities of the correc-

J tional agency would have to be undertaken, to determine whether the 

correctional program can actually be implemented in the agency. 

J Performing an evaluation of this sort is not a simple task. 

I 
Psychological tests are not entirely reliable, and would be even less 

so when applied in a a prison setting. Consequently, evaluations 

I focusing on corrections or rehabilitation often deemphasize the pro-

cess evaluation to concentrate on the impact evaluation: 2 measuring 

J 
I 

the extent of problem amelioration in the treatment group, and compar-

ing it to the improvement noted in a similar control group. If there 

is a difference in improvement it may be attributable to the treat-

I 
ment, regardless of the nature of the process or the way the treat-

ment worked. This evaluation approach, of course, is considerably 

I 
I 
I 

,. 
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less satisfactory than one incorporating a process evaluation: it is I must be measured" (p.21; emphasis added). This point of view is 

J important to know how a program worked (or why it didn't) to determine 

its applicability under different circumstances and for different 

troublesome. Looking only at the bottom line, recidivism, without 

consideration of how the program effected this outcome would appear to 

1 populations. 

But even this type of impact evaluation is not always used. One 

j often finds rehabilitation programs being evaluated not on the basis 

I 
I 

be a shortsighted approach to program evaluation. We do not dispute 

the importance of considering recidivism in evaluating rehabilitation 

programs (after all, in this report we develop new methods of doing 

J 
of what the treatment is expected to accomplish, but rather on the 

basis of recidivism. The question thus addressed is not, "Did the I 
so); however, we question the extreme position they have taken. Other 

evaluative measures are often of much greater benefit in understanding 

J 
treatment mitigate the problem?", but, "Did the program (somehow) 

reduce the post-release criminality of its participants?" Recidivism, I 
a program's effectiveness than is recidivism alone. 

then, is employed as a measure of effectiveness for the goal of I The Goal of Deterrence 

rehabilitation. 
I 
J As von Hirsch (1976: 11) points out, "In the literature of rehabil- I 

Two different types of deterrence were distinguished by Zimring 

and Hawkins (1973), general deterrence and special deterrence. 

J 
itation, there is often considerable ambiguity whether the aim is to 

reduce recidivism (a form of crime prevention) or to help the of- I 
General deterrence is the general reduction in criminal activity 

attributable to a planned intervention. The intervention may be one 

fender with his own problems (a paternalistic goal). But treatment 

programs have generally been tested by measuring their effects on I based on criminal justice system actions -- e.g., more police or 

increased penalties (Press, 1971; Campbell & Ross, 1968) -- or it may 

recidivism -- suggesting that the goal of reducing recidivism is be based on individual actions -- e.g., Operation Whistlestop (Reed, 

I 
actually the primary one." 

This latter approach is the one recommended by Sechrest et al I 
1978) or community organization (Cirel et aI, 1977). Special (or 

individual) deterrence is the reduction in criminal activity by a 

(1979). Not only do they point out that recidivism is the "tradi-

tional measure" for evaluating rehabilitation programs, but they state I 
specific offender or group of offenders, as a direct consequence of a 

penalty, incarceration or some other sanction. Deterrence implies 

I that it is "the sole criterion against which rehabilitation ultimately I that potential offenders have somehow been convinced that initiating 

I I 
I I 
l I 

, 
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(or continuing) criminal behavior is not in their best interest, I 
either because of the penalties imposed on others (general deterrence) 

or on themselves (special deterrenc~) after committing crimes. A I 
proper evaluation should thus be based upon the extent to which a 

I reduction in criminal activity resulted from a specific action. 

] There are a number of thorny theoretical and methodological I 
] 

problems involved in estimating the general deterrent effect of dif-

i ferent policies. For example, Ehrlich's (1973, 1975) conclusions 

1 about the general deterrent effect of capital punishment on homicide 

have been hotly debated (Baldus & Cole, 1975; Bowers & Pierce, 1975; 

J Forst, 1976). The relative rarity of both homicides and executions I 
makes the analysis quite sensitive to very small changes in the number 

] of events. Furthermore, both the increase in crime in general as I 
] well as in the homicide rate -- and the decrease in the number of 

executions over the past few decades might well have been due to I 
1 factors unrelated to each other: correlation between the two time 

I series does not imply causation. In addition, changes in the assump-

], tiOllS implicit in the analytic methods used make a considerable dif- l 
ference in the conclusions; for a review and critique of these issues, 

see Blumstein, Cohen and Nagin (1978). Evaluation of the general I 
deterrent effectiveness of an intervention is thus not a simple task, 

Evaluation of special deterrence is considerably more straight-

forward, since one only need trace the future criminal careers of a I 
I 
I 

14 

specific group of offenders. Th 
e recidivism characteristics of this 

group, then, is the evaluative measure for determining the extent to 

which special deterrence has been achl.·eved. 
However, since this same 

measure is used for rehabilitation 
one cannot always be certain which 

of these goals is being achieved: . 
l.t may be that both the carrot 

(rehabilitation) and the stick (special deterrence) are at work. 

The Goal of Incapacitation 

Incapacitation refers to the f 
act that an incarcerated offender 

cannot commit a crime -- at least ' h 
agal.nst t e general public -- while 

he is incarcerated, 
To evaluate the extent to which crime is reduced 

as a consequence of incapacitation, one must estimate the number of 

crimes that would have been committed had the offender been incar-

cerated for a sho t ' d 
r er perl.O of time (or not at all). One can then 

show how different sentencing t' 
prac l.ces affect the total crime rate. 

Understanding what would have happened had the offenders been freed is 

a crucial component of this d 
proce ure; in recent years a number of 

models of criminal activity h b 
ave een proposed; see, for example, 

Avi-Itzhak and Shinnar (1973), Shinnar and Shl.'nnar (1975), 
and Gre(~n-

berg (1975). 
Their claims as to the incapacitative effect of prison 

on the crime rate have been shown to b 
e based on a variety of sim-

plifying assumptions (Cohen, 1978), assumptions which may make the 

mathematics more tractable but may not typify offender behavior. 
For 

.. 



I 
I 
I 
I 

I 
I 
I 

15 

example, to simplify the equations it is assumed that offenders commit 

crimes at a (statistically) constant rate over time, and that they all 

have the same crimina career eng .. 1 1 th Neither of these assumptions is 

based on empirical evidence, and the sensitivity of the findings to 

these assumptions has not been explored. 

More recently, empirical investigations into patterns of criminal 

activity have been conducted (Petersilia et aI, 1977; Chaiken, 1977; 

Greenwood, 1979). Models based on these patterns should make possible 

an improvement in estimating the incapacitative effect of incarcera-

tion on the crime rate. 

One of the unknown factors in such modeling efforts is the extent 

to which post-release criminality is affected by incarceration. That 

"k fIt t' "by is, will an individual upon release try to ma e up or os ~me 

increasing his criminal activity, in effect negating the incapacita­

tive effect? Again, an investigation of post-release criminality 

would be informative, so recidivism is useful in studying certain 

aspects of the incapacitative effect of incarceration. 

The three goals discusse d above are concerned with the effect of 

the criminal sanction on mitigating problems that caused criminality, 

or otherwise reducing their criminal behavior during or after incar­

certaion. The next three goals we discuss -- forestalling vengeance, 

moral and S ocial education, exacting retribution -- are providing 

concerned more with the effect of the criminal sanction on the non-

I 
I 16 

criminal segment of society: keeping victims from demanding an eye 

I for an eye, reinforcing the norms and ethjcs of our society, demon-

I 
strating that those gUilty of harming others do receive punishment. 

Evaluating these goals would necessarily involve population surveys; 

I 
since they are not program-specific, the evaluation of these goals 

will not be discussed herein extensively. 

I 
Forestalling Vengeance 

I We entrust the criminal justice system with a monopoly on the 

I 
legal use of coercive force. In return we expect that we will be 

protected from crime, and that the criminal justice system will punish 

I offenders in the event that the protection proves ineffective and the 

offenders are known. 

I Since most offenders cannot be identified by the victims, personal 

I 
vengeance cannot be carried out for the most part. However, this does 

not mean that all vengeance is forestalled; it may be practiced vi-

I 
cariously. Many television programs use this theme; and the pop-

ularity of the recent movie, "Death Wish" -- in which a man whose wife 

I 
I 

and daughter were assaulted goes after muggers and rapists __ suggests 

that criminal sanctions do not completely eliminate all feelings of 

personal vengeance. In addition, vigilante groups have sprung up in 

,I 
many communities ,to augment what they see as ineffectual police ac-

tivity (Marx & Archer, 1971, 1973); and in Brazil, where the crime 

I 
I 
I 



I 
I 
I 
I 
I 
I 
J 
I 
I 
I 

17 

rate has grown dramatically in recent years, lynchings of criminal 

suspects are not uncommon (Hoge, 1979). 

Evaluating the effectiveness of criminal sanctions in forestalling 

. t t" I task In fact, it may not be possible to vengeance 1S no a r1V1a . 

assess. Public confidence in the criminal justice system is one 

bl but ;t ;s a weak indicator of the extent to which possi e measure, ~ ~ 

private vengeance is eschewed. 

Moral and Social Education 

The criminal law and its accompanying punishment serve notice to 

the public exactly what behaviors are proscribed.) This announcement 

is an integral aspect of general deterrence: potential offenders 

cannot be deterred from committing crimes if they are unaware that the 

behavior is defined as criminal. In that sense, the educational goal 

of the criminal sanction can be seen as an intermediate step between 

the sanction and deterrence. For crimes considered mala in se, such 

as murder, rape and robbery, there is rar~ly any question about this 

linkage; but for mala prohibita (gambling, prostitution, illegal drug 

use) the educational· goal does not necessarily lead to deterrence. 

The primary distinction is perhaps between the moral and social 

aspects; insofar as there is dissensus concerning the imposition of 

another's moral position on oneself the educational goal of the crim-

inal sanction is undermined. 

- - - ------- - --
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Retribution and Desert 

Criminal sanctions are often used, not just as a means of protect-

ing the public by reducing the crime rate (as in correction, de-

terrence and incapacitation), but to punish the offender because of 

the intentional harm that he visited upon the victim. Retribution and 

desert focus on this concern. von Hirsch (1976: 46) discusses the 

perjorative connotation of retribution, which seems to imply revenge, 

vindictiveness and punishment out of proportion to the offense; while 

desert implies a measured punishment meted out rationally. 

It is difficult to develop a means of evaluating the extent to 

which these goals are achieved. As Morris (1974: 75) points out, 

"Desert is, of course, not precisely quantifiable." It might be 

possible to gauge the public's perception of degree of harm caused by 

each offense, and to compare their perceptions ·with punishments for 

those offense. Perhaps the study by Sellin and Wolfgang (1964) on the 

pUblic's perception of offense seriousness comes closest to the mark, 

but even in that work it is impossible to disentangle retributive 

feelings from assessments of seriousness based on the need for de-

terrence or rehabilitation. 

Proportionality and Sentence Equity 

Retribution and desert are related to the concepts of propor-
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tionality -- letting the punishment fit the crime and the past 

behavior of the offender and sentence equity giving like punish-

ments to like offenders who commit like crimes. An evaluation of the 

h 1 Id b b d on the schedule of sentences achievement of t ese goa s wou ease 

as served (in contrast to the sentences handed down by the court). 

Thus, an evaluation would involve looking at the entire criminal 

justice system: legislation (what sentences are prescribed, and why); 

police discretion (of those found committing an off.ense, who gets 

arrested); prosecutorial discretion (of those arrested, who is char-

ged, indicted and tried for the offense, who for a lesser offense, 

whose case is nolle'd); sentencing discretion (who is sentenced to 

" ·t prison, who is given probation, who i5 sentenced to commun1 y serv-

ice"); and correctional discretion (who does easy time, who gets pa-

roled early). 

Recent works that have been concerned with these goals include 

studies by the American Friends Service Committee (1971), Fogel (1979) 

and von irsc .• • H h (1976) The;r ;nfluence has been felt in the enactment 

of new laws and criminal codes in a number of states, in which the 

discretion of judges and parole authorities in changing sentences is 

curtailed. Efforts are currently under way to evaluate the impact of 

these laws. 

Institutionally Focused Goals 

Other goals focus on the administration of custodial institu-

l ~ 
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tions. They include the provision of adequate food, housing and 

~ health care, safety of the residents, the prevention of escapes. 

These goals can also be evaluated, based on existing standards in each 

I of these areas, and on the extent to which the standards are met. The 

i 
Law Enforcement Assistance Administration has funded a Correctional 

Standards and Accreditation Project toward this end (Corrections 

I 
Digest, 1979). 

I 
I As we have seen, the mUltiplicity of goals that are the putative 

I 
responsibility of the correctional system require a number of dif-

ferent procedures to evaluate the extent to which they are reached. 

I Different types of data need to be collected and different analytic 

techniques need to be used for their evaluation. However, considera-

I tion of the post-release behavior of offenders is useful in assessing 

I 
the extent to which two goals of corrections have been achieved: 

rehabilitation and special deterrence. Our research has concentrated 

I 
techniques to evaluRte the post-release behavior of offenders. 

on this measure of correctional effectiveness, on the development of 

I 
I 
I 
i 

-: I 
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NOTES 

1. Every program has (or should have) a rationale, a raison d'etre, 

based on an empirical or theoretical body of knowledge, that leads 

one to believe that the program will have a certain impact. A 

process evaluation is an assessment of the extent to which the 

rationale holds. It is often difficult to explain the logical 

connection between the resource input and the outcome, especially 

if the program is based on implicit assumptions: "gut feelings" 

are not easily translated into cold logic. 

2. An impact evaluation is an assessment of the extent to which the 

program goals are achieved, regardless of whether they were 

achieved by the program as described in the rationale, by the 

program in some unforeseen way, or by some other means. Use of a 

control group will tell the evaluator how much impact the program 

had on the population under study; but a process evaluation is 

necessary to determine how the program caused the impact. 

3. A recent example of the deterrent effect of publicity can be found 

in studies of the Massachusetts gun control law, passed in 1975. 

The law, no more restrictive than laws in other states, resulted in 

a significant drop in certain gun-related crimes (Deutsch & Alt, 

- - - --~---- ---- -----------------~ 
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1977; Pierce & Bowers, 1979) in Boston. The major difference be­

tween the way this law was enacted was that it was accompanied by 

media publicity (which has continued), Potential offenders are 

regularly warned of the consequences of illegally carrying concealed 

weapons. It is also very likely that this campaign's effect is not 

restricted to potential offenders: the main benefit may be in its 

encouragement of police, prosecutors and judges to enforce the law 

fully. 

; 
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CHAPTER 3 

RECIDIVISM AS A MEASURE OF CORRECTIONAL EFFECTIVENESS 

Recidivism, or post-release criminality, is the outcome measure 

used most frequently in evaluating correctional programs. In fact, 

. b "the sole criterion against which some consider recidiV1sm to e 

1 t be measured" (Sechrest et aI, 1979:21). rehabilitation ultimate y mus 

But it has often been used indiscriminately without regard for its 

appropriateness or limitations. In this chapter we discuss some of 

its more salient limitations. First, we explore the values that are 

implicit whenever r ecidivism is used as an evaluation criterion. We 

next delve into the more practical problems of using recidivism as a 

measure of correctional effectiveness. Alternative evaluation 

d · d Finally, we discuss what recidivism can criteria are then 1scusse. 

tell us and when the use of recidivism is appropriate as an outcome 

measure. 

The Values in Evaluation 

1 . often make the implicit assumption that Correctional eva uat10ns 

ff d '·'ho needs correcting; yet some will argue it is the individual 0 en er w 

1 . I system that created the criminogenic that the social and po it1ca 

d The increase in crime would thus be environment should be correcte . 

seen as a measure of the extent to which society is failing the indi-

23 
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vidual. According to this argument, recidivism should be looked upon 

as an indicator of deficiencies in society in general (and in the 

criminal justice system in particular), not only of deficiencies in 

I the individual offenders. 

I 
The assumption that the offender needs correction may be incorrect 

for other reasons. No doubt there are some offenders whose criminal 

I activity is promoted in some way by ~orrectible defects: inability to 

read, lack of employable skills, personal or family problems. But 

I some may choose to commit crimes because it is easier than working a 

·1 
straight 9-to-5 job; some because they enjoy risk-taking; some because 

of peer pressure. These reasons for committing crimes may be con-

I 
sidered defects by some, but not necessarily by the offenders. 

A concentration on recidivism conveys the implication that we can 

I do something to reduce the post-release criminality of offenders, that 

we just haven't found the right combination of treatment modalities 

I yet. In other words, the offender is not responsible for his subse-

I 
quent acts; it is we who have failed to provide for his rehabil-

itation. This, of course, presumes that it is easy to change a 

I person"s behavior. But as Wilkins (1969: 7) points out, "If it were 

possible to change from 'bad' to 'good' without much effort, changes 

I from 'good' to 'bad' could probably be effected as simply and perhaps 

would involve a larger proportion of the popUlation." 

I 
1 
r 
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To label a program a success or failure on the basis of its par-

ticipants' future criminality is to distort the true value of many 

programs. Good programs may be curtailed or eliminated because re-

cidivism is the dominant measure of correctional effectiveness. If an 

illiterate offender has learned to read while in prison, but committed 

a crime after release because he had a heroin habit or because he was 

unemployed, this crime has nothing to do with the program's effective-

ness. The program may have been quite successful, but success at one 

level does not automatically (or immediately) lead to success at 

another level. The underlying assumption that alleviating an 

individual's problems will cause him to turn away from criminal ac-

tivity unfortunately does not always hold. 

But it often does hold; the criminal activity of some offenders 

may be reduced because of the program. However, one should not expect 

an instant and total conversion on the part of these offenders. 

Habits of a lifetime should not be expected to disappear immediately, 

no matter how successful the program. Since recidivism measures are 

normally based on post-release behavior immediately a,fter release, the 

program's beneficial effects may be underestimated. 1 

When a program is evaluated using recidivism, i.e., failure, 

rather than using criteria that highlight success, a particular set of 

values may be fostered among program evaluators. Their attention is 

given to program participants only when they fail; they do not follow 

jf'-
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up and report on the participants' successes. This can color a 

I program's evaluation -- program evaluators who are asked to document 

failures rather than successes may approach their task from a pessi-

I mistic viewpoint. 

I 
Critics of correctional evaluations have suggested looking beyond 

the goals of corrections to the goals of the criminal justice system 

I in general, and evaluating programs on the basis of their contribution 

to these goals. One might consider a goal of the criminal justice 

I system to be the reinforcement of societal values; another goal might 

be the reduction of harm to society due to crime. Not addressing 

I these goals and focusing on recidivism is thus seen as a shortsighted 

II policy because its relevance to these overall goals may be marginal. 

I 

I Practical Difficulties in Recidivism-Based Evaluation 

A number of practical difficulties arise in the evaluation of 

I 
I correctional programs. Some are present regardless of the outcome 

I 
measure used; for example, one can rarely run a controlled experiment 

in corrections. Other difficulties relate to the choice of recidivism 

I as the outcome measure: lack of a standard definition and poor data 

quality are common problems in studies of recidivism. These and other 

I problems are discussed below. 

EXperimental Design. The assumption that ~ particular correc-

I tional program causes the behavior of its participants to change is 

I 
A 

I 
I 
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often doubtful. Even when all threats to validity have been accounted 

for, as in a well-designed correctional experiment, attribution may be 

faulty. For example, success may be due more to the personalities of 

the staff running the program than to the nature of the program: 

One given that same staff, any program would show signs of success. 

mi5ht say that this is true success anyway, since the staff are part 

of the program. But one normally runs correctional experiments to 

test correctional treatments for widespread use. If they are success­

ful only when implemented by a dedicated staff, the "external va­

lidity" of the experiment (i.e., its generalizability to other set-

tings) is suspect. 

But true experiments are the exception in correctional 

environments. Sechrest et al (1979: 60) argue the case for true 

experiments, but an innovation of this nature can encounter strong 

resistance. It is rarely possible to form equivalent experimental and 

control cohorts when doing correctional research. Prisoners are 

protected from being coerced into "volunteering" for experimental 

programs where they are subject to manipulation by researchers. 2 

Therefore, quasi-experimental designs) are the norm in correctional 

research; and quasi-experiments contain many threats to validity. 

For example, in a quasi-experiment one may try to match the cohort 

volunteering for an experiment with a cohort of those who do not 

volunteer. Even if both cohorts have comparable distributions of age, 
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race, prior offense records, education, etc., there is one variable 

that cannot be accounted for -- voluntarism. And prisoners volunteer 

to participate in experimental programs for a variety of reasons 

boredom, a desire to impress the parole board, a real interest in 

the program, a desire to better themselves -- some of which are quite 

relevant to correctional success. Blumstein and Cohen (1979) address 

this issue to some extent in a quasi-experimental evaluation of a 

prison-based college educational program. Thus, a difference in 

recidivism rates between cohorts in a quasi-experimental program 

evaluation may be attributed to the program but is actually due to the 

hidden difference in cohorts. "If the matching techniques fail to 

account for all initial differences that have a bearing on treatment 

outcome, d study's findings will be systematically biased" (Rezmovic, 

1979: 167). 

Recidivism definitions. There is no consistent definition of 

recidivism. One program may use a one-year follow-up, another six 

months. 
4 

Follow-up time may be computed starting with release from 

prison, or with release from parole. The recidivating event may be a 

technical violation of the conditions of parole, or it may be return 

to prison. There are so many possible variations in the method of 

computing recidivism that one doubts if more than a handful of the 

hundreds of correctional evaluations are truly comparable. Nor is 

there any way of deciding which of the many variations is most ap-
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propriate for a given set of circumstances (Sechrest et aI, 1979: 

73). 

Data guality. Recidivism data are based on reported events, not 

all events. Studies of crime reporting behavior (LEAA, 1977: 9) have 

indicated that only about half of the crimes reported to Census Bureau 

interviewers are reported to the police. When studying crime, then, 

one can supplement data on crimes reported to the police with a survey 

of the victims of crime to get a more complete picture of the crime 

problem. However, we cannot expect a similar source of supplementary 

information for recidivism. The victims of crime normally do not know 

who committed the crimes, so a victimization survey cannot be used to 

"tag" a specific ex-offender with a specific post-release crime -- un­

less, of course, the ex-offender is rearrested. And a survey of 

ex-offenders would probably not be helpful; it is unlikely that of­

fenders will respond to a survey questionnaire to document crimes they 

got away with. 

There is an additional problem in using only officially reported 

events in computing recidivism statistics. The data are very sensi­

tive to policy shifts within the data-collecting agencies. For exam­

ple, parole officers may be told to be lenient with their parolees (if 

the prisons are overcrowded) or to tighten up on parole (if the parole 

agency has been receiving unfavorable publicity). The recidivism 

rates in the two situations would probably be quite diffferent. 
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Changing police arrest policies may have a similar effect. The extent 

to which policy shifts of this kind affect recidivism statistics is 

not known. 

Because of the measure's variablity (described in greater detail in 

Chapters 5 and 6) one cannot state with any degree of assurance whether 

a given recidivism rate is high or low: there is no "standard" recid­

ivism rate as there is a normal body temperature. Therefore, recid­

ivism can only be used as a comparative measure. Analogizing recid­

ivism to body temperature is apt for another reason. Both are crude 

measures of a phenomenon, but neither can be used to diagnose the sub­

ject of the investigation -- additional variables must be measured for 

diagnostic purposes. 

Another problem with recidivism data is that recidivism events are 

all given the same weight. Everything is either black or white, 

success or failure; there are no shadings of gray, no middle ground: 

"A great deal of information is lost when something as complex as 

possible criminal activity that mayor may not culminate in detection, 

arrest, and conviction is finally expressed as a simple dichotomy" 

(Sechrest et aI, 1979: 71). 

One approach to this problem is to weight the event according to 

its perceived "seriousness" (Moberg and Ericson, 1972), but this 

approach has deficiencies, too. An individual may have nis parole 

revoked ostensibly for a technical violation, but actually because he 

, 
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I committed another crime. Or he may be arrested for a crime he did not 

commit, is subsequently released, but is considered a recidivist I 
because an arrest is one of the events used to define recidivism. 

Considering this lack of consistency, one wonders how useful it would I 
be to use a measure more complicated than a simple dichotomy. 

I 

Recidivism may be thought of as a measure of success as well as 
I Other Measures of Effectiveness 

I 
failure. That is, those who do not fail could be considered succes- ( 
ses. But this is a very limited and pessimistic view of success -- not 

] (having been found) getting into trouble. A measure of success should I 
be based on positive accomplishments, not on the absence of negative 

findings. 
I I 

j 
However, it is failure that is recorded by agencies, not success. I 

Evaluators are inclined to use the data collected by these agencies for 

I their evaluation because it is much easier than collecting new evalua- I 
tive data. Despite the well-known problems in using official data for 

I research purposes (Kitsuse & Cicourel, 1963; Maltz, 1972), they are I 

I 
used because they are there. Their existence inhibits the collection 

of more relevant data, since the cost of collecting reliable and valid 
I 

t 
data is quite high. Aside from financial limitations, very often I 
evaluators are not given bccess to better sources of data for con-

I siderations of privacy and confidentiality. I 

I I 
I 
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Measuring success is much more intrusive than measuring failure. 
To determine how successful an individual is, one would need to in-
vestigate his 1 emp oyment situat~on h' f '1 . , ~s am1 y s~tuation, and other 

aspects of his personal lif e. One cannot expect ex-offenders to 

volunteer to give thO . f . 1S 1n ormatlon t 1 o eva uators, just because the 

evaluators feel the need to measure SUccess. Even jf all eX-offenders 

could be counted on to provide the information, one would not be able 

to gauge the extent of dissembling and exaggeration. And the cost of 

data collection d an. verification would be quite hl'gh if the data had 

to be collected especially for the evaluat' 10n. 

But this type of information . lS routinely collected by parole and 

probation officers. F or special evaluations these officials could use 

standardized collection ;nst ~ ruments and procedures f or gathering inform-

ation on employment, d e ucational attainment , family stability, and other 

relevant variables. Additional procedures , similar to those d use by 
survey research . organ~zations, could be implemented to check on data 

reliability and validity. F or parolees or probationers , then, measuring 

success may be feasible ;f • sufficient cooperation is obtained from the 

parole or probation agency. 

Measuring success. Success u t b d m s e efinod with respect to a 
goal. The goal should be defined with some degree of precision; the 

sources of data used to measure the extent of goal attainment should 

be specified; and the method of analyzing the data should be spe-

cified, since it will 1 a so affect the evaluation. 
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For example, "employment" is a common goal of correctional 

programs. One can use a number of different definitions to determine 

the extent of its attainment: number placed in any job; number placed 

in a job employing the skills acquired in the program; number placed 

in a job who remain for a specified follow-up time; number placed, 

controlling for employability and/or for the local unemployment rate; 

etc. The specific measures used should reflect the perceived goals of 

the correctional program. 

Similarly, one can use a number of different sources of data to 

measure the extent of goal attainment. Among them would be reports of 

telephone conversations with program participants; telephone contacts 

with the participants' employers; and visits to the workplace to 

assess job placement firstha~d. One would expect different degrees of 

reliability and validity and different costs of collecting data for 

each of these data sources. 

Employment data can be analyzed in a number of different ways. 

One can look upon employment as a binary variable (employed/not em-

ployed) or a continuous variable (hours worked per week). One can 

look at an individual's employment history over time, or one can 

select a single point in time (say, six months) and ascertain whether 

he is employed then, or whether he has been employed throughout that 

time, or the average number of hours he worked during that time. Each 

method of analysis will produce different evaluation findings. 
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Each operationalization of the goal "employment" has its own 

strengths and weaknesses. One should try to determine the degree to 

which the measured quantity actually represents the goal -- for exam-

pIe, do program personnel tell the participants, "Just stick with this 

job for six months, so we can get a good evaluation."? This con­

sideration is crucial in gauging how well the goal was achieved (im-

pact evaluation) and how effective the program was in contributing to 

its achievement (process evaluation). 

A complete study of correctional program effectiveness would 

explore the way correctional goals are operationalized. It would 

compare the strengths and weaknesses of each operationalization, and 

would descr1be the types of program for which each appeared ap-

"em-plicable. For example, one would use different definitions of 

ployment" to evaluate an auto mechanic training program and to 

evaluate a program teaching basic job skills ("get to work on time, 

wash daily, dress neatly"). Operationalization, therefore, is based 

on the nature of the correctional program [see Grizzle (1979) for a 

discussion of performance measures for evaluating correctional 

programs] . 
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We see, then that there are many valid criticisms of recidivism as 

a measure of effectiveness. It is difficult to measure with precision; 

even if it could be measured precisely, there are no set standards 

with which to compare measurements; and even if standards existed, the 

interpretation of the findings might very likely be flawed. But 

problems of t ~s nature are h · common to virtually all social phenomena. 

The measurement of poverty, educational attainment, employment, self-

esteem, socioeconomic status, social structure, peer group rela-

tionships, etc., is no less difficult than the measurement of re­

cidivism. Doubtless none of these measures will ever be as precisely 

One is defined as physical measures such as temperature or pressure. 

therefore left with the option of making do with imperfect measures or 

of not measuring social phenomena at all. This is not to say that all 

uses of recidivism are appropriate, especially in evaluating rehabil-

itation programs. 

But recidivism is still quite useful as a program measure, as a 

correlate measure of secondary importance if not always as a primary 

measure of e ect~veness. ff ' 5 When used in this way recidivism can be 

informative. In conjunction with other measures of effectiveness it 

can be used to eva uate programs 1 where r ehabilitation is an achievable 

goal, as in juvenile delinquency programs. It can be used to evaluate 

selection criteria for community-based correctional programs. It can 

be used to estimate the extent of special deterrence. It can be used 

36 

in modeling recidivism as a feedback process (Belkin, Blumstein & 

Glass, 1973). It can be used to analyze certain questions relating to 

I 
the termination of criminal activity: is there a certain age when 

most offenders stop their criminal activity? How does it vary by 

offender characteristics, by type of criminal career path, by other 

factors? Thus, recidivism can be a useful measure to study the 

I 
characteristics of offenders. 

There also are instances where its use can lead to inappropriate 

I conclusions. In the next chapter we discuss two recent studies of 

I 
correctional programs that used recidivism as one of the measures of 

correctional effectiveness. 
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NOTES 

1. It may be that criminality does decline after release from a 

program. However, extreme care should be taken in pretest-

posttest evaluations to ensure that the decline is real and not an 

h 1 t · See Chapter 4 for a discussion artifact of t e se ec 10n process. 

of how this artifact arises. 

2. It is often moot as to who is manipulating whom. Courses in 

research methodology rarely spend time on describing the 

con artists who try to put one over on the researcher. 

" 3. Cook and Campbell (1979: 6) describe quasi-experiments as expe-

riments that have treatments, outcome measures, and and expe-

rimental units, but do not use random assignment to create the 

comparisons from which treatment-caused change is inferred. 

Instead, the comparisons depend on nonequivalent groups that 

differ from each other in many ways other than the presence of a 

treatment whose effects are being tested. The task confronting 

persons who try to interpret the results from quasi-experiments ~s 

basically one of separating the effects of a treatment from those 

due to the initial noncomparability betwen the average units in 

---------.- ---
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each treatment group; only the effects of the treatment are of 

I research interest." 

I 4. The National Advisory Commission on Criminal Justice Standards and 

1 
Goals (1973: 529) recommends a follow-up time of three years. 

"While this is an arbitrary figure, it is chosen because the few 

I recidivism studies that have followed offenders more than three 

years have shown that most recidivism occurs within 3 years of 

I release from supervision." 

I 5. Concerning this point we take issue with Sechrest et al (1979: 

I 
21), who states, "Criminal behavior, rather than offender growth, 

insight, or happiness, is the sole criterion against which reha-

1 bilitation must ultimately be measured." Offender employability, 

offender literacy, and even offender growth, insight, or happiness 

I ~ relevant criteria if the rehabilitative programs were directed 

toward those ends. 
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CHAPTER 4 

WHAT WORKS? 

Recidivism, using one operational definition or another, has been 

the dominant outcome measure used in evaluating correctional programs. 

[Chapter 5 describes the recidivism definitions that have been used in 

studies of correctional programs.] Two of these studies have recently 

received a great deal of attention. Both carne to conclusions which 

question the efficacy of correctional programs in reducing post-

release criminality. One conclusion, based on comparisons of control 

groups with groups in experimental programs, is that "nothing works", 

that is, no program seems to be the key to reducing recidivism. The 

second conclusion, based on comparisons of the pre-intervention and 

post-release behavior of juvenile delinquents, is that "anything 

works"; that is, one can almost guarantee a substantial reduction in 

delinquent behavior with any intervention, whether probation or incar-

ceration, whether the program is rehabilitative or punitive in nature. 

Both of these conclusions are quite strong and unequivocal. But 

their validity is open to question. In this chapter we discuss the 

background leading to these conclusions and the questions that have 

arisen about their validity. 
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"Nothing Works" 

Over the past few decades literally hundreds of correctional 

programs have been evaluated. In an effort to use the information 

generated by these studies to plan correctional programs, the New York 

State Governor's Special Committee on Criminal Offenders funded a 

reanalysis of these studies. This reanalysis was completed in 1971 

and published in 1975 (Lipton, Martinson & Wilks, 1975; he~einafter 

referred to as LMW), but the prior publication of its major findings 

(Martinson, 1974) had a strong impact in correctional circles. 

Mart ;nson's "bald " f h f d ~ summary 0 t e in ings was: 

isolated exceptions, the rehabilitative efforts that have been 

reported so far have had no appreciable effect on recidivism" (Martin-

son, 1974; emphasis in the original). This conclusion was based on an 

evaluation of studies published between 1945 and 1967 that Were in the 

open literature or available from "agencies and individuals conducting 

evaluation research on treatment in the United States, Canada, and 

Western Europe" (LMW, 5). Over one thousand studies were identified, 

but only 231 of the studies met their minimum standards of scientific 

rigor that would permit them to be reanalyzed. Th,'re were 286 separable 

findings from these studies, classified in Table 4-1 according to the 

nature of the treatment (eleven types) and the nature of the outcome 

measure used (seven types). As can be seen, almost half of the findings 

used recidivism as the outcome measure, and this measure was given the 

most attention in the book. 
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This finding sparked considerable controversy (e.g., Klockars, 

I 1975; Martinson, 1975; Martinson et ~,1976). Palmer (1978) provided 

one of the more comprehensive responses to this and other criticisms 

Table 4-1 Treatment Methods by Outcome Measures I of correctional intervention. He pointed out that almost half of the 

I 
Treatment Methods pnde~ndent Varillbles) 

Outcome Call1work 
Mea.ure. and Individual Partla 1 La I.ure-
(Deptndent Individual Skill Plycho- Group Milieu Phy.lcal Medical Time 

l 
studies cited in LMW had positive or partly positive findings. The 

fact that no single treatment was shown to work across the board -_ 

for all types of offenders, under all conditions -- should not be 

I 
Verl.3blea) 'hobetlon ImE!llonment Parole Counlel Devel0E!ment theraE!~ Methods TheraEl:: CUBtod~ Methods Actlvltle 5 Totol 

RecldJvi.m 18 19 18 7 15 12. 19 20 4 5 138 

In.Ututiollolll 

taken as a negative finding if it was effective for some types. 

Palmer contended that it is the search for rapid and glamorous solu-
24 Adju.tment 0 Z a 3 4 6 5 a 2 

VocaUoNlI • a H Adju.tment a a 2 5 3 2 0 a I tions which has caused rehabilitation to fall into disrepute, that 

what is needed is patience and precision in formulating a correctional 
EducaUon.a1 

a 12 Achl.ewment 0 0 0 9 a 0 a I research program. 

DruQ and Alcohol 
2 4 a 1 ~ ReaddJcUon 0 a 3 3 

PeraoNlllty and 
21 8 a 9 a ~6 AtUt\lde ChanQa 3 10 4 3 5 

J 
Martinson's criticism ~xtended beyond this interpretation of past 

research. He took correctional researchers to task for making overly 

Communlty 
4 a H Adju.tment a 0 a 2 4 1 

Totol 23 31 25 18 40 27 54 38 6 22 Z 28L 
I optimistic claims about treatments, claims that were not borne out in 

subsequent evaluations. And the fact that all of this research had 
• Thll II a unique entry .Ince !ea.1blllty or demonstration studies have not ordlnarlly been Included In the .urvey. I little or no effect on crime rates was construed by him to demonstrate 

Source: Lipton et al (1975: 8) the failure of correctional intervention. Both of these criticisms 

1 were seen by Palmer to be beside the point: the fact that claims are 

exaggerated does not negate a treatment's actual benefits; 1 and the 

participation of a small group of specific types of offenders in a 

correctional treatment program should not be expected to reduce crim-

inality among all types of offenders in society. 

1 
l 
I 1 

; 
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The findings of LMW were given strong support in two more recent 

works. Greenberg (1977) surveyed studies published from the late 

1960s through 1975, and reached the same conclusion as LHW regarding 

the effectiveness of correctional programs in reducing recidivism. 

And Fienberg and Grambsch (1979) were commissioned by the National 

Academy of Sciences Panel on Research on Rehabilitative Techniques 

(Sechrest et aI, 1975) to reanalyze a random sample of the studies 

cited by LHW. They also found no cause to doubt the general thrust of 

the 00' findings, which they characterized as a "reasonably accurate 

portrayal". 

These more recent reviews went further than LHW and looked more 

critically at the programs being evaluated. In commenting on the 

nature of correctional studies, Sechrest et al (1979) noted that most 

of the programs that have been evaluated have been designed to be 

carried out within institutions; they suspected that rehabilitation 

research has often been "dictated more by practicalities than by 

logic" (p.95). Greenberg (1977: 141) found that the descriptions of 

many of the treatments studied were vague or nonexistent and their 

theoretical underpinnings were oftp.n not made explicit; when they were 

made explicit, "they tend to border on the preposterous". Whether the 

treatment was sufficient in intensity or duration was also questioned 

(Sechrest et aI, 1979: 40), nor was it always certain that the integ­

rity of the treatment was maintained. The stll~ies of correctional 

I 
I 
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I treatments were far from free of flaws in design; according to Sech-

I rest et al (1979:60), "The thousands of extant studies on rehabil-

itation scarcely add up to a single trustworthy conclusion." 

I What emerges from this controversy is almost as pessimistic as the 

conclusion that "nothing works." It is that much of the research on 

I rehabilitation completed thus far has been too weak to permit any 

I 
conclusions to be made. When promising treatments have been found 

little effort has been made to follow up on them or to attempt to 

replicate them in other jurisdictions. We lack a coherent body of 

knowledge about correctional program effectiveness. 

I 
"Anything Works" 

A recent evaluation of a correctional program (Murray, Thomson and 

Israel, 1978; Murray & Cox, 1979a) generated a great deal of contro-

versy in correctional circles (Murray, 1978a; New York Times, 1978; 

Gordon et aI, 1978; Murray, 1978b; ~1urray, 1979; ~1cCleary et aI, 1979; 

1 
Kiernan, 1979; Maltz et aI, 1980; Maltz & Pollock, 1980; Maltz, 1980). 

The finding, based on an evaluation of the Unified Delinquency In-

1 
tervention Services (UDIS) Program of the Illinois Department of 

Corrections, is that the delinquency rate of chronic juvenile delin-

quents is decreased substantially following intervention (i.e., there 

." . ff ") h . 1S a suppress10n e ect wtether the 1ntervention was community-

1 based or institutionally based. Both of the intensivp programs 
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("energetic correctional interventions") they examined achieved a 

sixty to seventy percent reduction in delinquent activity. Figure 

4-1, taken from Murray et aI, 1978), is a dramatic representation of 

this suppression effect. 

This is not an isolated finding, and is not due to the quasi-

experimental nature of the design of the UDIS evaluation. Empey c ,Id 

Lubeck (1971) and Empey and Erickson (1972) found similar reductions 

in delinquent activity in an experimental setting, for both expe-

rimental and control groups, whether the intervention was probation or 

incarceration. These findings have given strength to the inference 

(not drawn by the; researchers) that "anything works", that any in-

tervention will produce a profound reduction in criminal activity. 

This conclusion has been linked in many minds to Martinson's 

(1974) conclusion. The net impression that remains from these two 

conclusions is that doing something to an offender is better than 

doing nothing, and that no one treatment works much better than any 

other. On the basis of this impression there has been a revision in 

the thinking of many involved in correctional policy-making and 

research. A "get-tough" policy, which has often been cited by many as 

the solution to crime, is now felt to be strongly supported by current 

research. This is not the case. 

Before discussing this finding, we should note that this evalua-

tion did not use the standard type of operational definition of re-

x UD I S cohort 

<) DOC cohort 

~ c. 

+ Pre-UDIS baseline 

Source: ~lurray et al (1978: 122) 
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cidivism, i.e., rearrest (or reconviction) within one year (or some 

other time period). Rather, they compared arrest rates before in-

tervention (treatment) with rates after intervention. The evaluators 

used this measure instead of the standard one because they felt it was 

unrealistic to expect a treatment to effect an immediate and total 

I cessation of delinquent activity. They therefore decided to evaluate 

I 
UDIs by comparing arrest rates before and after intervention. In 

every comparison they made they fond a reduction in arrest rate, 

I ranging from a low of 47 percent, for wilderness programs, ~o a high 

of 82 per~ent, for intensive care residential programs (Murray & Cox, 

I 1979: 118). They therefore concluded that offensive behavior was 

I 
suppressed after intervention. 

The "suppression effect" of Figure 4-1 is probably only an ar-

I tifact of the juvenile justice process. The artifact is quite similar 

to the "regression to the mean" artifacts discussed in Campbell and 

I Ross (1968) and Campbell and Erlebacher (1970). In those papers, 

howevtr, the artifact was attributed to the quasi-experimental 

I research designs that were used; the selection artifact that gives 

I 
rise to an illusory "suppression effect" can occur using experimental 

(Empey and Lubeck, 1971; Empey and Erickson, 1972) ££ quasi-

I experimental (Murray et aI, 1978) designs. The artifact is caused by 

the way juveniles are selectee for intervention by juvenile author-

I ities. As Terry (1967) has shown, the greater the number of previous 

I 
I 
I 

i 
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referrals to juvenile authorities, the more likely a juvenile is to 

have formal procedures invoked in a given case. So the decision to 

intervene in a youth's career is based in part on his having a higher 

than average amount of delinquent activity in the recent past. 

It can be shown (Maltz and Pollock, 1980) that even if juveniles 

have a constant delinquency rate, a curve . '1 Slml ar to Figure 4-1 will 

be generated if the decision to intervene is based on the rule: 

"Intervene after this offen::>e if a juvenile has had K other offenses 

within the past T months." Figure 4-2 shows curves for K = 3, 4, 5, 6, 

and 7 offenses When T is uniformly distributed betweeen 0 and 24 

months, superimposed on the UDIS data. 

As a prelude to explaining how this artifact might be generated, 

consider the following scenario: A youth commits a delinquent act. 

After conferring with a police officer, the victim decides not to make 

a formal complaint. The youth commits another delinquent act. This 

time the victim complains, but the police officer still handles it 

informally. Another delinquent act, and the police officer brings the 

youth into the police station, calls the youth's parents, and warns 

them that the ~ext time it will be dealt with more formally. After 

the next delinquent act the youth is referred to the juvenile proba­

tion officer, who also warns the youth and his parents. The next 

delinquent act causes the youth to be brought before the court, but he 

is put in a diversion program rather than put on trial. It is the 
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I next delinquent act that finally results in a conviction, i.e., a 

51 

ers have d constant and random arrest rate. It is true that delin-

J formal disposition. In other words, six delinquent acts (and these I quents' arrest rates are not constant but are time-dependent: they 

are only the ones we kno~~ of) have taken place in this scenario before rise until age 16 and from then on diminish (Wolfgang, Figlio & 

1 formal intervention occurs. If the youth had terminated his delin- I Sellin, 1972). But the analysis does not rely on this assumption: in 

J 
quent career at an earlier point (i.e., with five or fewer acts) he 

l would not have been subject to formal intervention. 

fact, the point is that the steep rise of Figure 4-1 can be generated 

~ with a constant arrest rate, not because of a constant arrest 

J 
A non-mathematical description of the selection artifact is given 

I in Maltz et al. (1980). Basically, the artifact is generated because 

rate. 

The assumption of randomness is more essential in explaining the 

J the selection of individuals for the cohort (i.e., by judges) is 1 artifactually high arrest rate just prior to institutionalization, 

:1 
J 

conditioned on the individuals' prior records. Those without a high 

rate of delinquent activity in the recent past are weeded out and do 

which we will justify shortly. Murray and Cox (1979: 46) also make an 

assumption about the characteristics of offender activity, "that 

1 
not appear in the cohort, so only those who have a period with a high observed crime rate (arrests) is a valid proxy measure of real crime 

J rate of delinquent activity are included in the cohort. Thus, it is rate." In discussing the possibility of a regression artifact they 

'1 
the judges who decide who will be members of the cohorts (experimental 1 refer not to the arrest rate, but to the crime rate. 2 But since they 

and control), and not the evaluators. Evaluators can compare the only have data on police contacts, they implicitly assume that delin-., 
:J 
'""'~ 

performance of the experimental and control groups after intervention, r quents' offense rates follow the same pattern as police contact rates. 

J (. 

or they can attempt to determine the decision rule used by judges in 

selecting individuals for intervention, but they cannot compare delin-

If every offense resulted in a police contact there would be no 

difficulty with this assumption. But we know that this is not so; 

~ 
quent activity before intervention with delinquent activity after 

intervention and expect to obtain valid findings. 

Boland and Wilson (1978) reviewed recent research which suggests that 

about one in five juvenile offenses results in a police contact. But 

i r: 
This criticism of the "suppression effect" has in turn been criti- 1 even in this case it might be that the same pattern exists for offense 

~ 
cized (Murray and Cox, 1676). The primary fault found with this 

analysis is that it relies too heavily on the assumption that offend- I 
rates and police contact rates for example, if the fifth, tenth, 

fifteenth, etc., offenses are the only ones that result in police 

[ '1' 

U_ 
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contacts. But regularity of this sort, which is required if police 

contacts are to be the ~ for offenses, is a very restrictive 

assumption and not likely to be the case (unless there is collusion or 

cooperation between offenders and police). It is more likely that the 

police contac'ts are not deterministically related to offenses: one 

would expect an occasional long run of offenses with no police con-

tact, and an occasional period when police contacts bunch up. If a 

juvenile is selected for intervention due to a high rate of police 

contacts in the recent past, as we posit and as Terry (1967) has shown 

empirically to be the case, it may be due entirely to his having been 

unlucky recently rather than to a higher than average offense rate. 

It is this randomness that explains the artifactua11y steep rise in 

Figure 4-1 just prior to intervention. (An additional mathematical 

explanation is given in the last section of Chapter 7, below.) 

The actual situation is probably somewhere in between the two 

extremes. Part of the "suppression effect" may be due to th;". treat-

ment and the rest artifact. The part attributable to the artifact 

would be directly related to the ratio of arrests to offenses; the 

greater the proportion of offenses gotten away with by the offenders, 

the greater the contribution of the artifact. 

Policy Implications 

The two responses, "Nothing works" and "Anything works", are 

53 

attractive to legislators and other correctional policy-makers. Many 

people look to legislation for solutions to behavioral problems, and 

these answers point in specific legislative directions. Unlike so 

many other research results, they are definitive answers which can be 

I 
easily understood and readily applied. They also appeal to those 

legislators and correctional administrators who take a hard-line 

I approach, who feel that too much attention and care are given the 

offender and not enough are given the victim. 

I But the first answer oversimplifies a comr1ex set of issues, and 

the second answer is not as definitive as it initially appeared to be. 

I A seemingly equivocal answer ("Under these conditions one can expect 

I 
this result thirty percent of the time") or the researcher's all-too-

frequent responsE ("We need to do more research") may not be con-

I sidered helpful, but with our present state of knowledge these are the 

only answers that can be given with any degree of confidence. 3 A 

I well-planned program of research is needed to provide more definitive 

answers. 

I An important factor in planning and coordinating a correctional 

1 
research program is ensuring that the results of different studies 

within the program are comparable. Similar settings and standardized 

operational definitions and analytic techniques are required. In 

su(:ceeding chapters we discuss the way outcomes are affected by the 

I criminal justice setting, by variations in the way recidivism has been 

1 
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operationally defined, and by ways in which its definition might be ~ 
55 

NOTES 

I standardized. Subsequent chapters review methods which have been used 

to analyze recidivism data, analytic techniques which have been re-
j 

1. A new program is often oversold by its advocates, who see little 

I I 
J 

] process. I 
] I 

2. For example, they state: "We reject the regression artifact as an 

explanation .... because it postulates a constant mean crime level 

] I with random fluctuations whereas the data indicate a rising mean." 

(Murray & Cox, 1979: 85). But we actually postulate a constant 

] I mean arrest level, and their data indicate nothing about crime 

levels. 

] I 
I I 

3. Upon hearing a number of experts testify before his committee, all 

to the tune of, "On the one hand, ..... ; but on the other hand, 

I I " a senator was heard to say with exasperation, "I wish ......... , 

we had some one-handed scientists!" Unfortunately, the problems 

I I we face are not necessarily one-handed problems. 

I I 
I I 
I I . 
I 

, 
~ 
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I r I 
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CORRECTIONAL ORGANIZATION AND RECIDIVISM I 
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releasees. In addition, knowledge of their characteristics and of 

I I 
their post-release behavior is more readily available than for other 

releasees, since parole agencies are required to keep records on all 

I I of their clients. But state-to-state comparisons of parole outcomes 

I In the previous chapter an example was given of how the or-

ganizational context of a study (i.e., the juvenile justice system) I 
(see Chapter 9) are meaningless unless one understands how state 

parole agencies differ and how interactions among all parts of the 

Ii .'.' , may have affected the measurement of its outcome. In this chapter we 

describe the effect of other organizational aspects of the criminal I 
correctional system affect who get paroled. 

I justice system on the measurement of correctional outcome. These I The Parole Process 

organizations include the criminal courts, in their sentencing role Sutherland and Cressey (1970: 584) provide this definition of 

and in their supervision of probation; correctional agencies, from I parole: 

I halfway houses to work-release programs to prisons, and the correc-

tional programs they offer; and parole boards and agencies, in deter- I 
"Parole is the act of releasing or the status of being released 

from a penal or reformatory institution in which one has served a 

I mining the conditions of release and in their monitoring parolees' 

Ii t ; 
behavior to see that they hold to the conditions of release. Differ-

ences in these organizations limit direct state-to-state comparisons 

I 
I 

part of his maximum sentence, on condition of maintaining good 

behavior and remaining in the custody and under the guidance of 

the institution or some other agency approved by the state until a 

I of correctional outcome. 

We do not plan to study all of these organizations in depth and I 
final discharge is granted." 

There are many variants to this basic definition. One can view parole 

I describe their impact on correctional outcome. Instead, in this 

chapter we describe the characteristics of one process -- parole I 
or conditional release as a process with a number of stages and actors 

responsible for the process in each of its stages. The stages in a 

I and show how legal and organizational factors can influence measures I typical parole process are 

I 
of recidivism. Parolees constitute a significant proportion of prison 

I 
o sentencing as a means of defining parole eligibility, 

o conditional release from B sentence, and 

I 56 I 
o supervision and discharge from or revocation of parole. 

I I 
I f' 

I " 
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The actors in each of these stages are 

o courts 

o parole and pardon ~oards 

o parole field agencies and supervising agents. 

The parole process is thus fully defined by a description of its 

stages, a description of the role of the actors in each of the stages, 

and a description of the relationships among actors in each of the 

stages. We may consider the following description as typical of the 

parole process in many states. 1 

Sentencing. The parole process is initiated in a sentencing 

court, the first stage. By setting minimum and maximum sentences, the 

court defines the time of parole eligibility. In general, a sentenced 

offender becomes eligible for parole 

o 

o 

after serving the minimum time of the sentence (less time off 

for good behavior)2 or t{yenty years, whichever is less -- in 

some states this this includes life sentences; 

or after serving one~third of the maximum term (less time off 

for good behavior) or twenty years, whichever is less. 

The sentencing court thus sets a time after which the sentenced of-

fender is eligible for parole. In some cases the sentencing court may 

so restrict th's time that, in effect, it takes away the parole 

decision-making function from the parole board. 

-' 
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Conditional release. The second stage of the parole process 

consists of a conditional release or parole decision by the state 

parole board. The board's decision-making task has four aspects: 

0 deciding whether to release, 

0 deciding the time of release, 

0 deciding the conditions of release, and 

0 deciding the time of discharge from supervision. 

The decision in each case must meet specific legal criteria including 

an explanation or justification that is clear enough to permit its 

appeal to a court. Each decision must also be based on or must ac­

knowledge data collected from other actors. The sentencing court and 

the state department of corrections furnish documents and reports 

related to each fecision. For the most part, however, the interaction 

of these two actors with the board at this stage is pro forma. 

Parole supervision. The third stage of the parole process con­

sists of a period of parole supervision, terminated either by dis­

charge from supervision or by revocation of parole. A parole officer 

is assigned to each case, and the board interacts with the parole 

officer in two ways. First, the officer is charged with enforcing the 

general conditions as well as any case-specific conditions of the 

release. For example, the parole board may release a person con­

ditional upon his pariticipation in a special treatment program; the 

parole officer must enforce this special condition. Second, the 



i 
i 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

60 

parole officer must participate in the decision to discharge the 

parolee from supervision or to revoke his parole. With respect to a 

discharge from supervision, the parole board continuously evaluates 

parolee behavior for a period of time to determine whether discharge 

is warranted. At the end of this period, given satisfactory perform­

ance and on the recommendation of the parole officer, the board issues 

a discharge order which operates as a commutation of sentence. 

Of course, parole officers must report to the parole board all 

behaviors which appear to violate the conditions of release. The key 

word is "appear". In those cases in which a new crime is involved 

there will be little question as to whether the behavior violates the 

conditions of release. But in other cases the behavior may be inter­

preted ambiguously, so the validity of t~·· charge must be tested. 

Differences in interpretation by different parole officers will result 

in different de facto revocation criteria. 

Parole officers may have full police powers in the arrest and 

retaking of parolees. While the parole officer must request a war­

rant, a parolee can be detained pending issuance of the warrant. 

Once the warrant has been issued, it must be heard by an officer 

designated by the parole board to determine whether there is cause for 

a revocation hearing. The hearing officer is usually an employee of 

the department of corrections or the parole board, so the charge, 

issuance of warrant and preliminary hearing on the warrant are all 

handled internally. 
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If the charge is upheld, a revocation hearing must be held by the 

parole board. On the basis of this hearing the board may decide 

either to revoke parole or to continue parole with or without mod­

ification of the conditions. The board may decide, for example, that 

the original conditions were too restrictive or unrealistic and may 

continue parole with looser restrictions. Or the board may decide 

that the original conditions were too loose or were not explicit 

enough and may continue parole with tighter conditions. If the board 

decides to revoke parole, however, the offender may be required to 

serve the remainder of his sentence (although a second conditional 

release is not precluded). 

When a new crime is involved the parole officer in charge would be 

notified by the police, given an in-state arrest. Once this occurs, 

negotiations may take place between the police, prosecutors and parole 

officers. The charge may be dropped, may be reduced to a technical 

violation with subsequent repercussions or prosecution may ensue with 

a post-conviction sentencing option of revocation or return to parole. 

There are thus more alternatives available to the system in the hand­

ling of alleged repeat offenders who are parolees, because processing 

options present greater latitude due to the involvement and decision-

making power of another organization the parole system. The only 

alternative available upon arrest and prosecution for a person man­

datorily released is whether or not to proceed. Given that the al-
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leged offender has served time in prison, it is likely that he would 

be formally p£oGessed. Thus, the same behavioral action does not 

always lead to the same disposition. 

There is usually a clear distinction in the parolee's record 

between parole revocation for a technical violation of the conditions 

of release (e.g., failing to continue in a drug treatment program) and 

revocation in lieu of prosecution for a new offense. (The Uniform 

Parole Reports system makes such a distinction in its data collection 

procedures see Figure 9-12). 

As can be seen from this description, each of the three stages 

determining parole eligibility, determining release conditions and 

supervising parolees -- is associated with a decision by one of the 

three actors -- the court, the parole board and the parole agency. 

The relative freedom enjoyed by each of the actors in each stage in 

turn is associated with the interaction of other actors at that stage. 

For example, the court may restrict the decision-making function of 

the parole board by limiting parole eligibility. And the parole board 

may restrict the decision-making function of the parole agency by 

setting conditions that are too restrictive or not restrictive enough. 

Although this description of the parole process is quite general, 

there is still considerable variation in how parole is defined. The 

variation is due primarily to the limits on decision-making discretion 

placed on the actors by state legislatures. We may summarize the 

differences in the following way: 

I 
I 
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I o Sentencing is set by the court, but the degree of latitude in 

I 
sentencing varies considerably from state to state. We may con-

sider three general types of sentencing: 

I o Indeterminate sentencing: the sentencing court has wide 

discretion in the imposition of a sentence. Theoretic-

I ally, it may impose prison terms of any length or range 

of lengths within broad gUidelines; for example, courts 

have been known to impose sentences of 1000-3000 years on 

I offenders, thus adhering to the state guideline that the 

minimum sentence be one-third the maximum sentence. 

I o Modified indeterminate sentencing: the sentencing court 

I 
may impose a sentence that is charge-dependent, but the 

court may select a range from within this category. For 

example, if a certain charge is liable to a Class B 

penalty for which the maximum sentence may be set between 

I five and ten years, the judge may select the maximum sen-

tence anywhere between these two figures. If it is set at 

six years, and state law sets the minimum sentence at 

I 
one-third the maximum, the offender leaves the courtroom 

knowing that he must serve at least two years and may 

I serve at most six years less any "good time"2 he may 

accrue while in prison. 

I 
.I 
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the sentencing court imposes a Determinate sentencing: 

h 1 Latitude of the sentence based primarily on the c arge, 

ll.'ml.'ted to adding to the sentence if there are judge is 

cl.'rcumstances or reducing the sentence if aggravating 

there are mitigating circumstances, A limit is placed on 

the change in sentence 'J.ength due to aggravation or 

Certain charge is liable to a Class mitigation; thus, if a 

l.'s a nominal five years but may be set B penalty, which 

f our and six years, the offender leaves anywhere between 

t wl.'th a single number (between four and six the cour room 

years) which is his sentence (again, less good time), An 

feature of determinate sentencing is that the additional 

'be the circumstances which are legislature may prescrl. 

allowed to be considered in aggravation or mitigation, and 

be 'd to document the circumstances the judge may reqUl.re 

the det ermination of sentence length, considered in 

to the type of sentencing alterna­Conditional release is related 

tives available to a state, 

o Indeterminate sentencing: Parole eligibility may be set 

d When this is the situa-t he parole boar , by the court or 

tt t'ng to curry favor tion, one often finds prisoners a emp l. 

with the authorities: O r an AA pro­"If joining Jaycees 

i 
I 
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gram or going to chapel is what gets me out sooner, that's 

j what I'll do," 

j 
o 

Determinate or modified determinate sentencing: The date 

of release is known by the offender when he is sentenced: 

I the minimum sentence length, less any good time he may 

accrue, In Some cases additional conditions may be im-

I posed on the offender, Mandatory release may occur under 

, I 
determinate sentencing, in which case there are no post-

release conditions to which the ex-offender must adhere, 

I 
It may also occur under indeterminate sentencing if parole 

is denied and the prisoner serves his full sentence, i.e., 

I 
"maxes out." 

I o Parole supervision does not vary to any great extent among the 

I 
states, The primary difference is whether the supervision of 

parolees is directed by the parole board per ~ or by an independ-

I 
ent agency working cooperatively with the parole board, 

With regard to parole outcome, however, it appears that the struc-

I 
I 

tural status of supervision within the parole process makes little 

difference. What state-to-state differences that had existed in the 

past have been greatly reduced or eliminated by Supreme Court deci-

I 
sions in Morrissey ~ Brewer and Gagnon v, Scarpelli. These decisions 

accorded the parolee due process rights in revocation procedures, such 

J 
.1 
I 
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as the right of the parolee to notification of the facts of the case, 

to be heard on his own behalf, to cross-examine witnesses, and to I 
receive a written statement of the final decision and the reasons for 

it (Merritt, 1980). While the decisions in Morrissey and Gagnon leave 

some discretion to the states, the residual discretion is relatively I 
small. For all practical purposes, the only formal difference in the 

parole process among the states is in the extent of authority vested I 
in the courts and parole boards. I 
The Parole Process and Recidivism I 

I The locus of authority for sentencing and release, as described in 

the last section, does not affect recidivism statistics directly. Yet 

I its impact is substantial \lhen the entire criminal process is 

I 
considered. 

Sentencing and Sentencing Alternatives. In recent years the trend 

I has been for legislatures to limit the discretion of courts and parole 

boards. Thus, there has been a general shift toward determinate 

I 
1 

I sentencing, vested good time, parole eligibility determined by time 

served rather than program participation; i.e., toward that legisla-

I tive package known as "the justice model" (Fogel, 1979). 

I 
But discretion is not necessarily reduced by this legislative 

action; it may just shift to another level (Altschuler, 1978). For I 
I example, without determinate sentencing a prosecutor is able to drive 

r 
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a harder (plea) bargain if the assigned jud . ge 1S known t f o avor long 
sentences. W'th 1 sentences fixed by law it , may simply mean that plea 
bargaining is b d ase only on the charges rather than on th h'l e sentencing 
p 1 osophy of the judge as well. So the prosecutor ff e ectively deter-
mines the st· en ence glven the offender. 4 

Another discretionary 
aspect of the sentencing process is in the 

type of correctional program open to an offender. Th e use of proba-
tion, work release , 

other possibilities 

halfway houses, community treatment centers and 

less severe than prison varies 
the states. considerably among 

But as Morris (1974: 11) has noted, the Use of alterna-

tives to prison results in " reducing the intensity and severity of 

control but increasing the numbers under 
control." A state which makes 

extensive use of these 1 a ternatives would b e expected to have a higher 
recidivism rate for l'tS 1 paro ees tha 1 n wou d a state which does 
th not ase 

ese alternatives greatly: the offenders considered t 
. k " 0 r1S s are gi th ven ese alternatives th" . , LS 1ncreas1ng the average risk 

be "better 

level of those going to prison. Similar "skimming" of the lower-risk 
offenders would be manifested when 

comparing the recidivism rates of 

parolees to those de . d n1e parole. s 

In comparin g programs across states th f , ere ore, care should be 
taken to ensure that the populations under study are sim'l ]. ar. One 
means of doing so is to consider the proportion of people in each 

state sentenced to th . e varl.OUS alternatives. If the proportions are 
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quite different comparisons are probably not very instructive; unfor-

tunate1y, even if the proportions are similar one cannot be sure that 

the populations are also similar. 

Release on parole. Parole boards have been criticized for ar-

bitrariness in determining who is released (e.g., von Hirsch, 1976; 

Fogel, 1979). But another aspect of the release decision has not been 

given as much attention -- the timing of release. Eck (1979) has 

shown how, in one state, the number of people paroled in any given 

month is strongly correlated with the number of people sentenced to 

prison in that month. This policy serves to stabilize prison pop-

ulations, which may partially explain why prison populations seemed to 

have a "natural" level in. eighteenth-century France (Maltz, 1977: 32) 

and in twentieth-century Canada, Norway and United States (Blumstein & 

Cohen, 1973). 

The impact of this policy would be felt in comparing cohorts of 

parolees from year to year. A surge in the number of persons sent to 

prison (perhaps reflecting new legislation, an increase in the number 

of judges, or a new prosecutorial policy toward plea bargaining) would 

cause an increase in the number of prisoners paroled. The only way 

for the parole board to accomplish this would be for them to lower 

their standards for release, resulting in a poorer-risk cohort for 

that year (at least, poorer in the board's estimation). 

Parole supervision. Although parole officers do not set policy, 

I 
I 
I 
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they do carry out the policies set by their supervisors. This may, 

for example, result in a strict revocation policy (say, in the af­

termath of a publicized crime committed by a parolee) or a very 

lenient revocation policy (in response, say, to prison overcrowding). 

But "parole supervision" is not a constant entity; parole officers do 

not necessarily carry out their duties in the same way. In recounting 

the experiences of California's Special Intensive Parole Unit (SIPU) 

program, Conrad (1978) noted: 

"In Oakland" for example, the SIPU agent was an irrepressible 

enthusiast "Tho kept his office open until late hours at night to 

and to conduct bull sessions with any parolee dispense advice to, 

who cared to happen in, as most of his caseload seemed to enjoy 

doing. His violation rate was extraordinarily low, and I never 

reason to believe that there was a special ambience in saw any 

Oakland which favored parole'success. Across the bay in San 

Francisco the SIPU agent was an enthusiast of a different stripe. 

He liked to rise in the small hours of the morning so that he 

could descend on unemployed parolees and remind them that early 

birds get the available worms and slug-a-beds do not. How he 

managed to conduct these sunrise raids on his charges without 

dismemberment of his person I have never understood, but his 

I ' rate was h;gh, even after he was convinced of the parole via at~on • 

unwisdom of t e strenuous h counsell.·ng technique he had adopted." 
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Variation in outcomes, then, is not only a fUnction of legislative or 

policy differences; the personal attributes of the actors also in­

flunece recidivism rates. 

Another factor influencing program outcomes lies somewhere in 

between agency policy and personal proclivity. This might be termed 

the agency's "stYle". W~ls (1968)'d 'f'd 
4 on J. entJ. J.e three dominant styles 

of policing -- legalistic, watchman and service styles. Similar styles 

doubtless are characteristic of correctional agencies. However, 

studies of correctional agencies tend to be of single . entJ.ties (e, g, , 

Jacobs, 1978; McCleary, 1978) rather than comparative or cross-

sectional. And police departments are geographically compact while 

correctional organizations are dispersed throughout a state. 

Therefore, a single style may not be so dominant in a correctional 

organization as in a police department; there may be major differences 

between rural and urban (or upstate-downstate) parole supervision 

styles, for example. 

Empirical Variations 

Not all factors that have an impact on recidivism can be found by 

reviewing agency policy statements or by reading the literature. Some 

can only be found by making site visits. As part of our research 

effort eleven state correctional and parole agencies were visited G to 

determine how their characteristics and policies might affect the 

, 
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j outcome measures used to study correctional programs. Our brief 

I visits did not enable us to analyze an agency's "stylla", but we were 

able to obtain insights into other factors that affect recidivism 

I statistics. We obtained information on the outcome measures used, the 

populations followed up, the events which define recidivism, and the 

I length of follow-up times, as well as organizational factors which 

I 
work to produce variations in recidivism rates. 

Outcome measures used. All routine evaluations used recidivism as 

I the criterion variable, No measures of success were calculated. 

Reasons given for this were "it is too difficult to collect such 

I data", "it violates privacy rights", "it is not part of our mission", 

I 
and "the cost of data collection is too high for measures which have 

little bearing on policy". Thus, the evaluations are failure-based. 

I Even given more research money, many officials contended it would not 

be used to develop success measures. Some officials reported that 

I recidivism data are collected only to satisfy other agencies which 

demand such data, such as the Law Enforcement Assistance Administra-

I tion (LEAA) , the state legislature, or the National Council on Crime 

I 
and Delinquency, or to forecast prison populations. 

Populations followed up. Some variation was found in the types of 

I populations followed up. Four states followed up only parolees, while 

three followed up all persons released, including parolees, mandatory 

I conditional releasees, and mandatory releasees. Another state studied 

I 
1 
I 
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all but ~hose mandatorily released while still another fol16wed up a 

cohort of parolees and a cohort of those mandatorily r.eleased. 

Naturally, such differences will have an effect upon observed 

failure rates. Since parolees are considered better risks upon rel-

ease, one wou _ ld antl.·cl.·pate that ceteris paribus states which follow up 

a lower recidivism rate than states which only parolees would have 

follow up those released under any status. 

Parolees, however, are su Ject b · to more behavioral constraints than 

those mandatorily released. A violation of the technical conditions 

of parole can result in the revocation of parole and consequent re-

admission to prison. Parolees may also be under closer and more 

systematic observatl.on. . The greater observation of parolees, then~ 

't d{rection,' that is, one might also expect may work in the 0ppOSl. e ~ 

parolees to have a higher recidivism rate. 7 

Recidivating events. Events defined as incidents of failure 

showed g~eat convergence. Si~ states examined considered 

return to prison as the only indicator of failure. Thus, absconders, 

technical violators, and those convicted cf new crimes would only be 

documented as failures if the~p actions led to subsequent re-

commitment. only one state counted returns to prison if Furthermore, 

they occurred in another stHte. 

Some states' d~finitlons approach more rigorously the pragmatic 

conception of a a1. ure; f 'l they extend the definition of failure beyond 
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return to prison. One state included a new major conviction with 

subsequent continuation on parole as a failing event, while another 

included a jail sentence of thirty days or more as an indicator of 

failure. 

Finally, one state utilized B fairly comprehensive definition of 

recidivism, including: parolee-st-Iarge for six months or longer; 

death in the commission of a crime or from d~ug overdose; any new 

conviction which resulted in one of six types of sanctions; felony 

arrest and charge, guilt admitted, no fUrther trial; and, r.eturn to 

prison for felony conviction in any state. 

Absconsion. 
The interpret.ation of absconscion in recidivism 

measurement varies across states. Officials' estimates of the prop0'-

tion of parolees who abscond ranged from two to ten percent. One 

state considers all officially recorded absconders as failures, while 

another considers them failures if they have been in :. :~h status for 

at least six months or have an outstanding felony warrant for their 

arrest. 
The remaining states consider them non-recidivists, or 

" suc-

cesses", if they are not returned to prison in-state dUling the dUra-

tion of the follow-up. 

Event time. The date of occurrence of a recidivating event is the 

time at which the recidivist and the system which holds the informa-

tion interact. Thus, in the case of return to prison, the date the 

individual is "on the books" as having returned to prison is the date 



I 
J 

1 
1 
:1 

J 

IT 
:.L 

1 
1 
1 
] 

1. 

I 

74 

of the recidivating event. Events are not traced back to the time of 

the actual act (e.g., arrest) which caused subsequent system in-

teraction. Recidivism is calculated using information relating to 

reimprisonment, and only that information which is of ultimate concern 

to the correctional agency may be formally documented. In special 

evaluations, however, FBI or state "rap sheet" data may be used to 

define failure, and date of arrest would be used as the event time. 

Follow-up ~~riod. The range of maximum followup periods for the 

states visited was from one to four years, the most common being one 

year. Of course, not all of the parolees are followed up for the four 

years in those states which track parolees for that length of time. 

Only those who are on parole for that length of time are followed up 

for four years. Thus, recidivism statistics for the fourth year would 

be biased because they would reflect the behavior of only that subset 

of parolees for whom a four-year parole is considered necessary. 

Organizational factors in reporting failure events. Parole of­

ficers use considerable discretion when deciding whether to report 

technical violations and institute revocation procedures (McCleary, 

1978; Lerman, 1968). One parole official interviewed admitted: "There 

is great pressure on parole officers not to return parolees due to the 

overcrowded situation of our prisons." Thus, the capacity of a state 

to incarcerate, the number of "free beds", could have an eventual 

effect upon failure rates, especially those based upon return to 

prison. 
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Other factors also affect the underreporting of parole violations. 

According to offici.als, the amount of paperwork required to process 

violations could have an effect upon the stringency of reporting, 

especially when considered in relation to officer-clientele ratios. 

Departmental policy on revocations, as mandated by internal and exter-

nal organizational constraints and contingencies, will also have an 

effect upon eventual rate of return. The Supreme Court's decisions 

related to parole have made it more difficult for parole officers to 

revoke parole. Whereas before considerable discretion was given to 

parole officers ~o revoke, some officials say that now such discretion 

operates in the opposite manner -- considerable discretion not to 

revoke. 

Agency perspective. From the standpoint of correctional agencies, 

the post-release behavior of individuals who were once in their 

custody is not their responsibility. This is especially true in times 

of tight budgetary constraints, when maintaining livable conditions in 

institutions or keeping parole caseloads at a reasonable level takes 

priority over studying recidivism. 

Agency officials are also closer to the source of data used to 

evaluate programs, and are therefore much more cautious in making 

inferences about programs based on such data. One official explained 

that evaluations which relied on data from parole officer reports were 

discontinued because "we came to consider them too biased to use, 
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because information collected on parolees was generally in narrative 

form and primarily reflective of the parole officer's personal at-

titude toward his client." 

Thus, variation in parole organization policy and practice, as 

. 1'n the types of releasees who are followed up, will well as variat10n 

result in varying observed rates of recidivism. 

In this chapter we have described characteristics of correctional 

organizations that affect recidivism. Differences in the charac-

teristics may create 1 erences d 'ff 1'n the population under study, in the 

way the program is con uc e , or d t d 1'n the type of data collected. But 

another significant factor limiting comparisons is the lack of con-

sistency in de 1n1ng reC1 1V1sm. f · . 'd" This problem is taken up in the next 

chapter. 
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NOTES 

1. The description of parole is based on the Illinois parole process 

as it existed prior to 1978, when determinate sentencing legis la-

tion was enacted. Many states still have similar organizational 

structures for parole. 

2. "Good time" is the time subtracted from a prisoner's sentence for 

good behavior while in prison. One characteristic of the justice 

model of corrections (Fogel, 1979) is the vesting of good time so 

that all of it cannot be taken away, once accumulated, for 

subsequent infractions of institution rules. 

3. The offender's prior record may also affect sentence length. For 

example, a life sentence may be mandatory if an offender has a 

record of three prior felony convictions. But these conditions 

are also non-discretionary, i.e., determinate. 

4. Plea bargaining is not easy to eliminate, especially in jurisdic-

tions with crowded dockets. But even in jurisdictions with less 

crowded dockets it seems to survive all attempts to eradicate it. 

In Alaska, for example, plea bargaining was outlawed by the state 
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78 I 
legislature. But according to a recent report the practice still 

continues (Rubinstein & White, 1979). I 
5. For example, Martinson and Wilks (1977) noted the higher re- I 

cidivism rate of prisoners denied parole than of parolees. I 
Hotyever, they misinterpreted this difference as demonstrating the 

effectiveness of parole rather than as being a consequence of the I 
parole boards! selection of the best risks for parole. 

1 
6. 1be states visited were California, Florida, Georgia, Maine, 

Massachusetts, Michigan, Minnesota, Texas, Washington and 1 
Wisconsin. 1 

7. Care should be taken to distinguish the two effects described I 
here. The first effect is that the recidivism rate is expected to 

be lower because a population of parolees is expected to have a I 
lower average offense rate than a population which includes those I 
denied parole. The othe;: effect is that closer observation of 

parolees may increase the probability of arrest for any given 1 
offense. 

1 
I 
I 
1 
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CHAPTER 6 

RECIDIVISM DEFINITIONS 

When "recidivism" is discussed in a correctional context, its 

meaning seems fairly clear. A person is considered to have recidivated 

if his (criminal) behavior has not been improved by the correctional 

intervention. The word is derived from the Latin "recidere," to fall 

back. Thus a recidivist is one who, after his release from custody 

for having committed a crime, is not rehabilitated. Instead, he falls 

back, or relapses, into his former behavioral patterns: he commits 

more crimes. 

This conceptual definition seems quite straightforward, but like 

most conceptual definitions its operationalization into something one 

can measure is not so simple. The information on which measurement of 

recidivism is based is rarely complete; and even when it is complete 

there is no consistency in the way the data are analyzed: there is 

"considerable variation in the way recidivism is measured" (National 

Advisory Commission, 1973: 512). 

In this chapter we discuss variations in the way recidivism is 

defined. We will begin by assuming that all conceivable information 

one would need is available, then show how more realistic assumptions 

about information affect the definitions. Our recommendations con-

cerning the measurement of recidivism conclude this chapter. 
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I Complete Information 

I 
By "complete information" we mean that every crime committed by 

the individuals under study is known to the evaluators. But even 

I under this unlikely condition there is a problem, since the word 

"crime" covers a lot of ground. 

I For example, a child molester may be arrested, convicted, end 

sentenced to a correctional program specifically designed to treat 

I such offenders. Upon release he may have actually been corrected so 

I 
that he no longer molests children. If he then turns to armed robbery 

or to forgery, should we consider him a recidivist? In one sense he 

I is a recidivist since he committed another crime. However, the crime 

is of an entirely different nature; the original harmful behavior has 

ceased and a different set of harmful behaviors has manifested itself. 

I 
Should we consider a person a recidivist if he crosses over from one 

crime type to another? 

Of course, it is possible to label a person a recidivist only if 

he commits the same crime type for which he was originally convicted. 

However, this implies that all offenders are specialists, which is 

contradicted by the available evidence (Peters ilia et aI, 1977). 

(, Furthermore, the more categories of recidivism we generate, the less 

I 
information we will have about each category. One might consider 

using three categories of crime: property crime (including robberyl), 

personal crime, public order crime, and white-collar crime. But there 

l 
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are no clear dividing lines among these categories, since many crimes, 

e.g., arson, can cross the boundaries. 

To a great extent the nature of the correctional program dictates 

the definition of recidivism. In the example given above the individ-

ual would not be considered a recidivist if one were evaluating a 

program aimed at modifying the behavior of child molesters. Thus, 

both crime type and program type must be considered in defining 

recidivism. 

Complete Criminal Justice System Information 

Now let us assume that we have the best of all possible realistic 

worlds. We do not have information about all crimes committed by 

individuals in the cohort, but we do have complete information about 

all of their-transactions with the criminal justice system: arrests, 

indictments, prosecutions, convictions, and sentences. This goal is 

achievable -- the Law Enforcement Assistance Administration is pro-

viding funds for states to develop Offender-Based Transaction Systems 

(OBTS), which are designed to collect such data. A number of states 

currently have substantial OBTS data collection and analysis 

capability. 

The fundamental question we must now address is, To what extent 

can an individual's criminal record be used as an indicator of his 

behavior? We know that it has major weaknesses; since it is the only 
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indicator we have ot er an, ( h th possl.·bly, self-reports) our goal is to 

understand these weaknesses and use the criminal record in a way that 

minimizes their effect on the behavioral measure used. 

One problem we may face is that of determining who is a recidivist 

and who is a first offender. Many states have laws prohibiting dis­

closure of an individual's juvenile record so that youthful indiscre-

d t haunt him for the rest of his tions and delinquent activities 0 no 

life. f into a first offender upon This policy trans orms everyone 

reaching the age at which he can be tried as an adult, regardless of 

his past record. . '1 records can often be used for However, Juvenl. e 

l.·f appropriate safeguards are taken to insure research purposes 

confidentiality. 

t to determ ine when the behavjor occurred. Nor­It is importan. 

mally, the date of arrest (or of violation, for parolees and 

probationers) is the only indicator of time. If arrest date coincides 

1'S a good l.·ndicator,· but this is the exception with offense date this 

For the purposes of the analysis we describe in rather than the rule. 

however, it is sufficient if offense and arrest occur later chapters, 

h I t is not unreasonable to assume that within one month of each ot er. 

is ordinarily the case. 

A more important problem in defining recidivism is whether to use 

a raw arrest (one not necessarily followed by a conviction) as an 

indici;itor. Were we dealing with named individuals there could only be 

I 
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I one appropriate answer: an arrest must be followed by a conviction 

I before it can be used as an indicator of behavior; a person ShOl1ld not 

be assumed guilty merely because he has been arrested. But we are not 

I dealing with named individuals; rather, we are dealing with 

statistical descriptors of cohorts. 

I From the social scientist's standpoint the primary consideration 

I 
is to Use the available data to develop the most appropriate in-

dicator, the one that is closest to what we think of as recidivism. 

I In practical terms, this boils down to a choice between using raw 

arrest data or using arrests only if followed by conviction. 2 

The arguments against using raw arrests are based on the fact that 

standards for arrest are much less rigorous than for conviction. 

Probable cause is sufficient to arrest an individual; proof beyond 

reasonable doubt is r.eeded to convict him. Furthermore, the arrest of 

a person released from prison (i.e., known to have been an offender) 

is much more likely than the arrest of that same person had he no 

prior record. For example, let us SUppose that a person ~onvicted of 

child molesting has actually been rehabilitated. This does not make 

him immune from arrest; he may be subject (and subjected) to arrest 

frequently, whenever a child is molested anywhere nearby. An arrest 

of this type should not be an indicator o~ recidivism. 

Arrests are used for other purposes than detaining those kno~n to 

have committed crimes. It may be that the police have a policy of 
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