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I NTRODUC TI 0 N 

Criminal justice researchers and administrators often use data obtained 
from the archives of agencies responsible for collecting and disseminating 
data to make d~cisions. They use these available data, rather than col­
lecting data themselves, for several reasons. Often they need the data to 
answer a question that must be resolved quickly. In other instances, they 
do not have the resources necessary to collect their own data. 

Use of available data obtain~d from archives poses problems for re­
searchers and ad~inistrators. The data users must accept the data as they 
are, even if they are unsuitable for the research or analytic task at hand. 

One set of prob 1 ems posed, by use of arch i va 1 data is caused by 
aggregation. Aggregation refers to the grouping of individual units of 

analy sis. Archival data are usually available i~ some aggregated form 
(i.e., county totals for offenses reported to police, court circuit totals 
for felony convictions). Aggregation problems are problems that ensue when 
data from an arch~ve are available in a ,form of aggregation that is unsuit­
able for th~ r~search or analytic task at hand. 

The purpose of this paper is to introduce users of Illinois statewide 
criminal justice data to aggregation concepts and, problems. It applies 
accumulated knowledge in the literature dealing with. aggregation problems 
to specific examples of problems faced by users of Illinois criminal justice 
data. 

Aggregation problems confront researchers at different stages of re­
search and in various ways. It is important for users of' Illinois criminal 
justice data to understand what kinds of problems aggregation may present 
and what can be,done about them. Such an understanding will enable them 
to avoid the problems or deal with them if they are unavoidable. 
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Aggregation problems are not a recent discovery. Robinson (1950:354) 
documented an aggregation problem by demonstrating that the product moment 
correlation (r) computed for the relationship between nativity (whether or 
not an individual was born in the United States) and literacy using data 
about individuals differed when the same statistic was computed-using state 
percentages (percent native-born and per cent literate in each state). 
In another case, Blalock (1964:102-103) similarly demonstrated that cor­
relating percent non-white and income differentials between whites and non­
whites in 15d southern counties produced one result, while aggregating the 
counties in a number of ways produced a wide range of correlations. Robinson 
and Blalock (and many others) have demonstrated that the use of aggregate 
data can affect, perhaps even negate, research results. 

Aggregation problems are described and discussed in substantive and 
theoretical literatures of various fields of inquiry. Aggregation issues 
are defined and debated. Different approaches to aggregation problems are 

,offered. In· recent writings aggregation issues and problems are eval­
uated and discussed in the context of general research and methodological 
concerns. This literature focuses on aggregation problems encountered in 
correlation and linear regression analysis. That focus is carried over into 
this paper, though the extension of aggreaation problems to other kinds of 
analyses is touched on as well. 

The first part of this paper explains what it means to aggregate data 
in certain ways. The second part discusses the aggregation problems posed 
by.three major sources of statewide criminal justice data in Illinois: 
the Illinois Uniform Crime Reports, the Annual Report of the Administrative 
Office of the Illinois Courts, and the Inmate Master records of the 
Illinois Department of Corrections. The third part reviews some of the major 
issues discussed in the aggregation literature. The fourth section presents 
a number of ~ample analyses using the data sources mentioned above. The 
p.urpose of . the analyses is to explore the effects of aggregation on analyses 
using Illinois criminal justice data, and to discuss them in the light of 
helpful information gleaned from the aggregation literature. The final 
section of the oaper reviews the effect that aggregation problems posed by 
the major sources of Illinois statewide criminal justi.ce data have on 
research, and what steps should be taken to recognize and, if possible, to 
avoid them. 
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AGGREGATION EXPLAINED 

Aggregation (grouPing) of data occurs in many, and often complex, ways. 
This sectiori~xpTains two common forms of data aggreg~tion using an imagi­
nary data set. These forms are not exhaust i ve 'of the ways in wh i ch 
aggregation can occur, but they provide an introduction to the aggre­
gation problems covered in this paper. 

The imaginary data set consists of 1,500 cases (a case being a person). 
Four variables are measured for each case: income, education, birthplace, 
and religion. The data are being used for a hypothetical study of the 
relationships between these four variables. 

In one form'of aggregatio.; the values of the variables in the analYSis 
are grouped and the arithmet i c mean for each group is used as a case. 
SUppose in this hypothetical study that the data a~e ~ggregated by birth­
place. For each birthplace coded in the data, mean in'co~e and education are 
calculated and birthplaces (say cities) are used as cases in the analysis. 
If 50 birthplaces are coded, then the number of cases in the analysis drops 
from 1,500 to 50. This form of aggregation has been referred to as "ecolo­
gicaJ'l or "aggregate" analysis. Its main characteristic is that group (ag­
gregate)-level data are used to measure relationships between individual 
units of analysis. 

Another form of aggregation involves altering the categorization 
scheme for one or more variables in the analysis, th6ugh not r~ducing the 
number of cases. Suppose the researcher wants to analyze the relationship 
between income and religion. SUppose also that the income variable is coded 
in thousand dollar increments from $5,000 to $25,000, and that five reli­
gions are 'coded' in the database, One approach to studYing the relationship 
is to recategorize the income variable so that it consists of fewer 
categories, (i.e., $5,000-$9,999, $10,000-$14,999 $15 000-$19 999 

" . , , " $20~OOO-$25,000), and analyze the relationship using 'crosstabulation and 
other non-parametric techniques. 1 In this case, grouping Occurs along a 
variable so that the number of categories coded for ~hat' variable changes. 
The level of analysis remains the same, and all 1,500 cases in the sample are 
used. 
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In each of. the examples above the the 1,500 case·s were grouped in a 
certain way to study the relationship between certain variables. It is 
important to understand forms of aggregation bec~use, depending on the 
circumstances s'urrounding any research effort, a data user may be forced 
to confront aggregation issues. Sometimes it is necessary to choose'a form 
of aggregation to control for the effects of a variable.. In other cases, 
a form of aggregation can be forced on a researcher due to problems of data 
availability or, legal restrictions on the use of ~n~ividual.l~vel data. 
Thus, an understanding of how and why aggregations occur is important to all 
researchers, especially those who have little or no control over data col­
lection procedur.~s. 

Forced and chosen aggregation are not always' mutually exclusive 
occurrences. A researcher can choose to aggregate in one manner to avoid 
prob 1 ems due to forced aggregat ion. A researcher C'an be forced out of 
conducting individual-level analysis, but have a choice between alternative 
aggregation schemes. The following section describes three sources of 
statewide criminal justice data. As their forms of availability are ex­
plained the distinction between the different aggrega~ion forms and options 
discussed above will be clarified. 

AGGREGATION PROBLEMS AND ILLINOIS CRIMINAL JUSTICE DATA SOURCES 

There are three major sources of statewide criminal justice data in 
Illinois, each ~f which pertains to a major sector of the criminal justice 
system: 

1) the Illinois Uniform Crime Reports; . 

2) the Annual Report ti the Administrative "Office of the Illinois 
Courts; and 

3) the Inmate Master records of the Il1inofs Department of Correc­
tions; 
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Each of these is a source from which data can be obtained in a short 
amount of time compared to the time it would take to collect original data, 
and each is available to criminal justice officials, planners, and re­
seacners in various forms. Their forms of availability and the aggregation 
problems they pose are disscussed below. 

Illinois Uriform Crime Reports 

The Illin61s Uniform Crime Reports database is a source of data about 
. local police activities concerning offenses and arrests in Illinois. Each 
month approximately 1,000 police agencies in Illinois report data con­
cerning offenses reported and arrests made in their jurisdictions to the 
III i nois Department of Law Enforcement (OLE). OLE manages and 
di ssemi nates these data, a respons i bil ity it took over from the Federal 
Bureau of Investigation in 1972 (OLE 1972:2). In 1977, the Statistical 
Ana lys is Center undertook the proj ect of recodi ng the Department's com­
puterized files containing police data into SPSS2 format, and became a 
source of Illinois Uniform Crime Reports data. This paper uses offense­
and ar~'es,t-related data obtained from the Statistical Analysis Center's 
edition of the Illinois Uniform Crime Reports (hereafter referred to as SAC­
IUCR) . 

Various kinds of information are avaialable from the SAC-IUCR database 
concerning criminal offenses reported to the police. Among them are: 

number of offenses reported to the police for each offense cate­
gory recognized by the Illinois Department of Law Enforcement;3 

number of reported offenses which p01ice determined to have act­
ually occurred; and 

. number of reported offenses cleared by the arrest of an adult. 

The SAC-IUCR data files permit analysis at five different geo­
graphic/administrative levels: 

1) ~he police agency (municipa1) level , in which each case is a 
police department or sheriff's office. There are approximately 
1,000 police agencies; 
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2) the ~ounty level, in which ~ach case is an Illinois county; data 
pertaining to all police jurisdictions are aggregated to form a 
file containing 102 cases, one case 'for each county; 

3) the planning region level, in which each case is an Illinois Law 
r ,cement Commission planning region; data pertaining to all 
police jurisdictions are aggregated to form ~ file containing 20 
regiqn cases; 

4) t~e circuit level, in which each case is an Illinois judicial 
circuit; data pertaining to all police ,departments are aggre­
gate~ to form a file containing 21 circuit cases; and 

5) the common characteristic group (CCG) leve1, in which each case 
is an Illinois Law Enforcement Commission Common Characteristic 
Group;4 data pertai~ing to all police departments are aggregated 
to form a file containing four CCG cases. 

Regi on, c'i rcu it, and CCG boundar i es are all f.ormed along county 1 i nes in 
Illinois, so aggregation at these levels is easily done. S The avaiqability 
of SAC-IUCR data in this format enables researcher~ to conduct analyses of 
SAC-IUCR variables at five different levels of analysis, each level con-
sisting of a different grouping of police departments. 6 . 

The. aggr,egation problems posed by SAC-IUCR data are caused by limita­
tions in the database as well as by limitations in other statewide data 
sources. Illinois police data are the only statewide criminal justice data in 
Illinois available at the municipal level. Persons wishing to stuCly rela­
tionships beb/een police-oriented and other variables are forced to use 
higher level data (i.e., county~ circuit, region), o'r to collect original 
data. For those who opt to use aggregate data, the choice becomes that of 
aggregating at the circuit, region, or county level~7 and the pro~lem'becomes 
that of choo~ing the best form of aggregation. 
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Annual Report of ,the Administrative Office of the Illinois. Courts 

The Administrative Office of the Illinois Courts serves as a repository 
for statewide court data. Each of the 21 circuit courts in Illinois reports 
data monthly to. the Administrative Office concerning many aspects of court 
activities. The Administrative Office is responsible for maintaining and 
disseminating these reported data. It does this primarily through its Annual 
Report, from which'the data used in this report were obtaihed. 

The Annua 1 Report data used in thi s paper hav!=! to do with the 
processing of felony cases in the Circuit Courts. Annual Report felony case 
data include disposition information of the following types: 

number of defendants not convicted due to 

a) reduction of charges, 
b) di~missal of charges, or 
c) acquittal; 

number of defendants convicted by 

a) gujlty plea, 
b) court,or 
c) jury, and 

number of imprisonment sentences imposed on f.elony defet. ts. 

The aggregation problems posed by Annual Report data are similar to those 
posed by SAC-IUCR data. The Administrative Office reports district-Jevel 
data for Cook Co~~ty only.8 Otherwise all data are reported in county and 
circuit totals. County level data can be aggregated to .the circuit and 
resi on 1 eve 1 s, but county-, ci rcu it-, and regi on-l eve 1 data cannot be 
dis-aggregated to the municipal level. Analyses using police and courts 
data, then, must be conducted at the county, circuit, or 'region level. 

Inmate Records of the Illinois Department of Corrections 

The Illinois' D~partment of Corrections collects, manages, and dis­
seminates data concerning all persons committed to state correctional faci­
lities. For each person committed, data are available c~ncerning the per­
son's personal char'acteristics (age, race, sex), baGkgrotmd (family, edu-
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cation, employment, military service, etc.), and criminal history (prior 
committments to the Department of Corrections, offense(s), sentence, etc.). 
The Department of Corrections data used in this paper are selected items from 
Inmate Master . records at Statevi 11 e Correct i ona 1 Center that have been 
trans~erred from Department of Corrections manual files to the computerized 
Correctional Institution Management Information System (CIMIS) files for 
Stateville. 

Analysts ~elying on Inmate Record data are confronted with different 
aggregation p~oblems than those posed by SAC-IUCR and Annual Report data. 
Since Inmate Record data pertain to inmates at various institutions, the 
problem of aggregating along county or other geographic or administrative 
lines is not a major issue. 

Users of Inmate Record data are often forced to reduce the number of 
categories coded for certain variables in order to conduct meaningful analy­
ses. They face:the problem of choosing the best scheme from a large number 
of possible grouping schemes. For example, there are appproximatel~ 1,000 

job skills coded in the CIMIS database. This is too many to allow for 
meaningful analysis. The solution to the problem is to reclassify the 
skill categories into a smaller number of categories (i .e., professional, 
administrative, skilled, non-skilled, craftsman)., Collapsing the skill 
variable makes analysis more manageable and meaningful by producing a smal­
ler number of categories to be compared with the categ6ries of other vari­
ables with small, numbers of categories such as sex, marital status, and 
religion. 

The same p~oblem is posed by the crime, age, and e'ducati'on variables in 
CIMIS. The large number of values coded for these variables precludes 
meaningful analysis. In addition, two different cla~sification schemes for 
the offense variable are available in the CIMIS database. Researchers com­
paring the offe~se variable with other variables ha~e the option of using 
one of the two schemes for analysis. 
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Summary 

This brief look at the three data sources covered in this paper 
highlights two ma1~ types of aggregation problems that face users of those 
data: 

. .' 
1) Statewide ~riminal justice data are available in formats that may 

force data users to conduct analyses us i ng 'data aggregated at 
geographic/administrative levels. Does such aggregation affect 
the outcome of analyses that should be conduct~d at different 
levels? Is one aggregate level of analysis more appropriate than 
another? 

2) Oata users may also be forced to collapse the m~asured values of a 
variabl~ .. Regardless of level of analysis, is one categorization 
scheme better than another? 

The data sources described above and used in this' paper represent 
sources of eas ily a~cess i b 1 e statewi de crimi na 1 just i ce data. Users of 
those data are forced to confront certain aggregation problems. In many 
cases they are {orced to conduct ana lys is at a 1 eve 1 other than the 
muni~ipal one, or they are forced to group variables'to conduct research. 
At the same time, however, the data users have a limited choice concerning 
how the data may be aggregated. If data users cannot conduct research 
exactly the way they want to, it would be useful for them to know the effects 
of alternative designs, and~ if possible, which of the alternative (aggre­
gate) designs is b~st. 

Whether or hot aggregation affects analysis depends on a number of 
factors specific.to the research problem at hand. The aggregation litera­
ture contains discussions, arguments, and explanations of aggregation 
problems that have arisen over the years. Considerati~n 'of the information 
the literature contains about aggregation problems in general will contri­
bute, to an understan~ing of the problems posed in the more specific case of 
aggregation using Illinois criminal justice data. 
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UNDERSTANDING AGGREGATION PROBLEMS 

The accumulation of knowledge about aggregation problems has reached 
the point at which aggregation problems are not considered to be special 

oproblems requiring special solutions, but problems that are understandable 
and solvable within the bounds of basic research issues. Thus, the ap­

'proach in the. literature is to relate aggregation p'roblems to concepts and 
problems basic to research and data analysis. 

There are three keys to understanding aggregatfon effects. They are: 

1) standardized and unstandardized measures of the relationships be­
tweeri variables; 

2) model ·specification, including the concepts of unit of analysis 
and statistical bias; 

3) grouping processes. 

'Standardized and Unstandardized Measures of the Relationships Between Vari­
.ables 

Researcners in the social sciences rely heavily on two statistics 
. to measure the relationships between variables: the correlation coefficient 

(r) and the r~gression coefficient (b). Each of the~e statistics measures 
something diff~rent about the relationship between two'(or more) variables. 
Rarely is one .. considered without consideration being given to the other. 

"The researc~erwho understands the difference between these two measures 
is better able to deal with aggregation problems. The difference between 

'correlation an'9 -regression coefficients is explained in reference to 
Figure A below. 

The regression coefficient (b) is the slope of a line determined by the 
equation. 

(1) Y = a + bX. 
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It tells the researcher the magnitude of change produced in Y by a unit 
change in X. In the above example, a unit change (increase) in education 
will produce thirty-five percent of a unit change (increase) in income 
(b=.35). The regression coefficient also tells the researcher the direction 
of the relationship. If Y increases as X inr.::reases the relationship is 
positive. If one variable increases as the other decreases the relationship 
is negative. The correlation coefficient (r) is a measure of association 
which ranges fr,om -1.0 to +1.0. It measures the joint 'variation between two 
or more variables, and tells the researcher how strongly they are related and 
what the direction of the relationship is. In the'example above the 
correlation coefficient (r=.76) indicates that there is a fairly high de­
gree of covariation between income and education. 9 ~ 

The correlation coefficient (r) is a standardized measure. Regardless' 
of the unit of measurement used, it always ranges from -1.0 to +1.0. The 
regression coefficient (b) is not a standardized measure. It can have 
any value. The mathematical relationship between -these two coefficients 
works out as, fo 11 ows: 

(2) r = b (g) xy yx sy 

The correlation coefficient for the relationship between X and Y is 
obtained by multiplying the regression coefficient by the ratio of the 
standard deviations for each variable .10 Likewise, in multiple regression 
analysis regression coefficients are standardized in the following manner: 

(3) b* b* sx yX.z = yX.z (--) sy 

The standardized regression coefficient for the relationship between X 
and Y, with the variable Z held constant (b*yx.z)' is obtained by multiplying 
the unstandardizeo regression coefficient by the ratio of standard devia­
tions. (g)l1 sy 
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The relevan~e of this distinction between correlation and regression 
coefficients for researchers confronted with aggregation problems lies the 
fact that aggregation will cause a change in the ratio of standard devia­
tions more often than in the regression coefficient. Standardized measures 
are more likely to be affected by aggregation than ar'e, unstandardized mea­
sures. Consider the example of the analysis of education and income above. 
If the relationship between income and education is studied at three 
different geographic levels --- county, region, and state it is more 
likely that the strength of the relationship will vary from level to level 
than the nature of it. Researchers facing agg~egation problems should 
understand this, characteristic of correlation and regression coefficients, 
and consider both in situations where aggregation occurs.12 

Model Specification 

Model specification refers to the depiction of the interaction (or 
hypothesized interaction) of variables included in a research effort. Model 
specification can be simple or complex. 

Simple level model specification entails uncomplicated statements about 
variable relationships such as those in Figures Band C below. 

Fi gure B 

X ----------~ .. Y 

Fi gure C 

These simple models state that variable X, or ~~riables Xl' X2, and X3, 
have an effect on variable Y. 

" 

13 



More complex model specification provides more iri~ormation about vari­
able relations·hips,·· as is exemplified in Figure D. 

Figure 0 

This model depicts more complex variable relationships, and includes 

estimates of the strengths of the relationships (PI - P7 ). 

Properly specified models produce the best measures of relationships 
among vari ables. A model is considered properly specified when (1) the 
independent variables are, at most, moderately: 'correlated with each 
other and uncorrelated with the error term; (2) each variable is measured 
with little or no srror; and, (3) all relevant influences on the unit of 
analysis are included in the model. An improperly specified model will 
introduce statistical error into analysis (into measures of relationships). 
This type of error is called specification bias. 

The unit of analysis is the subject the researcher is investigating, 
whose behavior h~/she is describing or explaining. A unit of analysis can 
be an indivisible entity, or it may consist of a' group of smaller 
units. For example, a study concerned with the behavior. of police depart­
ments would have the police department as its unit of analysis, although 

. t 
police departments are usually composed of more than one police officer. 

A change in ,level of analysis (i.e., from municipal to county) 

automatically changes the unit of analysis. If the behavior of the aggregate 
unit of analysis is influenced by more, or different"factors than that of 
the individual unit of analysis,' the aggregate level model must be re­
specified. Failure to respecify the model at the aggregate level intro­
duces specific'ation bias at the aggregate level, which is called aggre-

14 
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gation bias . .,FoY'· example, if an anaJ/sis of police ,department behavior is 
conducted at the ~ounty level, then the new (aggregate) unit of analysis' 
becomes the group of pol i ce departments in each county. If county-wi de 
police department behavior differs from municipal' police department be­
havior regarding the variables in the analysis, an'd if the model is not 
respecified, aggregation at the county level will produce biased measures. 

Proper model specification at aggregate levels of a~alysis is posited as 
the key to understanding and resolving aggregation problems (Hannan 1971; 
Hanuscheck, JaCKson, and Kain 1974; Langbein and Lichtman 1978; Erbring 
1978). MadeJ specification, however, is a problem' in itself. It is 
difficult for the most informed r2searcher to correctly specify an indi­
vidual-level model. Model respecification at an aggregate level is more 
difficult for the researcher who is unable to control the ways in which 
available data are, aggregated. It is often difficult, if not impossible, to 
understand precisely how forced aggregation affects analysis. It is 
difficult to understand, for example, how county-wide police department 
behavior differs from municipal-level police department behavior, or if a 
difference exists' at all. 

Grouping Processes 

The aggregation literature stresses consideration o~ grouping processes 
as a means of ynderstanding the effect of aggregation on a model (Blalock 
1964; Langbein and Lichtman 1978; Feige and Watts 1972; Shively 1969). 
Groupi ng processes refer to 
understands the process(es) 

how groups are formed. If a researcher 
(how) and the r~ason (s ) (why) beh i nd group 

formation, an unde~standing of the effect of aggregatibn on the model under 
analysis is more,easily reached. Model respecification) then, is more 
easily done, and better measures are obtained. 

It is som~times difficult for reachers confronted with aggregate 
data to understand why the data are grouped the way they are. It is also 
difficult to unrlerstand how .data are grouped, though it is possible at 
times to characterize aggregate data as being grouped according to one of 
four aggregati on' schemes suggested by the aggrega~ion 1 iterature. 

15 
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1) grouping by an independent variable - placing similar val~es of an 
ifldependent variable into a certain number of groups lower than 
the total number of individual cases; 

2) random grouping - placing cases into groups so that each case has 
the same, nonzero, chance of falling into anyone group; 

3) grouping by a dependent variable - placing similar values of the 
deperident variable into a certain number ~f groups; and 

4 ) grouping by a variable related to the dependent and; naependent 
variables-placing similar values of a variable related to both the 
depen~ent and independent variables, and not included in the mo­
del, into a certain number of groups. 

Knowledge of which of the above best characterizes the grouping 
processes conf~onted in a research effort can help a 'researcher understand, 
and perhaps avoi.d, bias that aggregation may introd~-::e into analysis. 

The manner in which these three factors measures, model 
{specification, and grouping processes --- come into play in any research 
situation determines, in most cases, whether or not aggregation wial intro­
duce bias into ~easures of relationships between variables. Chart 1 on the 
following page summarizes the relationships between the three factors, which 
;are discussed:oelow. 

Chart 1 indicates that random grouping pro~esses do not produce 
aggregation bias when the individual level model ji properly speciiied, 
~regardless of which type of measure is used. Grouping by the dep~: dent 
'variable ah'.~ys produces bias in aggregate measures. Grouping by an 
independent variable almost always produces aggregation bias, except when 
~n unstandard.ized measure is used. Groupi ng by a var i ab 1 e related to the 
dependent and independent variables almost always produces bias, th~ugh 

special ca~c:s in which bias is not introduced do exist. 
this se'ction explains how these factors operate to 'produce 
aggreagation b~as. Figure E below illustrates Chart 1. 
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CHART 1 
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Factors Contributing to Bias in Aggregate Measures 

Individual 
Level 
Model 

Properly 
Spec i fi ed 

Individual 
Level 
Model 
Mis-

Spec tfied 

Measure of 
Relationship 

Between 
Variables 

Standardized 
Measure 

Unstandardized 
Measure 

Standardized 
Measure 

Unstandardized 
Measure 

Y = bias wi 11 be i ntraduced 
N = bias will not be introduced 

GROUPING PROCESS 

Independent Dependent 
Variable Variable 

Y Y 

N Y 

Y Y 

. 
Y Y 

MAYBE = bias mayor may not be introduced 

, f 

Random 
Grouping 

N 

N 

Y 

Y 

By a Variable 
Kelated to the 
Dependent and 
Independent 

Variables 

II1AYBE 

Y 

MAYBE 

MAYBE 

" 

\ 

.' " 

\ 
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where: Xl ': resources 

.~.2' = crime type 

X3 = morale 
Y = arrest rate 

e .= error 

Fi gure E 

This model states that arrest rates (Y) for police departments are 

largely determined by the resources available to those departments (Xl)' the 
types of crimes cOJ:nmitted in their jurisdictions (X 2), and the morale of 

the officers in, the departments (X 3). For the purposes of the following 

discussion it is assumed that this model is properly specified~ 

Misspecified Individual-level Model 

If research.~s conducted to analyze the model ~n Figure E, and 

data are available (and collected) for resources (Xl)'. and crime type (X 2), 
though unavailable for police department mor·ale (X3), the research is 

conducted with a:misspecified individual-level model such as that in Figure F 

be·l ow: 

X' 
1 

Fi gure F. 

--- Y .----------

e 
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If data are collected at the individual level (on police departments the 

measures in the·'equation. 

will contain statistical error due to model misspecification. If 

aggregation occurs' in any of the ways indicated in Chart 1, the specifi­
cat i on error is 'reproduced at the aggregate 1 eve 1, w'h'ether or not aggre­

gation bias is introduced. Thus, Chart 1 shows that bias will almost always 

be introduced when aggregation occurs with a misspecified individual level 

model. 13 

Grouping the Dependent Variable 

Grouping alpng the dependent variable (Y) always' introduces bias into 

aggregate measu~es, whether or not the mode 1 is proper ly spec i fi ed. The 

effect of groupi'ng by Y, a vari ab 1 e re 1 ated to a 11 the, X I S and to e is to 
, ' 

alter the causal flow of the model so that Y determines, to a certain 

extent, the values of Xl' X2, X3, and e, as Figure G depicts: 

.Figure G 

e 

To the extent. 'that the X I S arid e are re 1 ated to Y, group i ng by Y amounts 

to placing simiJar values of all those variables in the same groups. The 

result is a model in which the independent variables' and the error term are 

all correlated; in other words, a misspecified model: The result of such an 

aggregation ~rocess is always to produce aggregatio~ b~as in standardized 

and unstandardized measures. If the individual':'level model is mis­

specified;, the:'bias produced at the aggregate level i,s cO,mpoLinded with speci­
fication bias; 
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Random Grouping 

If the individual-level model is properly specified and gnouping 
occurs ina random manner, bi as does not occur in standardi zed or un­
standardized measures. Random grouping does not maximize variance along 
anyone variable, nor does it place similar values of any variables into 
the same groups. Random grouping, then, does not alter the model at the 
aggregate level,· does not affect standardized measures, and only produces 
bias due to missp~cification at the individual level. 

Grouping by a Variable Related to the Dependent and Inde~endent Variables 

In most cases'of forced aggregation grouping doei n6~ occur along any 
one variable, or randomly. Aggregation usually occurs in complex ways, 
i nvo 1 vi ng both the dependent and independent var fab 1 es to var yi.ng de­
grees. When aggregation occurs along a variable related to the dep.endent 
and independent variables (say, along variable A, which is related to Xl and 
Y) the model is altered in the following way: 

Figure H 

A 

e 

If the individual-level model is properly specified, whether or not 
bi as is i ntrQduced into standardi zed measures depends. on the extent to 
which both Xl and Yare related to the grouping variable A. In rare 
instances they are related so that maximizing variance in Xl and Y due to 

grouping by A does not change the ratio of standard deviations at the 
aggregate level. Usually one· variable is affected ~ore than the other and 
bias results in aggregate standardized measures. Grouping by A will place 
similar values' of Xl and Y' in the same groups. The extent to which that 
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process amounts to grouping by an independent or dependent variable depends, 
again, on which variable (Xl or Y) is more strongly' related to A. 
Therefore, grouping by A will )lways introduce a certain .. amount of bias into 
unstandardized. aggregate measures in the case of a properly specified indi­
vidual-level mcid~l. 

The effeCt of aggregating by A when the individual-level model is 
misspecified can· ~e beneficial or harmful to aggregate measures. In some, 
again ~are, case~.the bias due to aggregation will be ~pposite in sign and 
great enough to counteract the bias in aggregate estim~tes due tomisspecifi­
cation at the individual level. For example, if Xl is omitted at the 

individual level, and the effect is to bias bx,y downward (produce a nega­
tive bias), aggreg~tion may produce better measures than would be obtained 
using the misspecified individual-level model. If the bias introduced into 
bxly at the aggregate level is opposite in sign and less than twice the bias 
introduced into bxry at the individual level, then a better unstandardized 
measure of the relationship between Xl and Y is obtained due to aggregation. 

In most cases of forced aggregation bias is introduced into 
aggregate measures. In most cases of forced aggregation, . also, aggregation 
Occurs in complex ~ays so that an understanding of the bias introduced is 
not easily obtained. Consideration of the three issues discussed above __ _ 
measures, model specification, and grouping processes ___ enables 
researchers co~fronted with aggregat i on prob 1 ems to approach an under­
standing of them and, thus, be better abl~ to interpret research results. 

It is important to understand that only in an ideal situation can the 
effects of aggregation on analysis be fully understood. Just as grouping 
processes do not Occur in truly random fashions, they do not occur in fixed 
processes either (i.e., along a dependent or independent variable only). 
The grouping processes explained in this section are meant to give data 
users an idea o~ h~w grouping can affect analysis, and understanaing them 
is of little help without understanding model specification and basic sta­
tistics. 
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SAMPLE ANALYSES 

This section presents four separate analyses using data 
obtained from th~ sources covered in this paper. The purpose of 

the analyses is two fold: 

1) to demonstrate how aggregation of Illinois cri.minal justice data can 
affect research results;and 

2) to demonstrate how the concepts stressed in the aggregation literature 
can be used to gain an understanding of the effects of aggregation on 
analyses. 

Priortopresentingtheanalyses, q few qualifying statements needtobemade. 

The data used in the sample analyses consist of subsets of data 
obtained from the three sources covered in this paper. Only a few variables 
are used in the analyses, and randomly drawn samples from larger data 
sets are employed. The analyses, then, do not reflect the range of data 
available from .the sources, nor do they reflect the limitations on the 
kinds of analyses that are possible. 

No attempt is made in the examples to prove· a definitive, substantive 
point about law enforcement or the administration of criminal justice in 
Illinois. The purpose of the examples is to pr~6vide an idea of what 
aggregation problems are and to make a statement about a methodolbgical 
problem that can arise in any research field. 

None of the sample analyses using police department and courts data 
include Chicago· Police Department or Cook County Circuit Court data b:ecause 
the volume of offenses or cases in those jurisdictions is so much 
higher than those of others in Illinois that their inclusion significantly 
affects variable distributions. In addition, the analyses which rely on 
county-: circuit~, and region-level data only do not include DuPage County 
data because it is counted as a single circuit by the Administrative Office 
of the Illinois Courts and as a single region by the Illinois Law Enforce­
ment Commisssion. 
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Finally, no attempt is made in this report to assess, explain, or 
correct inaccuracies in the data sources. It is assumed that the inac­
curacies which exist are not severe enough to invalidate the points made in 
this paper. 14 

Three of the analyses focus on the effects of grouping by geographic 
area (county, juducial circuit, planning region) on cor~~lation and simple 
regression analyses using IUCR and Illinois Courts data. The fourth analysis 
focuses on agg~egation problems encountered by users of Illinois corrections 
data. 

Example 1 

This example compares the relationship between the number of criminal 
offenses occurring in a jurisdiction and the per capita personal income of 
persons living- in those jurisdictions at three different levels of 
analysis. The offerse data were obtained from the 1977 SAC-IUCR files and 
the income data were obtained from the 1977 fil es of the Regi ona 1 Econo­
mics Information System. County level data are used as·the individual level 
of analysis data in this example because income data are not available at 
the police department (municipal) level for all cities in Illinois. 
Thus, the county-level data consist of totals for offenses occurring in each 
county and the· per capita income figure reported.~or each county-, and 
the circuit- and r.egion-level data consist of mean values for each variable. 
The results of the analysis are presented in Table 1 below. 

TABLE 1 

Comparison of the Relationship 
Between Offenses Occurring and 
Per Capita Income at Different 

Levels of Analysis 

Number Correlation Level of 
Analysis of Cases Coefficient Slope (b) 

County 
Circuit 
Region 

100 
19 
18 

*=Significant -at .q5 level 
23 

.37* 3.3:l. 

.62* 6.92 

.65* 7.23 

sx -sy 

.11 

.09 

.09 



When the relationship between the number of offenses occurring and per 
capita income iS'compared at different levels of analysis, the effect of 
aggregation is to increase the slope (thC' 1IIlsUlIld(lr<ii7('d "('!l"C'ssinll 

coeffi c i ent) arid, thus, the corre 1 at i on coeff i c i ent., A researcher concerned 
about this relationship at the county level, but who uses circuit- or 
region-level data, may make incorrect inferences about the relationship. 
Aggregation along geographic lines in this case is similar to grouping along 
a variable related to the dependent and independent variables. 

Example 2 

This example compares the relationship between the number of 
criminal offen~es occurring in a jurisdiction and the number of arrests made 
of adults in those jurisdictions at four different levels of analysis. 
The data on both variables were obtained from the 1977 SAC-IUCR files. The 
municipal-level data consist of totals for offenses occurring and arrests 
for each police department, and the county-, circuit~, and region-level 
data consist of mean values for each variable. T~ble 2 below presents the 
results of the analysis. 

TABLE 2 

Comparison of the Relationship 
Between Offenses Occurring and 
Number of Arrests of Adults at 
Different Levels of Analysis 

Number Corre 1 at ion Level of 
Analysis of Cases Coefficient Slope 

Municipal 
County 
Circuit 
Region 

1053 
95 
20 
19 

*=Significant'at .05 level 

.62* .11 

.68* .19 

.57* .12 

.65* .14 

sx 
(b) -sy 

5.67 
3.57 
4.67 
4.67 

When the relationship between the number of offenses occurring and the 
number of arrests of adults is compared at different levels of analysis, 
there is no ~ppatent aggregation effect.' The county, circuit, and region 
slopes and ,correlation coefficients remain close to the measures obtained at 
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the municipal level, though the county-level estimates show slightly 
higher bias. 'Thus, the researcher who relies on county-, circuit-, or 
region-level data to estimate this relationship at the murlicipal level will 
'not be confronte~ with aggregation bias. In this case aggregation occurs 
in a random manner. 

Example 3 

This example compares the relationship between the number of 
felony cases' reduced to misdemeanors and two other court-oriented variables 
--- the number of guilty pleas entered, and the number of felony convictions 
--- at three different levels of analysis. The data were obtained from the 
1977 Annual Report. The county-level data consist of totals for all three 
variables, and the circuit- and region-level' data con~ist of mean values for 
each variable. ~ables 3a and 3b present the results of the analyses. 

Level of 
Analysis 

County 
Ci rcuit 
Region 

*=Significant 

Level of 
Analysis 

County 
Circuit 
Region 

*=Significant 

at .05 

at .05 

TABLE 3a 

Comparison of the Relationship 
Between Cases Reduced and 

Guilty Pleas Entered at Different 
Levels of Analysis ' 

Number Correlation 
of Cases Coefficient Slope (b) 

100 .56* 1.18 
19 .53* .98 
18 .57* 1.34 

level 

TABLE 3b 

Comparison of the Relationship 
Between Felony Cases Reduced and 
Felony Convictions at Different 

Levels of Analysis 

Number Correlation 
of Cases Coefficient Slope (b) 

100 .56* i,31 
19 .52* 1.10 
18 .60* 1.59 

level 
25 
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.48 

.53 

.43 

sx -sy 

.42 

.47 

.38 
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In the cases of both relationships, the slopes and correlation 

coefficients at the circuit- and region-levels do not differ much from those 
obtained through county-level analysis. As in Example 2. th0n. (l 

researcher who does not have llCCl'$$ Lo cOllIlLy-Il'Vl'l d,\tll, lllld \vl1O C(llldlld~; 

ana I ys is ina manner simi I ar to that presented above, wi 11 not make 

erroneous inferences about the relationships between those court vari­

ables at the county level. Aggregation in this case also takes place i~ a 

random manner. 

These three examples indicate that aggregation bias is not 
inevitable with rninois criminal justice data. Two important points need to 
be made to put the examples in a proper perspective. First, each analysis 
begins with a ~isspecified model, so bias is present in all unstandard­
ized measures. The second point is that most researchers will not aggregate 
to the circuit and region levels because the 'number of cases is so 
small at those levels, and county-level data are widely available. The 

main agsregation problem with police and courts-oriented analyses in 
Illinois lies 'in the lack of compatible data at the municipal level, and , , 

the subsequent forcing of county-level analysis. It is not reasonable to 
assume that aggregation at the county level involves random grouping proces­

ses because p,eople do not form groups (communities, cities, police 
departments, etc;) 'randomly. It is, therefore, not reasonabl~ to make 

automatic inferences from the county to the municipal level. Aggregation 
did not produce bias in the measures in Tables 3a and 3b, but that does not 
warrant the assumption that bias does not exist in the county level mea­

sures. 

There is no di rect way of knowi ng the prec i se effect of county- I eve 1 

aggregation, though steps can be taken to approach such an understanding. One 
way is to conduct dummy variable regression in which the effect of the 
grouping variable (county) is introduced as a categorical variable in a 
regression equation with the two variables under study.I5 
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Dummy variable regression was conducted for each of the analyses 
presented in Tables 1-3b in the following manner: 

county-level regression analysis was conducted for each analysis 
using the two variables under study. 

The county variable was made into dummy variables using three 

categories of counties (metropolitan, non~metropolitan, and metro­
politan-adjusted),16 and regression analysis was conducted using 
the dummy variables. 

. 
Table 4pr~~ents the results of these regression analyses. 

Relationship 

Table 1: Offenses and 
Per Capita 
Income 

Table 2: Offenses and 
Arrests of 
Adults 

Table 3a: Cases Reduced 
and Gui lty 
Pleas 

Table 3b: Cases Reduced 
and Felony 
Convictions 

TABLE 4 

Comparison of Simple and' 
Dummy Variable Regressions 

for Analyses in Tables 1-3b 

R s inJp Ie R dummy b simple 

.37 .70 3.31 

.46 .50 .19 

.33 .74 1.19 

.32 .75 1.32 
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Table 4 indicates that, in the analyses presented in 

3b, knowledge of; which type of county a case (county) 
prediction of the qependent variables substantially, 

Tables 1,3a, and 
represents improves 

and also changes the 

slopes. In the analysis from Table 2, dummy variable regression improves 
prediction very li.ttle and produce:; a small change in the slope. It can be 
assumed~ then,' that aggregation at the county level iri Tables 1, 3a, and 3b 
produces bias that would not be present in individual-l~~el analyses be­
cause the variables in the models are related to the grouping variable 
(county), and grouping by county systematically places values of the 
dependent and independent variables in the same groups. 

Example 4 

This example compares the relationships between four variables found in 
Inmate Record data using different methods of collapsing each variable. 
The relationships between three demographic variables -~- inmate's age when 
committed, la~t school grade completed, and primary employable job sKill 
---and the offense variable (most serious offense on the inmate's record) are 
examined in a series of contingency table analyses. 17 Chart 2 below 
des~ribes the different classification schemes used in this example. 

The offense variable is collapsed to create two differ~nt variables 
FELONY and INDEX --- and each is categorized in two different schemes. 

A six- and a two-category variable are created for FELONY~ and a seven- and 
a two-category variable are created for INDEX. The three demographic 

variables are £ategorized in nine different ways. The 
grouping schemes are cross-tabulated with the four 
schemes, resulting in a series of thirty-six contingency 

nine demographic 
offense grouping 
table analyses. 

Aggregations of the nature employed in this e~ample are different 
from those used in the three sample analyses presented above. Grouping 
occurs along certain chosen variables, and is contro·lled by the data 
user. Correlation and regression techniques are not at issue because most of 
the variables .in Inmate Record data are measured by nominal or ordinal 
scales, and thus are not suitable for those types of analyses. Still, the 
aggregation problems posed by Inmate Record data require an understanding 
of modeling issues and the effect of aggregation on different measures. 
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CHART 2* 

Grouping Schem~s Used in Ex~mplp 4 

NUMBER OF 
VARIABLE GROUPING SCHEME ClITEGORIES 

FELONY 1 ) -Class Xa 

-Murder 
-Class 1 F~lony 
-Cl .... ~ F.lony 6 
-Cla •• 3 F.lony 
-Cl .... 4 Felony 

2) -Class X.Murder 
-Class 1 through 2 
Clas, 4 Felony 

INDEX 1 ) -Murder,Volun~ary 
Manslaughter 

-Rape 
-Robber~.Arm~d 

Robbl!ry 
-At-temptl!d Murder. 7 

Aggrava1ad Assault, 
Aggravated Batt~ry 

-Burglary 
-Thei't. Burglary 

i'rom Auto 
-Motor V~hicle Thp!'t 

2) -Murder,Yoluntary Han-
Blaughter. Rap~, , 
Robbery,Armed Robbery, 
Attempted Hurd "'I'. 
Aggravated Assaul t, 2 
Aggravated Battery 

-Burglary, Thel't, 
Burglary From Auto, 
Motor Vehicle TheFt 

GRADE 11 -First through Sixth 
-SI1venth through Twe 1 f'th 3 
-First Year College through 
Fourth Yl'ar Colll!ge 

2) -First through Tw"l rth 
-First Year Co l1 ... g l' through 2 

Fourth Year Collelll1 

3) -First through Tenth 
-Elevl'nth through Fourth 2 
Y~ar Co11"ge 

4) -Seventh through TWl!lrth 
-First through Sixth,First 2 

Y"ar College through 
Fourth Year Colll'gp 

AGE 1> -6 through 28 
, 

2 
\ 

-29 throullh 56 

2) -6 through 19 
-20 through 29 4 

J -30 through 39 
J -40 through 56 I 

r 
! 3) -6. thr.oug h 19 

I -20 through 34 4 
-35 through 49 
-50 through 56 . 

SKILL b 1) -Professional/Tpchnical. 

~ 
Manag~r/Administrator, 

f 
Crai'tsman.Farm Workl'r 

-Machinp Operator. Trans- 3 
port Operator 

-Cl~rical.Laborrr,Srrvic. 
Work"r,Private Housli!hold 
Worker , 

2) -ProF ... ~sional/Technical, 
Managrr/Administrator, 
Clerical 

I -Crai'tsman,Hachinp Op- 3 
era tor. Transport Opt'r-
ator 

I -Laborer. Service Work"r. 
Privat" Household Worker. 
Farm Worker 

*note. to CHART2 appear on the i'ollowing pagR 
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NOTES TO CHART 2 

(a) A Class X felony is a special category of crime defined by Public 
Act 80-1099 (effective February 1. 1978). 'Class X felonies in­
clude aggravated kidnapping for ransom, rape, 'd~viate sexLral as­
sault, heinous battery, armed robbery, aggravated arson, and trea­
son. 

(b) The approximately 1,000 coded skill categories recognized by the 
Department of Corrections were recoded to compare roughly to the 
occupati~n classification sche~e used in th~ General Social Survey 
conducted by the National Opinion Research Center (See the Cumu­
lative Codebook for the 1972-1977 General Social Survey, especial­
ly pp.~223-235.). The skill variable was first coded to furm 10 
occupati ona 1 categori es, and was then further collapsed to form 
the two three-category variables. 

30 

n 
~J 

l] 

'i 

'0· 
" 

f , 
:::.; 

\ l 

When a variable is collapsed its effect is attenuated to a certain degree 
because the fu 11' range of measured values is not all owed to operate in 
analysis. If its effect 'is attenuated too IlIueII, Llll'lI ~}l'llllpin~l n'lIlllV('S (II' 

diminishes its effect from the model. For example, more can be found 
out about the relationship between age and income through contingency table 
analysis if ten' three-year age categories are used than if two fifteen 
year age categories are used. 

There are a number of different measures that can be used in 
contingency table, analysis. These measures are referred to as non-para­
metric statistics because the analyses relying on, them do not require 
the strict assu'mptions that must be met in correlation and regression 
analysis. 18 In this example, three statistics are calculated for 
each contingency table analysis --- Chi Square, Cramer's V or Phi, and Gamma 
or Yu 1 e IS Q --- to see if aggregat i on in the mann,ers descri bed above 
affects non-par?metric statistics. 19 The results are presented in Table 
5 below. 

Table 5 indicates that grouping the demographic and offense variables 
in different ways does not affect the Chi Square statistic. Only one signi­
ficant Chi Square statistic resulted, that for the relationship 
between the first Age and the first Index Crimes grouping (Age 1 and Index 
1). A significant Chi Square statistic tells the researcher that the 
probability is high that a systematic relationship exists between the vari­
ables under study. Regardless of how the values for any of the four 
variables are grouped, the nlationships between them are consistantly 
unsystematic. 

Cramer's V and Gamma are m2asures of association (similar to the 
correlation coefficient) used in contingency table analysis. Cramer's V (or 
Phi} ranges from 0 to +1.0, and Gamma (or ·Yule's Q)' ranges from -1.0 to 
+1.0. Each is interpreted like a correlation coefficient. A high value 
(positive or 'negative) indicates a strong relationship between the 

variables undei ~tudy, and a low value indicates a weak relationship.20 
Gamma indicates the direction of a relationship while Cramer's V does not. 
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TABLE 5 

Comparison of the Relationships Between Inmate's Most 
Serious Offense and Inmate's Last Grade Completed>Age. and 

Employable Job Skill Using Different Grouping Schemes 

Felony l)a Felony 2) Ind~x l)b 

C\~amer' s Chi Cramer's Chi Cramer'S Cili 
Square V Gamma Square V Gamma Square V Gamma Square 

Grade 1) NS .16 
Grade 2) NS .17 
Grade 3) NS .15 
Grade 4) NS .15 

Age 1) NS .23 
Age 2) NS .20 
Age 3) NS .1S 
Sk i 11 1) NS .21 
Sk i 11 2} NS .17 

NS = non significant at 05 level 
S = significant at 05 level 

.10 NS 

.13 NS 
-.01 NS 

.11 NS 

.10 NS 

.05 NS 

.12 NS 
-.09 NS 
-.07 NS 

,03 -.02 NS 20 -.27 NS 
.02 -.08 NS .13 -.30 NS 
.07 -.15 NS .17 -.IS NS 
.03 -.10 NS .15 -.21 NS 

.05 -.11 S .30 -.26 NS 

.15 -.09 NS .20 -.22 NS 

.06 -.01 NS .19 -.32 NS 

.06 -.12 NS .17 -.05 NS 

.07 -.10 NS .14 -.02 NS 

a The Felony crime classification scheme is based on the I111noi5 stat~tory class~fication system, 
which classifies each criminal offense as a felony. misdemeanor. petty or business offense de­
pending on the type of cri me and possible severity of sentence. ·It is used mostly by courts ;,nd corrections 
agencies in Illinois (Block 1979:1-2). . 

b The Index crime classification scheme is based on the one used by the Federal Bureau of Investigation (Illinois 
Departm ent of Law Enforcem ent 19t9:1)~" , .. 

c This dichotomization of the Index crimes corresponds to the Violent versus Property crimes classification 
used by the Federal Bureau of Investiga.tion (Illinois Department of Law Enforcement 1979:2). 

'. 
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Index 2/ 

Cramer's 
V Gamma 

09 -.43 
.Ob -.42 
.08 -.24 
.03 -.16 
.07 -.22 
.16 -.23 
.1S -.44 
.04 - .11 
.06 -.05 
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Table 5 indicates that grouping does affect the Cramer's V (Phi) and 
Gamma (Yule's Q) statistics. Higher Cramer's V statistics were produced by 

the Felony 1 and Index 1 classification schemes, regardless of the ways in 
which the demographic variables were grouped, than by the dichotomized 
Felony 2 and Index 2 schemes. Higher Gamma statistics were produced by 
both Index classification schemes for the analyses involving Grade and Age 
than by the Felony schemes. 

In the case of Cramer's V and Phi the dichotomous grouping schemes 
(Felony 2 and Index 2) are more appropriate for analysis. When the six- and 
seven-category offense grouping schemes (Felony 1 and Index 1) are used, 
too many cells with an insufficient number of observations result and the 
statistics are unreliable. 21 Collapsing the offense 'variable into dichoto­
mies produced fewer cells with fewer than five observations and, thus, more 
reliable stati~tics. 

In the case of Gamma and Yule's Q the Index grouping schemes produced 
the more reliable statistics. 22 The Gamma statistic requires that the vari­
ables under study be measured by at 1east an ordinal scale, a scale of 
qualitative differences containing more than two categories. In this case, 
the Index offense grouping schemes are better ordinal scales than the felony 

, ' 

schemes. The index offenses scheme is based on a rough ordinal scale of 
offenses ranging' from Motor Vehicle Theft to Murder and Voluntary Man­
slaughter. The Felony offense scheme is based on Illjnois statutes, and is 
based on the severity of the sentence which can be imposed on convicted 
offenders, not on 'the severity of the offense. Table 5 indicates that a 
scale based on ,the severity of offense is better than one based on 
possible sentence.seve~ity for the purposes of contingency table analysis. 

," • • J 
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CONCLUSION AND RECOMMENDATIONS 

Users of Illinois statewide criminal justice data are inevitably 
confronted with aggregation problems. Either they are forced to use data 
aggregated in ways over which they have no control, as is the case with 
IUCR and Illinois courts data, or they are forced to aggregate data alo~g 
certain variables, as in the case with Inmate Record data. The former case 
presents problems of cross-level inference: whether inferences can be 
made from the county to the municipal (or any other) level of analysis. 
The latter case presents problems of grouping data in ways that are least 
harmful to analysis. 

The most important contribution of the aggregation literature lies in 
its demonstration that aggregation problems can be equ?ted with concepts and 
problems common to research and inference. The key to understanding aggre­
gation problems is to determine the effect that grouping processes have 
on models and measures of relationships between variables. Thus, the 
researcher who has a grasp of such basic research issues as model specifi­
cation and inferential statistics is in a good position to deal with 
aggregation problems. The grouping process issue is the link between 
general issues concerning research and inference and aggregation problems. 

Most often, as in the case with IUCR and statewide court data, 
grouping processes and, thus, the effects of aggregation on analyses, are 
not easily recognized. The task for the researcher then, is to obtain as 
accurate an understandi ng as poss i b 1 e about groupi ng processes an'd make 
adjustments in analysis to correct for aggregation effects. 

Researchers using Illinois statewide criminal justice data are unable 
to fully comprehend grouping processes for two main reasons: 

1) Most statewide criminal justice research in Illinois has to be 
conducted at the county 1 eve 1 , and aggregat i on at the county 1 eve 1 i n­
volves complex grouping processes. 

2) Statewide data sources (criminal justice' related or not) do 
not contain enough information (variables) to correctly 
specify'research models at individual or aggregate levels. 

34 

"'r, 
~1'" HU 1/: dD Uk 

" [ 
...... ,. 
I 
I ~ 

['I" 1'~ 1'1 ~ ; 
L (1,,;: 

r IJ fi 
II, ..... 

V~ ~ ; U tb , 

I'; 

~J F i 
4<;J:.i I 
{~ « ~ , ,) 

I « I fJ j 
~ 

! 

r I 
l ~ I h I I II 

~ 

1 
j 

L! ~D 
I 

(L] 

~ } ; 
1 { 

00 Ll 

~Iil 
~'lI> 

H2 

~ Il"!,1 fl n, 
~ ttl U 

,'1 

In spite of these limitations, it is possible to approximate grouping 
processes and aggregation effects, and to avoid improper inferences. 

A number of considerations to be made and steps Laken to corlrront 
aggregation problems are suggested below. 

Do not assume random grouping processes when confronted with data 
aggregated along geographic/administrative Jines. Most often it 
will be an invalid assumption. 

Whenever possible, include the effect of the grouping variable in 
the aggregate-level model. Even if proper model specification is 
impossible, it can be determined whether or not the variables in 
the model are related to the grouping variable. 

If some of the variables in the model are available at the indi­
vidual level, the effect of aggregation on those variables can be 
explored, which will shed light on the effect of aggregation on the 
mode 1 . 

An educated guess about how variables in a model should behave 
should (and usually can) be made prior to analysis. This can be 
done through consideration of experience with the research at hand 
and/or of how the variables in the model behave in similar research 
efforts. 

Aggregation problems posed by collapSing values of a variable(s) 
to conduct nonparametric analysis require the researcher to choose 
among a number of regrouping schemes. In these instances, care 
should be taken to choose a grouping scheme that will produce the 
most re,liable statistics (i.e., leave few cells with less than 
five ~bservations, and creating meaningful categories or scales). 

The purpose of this paper is not to solve aggregation problems for 
those confronted with them. Its purpose is to alert data users to the 
aggregation problems posed by the data and to provide them with means 
of understand.ing and avoiding them. There are no I/s01utionsl/ to the 

aggregation problems posed by Illinois statewide criminal justice data. 
There are, however, ways to understand and deal with them, as this paper 
has demonstrat~d. 
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APPENDIX A 

Offense Categories Recognized by the Illinois 
Department of Law Enforcement 
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NOTES 

1Crosstabu1ation and non-parametric techniques refer to statis­
tica" analysis, techniques that are used mainly for analysis of 
variables measu'red with nominal and ordinal scales. 

2SPSS is the Statistical Package for the Social Sciences, 
a system of computerized programs for dnta analysis .. Se.e 
Nie, et. a1., SPSS, McGraw-Hill Book Co., 1970,1975.' 

3See Appendix·A for a list of these offenses. 

4CCG 's are analytical units formed by classifying all 
Illinois counties (except Cook County) as Metropolitan, 
Non-Metropolitan, or Non-Metropolitan with a city over 
25,000 populatio~. Cook County is counted as a single 
CCG. See Illinois Law Enforcement Commission, Fiscal Year 
1979 State Plan~ pp. i,I-3, for a more detailed descrip­
tion of CCG's. 

5See Appendix C for maps detailing boundaries for 
Illinois counties, circuits, regions, and CCG's. 

6It is important.to understand that, regardless of the 
geographic level at which they are used, SAC-IUCR offense 
data are aggregated in some manner because they are not 
incident-level data. Each case 1n the SAC-IUCR offense 
files represerits igrouping of crime incidents (offenses). 
For example, SAC-IUCR offense data are available in two 
main formats: county-yearly and agency monthly. In tbe 
county-yearly files each case (crime category) contains 
the total number of reported offenses for each county for 
one year. In the agency-monthly files each case contains 
the total number of reported offenses for each pOlJte 
agency for one month. The SAC-IUCR files contain inci­
dent-level data for property crimes, arrests, and homi­
cides. See the SAC publication, Illinois Uniform Crime 
Reports User's Guide and Codebooks, for a detailed expla­
nation of the different formats that SAC-IUCR data are 
ava il ab 1 e in. 
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7Aggregation at the CCG level is not included as an 
option because four cases is too small a sample for most 
analyses. 

8See the SAC report, A Guide to the Sources of Data on 
Criminal Cases Processed in the Cook County Circuit Court 
for a detailed explanation of Cook County Circuit Cpurt 
organization and data collection. 

9See Blalock' (19~0), Chapters 17 and 18, for a detailed 
explanation of correlation and regression coefficients. 

10 Standard de~iations are measures of dispersi~n which 
indicate the amount of spread a variable has around its 
arithmetic mean. See Blalock (1960:80-82,100) for an _ ex­
planation of standard deviations. 

11 Standard regression coefficients are used in -multiple 
regression analysis to measure (in standardized units) the 
effect an independent variable has on the dependent vari­
able when the effects of the other variables in the equa­
tion are held constant. See Blalock (1960:450-453) for a 
discussion of standardized regression coefficients. 

12 See Langbein and Lichtman (1978:33-38) for a discussion 
of aggregation analysis using standardized and unstandard­
ized measures. 

13 In rare cases,_ when aggregation occurs along a variable 
related only to the independent variables in a model, ag­
gregation can produce better estimates than would be ob­
tained at the individual level with a misspecified model. 
This is called aggregation gain. It occurs when aggrega­
tion produces a better specified model. See Langbein-and 
Lichtman (1978:28-31) for a discussion of aggregation 
gain. 

14 A complete analysis of the inaccuracies in the major 
Illinois ~~iminal justice data sources has not beeh pub­
lished. The Statistical Analysis Center publication, Il­
linois Uniform Crime Reports User's Guide and Codebooks, 
however, proviaes valuable information concerning inaccu­
racies in IUCR data. 

15 If it is not possible to conduct dummy variable regres­
sion with the available data, a more indirect approach is 
possible. This involves finding out how variables behaved 
in analyses similar to the one at hand. 
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16 This three-category scheme is adopted from the Common 
Characteristic Grouping (CCG) variable coded in the. SAC­
IUCR data files. It represents a crude scale of rural to 
urban county types. 

17 Contingency tab'.le analysis is another term for crosstab­
ulation analysis. It is a statistical technique for ana7 
lyzing the relationships between variables measured with 
ordinal or nominal scales. See Blalock (1960), Chapter 15 
for a discussion of contingency table analysis. 

18 See footnote 1~ page 4 of this paper. 

19 In all contin~ency table analyses involving 2 X 2 tables, 
the Phi coefficient is reported in place of Cramer's V, 
and Yule's Q is reported in the place of Gamma. Phi and 
Yule's Q are speCial statistics used only for analyses 
involving 2 X 2 tables. They are interpreted in the same 
manner as their counterparts, however. 

20 See Blalock (1960:297-299,421-424) for a more detailed 
discussion of Gamma and Cramer's V. See also Nie, . 
et. al. (1970,19?5:224,228)for discussions of both statistics. 

21 It is generally accepted that the Chi Square statistics 
produced from' contingency tables containing more than a 
few cells with fewer than 5 observations are unreliable 
Blalock (1960:285-286). Cramer's V and Phi are calculated 
using the Chi Sq~are statistic. 

22 Gamma and Yule's Q are not based on the Chi - Square 
statistic. 
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revised March', 1979) 

COMP ARING ILLINOIS POLICE DATA TO COURTS AND CORRECTIONS DATA;, 'THE PROBLEMS AND A 
SUGGESTED SOLUTION, by Carolyn R. Block (March, 1979) 

A LOOK IN THE BLACK BOX: THE TRANSFORMATION OF ROBBERY INCIDENTS INTO OFFICIAL 
ROBBERY STATISTICS, by Richard Block and Carolyn R. Block (June, 1979) 

ROBBERY AND BURGLARy'1972-1977 TRENDS FOR ILLINOIS CITIES, COUNTIES AND ILEC PLANNING 
REGIONS, by L. EdwarciDay (June, 1979) 

GUIDE TO ILLINOIS PAROLE AND RELEASE DATA, by Carolyn R. Block (July, 1979; revised 
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