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PREFACE 

Under Grant No. 79-NI-AX-0055 from the National Institute of 

Justice, The Rand Corporation is conducting basic and policy-oriented 

research on criminal careers. Part of that research involves a large

scale questionnaire survey that was administered to prison and jail 

inmates in three sta~es. This report evaluates the quality of arrest 

and conviction information furnished by prison inmates. 

The report provides estimates of measurement biases and error 

variance based on record checks and retests. The estimates should be 

of particular interest to policy analysts and survey methodologists 

concerned with the effects of measurement error on subject matter 

statistical estimates. 

A description of the 1arge-sca1,= survey is given in Mark Peterson 

and others, The Rand Offender Survey: Background and Method, The 

Rand Corporation, N-1635-DOJ (forthcoming, 1981). Additional methodo

logical explorations of sampling and measurement issues are planned 

for future publication. 
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SUMMARY 

This report evaluates the quality of answers to selected questions 

in a survey of adult male prisoners in three states. The strengths and 

weaknesses of prisoner self-reports of arrests and convictions are in

vestigated by comparing them to official record information, and the 

hypothesis that prisoners systematically deny certain facts about their 

criminal careers is tested. 

Our general findings include: 

o On the average, prisoners do not deny arrests and convictions. 

Amounts reported in the questionnaire are usually equal to or 

greater than the amounts coded from the records. 

o Response reliability is moderately high for self-reports of 

convictions, but' uncertain for reports of arrests. 

o Discrepancies between survey and record values are not pre

dicted well by Q,bility, memory, and demographic variables, so 

we did not identify the "kinds" of prisoners prone to lying 

or to other response errors. 

METHODS 

A sample of approximately 1500 convicted male felons residing in 

prisons in California, Michigan, and Texas filled out questionnaire 

booklets; a retest subsample of 252 men completed the q.uestionnaire a 

second time. Then the questionnaire reports of arrests within a 

defined time period and the reports of current conviction offenses were 

compared to information from official records. Bias scores based on 

average survey-record discrepancies were computed, and estimates of 

reliability made based OIl retest correlations and correlations between 

records and questionnaire responses. 

Our reliability estimate expresses the amount of expected attenu

ation in a two-variable correlation estimate due to errors in the measure. 

Error scores were regressed on selected variables to identify possible 

correlates of response problems. 

Preceding page blank 
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EVALUATION OF CURRENT CONVICTION REPORTS 

Across items, the prisoners reported about the same number of 

current conviction categories that we found in the records (+6 percent). 

Several individual conviction items had statistically significant bias 

scores, but no item showed a consistent bias (same sign and statisti

cally significant) across all three states. Several misclassification 

error patterns were found in the Michigan and Texas data; for example, 

robbery and theft convictions were often interchanged, either by the 

respondents, records, or coders. Item bias scores not explained by 

misclassification errors were usually positive. 

The conviction item responses are moderately reliable. Using the 

record method, we find that correlations of conviction items with other, 

perfectly measured variables might be attenuated by 20 to 35 percent on 

the average, due to unreliability. The retest estimate of unreliability 

suggests only approximately 10 percent correlation attenuation, but 

the retest method probably overstates true reliability. Single con

viction item reliabilities were gener;·~1.ly satisfactory. No item 

showed reliability problems in more than one state. 

The ability, memory, and demographic variable sets do not predict 

the respondent bias and total error scores uniformly across the 

three state samples. 

EVALUATION OF ARREST REPORTS 

Prisoners described their arrest history for a defined time period 

in two different questionnaire sections. Although each section is 

evaluated separately in the report, we summarize them jointly here. 

Both the surveys and the records appear to contain errors, and drawing 

conclusions by comparing the two sources is difficult. 

When each arrest item is scored dichotomously and the bias scores 

summed over times, the net bias is close to zero (sometimes slightly 

negative, other times slightly positive). The dichotomous variable 

reliabilities (record method) are low, but the errors tend to "average 

out" over items and people. When the number of arrests are compared to 

the records, however, the average bias scores are usually positive (very 

large in Michigan) and the reliabilities get even lower. The item bias 
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scores show a mixture of large and small, positive and negative values 

that are seldom consistent across states. The pattern of results cannot 

be explained by the presence of a few extreme cases, or by the kind of 

item misclassification errors found in the current convicltion evaluation. 

The pattern of arrest bias and reliability results is consistent with 

one or both of the following structural hypotheses: 

o 

o 

Respondents overreport arrests in proportion to the true 
number, and/or 

Records underreport in proportion to the true number. 

In addition, either the questionnaire responses and/or the, r,ecords 

contain substantial amounts of random error variation, or else sub

stantial amounts of error were introduced while matching, coding, and 
entering the data on computer tapes. 

We also estimated arrest response reliability by the retest method 

on smaller samples of respondents. These reliability est:Lmates were 

much higher than those obtained by the record method. We suspect that 

respondents repeat their errors on the retest, thus infla.ting the 

reliability estimate in proportion to the amount of error covariation. 

An additional reliability estimation strategy to reduce the uncertainty 

about arrest item reliabilities is proposed in the repor.t. 

RECOMMENDATIONS FOR ANALYSIS 

We recommend that analysts consider several steps when analyzing 

arrest data and similar questionnaire data in the future: 

1. Repeat analyses in each of the three state samples separately. 

The item biases are usually localized (not the same sign and size in 

all states). Pindings that replicate are unlikely to be effects of 
uncorrelated item biases. 

2. To test the sensitivity of findings to the possible existence 

of a questionnaire bias that is positively correlated with true scores 
use transformed data and reanalyze. 

3. Combine unreliable variables, thought to measure the same thing, 

into scales to reduce the effects of random response error variation. 

-----
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RECOMMENDATIONS FOR FUTURE RE'SEARCH 

We suggest that future surveys of this t.ype include not only 

record checks but also additional data collection to describe the 

record error structure. Future surveys should also consider the 

costs, benefits, and feasibility of personal interviewing and 

the use of more redundancy in the questions. 

-ix-

ACKNOWLEDGHEN:S 

We wish to acknowledge the helpful comments on earlier drafts 

from Jan Chaiken, Marcia Chaiken and Carl Hensler of The Rand Corpora

tion, from Joseph Weis of the University of Washington, Seattle, and 

from an anonymous review commissioned by the National Institute of 

Justice. 

We also extend our sincere thanks to Susanne Polich and Paul Honig 

of Rand for valuable technical assistance throughout the project and to 

Mark Peterson for his continuing advice, encouragement, and substantive 

contribu tions during the a.nalysis. 



'-

-xi-

CONTENTS 

PREFACE •••••• II: • ~ ••••••• ,. 0 •••••• u •.•••••••••••• •.•••••••••••••• e' 

SUMMARY •••••••••• $ • ~ ••••••••••••••••••••••••••••••••••••••••• 

ACKNOWLEDGMENTS .............. ' •••••••••••••••••••••••••••••••• G 

TABLES ....................................................... 
EXHIBITS ..................................................... 

Section 
1. INTRODUCTION .............................•..• . ·0 ... II •••• 

II. 

III. 

IV. 

V. 

Review of the MethodB Literature 
Response Error Models, Estimates, and Effects 
Design of Rand Offender Survey •....•••••.•.••.••.• 

CURRENT CONVICTION OFFENSES •• e ...................... • ' ••• 

Survey Questions .....•.......... ................ ~ .... 
Records ...........................................•.. 
Current Conviction Bias 
Current Conviction Reliability •.••••••••••••••••••••. 
Predictors of Bias and Total Error ••••••••••••••••••• 
Summa ry ................................................. . 

ARREST INCIDENTS 
Questionnaire Items •••.•.•••••••.••.••••••••••••••.•• 
Record Information ...............•............•.....• 
Arrest Incident Bias ••••••••••••••••••••••••••••• 0 ••• 

Reliability of Arrest Incident Data 
Predictors of Bias and Total Error 

ARRESTS FOR CRIMES DONE • ••.•• 0 ••••• ;, ••••••••••••••••••••• 

Questionnaire Items .......•.......•...••.....•.•...•• 
Records ....•........•..•......•.......• ..., ..••... II ••••• 

...•....•••.........• . I· .... 
Done ....•... 6 •••••••••• a 0 • 

Definitional Discrepancies 
Bias in Arrests for Crimes 
Reliability Estimates ............ ~ ......... ~ ........ . 
Predictors of Bias and Total Error ••••••••••••••••••• 

DISCUSSION AND CONCLUSIONS • ••••••••••••••••• iii •••••••••• 

The Denial Response Bias Hypothesis •••••••••••••••••• ......................................... Bias Results 
Reliability Results •••••••••••• 0 ••••••••••••••••••••• 

Limitations on the Measurement Evaluations ••••••••••• 
Additional Reliability Estimation Procedure •••••••••• .......................... Recommendations to Analysts 
Future'Surveys of Criminal Offenders ••••••••••••••••• 

iii 

v 

ix 

xiii 

xvii 

1 
2 

10 
24 

32 
32 
32 
34 
43 
46 
47 

48 
48 
49 
50 
57 
61 

63 
63 
64 
64 
65 
70 
75 

77 
77 
77 
78 
81 
82 
84 
86 

Preceding page blank 

, 
r .; 



-xii-

Appendix 
A. EXCERPTS FROM QUESTIONNAIRE •••••••••••••••••••••••••••• 
B. EXCERPTS FROM RECORD CODING FORMS •••••••••••••••••• ••••• 
C. TECHNICAL TABLES ....................................... . 
D. SELECTED SURVEY QUESTIONS: SPANISH IJU~GUAGE VERSION .. . 
E. FIELDWORK FORMS AND EXAMPLE RAP SHEET •••••••••••••••••• 
F. BIAS IN THE REGRESSION COEFFICIENT IF THE DIFFERENCE

SCORE DEPENDENT VARIABLE IS REGRESSED ON ONE OF ITS 
COMPONENTS A.l\l'D THE COMPONENT IS MEASURED WITH ERROR 

G. WORKSHEET FOR ADDITIONAL MCAF ESTIMATES •••••••••••••••• 

REFERENCES •••••••••••••••••••••••••••• a ....................... . 

89 
101 
107 
153 
165 

169 
171 

173 

i 
~ 
~ 
n n ,I 
f\ 
I 

r 
f: 
I: 

I' 
f, 
L 

t 
I 
t 

I 

! 
i 
t. 

II 
j, 

I 
l' 
t 
} 
t 
\ 
I 
j 
!. 
f' 
l 

r, 
t 

I 
4 

I 
I 
! 
I 
I 
I 
~ 

I 
l r 

~ 
11 

~ 
11 

t! 

11 

Ii 

! ~ 

I.l 

I.2 

I.3 

ILl 

II.2 

II. 3 

-xiii-

TABLES 

Summary Definition of Bias Scores ....•••..•...••• .-! •••••••• 

List of Variables Used as Predictors of Respondent 
Bias and To tal Error Scores ••.•...•......•....•......•.. 

Evaluation Analysis Group Sizes by State ...•...•.....••... 

Per Person Summary Bias Scores fa'!: Current 
Conviction Reports by State ............•••.••.•...•...•• 

Item Bias Scores for Current Conviction Items by State .... 

Substitution Misclassification Analysis for Current 
Conviction Offenses, California Prison Sample ..•........ 

17 

21 

26 

35 

37 

39 

11.4 Substitution Misclassification Analysis for Current 
Conviction Offenses, Michigan Prison Sample .............. 40 

11.5 Substitution Misclassification Analysis for Current 
Conviction Offenses, Texas Prison Sample ................. 41 

11.6 Arithmetic Averages of Current Conviction Items, MCAF 
Es tima tes ....... '. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . • . . . 44 

111.1 Per Person Summary Bias Scores for Continuous Arrest 
Incidents by State.................................... .. 51 

111.2 Per Person Summary Bias Scores for Yes-No Version of 
Arrest Incidents by State............................... S2 

111.3 Single Item Bias Scores for Yes-No Arrest Incident Items 

III.4 

III. 5 

rrI.6 

III.7 

IV.l 

IV.2 

IV.3 

by State................................................. 54 

Single Item Bias Scores for Continuous Arrest Incident 
Items by State........................................... 55 

Outlier Sensitivity Analysis for Arrest Incident Items: 
Untransformed and Winsorized Item Bias Scores by 
Crime Category and State •................................ 

Arithmetic Averages of Yes-No Variable Arrest Incident 
Items, -MCAF (Reliability) Estimates .. , ................. . 

Arithmetic Averages of Continuous Variable Arrest 
Incident Items,MCAF (Reliability) Estimates •.••.......... 

Per Person Summary Bias Scores for Continuous Version of 
Arrests- Dr-Crimes-Done Items by State ....•.....••. · •• ·. 

Summary Bias Scores for Yes-No Version of Arrests-ror-
Crimes-Done Items by State .....................•......... 

Single Item Bias Scores for Continuous Arrests-for-
Crimes-Done Items by State .....•.•....................... 

56 

58 

58 

66 

66 

68 

IV.4 Single Item Bias Scores for Yes-No Arrests-for-Crimes-

IV.5 

Done Items by State...................................... 69 

Outlier Sensitivity Analysis for Arrests-for-Crimes-Done 
Items: Untransformed and Winsorized Item Bias Scores 
by Crime Cat~gory and State •.....•............•.......... 71 



IV.6 

IV.7 

C.l 

C.2 

C.3 

C.4 

C.5 

C.6 

C.7 

C.BA 

C.BB 

C.9A 

C.9B 

C.10 

C.ll 

C.12 

C.13 

C.14 

C.15 

-xiv-

Arithmetic Averages of Continuous Arrests-for-Crimes-
Done Items,MCAF (Reliability) Estimates ....•••••.•••..•. 73 

Arithmetic Averages of Yes-No Va'riable Arrests-
Crimes-Done Items ,MCAF (Reliability). Estimates.......... 74 

Characteristics oi Samples by State •.•....•••.•...•.••.••. lOB 

Item Bias Scores for Current Conviction Items, 
California Prison Sample .•.•.•...••.•.......•.•...•...•• 109 

Item Bias Scores for Current Conviction Items, 
Michigan Prison Sample .•..•.•...........•..•...•.•.....• 110 

Item Bias Scores for Current Conviction Items, 
Texas Prison Sample ...•.•.....••.•.•..•...•••..•.....•.. 111 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for. Current Conviction Items, 
California Prison Sample ...•...•...•...........•......•• 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Current Conviction Items, 
Michigan Prison Sample ...•..••................••.•....•. 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Current Conviction Items, 
Texas Prison Sample ..•.••..•..•..•.......•.....••.•..... 

Regression Coefficients (S) for Predictor Variables on 
Respondent Bias Score for Current Con.viction 
By State ........................................................................ .. 

Means. Standard Deviations. and Highest Predictor 
Intercorrelation for Predictor Variables on Current 
Conviction Items. Respondent Bias and Total Error 
Scores by State ••.••.••••••••.•..•.••••••.••..•••••...•. 

Regression Coefficients (S) for Predictor Variables on Total 
Error Score for Current Conviction by State •..•••..••••• 117 

Means and Standard Deviations for Predictor Variables on 
Current Conviction Items, Total Error Score by State •••. 118 

Item Bias Scores for Yes-No Arrest Incident Items , 
California Prison Sample.... .•......•••..•.........•.•• 119 

Item Bias Scores for Yes-No Arrest Incidenc. Items., 
Michigan Prison Sample .•...•.•......• ,.................. 120 

Item Bias Scores for Yes-No Arrest Incident Items , 
Texas Prison Sample •.••.•.•••.....•••...•.•..•.••..••... 1 2 ill 

Item Bias Scores for Continuous Arrest Incident Items , 
California Prison Sample ....•....•.•••.• ~. . • . . . • • . . . . . .. 122 

Item Bias Scores for Continuous Arrest Incident Items , 
Michigan Prison Sample.................................. 123 

Item Bias SCOlres for Continuous Arrest Incident Items , 
Texas Prison Sample ••....••.•.•••.••...••••.•.••..•...•. 124 

- - ---- -----------

\ 

f 
I 

I 
j 
I 

i 
i 
i , 
f 

I ! : 
j 
L 

r 
\1 
t' 
I' 
i 
i 

C.16 

C.17 

C.lB 

C.19 

C.24 

C.25 

C.26 

C.27 

C.2B 

C.29 

C.30 

-xv-

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Yes-No Arrest Incident ltems

1 California Prison Sample •.••.•.•..•.••..•.••..•.•••.•.• 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Yes-No Arrest Incident Items 
Hi h' P' , c 19an rlson Sample ••.•..••.•..•.•..••..••••.•.•.••. 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Yes-No Arrest Incident Items 
Texas Prison Sample .••••••••.•••.••...•••••.••..... , .•• 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Continuous Arrest Incident 
Items, California Prison Sample ••.•..•.•.••....•.•..... 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Continuous Arrest Incident 

125 

126 

127 

128 

Items, Michigan Prison Sample.......................... 129 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Continuous Arrest Incident 
Items, Tex?s Prison Sample............................. 130 

Regression Coefficients (8) for Predictor Variables 
on Respondent Bias Score for Arrest Incidents 
by State ..... : ................................................ ~ .. .. .. .. .... .. .. .. .. .. .. .. .. .. .. .... 131 

Means, Standard Deviations, and Highest Predictor Inter
correlation for· Predictor Variables on Arrest Incident 
Items, Respondent Bias and To'ta1 Error Scores by State. 132 

Regression Coefficients (S)for Predictor Variables on 
Total Error Score for Arrest Incidents by State ..•.•.•• 133 

Means and Standard Deviations for Predictor Variables 
on Arrest Incidents Items, Total Error Scores 
by State ............................................. ~ .. .. . . . . . . . . . . .. . . .. . . . .. 134 

Item Bias Scores for Continuous Arrests-For-Crimes-
Done Items, California Prison Sample .•....•.•..•••..... 135 

Item Bias Scores for Continuous Arrests-For-Crimes-
Done Items, Michigan Prison Sample •.•.•.......•.•...•.• 136 

Item Bias ScoTes for Continuous Arrests-For-Crimes-
Done Items, Texas Prison Sample........................ 137 

Item Bias Scores for Yes-No Arrests-For-Crimes-Done 
Items, California Prison Sample........................ 138 

Item Bias Scores for Yes-No Arrests-For-Crimes-Done 
Items, Michigan Prison Sample........................ .• 139 

Item Bias Scores for Yes-No Arrests-For-Crimes-Done 
Items, Texas Pris on Sample............................. 140 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Continuous Arrests-For
Crimes-Done Items, California Prison Sample •••••••..••• 141 



C.31 

C.32 

C.33 

C.34 

C.35 

C.36A 

C.36B 

C.37A 

C.37B 

-xvi-

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Continuous Arrests-For
Crimes-Done Items, Michigan Prison Sample .....•......... 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Continuous Arrests-For
Crimes-Done Items, Texas Prison Sample .•...............• 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Yes-No Version Arrests-

142 

143 

For-Crimes-Done Items, California Prison Sample ......... 144 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Yes-No Version Arrests
For-Crimes-Done Items, Michigan Prison Sample .•......... 145 

Reliability Estimates (Multiplicative Correlation 
Attenuation Factors) for Yes-No Version Arrests-
For-Crimes-Done Items, Texas Prison Sample ............. . 

Regression Coefficients (B) for Predictor Variables on 
Respondent Bias Scores for Arrests-For-Crimes-Done 
by State ............................................... . 

Means, Standard Deviations, and Highest Predictor 
Intercorre1ation for Predictor Variables on Arrests
For-Crimes-Done Items, Respondent Bias and Total 
Error Scores by State ....•........••.•.•.••••.•••.•.•... 

Regression Coefficients (8) for Predictor Variables on 
Total Error Score for Arrests-For-Crimes-Done by 

146 

147 

148 

State ................................................... 149 

Means and Standard Deviations for Predictor Variables 
on Arrests-For-Crimes-Done Items, Total Error 
Score by State •.......•......••...•.........••••........ 150 

C.38 Reliability Estimates (Lower Bound MCAF) for Continuous 
Arrests-For-Crimes-Done Items by State Retest Sample .... 151 

C.39 Reliability Estimates (Lower Bound MCAF) for Continuous 
Arrest Incident Items by State Retest Sample ••..•.....•. 152 

I 

I 
1 

A.1 

A.2 

A.3 

A.4 

A.5 

A.6 

B.1 

B.2 

B.3 

B.4 

B.5 

D.1 

D.2 

D.3 

D.4 

D.5 

n D.6 
!, 
(: 
I, E.1 ! 

E.2 

E.3 

I 
L , 
I 
f 
j' 
I 
j' 

I ,I 

I 
I' Ii r 
tl 

I ! 

I 
I 
" I 

-xvii-

EXHIBITS 

Street Months Questions .................................... . 

Calendar for Calculating Street Months ................ : .... . 

Current Conviction Question ....•............................ 

90 

92 

93 

Arrest Incidents Questions .................................. 94 

Arrests for Crimes Done Questions .......•...........•....... 95 

Source Questions for Selected Predictor Variables ........... 97 

California Current Conviction Coding Form ................... 102 

Michigan Current Conviction Coding Form .....•............... 103 

California Arrests Coding Form ............................. . 

Michigan Arrests Coding Form ...........•.........•.......... 

Texas Arrests Coding Form .•..........•...............•...... 

Street Months Questions, Spanish Ver.sion .•...........•...... 

Calendar for Calculating Street Months, Spanish Version .•... 

Current Conviction Question, Spanish Version ............... . 

Arrest Incidents Questions, Spanish Version ................ . 

Arrests for Crimes Done Questions, Spanish Version ......... . 

Source Questions for Selected Predictor Variables, 

104 

105 

106 

154 

156 

157 

158 

159 

Spanish Version ........................ <..... . . . . . . . . . . . . .. 162 

Notice Mailed to Sampled Inmates............................ 166 

Agreement to Participate Form............................... 167 

Example California RAP Sheet .......................•.......• 168 



-1-

I. INTRODUCTION 

Untruthful answers (response errors) are a major concern in the 

analysis of questionnaire data and in decisionmaking based on the 

results of such analysis. Unrecognized response errors can distort 

estimates of the true population mean, and can make it difficult to 

discover the true relationships among the variables. 

In this report we evaluate the quality of selected data from The 

Rand Corporation's Second Inmate Survey. We emphasize measurement 

errors, assessing how closely the observed values from the question

naires correspond to values obtained from official records. We do 

not address sampling, nonresponse, processing, or analysis sources of 

error. 

The variables examined are prisoners' reports of arrests during 

a defined period of street months and prisoners' reports of the con

viction offenses for which they were serving time when the question

naire was completed. 

In 'keeping with contemporary practice, the evaluation was con

ducted by persons not connected with the original design of the research 

and not involved in the subject matter analyses of the data. 

We conclude that the arrest and conviction data are unbiased on 

the average but contain moderate to large amounts of random errors that 

will yield attenuated estimates of the true population associations. 

The remainder of this introductory section reviews the relevant 

measur~ment literature, develops the methods used to evaluate the data, 

and describes the basic features of the Rand Offender Survey. The 

next three sections evaluate findings for three parts of the question

naire: Section II, the reported conviction offenses, and Sections III 

and IV, the self-reports of arrests obtained in two different ways. 

Section V discusses the evaluation results and their implications for 

research analysis and future measurement design. 
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REVIEW OF THE METHODS LITERATURE1 

Most researchers hypothesize that survey responses about arrest 

and conviction history will contain a negative bias. The conventional 

reasoning asserts that respondents prefer to deny, omit, or cover up 

undesirable facts about themselvf?s. In this section we revie>ir the 

available literature concerning response errors in self-report:ed arrests 

and convictions. We conclude, contrary to convantional expectations, 

that arrests and convictions have been reported without a negative 

response bias in most well-designed studies. In fact, validity studies 

that are designed and analyzed properly usually find that the average 

response bias has a positive sign. 

Approach 

On the surface, the existing literature yields conflicting infer

ences about the quality of self-reported criminal and delinquent history. 

However, by reclassifying the studies and limiting attention to criterion 

validity research on arrest and conviction reporting, we found evidence 

that respondents usually reveal more arrests and convictions in question

naires or interviews than can be found in official records. 

In our review of existing methods literature, we focused on criterion 

validity studies, limiting ourselves to evaluations of self-reported 

arrests and convictions. We separated full design from incomplete 

design assessments and distinguished between direct and indirect esti

mates of average response bias. 

Criterion Validity Studies. We wanted to assess the truthfulness 

of self-reports (their concurrent vaH.dity) rather than their predictive 

or construct validity. So we sought published research that compared 

survey answers to a criterion (or standard of truth) such as official 

records of arrests and convictions. Ideally, the survey questions and 

record entries referred both to the same concept and to the same time 

periods. 

IThis literature review is based on work done by The Rand Corpora
tion on the reliability and validity of responses to sensitive survey 
questions (see Marquis et a1., forthcoming). The authors gratefully 
acknowledge the help of M. Susan Marquis, Jan Meshkoff, J. Michael Polich, 
Donna Schwarzbach, and Cathleen Stasz in preparing the material. 
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Other research objectives might call for different kinds of validity 

assessments; for example, a researcher interested in future recidivism 

might study the ability of the answers to predict future rates of arrests 

and convict~ons. We do t dd • no a ress prognostic validity issues in this 

report. Another researcher may wonder whether arrest and conviction 

answers are good proxy indicators of underlying crime or delinqu.ency 

rates; that researcher is interested in construct validity, or the extent 

to which the proxy measure possesses the same measurement properties and 
"behaves" as the true construct would in i ts cause-and-effect relation-

ships with other variables. Because we do not address construct validity 

in our research, we omit construct validity studies from our lit~rature 
review. 

Full and Incomplete Design. We distinguish between full and partial 

record check designs because partial des~gns • can result in misleading 
conclusions. The most cornmon partial design evaluates answers only if 

records indicate an arrest, conviction, or other official action for a 

particular person. No evaluation of answers given by other people is 

made. The only thing this design can detect, in its pure form, is the 

respondent's apparent failure to report something already known about 

him. From such results, researchers sometimes infer that self-reports 

contain a negative response bias (e.g., d . 1 . en~a , om~ssi()n, lying, cqver-

ups). As di.scussed elsewhere (Marquis, 1978), however, these inferences 

can be incorrect for two reasons: (1) This kind of partial deSign can 

miss any positive response biases, so the direction of the average 

response bias may be incorrect. (2) It will cause random errors made 

by respondents, records, transcribers, coders, and data entry personnel-

either on the main question or on items used to link answers and records--

to appear as a negative response b~as. Th th i • us, e s ze of the bias will 
be overestimated. 

Full designs select respondents independently of their record values 

and check answers of all respondents, regardless of whether the records 

indicate any official action. This allows estimates of errors in both 

directions (false positives and false negatives) and makes it possible 

to distinguish random errors from net biases. 
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Direct and Indirect Estimates. We distinguish between direct and 

indirect estimates of response bias. Several studies report the propor

tion of respondents whose answer was above the recorded value and the 

proportion who gave an answer below the criterion value. We call these 

llldirect estimates. By noting the difference in proportions we can ten

tatively infer something about the sign of the response bias but nothing 

about its size. If the response variable is dichotomous, we also need 

to know the proportions of matched positives and matched negatives to 

get a direct estimate. For continuous variables we also need to know 

the average size of the response record differences for a direct bias 

estimate. 

Full Design Studies of General Adult Populations 

Knupfer (in press) and Bridges (1979) find that adults in general 

populations report more arrests in surveys than can be found for them in 

records. Jessor et al. (1975), however, indicate that the conviction 

response bias may be negative, on the average. 

In 1964, Knupfer asked a sample of 970 noninstitutionalized men and 

women in San Francisco about drinking-related arrests. She searched 

police records for "any mention of drunk driving or other drunkenness 

related offenses." Truncating each source at three arrests and deleting 

94 respondents who did not answer the arrest questions resulted in a mean 

number of .09 reported arrests per person. The recorded number was .08, 

implying a positive average response bias of 12 percent [(.09 - .08)/.08]. 

We computed a correlation of .52 between the self-reports and recorded 

values. The author did not mention any special attempts to obtain com

plete juvenile record data. 

Bridges (1979) located and interviewed 567 adult males in a 1945 

Philadelphia birth cohort who had resided in Philadelphia during their 

school years (age at interview was 25-26 years). Respondents were asked 

how many times they had been arrested ("picked up or taken to the police 

station for any offense"). Responses were compared to information 

extracted from Philadelphia police records. An analysis based on 558 
2 

cases shows 1.37 self-reported arrests per person and 1.17 in the records. 

2 
The per-person record mean is inferred from Bridges' data. 

t 
l' 
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We infer a +18 percent average bias from these numbers. The correlation 

between the two data sources was .60. 

Jessor et al. (1975) furnish a full design interview study using a 

sample of males and females in the 1945 birth cohort of a Colorado 

community. Respondents were asked about alcohol-related problems followed 

by the ambiguous question: "What (else) have you gotten into trouble 

with the la'N about?" Adult and juvenile records covering a ten year 

period were obtained from courts, prisons, the Bureau of Indian Affairs, 

a mental hospital, and probation offices. The authors focus on recorded 
" . ti II l' conv~c ons, exc ud~ng those arising from civil suits or traffic and 

game law violations. They had to infer which answers to the ambiguous 

question referred to convictions. 3 

The comparison of inferred survey answers to records showed 16 

false negatives, 3 false positives, 26 true positives, and 173 true 

negatives. Our estimate of the average bias is -32 percent of the 

record frequency: [(26 + 3) - (26 + 16)]/(26 + 16) = -.32. No estimate 

of the bias in reporting the number of convictions could be made. The 

lesson from this research is probably to ask explicit questions about 

topics of interest. It is not surprising that some respondents would 

fail to report details of cOllvictions to an ambiguously worded question 

with no clear time referent. 

Full Design Studies of Special Groups 

Full design studies of student, alcoholic, and former drug addict 

groups also suggest the absence of a denial (.net negative) response bias. 

Nine hundred fourteen 7th through 9th grade boys filled out question

naires in a delinquency study by Hardt and Peterson-Hardt (1977). One 

item was "I was given a ticket or ~rrested by the police." Answer cate

gories were (1) In the last seven days, (2) in the last two months, 

(3) over a year ago, and (4) never. These answers were checked against 

3 
The authors do not say how the inference was made. In their text 

t~ey refer to reporting "their police record" when discussing true posi~ 
t~ve and false negative interview reports. They refer to "reported con
victions" when discussing survey overreports (false positives). This 
raises the possibility that different definitions were used that might 
bias the estimate of average response bias in a negative direction. 
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files of the county central registry of juvenile offenders for 862 boys. 

Using dichotomous scoring, 22 percent of the boys reported oeing arrested 

or ticketed, but records indicated only 20 percent were so categorized. 

This is a positive 10 percent average response bias. The self-reports 

correlated .67 (phi coefficient) with the registry information. The 

authors suggest and offer empirical support for the hypothesis that 

records were incomplete in two respects: arrest data for nonjuvenile 

offenses were sometimes missing, a;nd the.y did not contain a complete count 
. ", .... 

of arrests occurring in other jurisdictions. 

Ball (1967) evaluated the questionnaire (program application) 

responses of 58 ex-addicts originally convicted on drug charges and 

incarcerated at the Lexington treatment facility. FBI records were used 

in the analysis of 54 cases (4 persons who reported "numerous arrests 

for breach of peace and drunkenness" were deleted, presumably because 

the FBI records did not substantiate the self-reports). For the 54 cases 

the self-reported mean per person was 3.8 and the comparable estimate 

from records was 3.5. We infer a positive net response bias of 9 percent 
4 

from these results. 

Ex-addicts are found to give reliable arrest and conviction reports. 

Bale (1979) obtained a 78 percent retest agreement rate on the item of 

whether the person had been convicted. Stephens (1972) obtained an agree

ment rate of 94 percent between self-reports and counselor reports of 

whether the respondent had been arr~sted. Stephens also found an 88 

percent agreement between the arrest self-reports and information from 

relatives. Unfortunately, agreement scores cannot be used to assess 

the net response bias. 

Walsh (1967) asked 270 male nndergraduates about the number of 

contacts with th~ Iowa City Police and about the number of traffic 

tickets received from the campus police. He does not give means or 

state the direction of disagreements but reports only 1-2 percent dis

agreement with city police records and a 13 percent disagreement with 

4Amsel et ale (1976) provide another criterion validity study of 
self-reported arrests by former drug addicts (but using local police 
records). Detailed data are not reported so we were unable to obtain a 
direct estimate·of the response bias. Results that: are presented are 
sufficient for an indirect estimate of the sign of the response bias (it 
is negative), but the authors' text suggests the bias is positive. 

1 
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campus police records. These could represent large or small biases 

(depending on the size of the criterion mean) and could contain posi

tive, negative, or no average biases (depending on the relative fre

quencies of overreport and underreport errors). Sobell (1976) asked 

33 male college undergraduates about the number of their California 

speeding tickets in a two-year period. Compared to state records, more 

students overreported the number than underreported. This furnishes 

an indirect estimate of the sign of the bias (positive) but no informa-

tion about its size. 

Linda and Mark Sobell have contributed many response validity 

studies of reported alcohol-related arrests~ convictiohs, and other 

official actions for small samples of male alcoholics and former 

alcoholics. 5 Self-reports are obtained either by personal interviews 

or questionnaires. Records include those from the California Department 

of Motor Vehicles, the California Bureau of Criminal Identification and 

Investigation, and the FBI. Unfortunately, few of the studies present 

enough detail to estimate either the average response bias or the cor

relation betweeli. self-reports and official records. He discuss the 

indirect estimates here to infer something about the sign of the average 

response bias. The sign is positive if relatively more respondents 

report amounts greater than (vs. less than) the criterion values. 

We constructed an alcohol arrest index consisting of at least two 

of the following: public drunk arrests, drunk in auto arrests, and open 

container arrests. The index has a positive sign in four of the five 

studies from which it could be computed (in the fifth study, no respon-
6 

dent report disagreed with the recorded values). Similar positive 

signs are found for the reported number of California speeding tickets 

in a 2 year period (4 out of 4 studies), the number of auto accidents 

in 3 years (4 out of 4 studies), number of reckless driving convictions 

(2 of 2 studies), and frequency of driver's license suspensions or 

revocations (2 of 2 studies). Five studies provide direct estimates of 

5Sobell and Sobell (1978); Sobell (1976); Sobell and Sobell (1975); 
Sobell, Sobell, and Samuels (l974). 

6Sobell, Sobell, and Samuels (1974) indicate s'elf-reported arrests 
for DWI or public intoxication correlate .65 with official record 
numbers (n = 70). 
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&dmitting current probation or parole status. Probation has a positive 

response bias in all the studti:S; apparently, none of the respondents· 

had a record indicating he was on parole, and in only 1 of the 5 studies 

did anyone claim he was on parole. 

We also constructed an index that combined other arrest charges, 

including drugs, burglary, petty theft, robbery, assault with a deadly 

weapon, disturbing the peace, assault and battery, and "other crimes." 

The index score was negative in 4 out of 4 studies, suggesting that 

alcoholics may be prone to denying non-alcohol-related arrests. 

Sobell et al. (1979) report a high retest reliability estimate for 

self-reports of lifetime alcohol arrests (r = .97, n = 12). No record 

data were available. Guze et al. (1963) obtained a .43 correlation 

between paroled convict self-reports of drinking-related arrests and 

similar information from relatives (informants). 

The full-design evaluations, then, tend to find average response 

biases that are usually positive for self-reports of arrests and con

victions. The finding holds for general as well as special population 

groups and for both direct and indirect estimates of the bias. 

We review the partial design studies next. They tend to yield 

estimates of a negative response bias. However) partial design studies 

fail to detect positive response errors and so the findings are probably 

caused by the faulty design rather than the true reporting tendencies 

of res ponden ts • 

Partial Design Studies 

Peters ilia. (7.977) reports the only validity study we found using 

imprisoned felons as respondents. She interviewed 49 mal~s whose 

records indicated were currently serving time for a.rmed robbery and who 

had also served at least one prior prison term. The self-reports of 

arrests and convictions were compared to state and federal records. 

Respondents reported a lifetime average of 5.1 arrests on nine felony 

charges while records indicated an average of 7.7 arrests (a negat:i,ve 

21 percent average response bias). 

In a study of 600 ex-addicts enrolled in a jobs program, Wyner 

(1976) compared self-reported arrests of 79 participants to New York 

-~---- --------------------------------------------------------
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City Police records. He found a small negative reporting bias that was 

not statistically significant. 

Locander et al. (1976) drew a sample of people involved in bank

ruptcy proceedings from records and another sample of people arrested 

for drunk driving. They found almost 50 percent underreporting of 

drunk driving and 25 percent denial of bankruptcy. These are the 

largest negative biases reported in this literature. The published 

study gives few methodological details so it is difficult to tell what, 

besides the partial design, might account for the results. 

The juvenile delinquency literature contains quite a fe~ .. measure

ment studies. 7 Most focus on the construct validity of self-report 

behavior indexes as indicators for underlying crime rates of individuals, 

groups, and other collectivities. Their focus on behavior and construct 

validity excludes them from consideration here, but there are a couple 

of exceptions. Erickson and Empey (1969) executed a full design but 

discuss only the responses of juveniles known (from records) to have 

appeared in court or been officially charged with an offense. Among 

other things, the respondent was asked if he had ever been caught, 

arrested, or taken to court for each of 22 offenses. None of the 

recorded court appearances or charges was denied in the interview. The 

authors do not comment on how many arrests, etc. were reported but not 

verified by the records. 

Voss (1963) also started with a full design but chose to report 

only part of the results. Six hundred twenty students were asked if 

they had ever been arrested (taken to the police station for something 

you have done). Fifty-two students had been apprehended by the police 

according to records. Of these, only one student failed to report being 

arrested. We are not told how many reported arrests were not found in 

the records. 

7For example, Nye and Short (l957), Belson (1968), Kulik et al. 
(1968), Hirschi (1969), Gould (1969), Hackler and Lautt (1969), Gibson 
et al. (1970), Williams and Gold (1972), Farrington (1973), Elliott and 
Voss (1974), and Blackmore (1974). Most of the research uses both self
reported behavior and official records. Several discuss whether the 
juvenile admitted committing the offense with which he was charged. This 
is a partial design approach to analysis. 
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Summary 

While many partial design studies in the literature seem to show 

a negative response bias, this may be due to using a research and 

analysis strategy that can detect errors in only one direction. The 

consequent negative bias, then, may be a research artifact rather than 

a true behavioral characteristic of respondents. Full design studies, 

on the other hand, can de~ect errors in both directions. Most of these 

studies show a positive response bias; that is, they obtain more reports 

of arrests and convictions in questionnaires than can be found in offi

cial records. There are exceptions, however. Jessor et al. find a 

negative bias in reporting convictions and the Sobells consistently 

find that alcoholics or ex-alcoholics underreport their felony arrests. 

To add to the uncertainty, none of the existing full design studies 

evaluated responses of imprisoned felons. 

We approach our own questionnaire evaluation research, realizing 

the importance of the full design analysis strategy and knee·ring that 

although most well-designed studies do not find a negative response 

bias, there are exceptions and there are special circumstances that may 

be unique to the prisoner population that we will study. 

RESPONSE ERROR MODELS, ESTIMATES, AND EFFECTS 

Our goal is to describe response errors in Rand Offender Survey 

data that might adversely affect the analysts' statistical estimates. 

We know that analysts will estimate population means and correlations. 

So our description will focus on the kinds of response errors that can 

distort these statistics, specifically, average response bias and 

response reliability. In this section, we mention some key concepts 

in modeling and estimating response errors and in linking their effects 

to statistics. We state our response model, explain how its parameters 

are estimated, and show relationship between these parameters and the 

basic statistics that analysts will estimate. 

There is a lac.k of agreement among practitioners on what consti

tutes good survey da.ta. One approach is to assume the data are good 

if they are collected by a recognized organization that employs highly 

trained questionnaire administrators, extensively pretested question

naires, and state-of-the-art data ~eduction techniques. This approach 

... \ 
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assumes that perfect measurement can be achieved and that the profes

sionals know how to do it. Unfortunately, while the approach cannot be 

entirely wrong, there is very little research evidence to indicate that 

perfection is possible to achieve. A second approach is to purge the 

data set of "bad" observations. This is done after data are collected 

by recoding each questionnaire and discarding responses or forms that 

fail to conform to expectations of reasonableness and consistency. Again, 

the approach probably has some benefits, 'but it rests on intuitive judg

ments and it is difficult to know about the quality of the observations 
that remain. 

After employing a professional approach to designing, pretesting, 

and administering the questionnaires, and after discarding the most 

obvious instances of confusion and deceit, we still need a way of know

ing the quality of the remaining observations. In this report we adopt 

a quantitative approach to describing measurement quality. The technique 

has the advantages of resting on explicit models and assumptions and of 

having a direct connection to statistical estimates. It does, however, 

rest on assumptions and other simplifications that may be imperfect 
depictions of reality. 

Response and Record Models 

Our response model contains parame·ters that can be linked to esti

mates of means and correlations. It is based on classical test theory 

(e.g., Guilford, 1954), the Census Bureau Models (e.g., Hansen et al., 

1961), and on more recent structural equation approaches (e.g., Henry, 

1973; Joreskog and Goldberger, 1975; Marquis and Marquis, 1977). 

We assume that a person's response to an item can be described as 
follows: 

where 

S " = T.. + b. T.. -I- B.. + e
iJ

. 
~J ~J J ~J ~J 

Sij 
T .. = 
~J 

response on the survey of person i to item j, 

true value of item j for person i, 

b. parameter indicating the correlation of response bias 

with the true score for item j, 
J 

(1) 
,1 
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B, , 
1J 

e
ij 

response bias uncorrelated with true score for item j, 

random response error for person i on item j. The expected 

value E(eij ) is zero; e is assumed to be uncorrelated with 

other variables. 

The model of the record value contains the same kinds of terms: 

R, . 
1J 

e, . 
1J 

= T' + ij 
and e ~, 

1J 

The Bias Scores 

b ~ T ~. + B ~. + e i' J' , 
J 1J 1J 

are assumed to be uncorrelated. 

(2) 

Response biases that do not average out to zero can have important 

effects on estimates of first-moment statistics such as means, propor-

tions, and rates. 

We evaluate bias in the questionnaire responses with the 'bias scores. 

They summarize the amount and direction of the average disagreement 

between the survey observations and the record observations. Each bias 

score is a correction factor, that is, the bias score is the amount sub

tracted from the survey mean to make it equal to the record mean: 

Survey Mean - Bias Score = Record Mean. 

Positive bias scores indicate that the survey value is larger than 

the record value. If the record value is "true," a positive bias score 

means that there is a questionnaire overreporting bias (and a negative 

score means a questionnaire underreporting bias). If the records are 

imperfect, a positive bias score may indicate underreporting in the 

record. 

We use three bias scores, two to describe the bias for question

naire items and one to portray the bias tendencies of individual 

respondents. 

The basis for the three bias scores is the difference between the 

questionnaire and record values for an item. Define the basic bias 

score, D." for person i and item j as follows: 
1J 

D .. = (S .. - R .. ) 
1J 1J 1J (3a) 

where i indexes the respondent and j indexes the item. 
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Using eqs. (1) and (2), the difference may be rewritten as 

D .. = (T .. -T~.) + [(b-b')(T
1
,.-T

i
'.) + (B,.-B

i
l .)] + (e,.-e'.). 

1J 1J. 1J. J J 1J J 1J iJ (3b) 

Before developing the error indexes used in this research, the 

interpretation possibilities for Dij should be discussed; what does a 

nonzero value of Dij indicate about the quality of the survey and record 

observations? The answers come from e~··.ilmining three parenthetical terms 
in eq. 3b: 

1. (T., - T~.): This term represents the possibility that the 1J 1J 

questionnaire and record definitions of the true value of item j are 

different. Several definition differences may exist. 

Occasionally the questionnaire and coded records disagree about 

the street months time period (the total number of months involved and 

which months are involved). A nonzero value of Dij may indicate this 

kind of difference on the two arrest variables. 

Questionnaire and record definitions of arrests may differ and 

the discrepancies are partly a function of which arrest question set is 

being evaluated. One set of questionnaire items, Arrests for Crimes 

Done, elicits reports of arrests for specific categories of crimes that 

the respondent committed (e.g., In all, how many thefts did you do? How 

many of these thefts were you arrested for?). There are three kinds of 

definition differences here: (.a). the committed crime cat;egory (e.g., 

theft) may differ from the arrest charge category (e.g., arrested for 

drug possession ,vhile committing theft2; (])2 the respondent will not 

report arrests for offenses he did not commit (e.g., a "false" arrest 

for theft); (c) the respondent cannot report arrests on felony charges 

if the offense leading to the arrest is not one listed on the question

naire (e.g., arrested for burglary after breaking a window). 

The second set of arrest questions, Arrest Incidents, does not have 

these problems because the respondent is asked to report arrests in the 

category of the official arrest charge. Here, however, there are other 

possible ambiguities concerning the appropriate definition of the number 

of arrests. The term "arrest" can mean three things: (.a) an occasion 

when a person is taken into official custody, (b) a charge that the 

'--"-
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person has committed a crime (or crimes) of a specific type, or (c) a 

count, which is one particular offense within a set of similar offenses 

with which the person is accused. An arrest occasion may involve multiple 

charges and/or multiple counts per charge. Also, a person may be arrested 

on several occasions on a single count. Charges and counts can be added 

without incurring a new arrest occasion. 

An experienced RAP sheet coder can dist ~nguish and code separate 

counts, charges, and occasions fairly accurately. For this project, the 

RAP sheet coder was asked to abstract (code) counts and charges. For 

the evaluation analysis, only the recorded count data were used. The 

questionnaire did not instruct the respondent about which definition of 

arrests to use (counts, charges, or occasions), but the evaluation analy

sis assumes that the respondent was answering in terms of arrest "counts." 

If the assumption is violated, the obtained bias scores will be negatively 

biased. As it turned out, the possibility of negatively biased bias 

scores would not affect the conclusions drawn from our analysis. 

2. (b - b')(T .. - T~.) + (B .. - B~.): These difference terms repre-
~J ~J ~J ..... J 

sent the systematic questionnaire and record biases. We will simplify 

for this discussion by assuming b = b' = 0 and the terms reduce to 

(B - B'). If the record is unbiased (B~. = 0), the nonzero difference .. .. ~J 

~J ~J . . A 't' 1 is an estimate of the questionnaire bias for ~tem J. pos~ ~ve va ue 

suggests that respondents are exaggerating while a negative value indi

cates an underreporting or denial response bias. For this report, how

ever, we are unwilling to assume that the coded official record data are 

unbiased. There is a possibility that arrest record data are incomplete 

and the additional possibility of errors in coding the data and/or link

ing up the questionnaire and record information for each respondent. 

By assuming possibly imperf ect records (Bi
j 

f: 0), we made the inter

pretation of nonzero values of Dij difficult; a positive value could 

also indicate record omissions and a negative value could suggest "false 

positive" record entries (e.g., double counting a single arrest). 

3. (e .. - e~.): The final set of differences are in the random 
~J ~J 

error terms of the model. Each has an expected value of zero over 

persons and items, so the expected value of their difference is also 

zero. On the average, then, nonzero values of Dij are not due to differ

ences in the random error values. For any single comparison of a survey 
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and record value, however, the obtained difference could be a "random!! 

phenomenon that is unlikely to reoccur in exactly the same way over 

repeated trials (e.g., retest), across respondents, or across items. 

In summary, a nonzero difference between a questionnaire and record 

value could be due to definitional differences, systematic biases, or 

random errors. The random error effects are expected to diminish to 

zero over repeated, independent observations. In general, we will assume 

no definitional differences so that we conclude that a nonzero value of 

D .. suggests the operation of a systematic data bias of unknown source. ~J 

Single Item Bias Score. The single item bias score is used to 

portray systematic data biases in single questionnaire-record item pairs, 

for example, survey and record values for burglary arrests or murder con

victions. The single item bias score is the basic item bias score for 

item j averaged over the n respondents for whom questionnaire and record 
data are both avai1ab1e: 8 

where 

Single Item Bias Score 

n number of respondents for whom questionnaire and 

record data are available for item j. Implicitly 

this imputes missing data at the item mean for the 

observed group. 

D.. basic item bias score (defined in eq. 3a) for the lJ 
i th person and the j th item. 

(4) 

Respondent Bias Score. We investigate the possibility of predicting 

data biases using characteristics of respondents such as ability and demo

graphic variables. One dependent variable in these analyses is the 

Respondent Bias Score, which is the basic item bias score averaged over 

items in a section of the questionnaire for a single respondent: 

8In all estimation formulas, i refers only to respondents for whom 
record data were available. The treatment of missing questionnaire item 
data for a respondent varies with the estimate being made. 

'; 



-16-

Respondent Bias Score 

where 

k 

D .. 
~J 

number of items in the questionnaire section for which 

survey and record values are available for person i. 

This is equivalent to imputing a bias score for missing 

items equal to the average bias for this person on the 

ques tions he ans\-1ered. 

basic item bias score Ceq. 3a). 

-- - ~-- -~------ ---

(5) 

Summary Bias Score. The third bias score is used to summarize the 

Single Item Bias Scores over items in one section of the questionnaire 

The summary measure is useful not only because it reduces a lot of 

separate estimates to a single number but also because it captures the 

overall trend in the Single Item Bias Scores. The summary Bias Score 

is defined as 

n k 
Summary Bias Score = ~. I ~. 1 DiJ·/n 

~= J= 
(6) 

where respondents are indexed by i (i = 1, "', n), items for which both 

questionnaire and record data exist are indexed by j Cj = 1, .•• , k); 

and Dij basic item bias score Ceq. 3a)~ We imputed missing item 

responses at the average bias for the item. 

Bias Score Definition Summary. The definition of the three bias 

scores can be viewed from the perspective in Table 1.1. The columns are 

items in a section of the questionnaire, and the rows are respondents. 

The entries in the cells are the basic item bias scores. 

Estimates of the Reliability Bounds 

Two methods of estimating item reliability are used: the record 

method and the retest method. We present the reliability estimates in 

terms of the implied' attenuation of a subj ect matter correlation due to 

the unreliable variance in the data. Since we are concerned with single 

item measures, we delete the j subscript; for convenience we delete the 

i subscript also. 

Respon-
dents I 

1 DII 

... 

i 

... 

n 
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Table 1.1 

S~~RY DEFINITION OF BIAS SCORES 

Items in One Questionnaire Section 

... j . .. k 

D .. 
~J 

Dnk 

All 
Items 

k 
~. I D .. 
J= ~J 

k 
~. I D . 
J= nJ 

* 

All Res- ~n 
pondents i=l Dil 

n n n k 
Eo I D.. ~ D '" '" D ~= ~J i=l ik "i=l "j=l ij 

NOTE: 

~~ ____________ --~~--__________ ~J ~ 

When divided by n, these are When divided by n, this 
the Single Item Bias Scores is the Summary Bias 

Score 

See text for a description of missing data imputation procedures. 

*When divided by k, these are the Respondent Bias Scores. 

--
.: 
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9 Effect of Unreliability on a Correlation Coefficient. Suppose we 

are interested in the correlation between the variable T and another 

variable X. Assuming that X is perfectly measured, we will estimate the 

correlation between T and X, denoted reT, X), by the correlation between 

X and the measure of T, which is S. This latter correlation is denoted 

r(s, X) where: 

reS, X) = cov(S, X)/(/var S Ivar X). 

Using the measurement model shown in eq. 1, and assuming that the 

measurement bias B is uncorrelated with X, 

r(S, X) (1 + b) cov(T, X) / (/var S Ivar X) 

reT, X)(l + b) (/var T/ Ivar S). (7) 

We will call the expression (1 + b) (/var T/ /var S) the Multiplica

tive Correlation Attenuation Factor (MCAF). The MCAF indicates the degree 

to which measurement error attenuates the estimate of the true correla

tion, reT, X). For example, if the MCAF is .6, the measured correlation 

is 60 percent of the true correlation; the effect of measurement error 

is to reduce the correlation by 40 percent. 

Record Method Estimates of MCAF. We will use the correlation 

between the survey and record values, and the square root of this corre

lation to estimate bounds on the MCAF. The bounds correspond to alter

native assumptions about record error. 

Using the measurement model in eqs. 1 and 2, and assuming var B = 0, 

the correlation between survey and record values can be written: 

reS, R) cov(s, R)/(lvar S Ivar R) 

= (1 + b) (1 + bl)var 'l'/(/var S Ivar R). (8) 

90ther treatments of links between measurement errors and statistics 
may be found in Cochran (1968, 1970), Blalock, Well~, and Carte: (1970), 
Bohrnstedt and Carter (1971), Marquis (1977), Marqu1s qnd Marqu1s (1977), 
and Marquis et al. (forthcoming). 

1 

--~------ --------~-
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Case 1: Assume that the record is a perfect measure of T, that is, 

var R = var T and hI = O. Then all observed discrepancies are survey 

errors and the correlation in eq. 8 reduces to 

reS, R) = (1 + h) (/var T/lvar S) = Lower Bound MCAF. 10 
(9) 

Case 2: Assume that the record and survey contain equal errors, 
that is, b = hI and var S = var R. Then the correlation in eq. 8 
becomes 

reS, R) = 2 (1 + b) (var T/var S) 

and 

Ir (S , R) (1 + b) (/var T/lvar S) Upper Bound MCAF. (10) 

The correlation between Sand R and the square root of the corre

lation thus are estimates of MCAF under alternative assumptions about 

record errors. The true MCAF probably lies between the two estimates. 

Retest Method Estimate of MCAF. The retest provides a second survey 

measure. Let Sil and Si2 be the two responses to an item for individual i. 

Assume both measures follow the response model in eq. 1. We will make the 

following assumptions about the random errors: 

and 

so that 

var Sl = var S2 = var S. 

Under these assumptions, the square!; root of the correlation between 

Sl and S2 is an estimate of the MCAF: 

10r2(s, R) is traditionally used to estimate survey reliability 
when perfect criterion measures are available. To calculate the corre
lation attenuation factor, however, one must still take the square root 
of this reliability estimate. 
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2 
(1 + b) (var T/var S), 

and 

(1 + b) (/var Tllvar S) = MCAF. (11) 

In the results to be presented, the MCAF estimates based on retest 

will typically exceed those based on the record check. The explanation 

for this may be that respondents make consistent errors across trials and 

so the correlation of the errors el and e
2 

is greater than zero. If the 

assumption that cov(el , e2) = 0 is violated, then the retest will over

estimate the MCAF by cov(el , e
2
)/(/var Sl Ivar S2)' 

Total Error Score 

We need a variable that captures the total amount of error we think 

each individual has made in each of the questionnaire sections examined. 

The Total Error Score is used for this purpose but, unfortunately, the 

score has no direct links to analytic estimates as do the bias and MCAF 
indexes. 

The total error score is similar to the Respondent Bias Score (eq. 5) 

except that 'the absolute value of the basic item bias score is involved: 

Total Error Score 

for person i, where 

ID .. I 
1J 

k 

}.;~ liD, ,Ilk 
J= 1J 

absolute value of the basic item bias 

score (eq. 3a) 

(12) 

number of items in the questionnaire section 

for which survey and record values are avail

able for person i. In effect, missing question

naire responses are imputed at the person's 

error mean. 

Measures of Possible Causes and Correlates of the Errors 

Some types of prisoners may be more likely to make response errors 

than others. The empirical literature does not suggest who the error

prone types might be, so we undertake an exploratory analysis of vari

ables that might identify liars or other error-prone respondents. 
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We use the respondent bias scores and the total error 'scores as 

dependent variables. Exploratory predictors were chosen to test our 

intuitive hypotheses about the respondent and other characteristics that 

might be systematically related to 'response quality. We group the pre

dictors into ability variables, memory variables, match problem indica

tors, and demographic characteristics. They are discussed in more 

detail below and summarized in Table I.2. 

The respondent's ability to respond accurately is captured by three 

variables: education level, personal questionnaire administration, and 

the number of skipped quest~on items. Th d ' d' 
~ e e ucatJ.on pre 1ctor is based 

on the prisoner's own report of the number of grades of formal education 

he completed. The variable is ordinally scaled as indicated in Appendix 
A, Exhibit A.6. 

Table I.2 

LIST OF VARIABLES USED AS PREDICTORS 
OF RESPONDENT BIAS AND TOTAL ERROR SCORES 

Ability Variables 
Education Level (XI) 

Personal Questionnaire Administration (X
2

) 
Skipped Items 

In Current Conviction Section (X
3

) 

In Arrest Incident Section (X
4

) 

In Arrests for Crimes Done Section (X
5

) 
Memory Variables 

Elapsed Time Since End of Street Months (X
6
) 

Number of Felony Convictions (Indicator of Interference) (X
7

) 
Record Match Problem Potential 

Recorded Street Months End Later Than Reported (X
a
) 

Reported Street Months End Later Than Recorded (X
9

) 
Demographic Variables 

Respondent Age (X
lO

) 

Respondent Race (XU) 
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If the respondent could not read either the English or Spanish 

version of the questionnaire, the session administrator gave him per

sonal assistance. The personal assistance dummy variable is scored I 

to reflect this; a 0 value indicates the respondent answered under 

regular group administration conditions. 

Three additional predictors indicate the number of i.tems the respon

dent skipped (should have answered but did not). The first two variables 

are counts of the number of missing items in the two questionnaire sec

tions about arrests (Arrests for Crimes Done .and Arrest Incidents). The 

third is an indicator of whether the entire conviction offense section 

was skipped (we cannot detect skipping only part of the section). Some 

ambiguity exis·ts about interpreting a relationship between an arrest 

bias score and the number of skipped items in that section. This arises 

because of how the bias score is constructed when the respondent has 

skipped items. The numerator of the average item bias score is the 

sum of the survey-record differences for answered items; the denominator 

is the number of answered items. The effect of the scoring is to impute 

the person's bias mean for the missing items. As more items are skipped, 

more imputation is needed. An association of the number of skipped items 

with the Respondent Bias Score or the Total Error Score, therefore, can 

reflect errors in the imputation model and assumptions. However, the 

association between the number of missing items in question set A with 

the average bias score for question set B has a straightfoIVlard inter-
. 11 

pretat~on. 

Two variables are used to represent potential memory or recall 

problems; one reflects memory decay and the other memory interference. 

The most common hypothesis about memory effects in surveys concerns 

memory decay, a forgetting tendency that increases with the passing of 

time. We have constructed a variable to indicate how long ago the last 

111 b h t . .. ft' tAd B e t may eta m~ss~ng ~tem rates or ques ~on se s an ar 
highly correlated, which would raise the interpretation problem again. 
However, multiple regression methods are used to estimate the associa
tion between missing items in Section A and the average bias score in 
Section B. To some extent, the mUltiple regression method can "correct 
f01;" the correlation bet-ween A and B missing item frequencies. 

j 

I y 
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12 arrest event to-be-recalled took place. The event is the arrest for 

the conviction on which the prisoner-respondent is now serving time 

(this event marks the end of the Street Month time period, described 

later). The respondent's report of the arrest month and year is 

accepted regardless of later modification by editors or staff record 

abstractors. The elapsed time variable value is defined as: 

Elapsed Time = (year arrested x 12) + month arrested. 13 

Since larger values indicate shorter elapsed time, the reader should 

mentally reverse the sign of the coefficient to interpret the memory 

decay effect. 

Total number of lifetime felony convictions (reported by the 

respondent) is used as an indicator of interference memory problems. 

Interference memory theories view recall as a process of selecting 

relevant events to-be-reported from a "set" of similar events stored in 

memory. Selection errors increase as the size of the set of events 

increases and as the Similarity of items within the set increases. We 

assume that total number of lifetime felony convictions reflects, albeit 

imperfectly, the number of similar events in the memory set that must 

be scanned and evaluated during questionnaire recall and responding 

about arrests and current convictions. 

We did not use the number of reported or recorded events (e.g., 

arrests) as an indicator of set size because the regression coefficients 

would be biased. The coefficient bias occurs because the measurement 

errors in the predictor variable are also in the dependent variable. 

These "correlated errors" would bias the regression coefficient estimate 

away from zero, as explained in Appendix F. 

Two variables are used to indicate possible distortions in the bias 

score because the respondent and the record abstractor were not using 

12 
Although this is the simplest indicator of elapsed time between 

arrest events and filling out the questionnaire, it is imperfect because 
the length of the total street month period (total number of months 
included) varies among respondents. 

13 
Coded January 1, "', December 12. 

, ; 
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exactly the same street month time period. We compared the respondent's 

version of the end of the street month period with that of the record 

abstractor. (The abstractor could alter the ending month on the basis 

of information in the records such as that the first arrest for the 

current conviction offense occurred three months earlier than the respon-

dent said it did.) We hypothesized that if the recorded end of the 

street months was later than the respondent's version, more arrests and 

convictions would be recorded and a negative bias score would result. 

On the other hand, a recorded end of the street months that occurred 

somev;lhat earlier than reported by the respondent would not have predict

able effects. This is because the respondent probably was not arrested 

during the period in dispute. Because of the directional hypotheses, 

we created two dummy variables: 

XIO 1 if record street months ended after the 

questionnaire ver.sion 

o if ended in the same month or earlier 

1 if record street months ended before the 

questionnaire version 

:; 0 otherwise. 

The final two variables are the demographic characteristics of age 

and r£:lce. We have no hypotheses about their links to the error scores; 

they are included because analysts may wish to know if age or race

defined subgroups have different amounts of error in their data. Age is 

entered in years. Race is represented by a dummy variable whose value 

is 1 if the respondent said he is white and 0 if he said 'he is chicano, 

black, or something else. 

Persons with missing data on any predictor or dependent variable 

were excluded from the multiple regression analyses. 

The dependent variables are the average Respondent Bias Score and 

the Total Error Score (eqs. Sand 12). 

DESIGN OF RAND OFFENDER SURVEY 

Next we describe the sample, measurement, and field procedures used 

in the Rand Offender Survey. 

---~--- ---- --------------~-

,l 

t 
~ 
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Sample Design 

The sample design was multistage, and it combined judgment, proba

bility, and quota features.- On the basis of judgment, state prisons14 

in three states were selected. The population of prison inmates sen

tenced from specified counties was stratified on age, race, past 

prison record, and current conviction offense and selected with proba

bility inversely proportional to sentence length. Substitutes were 

drawn from the relevant stratum if the selected inmate was unwilling 

or unable to participate. Approximately lSOO completed questionnaires 

were obtained from the initial prisoner sample, which included about 

2S00 primary selections and about 600 replacement candidates. 

Prisoner Analysis Groups 

For various reasons, the number of cases entering the measurement 

evaluation analyses is less than the full sample who completed question

naires. Some questionnaires were excluded during the data cleaning 

phase,lS official records were not obtained for some,16 and others were 

excluded because respondents failed to answer some or all of the ques

tions in the relevant sections of the questionnaire (item nonresponse). 

The analysis group sizes are summarized in Table 1.3. Because item 

nonresponse is variable, ranges are shown. Group sizes for specific 

analyses in this report may be obtained from the relevant text or 

appendix tables. 

The interested reader can learn something about the average char

acteristics of persons in some of our analyses by consulting Appendix 

Table C.l. The average age of respondents was around 27; their 

l4Jails were also selected at this stage. Responses from the jail 
sample are not evaluated in this report because record information for 
them was not sought. 

lSQ ' , h 
uest~onna~res t at were extremely difficult to code or mostly 

blank were reviewed by the analysts. If the analysts agreed that a 
questionnaire was unusable, it was excluded. 

l6r M' h' d 1 n ~c ~gan an Ca ifornia, missing records arose primarily 
because the needed information was not available during the abstracting 
period. Time constraints limited the number of cases that could be 
abstracted in Texas so records (except convictions) were systematically 
sampled. 
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Table 1. 3 

EVALUATION ANALYSIS GROUP SIZES ~Y STATE 
(Numbers of Questionnaires) 

Item California Michigan 

Completed Questionnaires 366 461 

Failed Coding Checks 6 21 

Official Record Not Obtained 16 79 

Item Nonresponse Deletions 0-44 1-54 

Analysis Group Sizes 300-344 307-360 

Texas 

676 

7 

Oa-84 

37-86 

499-632 

aConviction information from the Texas Department of Corrections 
tape was available for all respondents. 

h ' h chool The average number educational attainment average was some 19 s • 

of adult felony convictions was over 3, and between 30 and 42 percent of 

the sample were white. 

Survey Field Procedures 
The questionnaire was administered to groups of 20 to 30 men at a 

time in classrooms, visiting rooms, and other facilities available inside 

the institutions. Eight survey administrators were hired and trained 

to conduct the survey sessions. Sessions were usually run by two or 

h h d rece4ved approx4mately 20 hours of train-three administrators, w 0 a ~ ~ 

d d th quest4onna4re. They had also participated ing on the proce ures an e ~ ~ 

in two pretests before they began actual fieldwork.
17 

All but one of 

the administrators had previous experience working with felons in cor-' 

rectional institutions. 

17Three survey administ1;'ators were hired after fieldwork began, 
and they did not have the pretest experience. 
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The inmates selected for the survey were notified by mail (Appendix 

E, Exhibit E.l). The institutions divided the men into groups, assigning 

them to particular sessions depending on where they worked or were housed 
18 

in the institution and notifying them by ducat to attend. 

At a typical session, m.en usually arrived in small groups and had an 

opportunity to talk with the survey administrators before the session 

began. One administrator passed out the questionnaires while the other 

explained the purpose of the survey and the response task. Then an admin

istrator read the Agreement To Participate form aloud and asked the men 

who wanted to participate to sign their names on the forms. The refusals 

were asked to leave at this time. The administrators reviewed the instruc

tions on how to fill out the questionnaire and offered help with any ques

tions or problems. They also offered Spanish versions of the question

naire to men who could not read English and asked the nonreaders to 
19 

identify themselves so that other arrangements could be made. 

Sessions usually ran smoothly, resembling a room of students taking 

achievement tests. Respondents worked on their own to fill out the ques·

tionnaire. They frequently asked administrators to help figure out the 

exact street month time period for the criminal behavior section and to 

explain the crime categories when they did not know which category their 

crime fell into. 

When each respondent finished, he turned in his questionnaire, 

sealed in an envelope, and signed his name to a list to receive the 

$5 payment for participating. 

Procedures for men in disciplinary segregation varied. In Texas, 

they were not allowed to participate; in California, administrators went 

to the man's cell. In one Michigan prison, the men in disciplinary segre

gation were brought to one group session; otherwise individual adminis

tration ~.,as arranged. 

18 
A hand- or typewritten pass issued to inmates telling them to 

report to a particular place at a specified time. 
19 Usually one administrator would read the questions to the one or 

two nonreaders. Sometimes special sessions were held for nonreaders. 

.~. 
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The Questionnaire 

for 

The self-administered questionnaire, which took about 50 minutes 

the 

1-

2. 

3. 

4. 

5. 

6. 

7. 

average respondent to complete, asked about: 

Background in crime (e.g., age first arrested, number of felony 

convictions). 

Attitudes toward criminal behavior and criminal justice system. 

Criminal behavior during a specific time period, arrests during 

the street months, and current convictions. 

Other behavior during the specific time period, such as use of 

drugs and alcohol, employment, and changes in residence. 

Motivations for criminal behavior. 

Details of crime resulting in the current conviction. 

Arrests, incarceration, and criminal behavior during two 

earlier reference periods. 

8. Demographics. 

9. Participation in prison treatment programs during current term. 

This report evaluates the arrest and conviction data in the third area 

listed above. Relevant pages of the questionnaire are reproduced in 

Apendixes A and D. 

Informed Consent Procedure 

Each respondent signed an Agreement to Participate (Appendix E, 

Exhibit E.2) which he read while the session administrator read it aloud 

at the beginning of the session. The form described: the purpose of 

the survey, the questions, the name/questionnaire link, the record 

check, confidentiality, lack of protection from legislative subpoena, 

voluntary participation, and the $5 payment benefit. Few questions 

were asked about the Agreement. When ques tions were asked, they were 

usually about the legislative subpoena and what the answers would be 

used for. Although the form mentioned the record check, few respondents 

raised questions about it. 

Questionnaire Street Months Period 

The questionnaire asked about criminal behavior during a time period 

called the Street Months, which the respondent defined for himself 
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following questionnaire instructions. The months ended with the 

(earliest) month of his arrest for his current conviction offense(s). 

The period began two Januaries before this (or one January before if 

the arrest month was January) and excluded any months during which the 

respondent was in jailor prison. The length of the Street Month period 

varied among respondents from 1 to 24 months. The respondent marked his 

complete Street Month time period on a large card and could refer to it 

when necessary while completing the questionnaire. Session administrators 

frequently helped respondents calculate the time period. Appendix A, 

Exhibit A.1, shows the set of questions used to determine the Street 

Months; Exhibit A.2 is a sample filled-in reminder card. 

Record Street Months Period 

The record abstractor used the Street Months claimed on the ques

tionnaire which was re1isted on a separate form (the "Transmittal 

Sheet," not shown). 

In some cases the end date obtained in the survey did not corre

spond with the dates of arrest and disposition on the official record. 

Usually the reco'rd showed a later date of arrest for the current con

viction crime(s). When this occurred, the record coder'was instructed 

to use the date on the official record as the end date for determining 

the Street Months. In Michigan 19 percent of the cases had differences 

in Street Months between the survey and record; in California the number 

was also 19 percent; and in Texas, 14 percent. Later we describe the 

impact these Street Months differences had on the data quality. 

The Questionnaire Retest 

A small subsamp1e was asked to fill out the questionnaire again 

about 7 to 10 days after the first administration. They were paid an 

additional $5 for participating. 

The retest sample was randomly chosen during initial sample selec

tion, with the constraint that retest sessions would not be scheduled 

. in all prisons. "Rep1acementll respondents were never retested. Three 

hundred and twenty-three persons who completed the first questionnaire 

were asked to complete a retest; 252 did (66 in California, 45 in 

Michigan, and 141 in Texas). 

I( 
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The sessions were comprised exclusively of retest respondents a~d 

the procedures were identical to the original sessions except for the 

explanation that the retest was being conducted in order to find out 

how good the questionnaire was. 

The Record Check 

A record check of 1290 of the 1469 completed primary questionnaire 

cases was conducted by a separate team of coders, using records maintained 

by the state corrections departments. Michigan and Texas keep these 

records at the Department of CO'rrections offices; California keeps them 

only at the individual prisons. 

The record check, which abstracted over 100 variables per case, 

supplemented the survey data in several areas and provided the evalua

tion study with the material needed for the survey and record comparison. 

In Michigan the coders pulled the selected inmates' folders from file 

stacks, but in California and Texas the coders requested folders from 

the files, and inmates or department personnel who worked in the files 

section pulled and delivered the folders. 

In California and Texas there was only one folder for each inmate. 

In Michigan, if an inmate had been released on parole from a sentence 

but was brought back on a new charge before the former sentence expired, 

he was given a new folder for the second conviction and both folders 

would be current until one term expired. This meant an additional check 

by the coder to be sure he had the most recent folder. 

The present evaluation nses arrest and conviction information from 

these records. Arrest information was abstracted from local, state, and 

federal RAP sheets; conviction information came from a Cumulative Case 

Summary Sheet in California, a Basic Information Sheet in Michigan, and 

directly from computer tapes in Texas. 

Coding the evaluation study record variables (current conviction, 

and arrests during the street months) took an average of six minutes 

per case. Many cases (£or example, first conviction with only a single 

arrest and conviction charge) took much less time to code because the 

folder contained fewer forms and the RAP sheets were easy to read. The 

arrest and current conviction data were coded in all states by the same 

coder. 
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Specific abstracting and coding procedures are described later. 

In the sections to follow, we present the results of the bias, relia

bility, and individual difference analyses using the methods described 

above. Section II evaluates the current conviction data; Sections III 

and IV contain evaluations of the self-reported arrest information. 
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II. CURRENT CONVICTION OFFENSES 

This section examines the quality of the reports of charges on 

which prisoners were serving prison sentences at the time of the 

survey. The bias and reliability scores, derived by comparing ques

tionnaire and record data, are used. We conclude that, on a general 

level, the data are close to unbiased. On an item-by-item basis, 

however, moderate amounts of bias are sometimes found and there 

appears to be some systematic confusion about item definitions in two 

of the states. We estimate reliability to be moderately high, but 

there appears to be enough unreliable response variance so that cor

relations of a conviction variable with another variable will be 

attenuated at least 20 percent on the average. Prisoner demographic 

characteristics and memory problem indicators do not predict the errors. 

SURVEY QUESTIONS 

About two-thirds of the way into the booklet, the respondent 

was given a checklist of fifteen conviction offense categories and 

asked to check the ones on which he was currently serving time. The 

checklist is reproduced in Appendix A, Exhibit A.3. The time refer~ 

ence period ("now") is easily understood,l and the information sought 

is not especially sensitive or threatening. Memory decay effects 

seem unlikely; any memory interference effects may be small since 

prisoners seldom serve sentences on more than a few different kinds 

of offenses at anyone time. The checklist format is felt by many 

questionnaire designers to promote accurate recall because it is a 

recognition task rather than a more difficult recall or reconstruc

tion problem. On the other hand, prisoners may have difficulty 

deciding which checklist category their conviction offense belongs to. 

RECORDS 

Information from the official records about the sampled prisoner's 

lConfusion sometimes arose if the inmate was given consecutive 
sentences or if he was also serving time on an old conviction for which 
he violated his parole. 

~ -- -- -- ----

-33-

current conviction was obtained in slightly different ways across the 
states. 

In California, project staff reviewed inmate records maintained at 

each institution. The coder used the Cumulative Case Summary Cover 

Sheet in the inmate's folder to obtain the current conviction offense(s). 

He matched the current offense information from the record with the appro

priate offense type listed on the coding form. The match was made using 

the statute number of the offense when available and good judgment about 

the appropriate category when it was not. The number of offenses inc1u,

ded in a category varied, ranging from only one to more than twenty. 

The coder entered a "1" next to each offense category on the form for 

which the inmate had a current convictJ.·on. SAd ee ppen ix B, Exhibit B.l 
for a reproduction of the applicable sections of the California coding 
form for current conviction. 

In Michigan, the current conviction information came from the 

inmate's fo1derCs) which are kept at the Department of Corrections Head

quarters. Project staff reviewed the current conviction information 

that was available on the Basic Information Sheet contained in each 
fo1der. 2 

This sheet provides summary data about the inmate including 

the current conviction offense(B). In the case of mUltiple folders, 

the coder had to be carefui to check that these offenses were not over

or undercounted across the multiple current folders. Each unique 

current conviction offense was noted on the coding form, again using 

the matching procedure, and coded according to whether it was the most 

current offense, next most current, etc~ See Appendix B, Exhibit B.2 

for the Michigan coding form. 

In Texas, the official version of current convictions came from 

computer tapes furnished by the Texas Department of Corrections. Rele

vant information was transferred from the Department of Correetions 

tape to the research data base without an intervening abstracting, and 

coding step. The data from Texas showed how many convictions the 

inmate had for each offense category. 

2 
An inmate might have more than one current folder if he is serving 

a new sentence and a former sentence concurrently. 
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The Record information from all three states was recoded for 

this analysis to indicate the presence or absence of a current con

viction in each offense category. The analysis is confined to the 

categories explicitly mentioned in the questionnaire except that a 

few categories were collapsed. Drug Possession and Drug Sales were 

combined into one category, and Forgery and Fraud were collapsed into 

one category. 

CURRENT CONVICTION BIAS 
How good are the survey data for estimating population me.ans? 

We use the bias scores for this evaluation issue. An overview is 

provided by the summary bias scores that reflect tHe net error in the 

responses over all items. Net error is small in all three states. 

The individual offense category bias scores, however, are not all close 

to zero. We find some confusion about classifying conviction of.fenses 

into their proper categories. Some of these misclassification errors 

"average out" over items but make it difficult to interpret analyses 

using individual item data. 

Summary Bias Scores 
The observations contain a small amount of bias (± 6 percent) when 

summed over conviction offense items in each of the states. 

Table 11.1 shows that, in California and Texas, respondents re

ported 6 percent more conviction categories than records. In Michigan, 

there was a net underreporting of 6 percent. The Summary Bias Score 

(col. 3) can be viewed as the difference between the number of conviction 

categories per person reported in the survey (col. 1) and the number 
3 

found in records for the same people (col. 2). Column 5 shows the score 

relative to the record values for easier interpretation. Column 4 shows 

3In theory, the Summary Bias Scores could be derived by summing 
the Item Bias Scores in Table 11.2. However, because the item scores 
have been rounded, their sum will sometimes be different from the 
more precisely calculated Summary Bias Scores. 
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the estimated standard error of the Summary Bias Score. We interpret 

the bias score as statistically significant (and asterisk the estimated 

value) if its 2 standard error confidence interval does not include zero. 

The bias scores are very small and suggest that on the average 

neither the questionnaire responses nor the records contain large, 

systematic distortions of information at this summary level of analysis. 

However, there is somp. variation among items and among respondents in 

how closely the survey and record information agree. This variation 

is discussed next. The reader should remember, however, that the 

cUscrepancies detailed below tend to "average out" and, therefore, 

do not have lar.ge effects on estimating the first moment of the 

population distribution of combined conviction offense types. 

TABLE II.l 

PER PERSON SUMMARY BIAS SCORES FOR CURRENT 
CONVICTION REPORTS BY STATE 

(5) 
(3) (4) Summary 

(1) (2) Summary Standard Bias (6) 
Survey Record Bias Error Rel.to No. of 

State Sum Sum Score of Score Record Respondents ---
California 1. 75 1.65 .10 .06 +6% 329 

Michigan 1.31 1. 39 -.09 .05 -6% 336 

Texas 1.33 1.26 .07 
"if; 

.03 +6% 632 

NOTES: 
Excludes respondents for whom record information was unavailable. 
Excludes respondents who did not answer (did not provide quantifiable 

responses) to all current conviction items. 
For a description of the Summary Bias Score see Sec. I., equation 6. 

* 2 Standard Error Confidence Interval does not include zero. 
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Single Item Biases 

Many of the individual item bias scores indicate significant 

amounts of questionnaire i=l.na. record disagreements. The patterns of 

item bias are reviewed h6\1;!F.! I but we find few consistent effects across 
I' -I' 

the three states. We f:t~/tl what we call "substitution confusion" 
!,t'i( 

among the items: misclEI.r:JI:::Lfication of conviction offenses into re-

lated categories. Theso1.1rce of the misclassifying is not clear; it 

could be the respondents, the records, the coding rules, or the 

coders. There is some evidence that rules out the research staff 

coders (who executed the coding rules) as a major source of mis

classification error. 

The discussion of conviction item bias is based on Appendix 

Tables C.2., C.3., and c.4. Relevant information is summarized in 

Table Il.2. 

Across the three states, there are thirty-nine separate comparisons 

of survey and record data for conviction offepse classes (thirteen 

in each state). ~venty-four of these comparisons show statistically 

significant differences, a much greater number than expected by 

chance. 4 Michigan and Texas have the greatest number of statistically 

significant differences (nine and ten respectively) and California 

the fewest (five). Some explanation of these differences is desired, 

one that accounts for the substantial amount of apparent bias at 

the single item level and the small or no bias result on the summary. 

indexes. 

The first analysis looks for item biases that occur in the same 

way (same sign and statistically significant) across all three states. 

Since the Summary Bias Scores are close to zero, it would be surprising 

to discover many systematic bias patte~~s across the states. 

No item meets the acrqss-state criterion. The absence of consis

tent bias across states is more easily seen by consulting Table II.2 

where the single Item Bias Scores for all three states are list.ed 

4using the two-tailed probability of .01, the expected number of 
statistically significant differences is less than one on the basis 
of chance alone. 
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Table II.2 

ITEM BIAS SCORES FOR CURRENT CONVICTION ITEMS BY STATE 

Conviction 
Category California 

Assault .07-;';: 

Auto Theft .02 

Burglary -.02 

Drugs (Possession & Sale) .03;\-

Forgery, Card & Fraud .02;';: 

Kidnap .01 

Murder .01 

Stolen Property .00 

Rape -.01 

Robbery .00 

Other Sex -.00 

Theft .03;';: 

Weapons -.08;';: 

SOURCE: Appendix Tables C.2, C.3 & C.4 

NOTES: 
California N = 329 
Michigan N = 316 
Texas N = 632 . 

Nichigan 

-. 06~\-

. 04;';: 

-. 04~';: 

-.01 

-.01 

.00 

.01 

-.03;'; 

-.03;'; 

.08;'; 

• OS;\-

-.07;';: 

-.03;\-

*2 Standard Error Confidence Interval does not include zero. 

Texas 

. 04~" 

. 04;'; 

-. 06~';: 

.02;';: 

.03;', 

.01 ;';: 

-.02* 

.02;\-

-.00 

-.00 

.01 

-.04;';: 

.02;\-
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together. Whatever is producing the large number of statistically 

significant bias scores is not operating consistently across the 

states. This rules out questionnaire effects, such as the position 

of the question in the checklist, as important causes of bias. 

The second analysis examines the possibility of systematic 

confusion in assigning a conviction offense to one of the thirteen 

questionnaire categories. The results suggest that such confusion 

does take place in Michigan and Texas. 

Our misclassification hypothesis is that the data source (question

naire or record) contains the information about the conviction offense 

(viz., there is not an omission bias) but that it is sometimes put 

into the wrong category. 

We use the hypothesis to guide the exploratory analysis as follows: 

1. We search for negative correlations of the Item Bias 

Scores across pairs of items. 

2. We note whether the negatively correlated items also 

have oppositely signed Item Bias Scores. 

The item pairs that meet these criteria are listed in Tables 11.3 

to 11.5; respondents, records, or record coders are probably misclas

sifiying offenses between elements of each pair. For example, some 

offenses that should be classified as "Theft" in Michigan are classi

fied under Robbery by the respondent (or Robbery offenses are misclas

sified as Theft by the records or record abstractors). 

Some evidence for systematic misclassification is found in the 

Michigan and Texas data. Negative correlations among the Item Bias 

Scores are found four times (seven items) in Michigan and three times 

(six items) in Texas. In all cases, the paired items had oppositely 

signed Item Bias Scores. Thus, the hypothesized systematic misclas

sification errors probably occurred. The data cannot be used to 

determine the source of the errors: the respondent, the records, the 

record coders, or the analysts. It can be noted that Texas record 

data came directly from a computer tape without intervening record 

abstracting while Michigan record data were assembled and transcribed 

by project coders. Since the two states show roughly the same levels 

of misclassification errors, it seems reasonable to ru.le out the 
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Table II.3 

SUBSTITUTION MIS CLASSIFICATION ANALYSIS 
FOR CURRENT CONVICTION OFFENSES 

CALIFORNIA PRISON SAMPLE~': 

Negative Interitem 
Conviction Single Item Correlation of 

Category Bias Score Item Bias Scores 

Assault .07 NO 
NEGATIVE 

Auto Theft .02 INTER ITEM BIAS 
CORRELATIONS 

Drugs .03 

Forgery, Fraud .02 

Theft .03 

Weapons -.08 

NOTES: 
*Single item bias scores and negative correlations of 
item bias scores across items 

J~ , 
''j 
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Table II.4 

SUBSTITUTION MISCLASSIFICATION ANALYSIS 
FOR CURRENT CONVICTION OFFENSES 

MICHIGAN PRISON SAMPLE7, 

Conviction 
Category 

Assault 

Robbery 

Theft 

Auto Theft 

Stolen Property 

Rape 

Other Sex 

Burglary 

Weapons 

Single Item 
Bias Score 

-.06 } 
.08 

-.07 

.04 

-.03 

-.03 

.05 

-,04 

-.03 

} 

} 

} 

Negative Interitem 
Correlation of 

Item Bias Scores 

-.25 

-.16 

- .17 

-.78 

(None) 

NOTES: 
7'Single item bias scores and negative correlations of 
item bias scores across items 

r 
t: 
IJ 
I] 
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Table U.S 

SUBSTITUTION MISCLASSIFICATION ANALYSIS 
FOR CURRENT CONVICTION OFFENSES 

TEXAS PRISON SAMPLE* 

Conviction 
Category 

Assault 

Murder 

Auto Theft 

Theft 

Burglary 

Drugs 

Forgery, Fraud 

Kidnap 

Stolen Property 

Weapons 

NOTES: 

Single Item 
Bias Score 

.04 

-.02 

.04 

-.04 

-.06 

.02 

.03 

.01 

.02 

.02 

) 

} 

) 

Negative Interitem 
Correlation of 

Item Bias Scores 

-.29 

-.25 

-.15 

(None) 

*Sing1e item bias scores and negative correlations of 
item bias scores across items 
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project staff coders as a major source of the errors.
S 

On the other hand, some items from each state contain statistically 

significant bias scores that cannot be explained by the systematic 

misclassification error hypothesis. In California, five or six items are 

in this category. Texas has four items of this kind. Random misclassi

fication or oth~r error processes may be responsible for producing 

these biases. Since nine of the twelve remaining biased items have 

positive Item Bias Scores, we can narrow our speculation to process-

es that produce an excess of questionnaire over record reports. 

The process could involve systematic overreporting by respondents on 

the selected items or systematic omissions in the re~ord data avail

able for analysis. The de.liberate exaggeration hypothesis seems 

counterintuitive. Reasons for falsely claiming a conviction category 

might be to enhance the prisoner's public image. If he w~8hed to 

present a "bad guy" image, he would have falsely reported conviction 

categories that are serious and violent. Few (three of eleven) of 

the overreported offenses are of this type. The counterargument 

is that some respondents wish to claim a less serious set of convic

tion offenses than is true. While the data superficially support 

this idea (the overreported categories are nonviolent and the 

underreported category is "weapons,,6), we would also expect these 

prisone~'s to omit mentioning their more violent and serious conviction 

offenses (and the data we are examining here do not conform to this 

expectation) . 

SJan Chaiken speculates that the misclassification errors arise 
because some respondents don't remember the plea bargaining effects 
on their conviction offense. In Michigan, for example, Robbery is 
"overreported" (positive single Item Bias Score) and linked to "under
reports" of Assault and Theft .. It is possible that the plea bargain
ing resulted in a Robbery charge being reduced to an Assault or Theft 
charge in return for a guilty plea. The respondent, however, forgets 
this and reports the original robbery charge as his conviction offense. 
Chaiken acknowledges that this is not a plausible explanation for the 
underreporting of Murder and the linked overreporting of Assault in 

Texas. 
6California prisoners underreported weapons convictions. Some 

may have forgotten that use of a weapon during a crime carries an 
almost automatic weapons conviction. 
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Respondents m~y accidentally overreport if, for example, they 

check all categories on which they have ever been convicted in their 

lifetime. 

A more likely explanation is that the record information available 

for analysis does not contain all the less serious conviction offense 

information. We have no empirical evidence to support this but offer 

the following logical argument instead. 

First, documents describing a prisoner's most recent convictions 

may have been delayed at the local level, not yet filed, or removed 

from a central file (for temporary administrative reasons) without 

research staff coders knowing this. If so, then our analysis files 

will not contain all of the true current conviction offense data. 

A second argument is a variant of the original substitution mis

classification hypothesis: it says that record coders (or the classi

fication rules they follow) systematically misclassify minor conviction 

offenses as not belonging to one of the thirteen questionnaire cate

gories (e.g., misdemeanor offenses). This would result in some omissions 

within the official record data available to researchers and would 

cause some of the item bias signs to be positive. Since coders did 

not record every conviction offense they encountered, it is not possible 

to test the hypothesis. 

CU~~' .,:NT CONVICTION RELIABILITY 

Reliability estimates, obtained by two different methods, are pre

sented here for the thirteen current conviction items. Estimates 

obtained by the retest method are higher than estimates using the 

record method. Since the retest estimates may be artificially high, 

we recommend that readers be guided by the results of the record method. 

The results suggest (1) tha.t current conviction item reliabilities are 

higher than the arrest item reliabilities but (2) that there is enough 

response error variance to moderately attenuate subject matter correla

tions. We provide upper and lower bound estimates of the degree of 

attenuation to be expected (the MCAF estimates). 

Average MCAF Estimates 

To get an overview of the results, Table 11.6 shows the arithmetic 
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Table II.6 

ARITHMETIC AVERAGES OF CURRENT CONVICTION ITEMS 
MCAF ESTIMATES 

Record Method Retest Method 

Lower Upper Number of Number of 

State Bound7; Bound7;7, Respondents Vr it,'";',;', Respondents 

California .69 .83 329 .89 53 

Michigan .66 .81 336 .91 42 

Texas .65 .81 632 .93 122 

NOTES: 
-"'Average Correlation of the Survey and Record 
7d,Square Root of the Average Correlation of the Survey and Record 
-1.7;7'Average of the Square Roots of the Survey and Retest 
Correlations 

I 

-1~5-

average of three estimates across the thirteen conviction items. 7 

MCAF coefficients are Multiplicative Correlation Attenuation Factors 

described in Sec. I. Like all other reliability coefficients, high 

values are desirable; low values indicate that estimates of relation

ships between this and another variable (e.g., correlations, regressions, 

nonparametric coefficients of association) will be biased toward zero. 

Two estimates are derived by the record method based on the 

correlation of survey and record values. The lower bound number, about 

.66 in each of the states, assigned all the error variance to the question

nair€~ measure (it assumes the record values are perfect). The upper 

bound coefficient, about .81 in each state, assumes that both the question

naire and record contain equal amounts of error variance. Note that 

there is almost no difference between the states in the record method 

estimates. Thus, on the average, when analysts estimate a correlation 

between a yes-no conviction item and another (perfectly measured) vari

able, the expected value of the correlation coefficient will be only 

65 to 83 percent of the true population value. 

The retest method yields one estimate of attenuation due to 

unreliability. Across the states 9 it averages between .89 and .93 for 

current conviction items, which is higher than the estimates from the 

record method. The retest procedure will overestimate reliability if 

respondents repeat their individual mistakes on the retest8 and we sus

pect that this happens. For example, a respondent is very likely to 

remember his original response and give it again on the retest, espe

cially if the question causes him difficulty. Repeating "yesterday's" 

answer is a lot easier than trying to think through the difficulty anew. 

We recommend that readers be guided mainly by the upper bound MCAF 

estimate obtained by the record method. It is based on what are pro

bably the most realistic assumptions about the sources and character

istics of the random error distributions, given the sets of assumptions 

7To minimize the effect of rounding errors on the new average, 
the upper bound MCAF estimate is the square root of the average lower 
bound estimate. 

8That is cov(el' e2) ~ 0, where e is response error and the 1 and 2 
index the ~wo trials. 
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we have to choose from. This choice implies that the abstracted 

record data are not perfect and that respondents do repeat some of 

their original mistakes when answering the retest questionnaire. 

Item MCAF El~timates 

Next we examine the single item HCAF estimates, looking for 

consistent problem patterns across the three state samples. We define 

a "problem item" as an item that has an upper bound MCAF estimate 

of less than .70. The discussion is based on information in Appendix 

Tables C.S, C.6, and C.7, and summarized in Table 11.6. 

Very few problem items are found by either the record or retest 

estimation method and no item is a problem in two or more states. 

The California retest problem item is Auto Theft. In Michigan, the 

record method indicates unreliable responses about Auto Theft and 

Sex Offenses Other Than Rape. Reports of convictions for Possession 

or Receiving Stolen Property are very unreliable in Texas (record 

method) as are reports of Weapons convictions (retest method). 

We conclude from these data that no single current conviction 

item poses consistent reliability problems across the states. 

PREDICTORS OF BIAS AND TOTAL ERROR 

We explore next the predictive potential of the ability, memory, 

demographic, and street-time difference variables on the Respondent 

Bias and Total Error scores. Our conclusion is that none of the 

variables accoUlt for important amounts of variance in the conviction 

item errors. 

Six equations are involved (three states, two dependent variables 

each, Appendix Tables C.B and C.9). In three equations none of the 

dependent variable variance was explained (adjusted R2 = .00 or nega

tive). Both Texas equations and the Michigan Total Error equation 

were in this category. The only effect consistent across two states 

(California and Texas) was the positive relationship between street

time differences and the Total Error Index score. The interpretation 

of the effect is that when the version of the Street Month period 

coded from records ends later than the respondent's version, the total 
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error Score (reflecting both systematic bias and random error) is 

larger. Thus, we may be observing the effects of a coding or 
survey-record matching problem. 

On the positive side, age does t d' no pre ~ct the errors, elim-
inating a possible confounding 

that use the age variable. 
effect in subject matter analyses 

The general conclusion, again, 4S h 
~ t at the tested individual 

difference variables are not important 
predictors of the small amount 

of current conviction bias and total error observed. 

SUMHARY 

The conviction offense data show a mixture of 
large and small, 

positive and negative item 

overall bias. 
or no biases that average out to little 

Part of the reason fo th ' r e m~xture is the confusion 
about classifying a con' t' ff 

v~c ~on 0 ense among the available categories. 
The small positive biases remaining, we speculate, are more likely 

to reflect record coding omissions than questionna4re 
~ overreports. 

The answers to the questionnaire are moderr~,tely 
reliable and no item 

has severe reliability problems in more than one state. We were 
unable to account for a meaningful amount of the b4as or 

~ total error 
using a set of demographic, ability, memory, or match 

error variables. 
In general, the prisoner respondents do not appear to be systema-

tically denying their conviction offenses 4n the 
~ questionnaire. Their 

answers are somewhat unreliable, which will cause some attenuation 
in estimates of correlations. 



-48-

III. ARREST INCIDENTS 

Bias and reliability estimates for Arrest Incident data are given 

in this section. We compare official record information about arrest 

charges for each prisoner with the prisoner's questionnaire report. 

Nine offense categories are considered: Burglary, Robbery, Assault, 

Murder, Auto Theft, Theft, Forgery, Fraud, and Drugs. Bias is esti

mated by noting differences between questionnaire and record means. 

Reliability is assessed firs't by the correlation of questionnaire and 

record responses and second by the test-retest correlations on a 

smaller sample of prisoners. 

The major results are: 

o Positive Summary Bias, for reports of the number of arrests 

in the listed categories (2 states); 

o !-Iinimal Bias, for reporting 2!!:l arrest in the listed categor

ies (2 states); 

o 

o 

o 

o 

o 

Inconsistent patterns of statistically significant bias scores 

for single offense categories; the patterns do not repeat 

across the three state samples; 

No evidence of systematically misclassifying arrests among 

the nine offense categories; 

Low-to-moderate item reliabilities when assessed by the record 

method; 

Moderate-to-high reliabilities when assessed by the retest 

method; 

Low ability to predict error scores using demographic, memory, 

ability, and match problem variables. 

QUESTIONNAIRE ITEMS 

Each respondent was asked to indicate the number of times he was 

arrested within a "street months" time period for each of nine cate

gories of charges. He was instructed to count an arrest even if he 

did not do what he was arrested for. 

I 
(' 

l' 

j 
f' 
" 

f 
f 
I 
! 
I 
t 

j, 
~ .. 

~i 

r r 
I 
)-

-49-

"Street months on the calendar" refers to a time period, up to 

t'wenty-four months long, which the respondent calculated earlier in 

the questionnaire. The Street Month period ended with the month that 

the respondent was (first) arrested for the offense he is nowl serving 

time on. It began in January of the year before this arrest and 

excluded any intervening months in prison or jail. 

The nine arrest offense categories are listed in Appendix A, 

Exhibit A.4.
2 

The question item asks for the number of times the re-
spondent was arrested for each crime category. Record data (described 

below) contain arrest charges which may be different from "times." 

RECORD INFORMATION 

Arrest information for the recorded Street Month period was 

abstracted onto coding sheets from RAP sheets in each inmate's official 

record folder. Each inmate folder usually contains at least one RAP 

sheet, which is a chronological listing of an individual's arrests, 

convictions, and sentences. The RAP sheet may have been generated at 

the local, state, or federal level. Ideally, each entry shows: 

(1) The date of action (month/day/year); 

(2) The arresting agency, receiving jurisdiction, or 

correctional institution; 

(3) The name of the subject; and 

(4) Charge(s) arrested for or convicted of. (including the 

number of counts per charge) and disposition. 

An example RAt sheet, from California, is in Appendix E, Exhibit E.3. 3 

Each arrest count within the Street Month period was tallied on a 

coding form (see Appendix B, Exhibits B.3, B.4, and B.5) in the appro-

priate type-af-crime category. The' t i crlme ca egor es on the coding 

form included all those in the two questionnaire arrest sections plus 

lAt the time he completed the questionnaire. 

2Spanish version is in Appendix D, Exhibit D.4. 
3 

The example Was taken from an earlier study. 
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additional ones such as arson, homicide, and kidnapping. The number of 

additionally listed crime categories varied across states (not shown). 

The analyses described here use only the categories in the r.elevant ques

tionnaire section. 

The way information is listed on RAP sheets varies wi·ti'.in and 

across states. An arrest charge is sometimes spelled out, other times 

it is abbreviated, and sometimes the Penal Code section number is used. 

The number of counts is not always listed. A single arrest charge may 

be entered several times. We suspect, also, that some arrests are not 

listed on RAP sheets because, for example, the charge was dropped or 

never filed or because the arresting agency does not report informa

tion to all jurisdictions main.taining RAP sheets for an individuaL 

Differing local practices may cause some juvenile arrests to be omitted 

or unreported to other jurisdictions. Finally, in the case of parolees, 

it is sometimes the policy to record only the parole violdtion when an 

arrest has occurred on charges that will not be prosecuted. 

A review of the example RAP sheet (Appendix Exhibit E.3) shows an 

instance of the kind of inconsistency encountered. The: arrest incident 

on 1/23/63 (see * item in Exhibit E.3) show's an arrest for grand theft 

auto (we assume one count) and two counts of burglary. When we look 

at the disposition of this arrest, we see that two counts of burglary 

were dismissed, but an additional count of burglary and the one on 

grand theft auto resulted in a state prison term. There was no record 

of the third burglary count in the arrest description. It was possibly 

added by the District Attorney and therefore was not part of the police 

department's record which updated the RAP sheet arrests; or it was an 

earlier conviction reinstated because of a parole violation. 

ARREST INCIDENT BIAS 

Summary Bias 

The Summary Bias Scores for arrest incidents are significantly l?osi

tive in two states and negative (but not significantly different from 

zero) in the third. 

j 
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these summary indexes, shown in Table 111.1, reflect the difference 

between total number of reported and recorded arrests over the nine of

fense categories listed in the questionnaire. 4 For Michigan the .90 bias 

score reflects a 49 percent discrepancy between the survey and the record. 

The Texas score of .36 reflects an 18 percent discrepancy. The California 

score of -.36 is not statistically significant but reflects a -10 percent 
discrepancy. 

Indirect evidence suggests that our Arrest Record data for Michigan 

and Texas are incomplete relatjve to the California data. Arrest omis

sions in records would cause the summary bias scores to be positive, 

which they are for Michigan and Texas. 

We computed the ratio of recorded arrest incidents to recorded con

viction categories over the nine crime categories covered by the arrest 

questions and adjusted for slight sample size differences. In California, 

there are about 3 recorded arrests per recorded conviction category; in 

Texas only 2, and in Michigan just 1.7. Assuming no differences in sen

tencing policies, we would expect these ratios to be the same in all three 

State 

California 
Michigan 
Texas 

NOTES: 

Table IlLl 

PER PERSON SUMMARY BIAS SCORES FOR CONTINUOUS 
ARREST INCIDENTS BY STATE 

Survey 
Sum 

3.21 
2.72 
2.40 

Record 
Sum 

3.57 
1.83 
2.04 

Summary 
Bias 

Score 

-.36 
.90'" 
.36* 

Std. 
Error 

of Score 

.23 

.21 

.16 

Summary 
Bias ReI. 
to Record 

-10% 
+49% 
+18% 

No. of 
Respondents 

335 
342 
555 

Excludes respondents for whom record information was unavailable. 
Excludes respondents who did not answer (did not provide quantifiable 

responses) to any arrest incident item. 
For a description of the Summary Item Bias Score, see Sec. I., 

equation 6. 

* 2 Standard Error Confidence Interval does not include zero. 

4Missing item information was imputed at the group mean. 
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states. We don't think the aggregate conviction data are seriously 

biased because of the high summary agreement rates (Table 11.1). So 

we suspect that the Michigan and Texas record arrest data are relative

ly incomplete. 

State 

California 
Michigan 
Texas 

Recorded Arrest 
to Conviction Ratio 

3.1 
1.7 
2.0 

There are two pa~ts to each arrest category report, whether the 

prisoner was arrested on the category charge and if yes, the number of 

arrests (or arrest counts) in the category. 

We constructed a Summary Bias Score for the yes-no version of the 

arrest incident questions and found, in Table 111.2, that two of three 

states have unbiased category reporting while the thi~d, Michigan, ex

hibits a positive bias. This suggests that on the average, the bias 

problems are mainly in obtaining agreement about the frequency of arrest 

incidents rather than in whether arrests occurred. The remainder of 

the discussion, then~ will treat the two kinds of arrest incident report

ing separately. 

Table III. 2 

PER PERSON SUMMARY BIAS SCORES FOR YES-NO VERSIGN OF 
ARREST INCIDENTS BY STATE 

Summary Std. Summary 
Survey Record Bias Error Bias ReI. No. of 

State Sum Sum Score of Score to Record Respondents 

California 1.98 2.04 -.05 .08 - 2% 335 
Michigan 1.63 1 .• 35 .28* .08 +21% 344 
Texas 1.38 1.44 -.05 .05 - 3% 557 

NOTES: 
Excludes respondents for whom record information was unavailable. 
Excludes respondents who did not answer (did not provide quantifi~ 

able responses) to any arrest incident item. 
For a description of the Summary Item Bias Score see Sec. I.) equa

tion 6. 

* 2 Standard Error Confidence Interval does not include zero. 

l 
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Yes-No Item Bias 

The individual yes-no item bias scores exhibit a mixture of posi

tive and negative coefficients with no consistent pattern across the 

states. The individual state data are in Appendix Tables C.lO, C.ll, 

and C.12 and are summarized here in Table 111.3. No item has statis

tically significant yes-no bias coefficients in all three states. 

Confining our attention to items with consistent effects in two 
5 

of the states, we see negative coefficients on the Burglary and Rob-

bery items (which are moderately serious crimes) and positive coeffi

cients OTI the less serious categories of Auto Theft and Drug deals. 

Single Item Single Item 
Item State Bias Score Item State Bias Score 

Burglary California -.09* Auto Theft Michigan +.09* 
Texas -.10* Texas +.07* 

Robbery California -.08* Drugs California +.09* 
Texas -.06* Michigan +. 07'~ 

None of these effects is due to the kind of substitution misclassi

fication found in the current conviction data. There are many possible 

confusion candidate pairs (oppositely signed Item Bias Scores in the same 

state). Rut the Item Bias Score correlation for none of the pairs is 

negative6 so respondents (or records or coders) are not necessarily mak

ing consistent substitution mistakes (e.g., classifying Auto Theft 

arrests as Burglary arrests). 

Exactly what is producing the yes-no item biases is not clear. They 

could be respondent errOrs, record errors, coding errors, or they could 

be due to linking the wrong onficial records to the questionnaires. How

ever, we appear to have reached a limit on what our models and data can 

tell us in this area. 

5Bias scores that have the same sign and are statistically signifi
cant in two states. 

6Correlations not shown; coefficients less negative than -.10 were 
ignored. 
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Table III. 3 

SINGLE ITEM BIAS SCORES FOR YES-NO ARREST INCIDENT 
ITEMS BY STATE 

Crime California Michigan Texas 

Category N Score N Score N Score 

Burglary 320 -.09* 322 .04 536 -.10* 

Robbery 317 -.08* 326 .02 516 -.06* 

Assault 310 -.04 318 .04 514 .08* 
Murder 310 .00 320 .01 508 -.01 
Auto Theft 309 -.01 310 .09)" 511 .07* 

Theft 307 -.01 312 .02 508 -.08* 

Forgery 307 . 06)" 312 -.01 513 .02 

Fraud 301 .03* 308 .00 500 -.00 
Drugs 307 .09* 319 .07* 513 .03 

SOURCE: Appendix Tables C.lO, C.ll and C.12. 

NOTE: N = Number of Observations. 
* 2 Standard Error Confidence Interval does not 

include zero. 

Continuous Variable Item Bias 

Using the full range of data (the reported and recorded arrest fre

quencies) a similar mixture of positively and negatively signed item 

bias scores appears. (The results are in Appendix Tables C.13, C.14, 

and C.15, and summarized in Table 111.4.) No consistent patterns of 

significant coefficients across all states exist although Auto Theft 

is significantly positive in two states (Michigan and Texas). Two 

items show: no bias in all three states (Murder and Forgery}. The remain

ing items show inconsistent patterns of bias coefficients across the 

states which is typical of "noisy" data that are unaffected by any 

single systematic source of distortion. 

A beginning question is whether the observed biases are a general 

characteristic of the data or contributed by a small number of indivi

duals making large errors (or having grossly inaccurate T.ecords). To 

h f f "tl· " test the sensitivity of the results to t e presence 0 a ew ou 1ers, 

we compare the Winsorized means to the untransformed item bias ~eans 

in Table III. 5 and find that, while the coefficients shift nownward (in 
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Table III. 4 

SINGLE ITEM BIAS SCORES FOR CONTINUOUS ARREST INCIDENT 
ITEMS BY STATE 

Crime California Michigan Texas 
Category N Score N Score N Score 

Burglary 316 -.13 317 .22* 530 .19 
Robbery 316 -.32* 324 .22 513 -.01 
Assault 307 -.11 315 .08 512 .12* 
Murder 307 .00 315 .02 507 -.01 
Auto Theft 305 .03 307 .17* 507 .13* 
Theft 303 .03 307 .11* 507 -.10* 
Forgery 305 .02 311 -.05 512 -.01 
Fraud 300 .05* 307 .00 499 .00 
Drugs 305 .07 316 .13* 512 .05 

SOURCE: Appendix Tables C.13, C.14, and C.15. 
NOTE: N = Number of Observations. 
* 2 Standard Error Confidence Interval does not 

include zero. 

a negative direction), the general pattern of results is preserved. The 

Winsorized means are computed by truncating the scores of the highest and 

lowest 1 percent of the score distribution to the next highest (or lowest) 

score. For example, if there were 200 observations arranged in order 

from most negative to most positive, we would take the two highest values 

(1 percent of 200 = 2) and reassign them the third highest value; we would 

also change the two most negative values to the third most negative value; 

then we would calculate the arithmetic average of the new distribution. 7 

The algebraically negative effect of Winsorizing suggests the pres

ence of some large positive survey reports that are unconfirmed by the 

record and the absence of large positive reoord values unconfirmed by 

the questionnaire. The questionnaires and record item frequency distri

butions (not shown) are as might be expected from this result: The 

questionnaire arrest item frequency distributions generally have a longer 

7 See Chap. 10 of Carl Morris and John E. Rolph, Intpoduction to 
Data Analysis and statistical Infepence~ The Rand Corporation, P-58l9, 
June 1978. We do not report standard errors for the Winsorized means 
because they do not have a straightforward interpretation. 
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Table III.5 

OUTLIER SENSITIVITY ANALYSIS FOR ARREST INCIDENT ITEMS: 

Crime 
Category 

Burglary 

Robbery 

Assault 

Murder 

Veh.Theft 

Theft 

Forgery 

Fraud 

Drugs 

UNTRANSFORMED AND WINSORIZED ITEM BIAS SCORES 
BY CRIME CATEGORY AND STATE 

ITEM BIAS SCORE 

Not 
State N Transformed 

California 316 -.13 
Michigan 317 .22'l~ 

Texas 530 .19 

California 316 -.32 
Michigan 324 .22 
Texas 513 -.01 

California 307 -.11 
Michigan 315 .08 
Texas 512 .12'l~ 

California 307 .00 
Michigan 315 .02 
Texas 507 -.01 

California 305 .03 
Michigan 307 • 17~" 
Texas 507 .13-1, 

California 303 .03 
Michigan 307 .11-1, 
Texas 507 - .10'l~ 

California 305 .02 
Michigan 311 -.05 
Texas 512 -.01 

California 300 . 05~" 
Michigan 307 .00 
Texas 499 .00 

California 305 .07 
Michigan 316 .13'/, 
Texas 512 .05 

NOTE: N = Number of Observations. 

Winsorized 

-.16 
.19 
.07 

-.32 
.11 

-.08 

-.11 
.07 
.11 

.00 

.01 
-.01 

.01 

.18 

.11 

.02 

.09 
-.07 

. 02 
-.04 
-.00 

.03 

.00 

.02 

. 07 

.12 

.04 

* 2 Standard Error Confidence Interval does not include zero. 
Standard errors for Winsorized distributions were not computed. 

r 
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"right-tail" than the record frequency distributions. Record versions 

of arrest frequencies within a category seldom exceed seven instances per 

person while questionnaire values of ten, twenty, forty, and higher some

times occur. While these high survey values are not confirmed by the 

record, we should not assume that they are necessarily untrue. In Texas 

and California, the record almost always mentions one or more arrests in 

the relevant category for the prisoner reporting large arrest numbers, 

but in Michigan, this kind of "confirmation" is less likely to take place. 

We suggest that some of the extreme values reported in the questionnaire 

may be true but, unfortunately, we cannot say how a future researcher 
8 might distinguish among true and false survey reports at the extremes. 

RELIABILITY OF ARREST INCIDENT DATA 

The reliability analysis indicates that there is an important amount 

of response error variance in the arrest incident questionnaire data. 

The amount of unreliability and, hence, the degree to which estimates of 

association will be attenuated, is not clear from the data. Th~ two 

methods of assessing reliability yield different results for Arrest Inci

dent data. The upper and lower bound estimates of the MCAFs, produced by 

the Record Method, suggest that response reliability is low; the retest 

estimates indicate that the answers to questionnaire items have a moderate

to-high degree of reliability. This general pattern is found in all 

three state samples and· is characteristic of just about all of the items. 

These patterns are also found for the other set of arrest items, Arrests 

for Crimes Done, discussed in Section IV. A discussion of the reasons 

for the different results is presented in Section V . 

8We do suggest that additional research aimed at describing the com
pleteness of state-level record data be undertaken in a representative 
sample of states. The procedures, suggested by Peter Greenwood, would 
begin with local level records and determine how much of the locally 
generated arrest and conviction data could be found in higher level (e.g., 
state or federal) records. To avoid an estimation bias, entries at state 
and federal levels should be traced back to local records also . 
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Table III. 6 

ARITHMETIC AVERAGES OF YES-NO VARIABLE 
ARREST INCIDENT ITEMS 

MCAF (RELIABILITY) ESTIMATES 

Record Method Retest Method 

Lower Upper 
State Bound* Bound'le* .;r *** 

California .l~5 .67 .84 
Michigan .36 .60 .82 
Texas .43 .66 .76 

* Average Correlation of Survey and Record. 
'Ie * Square Root of Average Correlation of Survey 

and Record. 
*** Average of the Square Root of the Survey 

and Retest Correlation. 

Table III. 7 

ARITHMETIC AVERAGES OF CONTINUOUS VARIABLE ARREST 
INCIDENT ITEMS 

MCAF (RELIA"BILITY) ESTIMATES 

Record 

Lower 
State Bound* 

California .35 
Michigan .35 
Texas .37 

Method 

Upper 
Bound** 

.59 

.59 

.61 

Retest Method 

Ir *** 

.77 

.76 

.70 

* Average Correlation of Survey and Record. 
** Square Root of Average Correlation of Survey 

and Record. 
*** Average of the Square Root of the Survey and 

Retest Correlation. 

l 
t 
.I 
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Average MCAF Estimates 

The arithmetic averages of the MCAF estimates fOT Arrest Incident 

items (Tables 111.6 and 111.7) reflect the main reliability results: 

There is a low level of agree~ent between the questionnaire and recorded 

arrest incident data in all three states and for both the yes-no and the 

continuous version of the Arrest Incident variables. The agreement 

between original questionnaire and retest answers is higher, especially 

for the yes-no variables, but even here, important amounts of response 

unreliability are indicated. 

The arithmetic average estimates are similar across the three state 

samples. Using the Record Method, the lower bound average MCAF estimates 

range from .35 in California and Michigan to .37 in Texas for the contin

uous variables and .36 (Michigan) to .45 (California) when the items are 

r~scored dichotomously. The lower bound estimate assumes no errors in 

the record data, no survey/record matching errors, and no coding errors. 

The upper bound estimate allows for some error in the record data (or 

introduced by matching and coding). The continuous variable upper bound 

MCAF estimates range from .59 to .61 across states; for the yes-no vari

able the range is .60 to .67. The implication of these findings for sub

ject matter correlation estimates is important: On the av,erage the 

observed correlation of an arrest incident variable with another (per

fectly measured) variable will be only 30 percent as large as the 

true population correlation. If the other variable is measured with 

error, the attenuation of the estiro~te will be greaLer. 

MCAF estimates obtained by the retest method imply a much higher 

questionnaire reliability and, consequently, a much lower attenuation, 

of correlation estimates. The arithmetic averages of retest MCAF esti

mates range from .70 to .77 across the states for the continuous vari

ables (Table 111.7), and from .76 to .84 for the yes-no variable (Table 

III. 6) • 9 The retest estimates, however, may be inflated due to a corre

lation of response errors across trials. 

9Retest arithmetic averages were computed excluding items with no 
response variation (e.g., Fraud in California). If coefficients of .00 
are imputed instead, the retest averages are decreased by about II percent 
each. Even with the imputation, the retest MCAF estimates are higher 
than the upper bound estimates from the record method. 
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Regardless of method, the MCAF estimates are potentially sensitive 

to the presence of a few extreme values. We have investigated the effect 

of removing questionnaire item responses greater than five (analyses not 

shown). Although the estimates do change somewhat, the direction of 

change is not uniformly toward higher MCAF reliability coefficients 

using either the record or retest method. A more direct demonstration 

of the weak effect of univariate "outliers ll comes from comparing th~ 

yes-no variable MCAFs to the continuous variable MCAFs. The yes-no 

variable is a severe "truncation" of large responses because all 

responses greater than one are rescored as one. Tables III.6 and III. 7 

show that the average coefficients are only slightly higher for the 

yes-no variable than for the continuous variable, suggesting that the 

continuous variable coefficients are not especially sensitive to 

extreme values. 

Item MCAF Estimates 

We comment briefly here on the single item relj,abilities w'hich are 

listed in Appendix Tables C.16 through C.2l. We retain the definition 

of a "problem item" as one with an upper-bound (or retest) MCAF esti

mate below .70. 

Using the record method, we find that most continuously scored 

items are problems. Forgery is the only item never classified as a prob

lem and Murder is not a problem in California and Texas. Arrests for 

these offenses are relatively few, but it is not clear that this has any

thing to do with their being reported and recorded reliably. 

With the retest method, we find many fewer items appear to be reli

ability problems and no single item is a problem in all three states. 

Auto Theft is a problem on the Michigan continuous variable and on the 

Texas yes-no variable; otherwise no item is a problem in two of the 

three states. 

The retest and record estimates produce radically different con

clusions about the questionnaire reliabilities. lO We suspect that the 

laThe reader interested in extreme uncertainty should look at the 
estimates for the continuous Robbery item in Michigan (Appendix Table C.20). 

L 
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retest estimates overstate reliability because respondents may repeat 

their errors the second time the questionnaire is administered. Even 

if the retest estimates are discounted, the upper and lower bound record 

estimates are not always very close to each other. The problem remains 

that, although we observe disagreements between the questionnaires and 

the record, we do not have enough information to know how much of the 

disagreement is due to record error and "That proportion originates in 

the questionnaire responses. 

PREDICTORS OF BIAS AND TOTAL ERROR 

Some of the variance in the Respondent Bias and Total Error vari

ables is accounted for by our set of individual different predictors. 

The fitted equation values are shown in Appendix Tables C.22 and C.23. 

Between 14 and 29 percent of the variance in the Michigan and Texas 

total error scores is "explained" by variables in the ability, memory, 

demographic, and street month difference sets. For California, however, 

neither equation has an adjusted R2 greater than .02. 

The variable with the most consistent effect is the number of 

skipped items in the Arrest Incident set. The positive coefficient in

dicates that respondents with more missing item responses also tend to 

have higher total error and (except California) higher average item bias 

scores. The finding probably indicates that skip errors and response 

errors are positively correlated for the arrest incident items. However, 

because the missing i'tem scores must be imputed for the dependent var

iables,ll the findings may only reflect an error in the method of imput

ing for skipped items. 

In Texas, the number of prior felony convictions predicts both the 

Respondent Bias and the Total Error scores. The positive coefficient 

suggests that those with more prior convictions make more response er

rors. The effect is not present in the other state equations. 

The implications of these results for analysis are twofold: First, 

some predictor variables such as race and education are unrelated to 

11 
In effect, the missing item bias score is imputed as the mean 

bias for the person determined from answered items. 
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bias and total error (one exception). They can be used as predictors 

of arrest-related dependent variables with little danger of regression 

coefficients being artificially inflated by correlated response error.". 

Second, very little has been l~arned about characteristics of respon

dents with high error scores. The data, unfortunately, do not suggest 

a useful strategy of identifying respondents who are especially error

prone (and hence, introducing corrections for their errors). 
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IV. ARRESTS FOR CRIMES DONE 

Respondents also reported the number of crimes they committed 

during the Street Months and were arrested for. These responses are 

compared to recorded arrests but, because survey and record defini

tions differ, we do not expect good agreement and we have difficulties 

interpreting the discrepancies. The major results are: 

o 

o 

o 

o 

o 

Positive Summary Bias for numbers of arrests (3 states) 

Negative Summary Bias for Yes-No variable (3 states) 

Patterns of statistically signific.:mt bias scores that 

are inconsistent across the state samples 

No systematic misc1assification of arrests among the 

categories 

Low-to-moderate item re1iabi1ities via the record method 

o High item re1iabi1ities via the retest method 

o Some prediction of respondent error scores by abi1ity~ 

demographic and memory variables 

o Contrary to expectations, a pattern of results not much 

different from Arrest Incident Variables 

QUESTIONNAIRE ITEMS 

The questionnaire items covered here ask the respondent about 

the number of felony offenses he committed for which he was arrested. 

The felony offenses are those done during the Street Months Period 

(see Section I). Separate questions about ten offense categories 

were employed: Burg1a.ry, Business Robbery, Person Robbery, Murder~ 

Assault, Theft, Vehicle Theft, Forgery, Fraud, and Drug Deals. The 

arrest question was not asked about murder commissions. Answers to 

the person and business robbery items were combined for this analysis 

(to conform to the record information about robbery which was not 
disaggregated). 

For each offense, the respondent reported whether he committed 

any during the Street Month Period. If yes, he reported how many by 
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following the questionnaire logic. (Many respondents did not follow 

the logic correctly.) Next the respondent reported the number of 

committed offenses in the category that he was arrested for. The 

questionnaire arrest item acknowledged that the crime category and 

arrest charge category might be different. If the respondent said 

he did not commit the specific offense, but reported arrests, he was 

excluded from our analysis of that item. (See Appendix A, Exhibit 

A.5 for these questions.) 

RECORDS 

We used the same recorded arrest information for this analysis 

as we used for the Arrest Incident evaluation described in Section 

III. 

DEFINITIONAL DISCREPANCIES 

Section I discusses ways that the questionnaire Arrests for 

Crimes Done information may legitimately differ from record infor

mation: 

1. The record arrest charge category and the questionnaire 

crime category may differ a.nd both be correct. 

2. Arrests for crimes not committed or crimes not listed on 

the questionnaire will not be reported in the questionnaire. 

These arrests may be in the coded record information, how-

ever. 

In addition: 

3. The questionnaire response may contain arrests that occurred 

after the end of the Street Month period if the offense 

leading to the arrest occurred within the street months. 

And the questionnaire responses may include arrests on mis

demeanor charges that we did not code from official records. 

All of these problems can result in underestimating reliability 

using. the record method. The second and third problems may contri

bute to misestimating both the Item and Summary Bias Scores. (The 

second problem introduces a negative bias and the third introduces 

a positive bias.) The first problem causes Item Bias Scores to be 
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misestimated (the direction of the bias cannot be predicted); if 

both the record arrest charge and the questionnaire crime category 

are among the eight analysis categories, however, the Summary Bias 

Score will be unaffected. 

BIAS IN ARRESTS tOR CRIMES DONE 

Summary Bias 

It is especially important to begin this analysis with an exami

nation of the Summary Bias Scores. Because the questionnaires ask 

for arrests in the committed crime category rather than in the cate

gory of the. actual arrest charge, we cannot expect an exact, cate

gory-by-category correspondence between the survey and the records, 

even if both sources are unbiased. If, however, both the committed 

crime and the arrest charge are anyone of the eight offense cate

gories in the questionnaire, the discrepancies will "average out" 

and the Summary Bias Score will be a purer indicator of any systema

tic survey and/or record distortions. 

The Summary Bias Scores (Tables IV.l and IV.2) tend to be posi

tive for the continuous version of the variable (only the Michigan 

value is statistically significant) and negative for the yes-no 

version (the Michigan value is not statistically significant but the 

values for the other two states are). If the records are unbiased 

and definitional differences are ignored, this suggests that, on 

balance, the prisoners tend slightly toward denying committing and 

being arrested for the selected crimes, but if they do not deny, they 

tend to overstate how often they have been arrested for the offenses 

they committed. 

The apparent exaggeration effect is especially strong in 

Michigan. Respondents reported 55 percent more arrests than were 

found in the records. Unfortunately, the source of the large 

bias is unknown. It could come from respondent exaggerations, 

record omissions, or from some of the definition differences dis

cussed earlier. The Michigan bias in reporting yes-no arrest cate

gories is small and not statistically significant. 
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Table IV.l 

PER PERSON SUMMARY BIAS SCORES FOR CONTINUOUS VERSION 
OF ARRESTS-FOR-CRIMES-DONE ITEMS BY STATE 

Summary 
Summary Std. Bias 

Bias Error ReI. to No. of Survey Record 
State Sum Snm Score of Score Record Respondents 

California 3.66 3.32 .33 .29 +10% 344 

* .30 +55% 360 
Michigan 2.56 1.65 .90 

Texas 2.02 1.90 .11 .14 + 6% 585 

NOTES: 
Excludes respondents for whom record information was ~navailab~e. 
Excludes respondents who did not answer (did not prov1de quant1-

fiable responses) to any Arrest-for-Crime-Done item. 
For a description of The Summary Bias Score see Section I, 

equation 6. 

*2 Standard Error Confidence Interval does not include zero. 

Table IV.2 

SUMMARY BIAS SCORES FOR YES-NO VERSION OF 
ARRESTS-FOR-CRI~mS-DONE BY STATE 

Summary 
Summary Std. Bias 
Bias Error ReI. to No. of 

Survey Record 
State Sum Sum Score of Score Record Respondents 

* .08 -20% 344 
California 1.48 1.86 -.38 

Michigan 1.10 1.18 -.08 .06 - 7% 360 
,'; 

.05 -29% 585 
Texas 0.98 1.34 -.36 

NOTES: 
Excludes respondents for whom record information'was ~navailab~e .. 
Excludes respondents who did not answer (did not prov1de quant1f1-

able responses) to any Arrest-for-Crimes-Done item. 
For a description of The Summary Bias Score see Section I, 

equation 6. 

*2 Standard Error Confidence Interval does not include zero. 
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The continuous Summary Bias scores are positive but not signi

ficant in California and Texas. The yes-no summaries, however, are 

significantly negative (-20 percent for California and -29 percent 

for Texas). So, in these states, the records contain a wider 

variety of felony arrest charges than the prisoners report but a 

smaller total frequency of arrests. 

Single Item Biases 

Again, no evidence of a systematic pattern of bias is found. 

No item has statistically significant bias scores of the same sign 

in all three states. Continuously scored items with coefficients 

not significantly different from zero in all three states are 

Robbery, Assault, and Forgery; Theft has significantly positive 

coefficients in California and Michigan. For yes-no scoring, only 

the Forgery item is unbiased in all three states; Robbery and Burg

lary have negative bias scores in two of the three states. The 

item-by-item data are shown in Appendix Tables C.24 through C.26 

(continuous scoring) and Tables C.27 through C.29 (yes-no scoring). 

They are summarized in Tables IV.3 (continuous) and IV.4 (yes-no). 

Because each arrest item potentially included arrests on 

different charges, we expected to find systematic misclassification 

errors, that is, an arrest systematically reported in one category 

and systematically recorded in another. As explained earlier, 

symptoms of systematic classification errors are a negative correla

tion of item bias scores that have oppositely s;tgned item bias scores. 

Results (not shown) were not as expected; no statistically signifi

cant negative correlations were found when the items were scored 

dichotomously and only one was found for the continuous scoring case 

(California, Fraud and Forgery). 

For these analyses we deleted cases who reported arrests for a 

crime category but said they committed no offenses in that category. 

In one state we formally examined the effect of these deletions on 

both the yes-no and continuous item bias scores. The state chosen 

was California because the serious crime items appear to have fewer 

questionnaire than record reports of arrests; hence, it was more 
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TABLE IV.3 

SINGLE ITEM BIAS SCORES FOR CONTINUOUS ARRESTS-FOR-CRlMES-DONE 
ITEMS BY STATE 

Crime California Michigan Texas 
Category N Score N Score N Score 

Burglary 333 .07 352 . 41?'~ 566 .02 

Robbery 326 .17 346 .12 566 .01 

Assault 329 - .ll 350 .03 571 .02 

Theft 330 . 29"~ 347 .34"~ 563 .04 

Auto Theft 336 -. 08;'~ 351 .04 574 . 06;'~ 

Forgery 330 -.03 356 -.04 562 .01 

Fraud 338 . 07"~ 353 .01 573 .02 

Drugs 337 -.04 355 .02 574 -~O4* 

SOURCE: Appendix Tables C.24 C.2S & C.26 

NOTES: 

-N = Number of Observa.tions 

;';-2 Standard Error Confidence Interval does not include zero. 
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TABLE IV.4 

SINGLE ITEM BIAS SCORES FOR YES-NO ARRESTS-FOR-CRlMES-DONE 
ITEMS BY STATE 

Crime California Michigan Texas 
Category N Score N Score N Score 

Burglary 333 -.11;'~ 352 .01 566 - .16"~ 

Robbery 327 - .14"~ 346 -.04 566 -. 09;'~ 

Assault 329 -. 08;'~ 350 -.04 571 .01 

Theft 331 -.01 348 -.02 563 -. 06"~ 

Auto Theft 336 -.08;\- 351 .03 574 .00 

Forgery 332 .02 356 -.02 563 -.00 

Fraud 338 . 02;'~ 353 .01 573 -.00 

Drugs 337 .03 355 .02 574 -. 03;'~ 

SOURCE: Appendix Tables C.27 , C.28 , & C.29 . 

NOTES: 

N= Number of Observations 

*2 Standard Error Confidence Interval does not include zero. 
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-likely that an imputation bias might be operating. The pattern of 

bias results (not shown) was not affected importantly by whether the 

questionable cases were included'. The signs of the item bias 

coefficients remained the same and the sizes did not change by more 

than one standard error. The number of affected cases averaged 

seven per item and ranged from two to sixteen over the eight items. 

Thus, the treatment of this kind of problem case does not appear to 

have important implications either for our evaluation analysis or 

for other analyses. 

To see whether a few extreme cases determined the results, we 

Winsorized the full item bias score distributions and recalculated 

the means (Table IV.S). While truncating the extreme values some

times has large effects on the means (generally moving them closer 

to zero), the general pattern of results remained unchanged. We 

conclude, therefore, that the observed item bias effects are not 

produced by a small number of atypical cases but are, instead, a 

more general characteristic of the whole set of observations. 

RELIABILITY ESTIMATES 

The uncertainty about whether questionnaire responses are reli

able is as great for these arrest variables as for the Arrest 

Incident items discussed in Section III. Lower bound MCAF estimates 

are low (averaging in the high .20s or low .30s while the retest 

estimates are moderately high (averaging in the high .70s to low 

.90s). Record method estimates suggest that almost every item is 

a reliability problem while the retest method suggests few items 

have reliability problems. The reliability estimates are presented 

next. 

Average MCAF Estimates 

A summary of the MCAF estimates for Arrests for Crimes Done, 

obtained by unweighted arithmetic averaging,l is in Tables IV.6 and 

1The average upper bound record estimate is obtained by taking 
the square root of the average lower bound estimate. Averages exclude 
items with no variation from both the numerator and denominator. 
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Table IV.5 

OUTLIER SENSITIVITY ANALYSIS FOR ARRESTS-FOR-CRlMES-DONE ITEMS: 
UNTRANSFORMED AND 1vINSORIZED ITEM BIAS SCORES 

BY CRIME CATEGORY AND STATE 

ITEM BIAS SCORE 
Crime Not 

Category State N Transformed Winsorized 

Burglary California 333 .07 -.04 
Michigan 352 · 41?'~ .30 
Texas 566 .02 -.09 

Robbery California 326 .17 .09 
Michigan 346 .12 .07 
Texas 566 .01 -.04 

Assault California 329 - .11 -.10 
Michigan 350 .03 .01 
Texas 571 .02 .02 

Theft California 330 . 29'k .21 
Michigan 347 · 34?'~ .20 
Texas 563 .04 .05 

Auto Theft California 336 -. 08?'~ -.09 
Michigan 351 .04 .06 
Texas 574 .06?'( .03 

Forgery California 330 -.03 -.02 
l'lichigan 356 -.04 -.04 
Texas 562 .01 -.01 

Fraud California 338 · 07?'~ .02 
Michigan 353 .01 .01 
Texas 573 .02 \ .02 

" 

Drugs California 337 -.04 -.02 
Michigan 355 .02 .02 
Texas 574 -. 04?'~ -.05 

NOTES: 
Symbols: 

N = Number of Observations 

*2 Standard Error Confidence Interval does not incluGe zero. 
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and IV.7. Six estimates per state are shown; three for the contin

uous variables and three for the yes-no version of the variables. 

The first two numbers are the lower and upper bound estimates of the 

average Multiplicative Correlation Attenuation Factor obtained by 

comparing survey responses to official records. The third number in 

each set is the average retest estimate of the MCAF. 

For any method of estimation, the results are very similar 

across the states: The lower bound coefficients are low in all states 

and the retest coefficients are moderately high. 

With one exception,2 MCAF averages are higher for the yes-no 

variables than the continuous variables. This suggests that the 

reliability problems get larger as either the questionnaire or record 

values exceed one. This can be caused by a few "outlier" cases who 

have very extreme values on the questionnaire or record (but not both) 

or can reflect an inequality of the coefficients of error correlated 

with true score (b # b l
). If, for example, respondents exaggerate 

the number of true arrests above one or the records tend to omit 

more arrests if several are already recorded, this pattern of find

ings will be obtained. 

The principal finding is that we have been unable to estimate 

average reliability within a range that is narrow enough to draw 

conclusions and make applied recommendations. The average MCAF 

coefficients range from .27 to .92 across states and estimation 

methods. We defer attempts at reconciliation until Section V. 

Item MCAF Estimates 

The two MCAF estimates yield very different conclusions about 

the single item re1iabi1ities. The estimates and their implications 

are mentioned next, based on material in Appendix Tables C.30 

through C.32 (continuous scoring) and C.33 through C.35 (yes-no 

scoring). A problem item is one whose upper bound (or retest) MCAF 

estimate is less than .70. 

2 California, Retes t m.ethod average MCAFs. 

,l 
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Table IV.6 

ARITHMETIC AVERAGES OF CONTINUOUS ARRESTS-FOR-CRIMES-DONE ITEMS 
MCAF (RELIABILITY) ESTIMATES 

Record Method Retest Method 

Lower Upper 
State Bound7'( Bound7b';- Vr ... ' ... .,t .... ' .. 

I~ ". I, 

California .34 .59 .92 

Michigan .27 .52 .77 

Texas .32 .57 .79 

NOTES: 
7';- Average Correlation of Survey and Record 
**Square Root of Average Correlation of Survey and Record 
1oh'(Average of the Sqnare Root of the Survey and Retest 
Correlation 
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Table IV.7 

ARITHMETIC AVERAGES OF YES-NO VARIABLE ARRESTS-FOR-CRIMES-DONE ITEMS 
MCAF (RELIABILITY) ESTIMATES 

Record Method Retest Method 

Lower Upper 
Bound-;'( Bound,h'( Vr ... ' ... ..t.-... r .. 

State 1\1\'" 

California .43 .65 .84 

Michigan .34 .58 .82 

Texas .38 .62 .85 

NOTES: 
,'(Average Correlation of Su'r.vey and Record 
-;'d( Square Root of Average Correlation of Survey and Record 
-;'''';-;'(Average of the Square Root of the Survey and Retest 
Correlation 

) 

t 

I 
I 
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With the Record method, most items are problems in all states, 

regardless of whether the variable is scored over its entire range 

or just yes/no. The Robbery item, however, is a problem only in 

Michigan. The Forgery and Drug Arrest items are problems in only 

two or three of the six record evaluations (three states, two types 

of variable scoring). If these estimates are correct, analysts 

should be wary of using the low reliability arrest items in their 

analyses because a substantial amount of the measured variation 

between people is not true-score variation. 

The retest method MCAFs indicate that no item is a problem in 

all three state samples, regardless of how the item is scored. 

Retest MCAFs are in the problem range for Theft (continuous vari

able scoring) in two states. Assault is a problem in the Michigan 

continuous variable and the California yes-no variable. If the 

retest estimates provide a true picture of item reliability, then 

analysts can proceed to use the nonproblem items in their empirical 

investigations, perhaps also adjusting their covariance matrices 

for the generally small amounts of non-true-score variation in the 

questionnaire measures. 

The two methods of estimating MCAFs suggest very different 

things about item reliabilities and different conclusions about 

further analyses. We suggest future analytical approaches in 

Section V that may reduce the uncertainties. Before doing so, how

ever, we investigate the possibility that some of the questionnaire/ 

record inconsistencies in this set of arrest data can be predicted. 

PREDICTORS OF BIAS AND TOTAL ERROR 

We were not especially successful in predicting the bias and 

error scores using ability, memory, demographic, and street month 

difference variables. Results are in Appendix Tables C.36 and C.37. 

As with Arrest Incidents, Michigan scores were most success

fully predicted (highest R2 = .14 for the Individual Difference bias) 

and Texas scores least predictable (R2 
= .02). 

The Arrests for Crimes Done error scores are the only ones pre

dicted by a demographic variable. The unstandardized regression 

:.i 
1/ 

I 
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coefficients for age, shown in the accompanying text table, are negative. 

This suggests that older respondents make fewer errors than younger 

respondents (the effect is not statistically significant in California.
3 

Regression Coefficients, Age 

Dependent Variable California 

Respondent Bias Score -.003 

Total Error Score 

* p < .01 

-.qg6 

Michigan 

-.006* 

-.008* 

Texas 

-.004* 

-.004* 

The other variable with somewhat consistent effects is the number 

of felony convictions, a proxy for memory "set size." The coeffic.ients 

shown in the text table support the interference hypothesis and suggest 

that higher error rates are associated with more true convictions (hence, 

more items in memory storage that must be processed to respond). 

Regression Coefficients, Number Felony Convictions 

Dependent Variable 

Respondent Bias Score 

Total Error 

* p < .01 

California 

.05* 

.03 

Michigan 

.03 

.04* 

Texas 

.04* 

.06* 

Finally, the number of skipped items within the Arrests for Crimes 

Done section is positively associated with bias (two of three states) 

and total Error (Michigan only). The ambiguous interpretation possi

bilities are present here also. The two kinds of error (skipped ques

tions and total error or respondent bias) could be positively associated, 

or an imputation method problem could be responsible (see previous 

discussion in Section III). 

Race, a variable included in planned subject matter analyses, does 

not predict the error scores. 

3Marcia Chaiken suggests the possibility that the age effect may be 
due to poor quality juvenile records for respondents who were juveniles 
during some part of the Street Months period. 

... 
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V. DISCUSSION AND CONCLUSIONS 

We began with two objectives: To test the widely held hypothesis 

that criminals will deny facts about their criminal careers on ques

tionnaires and to describe the questionnaire measurement errors for 

future users of the data and for questionnaire designers in general. 

THE DENIAL RESPONSE BIAS HYPOTHESIS 

With a reasonably high amount of confidence we can conclude that 

the widely held hypothesis is not always true. For the sections of 

the questionnaire we examined, we seldom found that the convicted 

felons reported fewer arrests or convictions on the average than 

indicated in the official records. The results indicate either that 

prisoners exaggerated a little or that the coded official records 

did not contain all of the relevant information. 

Readers can benefit from more detailed information about measure

ment errors in terms of reliability and validity, for groups of items, 

single items, and types of felons. We constructed bias scores to 

reflect invalidity and MCAF scores to reflect unreliability. We con

structed a total error score and used it to search for demographic 

and other correlates of measurement errors. The evaluation analyses 

were conducted for each state sample separately, which provided an 

opportunity to replicate the evaluation results over several samples. 

BIAS RESULTS 

Summary Bias scores for groups of items tended to be close to 

zero or positive across sections of the questionnaire and across the 

three states. In terms of measurement errors, then, first moment 

statistics based on these item groups (such as means, p~oportions, or 

regression intercepts) will not be downwardly biased. We suspect 

that the positive summary bias scores for arrest incidents result from 

incomplete official records. 

Bias for single items within these groups, however, exhibited·a 

mixture of large and small, positively and negatively signed coefficients. 
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Departures from zero bias occurred much more often than expected by 

chance. The sizes and signs of the bias for any particular item generally 

were not consistent across the three states. 

For only one group of items (current convictions) were we able to 

begin to understand this unexpected pattern of results: The conviction 

item biases are partly produced by systematic misclassifi.cation errors; 

e.g., a robbery conviction is sometimes entered incorrectly as a theft 

conviction either by the respondent, the official records, or by the 

record abstractor. The conviction is not denied; it is just entered into 

the wrong offense category. This partly explains why specific items 

appear biased more often than is expected by chance, but bias scores for 

the whole group of items are close to zero. 

Unfortunately, much of the remaining item biases cannot be explained 

by systematic mioclassifications. Our analyses indicate that outliers 

and some missing~data imputation procedures are not responsible for the 

observed bias results. Some remaining hypotheses have been offered but 

must await testing in new research. If there are systematic respondent 

biases, they probably involve an unwillingness to report committing 

crimes. This can result in underreporting categories of Arrests for 

Crimes Done. If the questionnaire causes bias, it probably does so in 

the Crimes-Done sections where the respondent must correctly execute a 

complex set of instructions even to reach the question about arrests. 

If the record check design is at fault, it is because we cannot quantify 

the effect of the different definitions used by respondents and records 

to report arrests and convictions. Finally, our analyses suggest the 

hypothesis that our coded version of the official records of arrests may 

be incomplete, causing continuously scored arrest items to be positively 

biased. 

An item, however, seldom has the same amount and direction of bias 

in all three state samples. Further research is needed to look for the 

record, respondent, questionnaire, and definitional biases that operate 

differently across jurisdictions. 

RELIABILITY RESULTS 

We concluded that responses to the current conviction items are 

moderately-to-highly reliable, despite the confusion about where to 

i 
i 
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categorize specific conviction offenses. However, correlations of 

perfectly-measured variables with conviction items will, on the average, 

be only 80 percent as large as the true associations in the relevant 

population. 

For arrest items, unfortunately, we have been unable to p:Jrovide 

conclusive, useful reliability estimates. Our estimation problems stem 

from very high disagreement rates between questionnaire and record values, 

but very low test-retest disagreement rates. If we assume that the records 

are perfect, we conclude that questionnaire arrest responses are extremely 

unreliable (record method, lower bound estimates). If we assume that the 

questionnaires and records contain equal amounts of non-true score error, 

we conclude that both sources are moderately unreliable (record method, 

upper bound estimate). If we assume that the retest estimates provide 

the best information about response reliability (viz., that respondents 

don't make systematic mistakes and don't repeat random mistakes), we con

clude that arrest responses have a moderate-to-high degree of reliability. 

Without additional information, we have no formal way of choOSing 

among these interpretations. Next we offer some comments that tend to 

support using the two bounds of the record method to estimate response 

reliability. Then, in the next subsection, we outline some additional 

analyses that can be carried out by subJ'ect tt ma er experts to possibly 
reduce the uncertainty about reliability. 

Could the presence of matching errors account for 1 1 our ow re iability 
estimates using the record method? The answer is yes, in theory, but 

In theory, if we incorrectly linked question.-probably no in practice. 

naires to records, we would observe low reliabilities by the record 

method and (possibly) high reliabilities by the retest method. (Retest 

reliability estimates are unaffected by record matching errors.) In 
practice, the matching errors would also cause low reliability estimates 

for the current conviction items and this did not happen. While we 

cannot rule out the possibility that match errors occurred,l we can say 

that they are not solely responsible for the pattern of low reliability 

estimates for the arrest items. 

most 
Could our arrest reliability results be due to records containing 

of the error? The answer is theoretically yes and practically 

~e were unable to build objective indicators of probable match errors. 
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uncertain. Of course, if the records contained most of the observed 

non-true-score error, this would result in low reliabilities estimated 

by the record method (the retest estimate is unaffected). One piece 

of evidence at least superficially refutes the hypothesis: The vari

ances for questionnaire items are usually larger than the variances 

for the record items. 2 This would be a convincing refutation if we 

could assume that the record and survey response models contained only 

true score and random error terms, and that the true score variances 

were equal: 

S=T+e' 
s' 

R=T+e' 
r' 

var S ;: var T + var e . 
s' 

var T = var T + var e • 
r 

Then the measure (S or R) with the largest measured variance also has 

the largest error variance (unreliability). Under this model, then, 

because the survey items usually have larger measured variances than 

record items, the record could not contain more error variance (unre

liability) than the survey. However, we do not think such simple 

models are appropriate. Recall, from Section I, that part of the unre

liability can be due to response or record bias correlated with true 

scores (the term bT .. or bIT .. in eqs. I and 2 and its subsequent 
1J 1J 

expression in the reliability estimates). It is quite possible for 

the record b l parameter to have a negative value;3 this would be 

consistent with high levels of record unreliability, low levels of 

total measured record variance and positive bias scores. Thus, the 

larger total measured variance, and positive bias scores. Thus, the 

sarily imply that the questionnaire responses contain more error. 

Reliability estimates are potentially sensitive to outliers. We 

have presented the results without deleting outliers but have con

ducted many informal analyses that either excluded or truncated extreme 

2 For reasons of economy, we have not included these variances in 
the tables. 

3 A negative b l means that the number of arrests omitted from the 
record is positively related to the true number of times the person 
was arrested. 
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questionnaire and record values (several of these analyses are dis

cussed in the text). Some estimates change as a result of treating 

outliers differently (not always toward higher reliability). ThE'! c.on

clusions from the different estimates were almost always the same. 

Retest reliability estimates are inflated if respondents repeat 

their initial errors. Is there direct evidence that respondents 

repeat their errors on the retest? The answer is no, but one analysis 

that would "rule out" the hypothesis failed to do so. We could rule 

out the "conditioning" hypothesis [cov(e
l

, e
2

) 1= 0] if we could show 

that responses actually got "better" on the retest compared to the 

original questionnaire. An index of "better" would be a higher corre

lation of the questionnaire and record responses. The data in Appendi'" 

Tables C.38 and C.39 indicate that record agreement does not consist 

ly increase at retest. Therefore, we cannot rule out the possibilicJ 

that response errors are repeated on the retest. 

.. A final connnent about the retest reliability estimates. A review

er asked if a sample bias could explain why the retest reliability 

estimates were higher than the record method estimates. His hypothesis 

is that only cooperative, conscientious respondents would take the 

retest; hence this group would furnish higher quality data than the 

group as a whole. Our record method reliability estimates, of course, 

are based on the larger sample. We have compared primary questionnaire 

reliability (and bias) estimates for the retested and not retested 

groups. While small sample sizes limit the power of the significance 

tests, we failed to find any trend indicating that retest group 

responses were of generally higher quality. Thus, differences between 

the retest and record method reliability estimates are unlikely to be 

due to a sample bias. 

LIMITATIONS ON THE MEASU~mNT EVALUATIONS 

Some limitations on the validity and generalizability of our 

evaluation results should be mentioned explicitly: 

1. The evaluations are of observation (measurement) errors only. 

We did not attempt to estimate sampling, record matching, form nonre

sponse, item nonresponse, refusal, or data reduction errors. 
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2. Our samples excluded respondents in jail because official 

record data were not obtained for them. 

3. Recprd information was not available for all prisoners who 

filled out questionnaires. We have no reason to suspect that the 

exclu~ed prisoners have response error characteristics that are differ

ent from the others, but have no empirical information to back up our 

assumption. 

4. There was a substantial amount of item nonresponse for which 

we adopted various imputation strategies. Our imputations may have 

affected oUI: findings and conclusions. 

5. Our evaluations were limited to a small number of items with

in the larg,er questionnaire. We do not know whether our conclusions 

apply to the other questions. 

6. Our conclusions about bias and reliability are only approxi

mations because we are still unsure of the true structure of the 

survey and record errors. Our error models contain more parameters 

than is usual for this kind of measurement evaluation and our analyses 

(e.g., systematic misclassif:lcation) have gone even further. Never

theless, substantial amounts of the error variation between states, 

items, and respondents is not accounted for, and the conclusions we can 

reach about arrest item reliabilities are very sensitive to assump

tions. It app~ars that additional exploratory and hypothesis-testing 

research will be needed to describe the error structure of official 

records and of the questionnaire responses from convicted felons. 

With more complete descriptions, the kinds and amounts of errors that 

are present can be estimated and their effects on subject matter esti

mates and conclusions can be derived. 

ADDITIONAL RELIABILITY ESTIMATION PROCEDURE 

Next, we suggest an additional reliability estimation procedure 

for use after analysts develop models to predict arrest and conviction 

information. The method produces separate MCAF estimates for question

naire and record data based on the relative amounts of measured vari

ation that can be explained by a regression model. 

I. 

I 

~ 
I 

Ii 
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2 
Let R (Q, X) be the proportion of measured variation in question-

naire item Q that can be explained by a vector of predictor variables, 

X, in a regression. 
2 

Let R (V, X) be the proportion of explained variation in the cor-

responding record variable, V, using the same predictors. 
2 

Define R (T, X) to be the proportion of true score variation 

explained by the predictors. 

By direct extension of eq. 4 (Section I): 

R2 (Q, X) (l+b)2(var T/var 

2 2 
MCAF

Q 
R (T, X). 

Similarly, 

R2 (V, X) = 
2 2 MCAFV R (T, X). 

Let A denote the ratio of the explained measured variances: 

Now, 

IA = J2 (Q, X) / h02 (V, X) 

~1+b)2(var T/var Q) / ~1+b,)2(var T/var V) 

[(I+b)/var V] / [(I+b')/var Q. 

Rewrite eq. 5, the correlation of survey and re~ord values, as: 

r(Q, V) = (l+b) (l+b')var T/(/var Q Ivar V). 

Then, 

IA r(Q, V) 
? 

[(l+b)-v~r T]var Q 

2 MCAF
Q

. 
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Since, 

It follows that, 

These estimates assume that the questionnaire and record true 

score variances are equal (e.g., no definition differences) and that 

errors in the predictors are uncorrelated with errors in the depen

dent variables. 4 

Since the questionnaire contains two versions of each arrest 

question (Arrest Incidents and Arrests for Crimes Done), the equations 

over-identify the MCAF
V 

estimate. The two estimates can be used to 

test the goodness of the entire set of assumptions underlying the 

additional reliability estimates. Alternatively, the extra degree 

of freedom might be used to estimate one of the implied unknowns such 

as the degree of diffgrence in true score definitions between the 

record and one of the two arrest items. The logic can be extended 

to estimate the degree of retest conditioning although this estimate 

is of little practical importance here. 

Use of the additional reliability estimation method depends on 
2 

the existence of a good predictive model, one that produces au R 

that is substantially above zero. We assume that analysts. will be 

developing this kind of model in the f~ture. 

RECOMMENDATIONS TO ANALYSTS 

Our main recommendation to those who analyze the Second In

mate Survey data is to use strategies that produce conclusions 

robust to the three kinds of measurement errors we have identified 

in this report: average biases, biases correlated with true scores, 

and random measurement errors. Three separate strategies are men

tioned next. Probably all should be used when estimating relation·

ships and when estimating a central tendency and its "mean squared 

error." 

4A "worksheet" that can be filled in to make the estimate is in 
Appendix c. 

------~---------------------------~------------------------------------
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Although average biases tend to be small (some exceptions), single 

item biases are sometimes very large. Our recommendation here involves 

taking advantage of the finding that item biases are "localized," th"a.t 

is, they do not occur with the same statistically significant size and 

sign across the three state samples. Specifically, we recommend that 

analysis models exclude terms that interact "state" with other variables 

and that the models be fitted separately with the data from each state. 

Findings that hold up across the states are unlikely to be artifacts 

of the average measurement biases. 

A second measurement problem that affects almost every kind of 

statistical estimate is the possible existence of bias correlated with 

true score. It may arise because respondents exaggerate in proportion 

to the truth or because records become more incomplete as true values 

increase (or both). This bias is mUltiplicative (b x T). For estimates 

of linear relationships, our recommended approach is to turn it into 

an additive effect that is statistically less harmful; specifically 

transforming the observed values by taking the natural logarithm (loge) 

of each score (after adding a small, positive constant to take care of 

observed values of zero). If results do not change importantly when 

transformed scores are used, they are unlikely to arise because of 

correlated measurement biases. A different approach is to try nonpara

metric relationship estimation methods in addition to correlations. 

Nonparametric coefficients are less sensitive to a true multiplicative 

bias since they reflect only the order information among observations 

(e.g., relative ranks). "Estimated relationships that "hold" under both 

estimation approaches are probably robust to the presenc~ of correlated 

measurement biases. 

Random measurement error is the third kind of non-true-score vari

ation that may plague analyses. We recommend that single questionnaire 

items not be used alone in the analyses. !nstead, consider combining 

items, thought to measure the same underlying construct (or "latent 

variable"), into scales. Simple scales based on addition or averag

ing will be more reliableS than single item measures when the single 

SHore reliable here means only that random error variance is a 
smaller proportion of the total measured variance. 
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item variances are approximately equal. Because scale construction is 

unlikely to remove biases correlated with true score the transformation 

and/or nonparametric approaches, recommended above, should be used with 

the scale scores. 

A final recommendation addresses both kinds of unreliability (bias 

correlated with true score and random error variance). If there are 

both questionnaire and record versions of analysis variables available, 
2 estimate their MCAF reliabilities with the R procedures outlined in 

this section and apply corrections for the estimated attenuation in 

the reported results. Do not assume that the records are perfect 

and merely rely on recorded values. 

FUTURE SURVEYS OF CRIMINAL OFFENDERS 

We close with some practical observations about the design and 

conduct of future surveys of offender populations. 

Official record information is still needed to determine whether 

respondents furnish anything more than "random noise" when describing 

their arrests. We have questions about record accuracy so WI: suggest 

that additional record features be included in new research: 

1. An investigation of the completeness of the arrest rec~)rds 

that involves obtaining record data from local jurisdictions aSI well 

as from prison files. We are particularly interested in estimating 

the b l parameter values; that is, finding out if record omissions are 

correlated with the true number of arrests. 

2. Independent double coding of a sample of records (two coders) 

to assess coder reliability. Errors introduced in coding can be 

inappropriately interpreted as response or record errors unless they 

can be estimated and corrections introduced for them. 

3. Independent replication of the matching of questionnaires to 

records for a sample of cases to estimate the match errors. Match 

errors definitely need to be estimated in future record check studies. 

4. Coding all recorded arrest and conviction infornmtion instead 

of just information of interest. This reduces the chance that coders 

will make incorrect decisions about what not to code, and thereby 

reduces a possible source of apparent record underreporting. 

• 
r. 

" 

5. Coding more of the detailed information' about arrests and 

convictions (e.g., statute, date, charge). This will allow analysts 

to try different ways of classifying events into broader categories 

before conducting analyses. It will enable methodologists to esti

mate any time-related memory decay response effects; it will allow a 

more empirically based resolution of disagreements betw8im question

naires and coders about Street Month periods; and it will help to 

resolve some definitional ambiguities concerning the difference 

between arrest types (e.g., occasion vs. count). 

For future questionnaires we recommend investigating strategies 

that may increase reliability such as creating more redundancy among 

items and testing the effects of interviewer face-to-face administra

tion . 

Our current findings suggest that response error variance creates 

more of a threat to analytical inferences than average response biases. 

Well-trained interviewers have the potential for spotting and helping 

to correct mistakes made by respondents. Interviewers can be trained 

to execute complex questionnaire logic (skip patterns) much more 

accurately than respondents, and they can apply a set of uniform 

interpretations (of question terms, classification rules, time periods) 

across respondents. Personal interviews cost more than the self

administered questionnaires, and interviewers can introduce different 

kinds of errors into the data, especially if training is inadequate. 

We recognize these "trade-offs" between positive and negative benefits 

so we suggest a feasibility study rather than offering an unqualified 

recommendation. 

Creating response redundancy, the classic method of reductng 

unreliability in test construction, may apply equally well to 

surveys. Response redundancy is introduced by asking similar ques-

tions that are hypothesized to measure the same underlying trait or 

characteristic. If the redundant item true-scores covary and the non

true-score components are uncorrelated across items, a combined item 

index is more reliable .than any of the single items. 6 

6For a comprehensive discussion including how to estimate reli
ability gains from adding items, consult Lee J. Cronbach, "Coefficient 
Alpha and the Internal Structure of Tests," Psychometrika, Vol. 16, 
1951, pp. 297-334. 
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If the questionnaire length is fixed; the designer must decide 

between measuring many different concepts (using single questions 

with potentially lower reliabilities) and measuring fewer concepts 

with more questions devoted to each (and presumably more reliable 

scale scores for each). Multiple item strategies have been developed 

and used for so-called "soft" concepts such as ,attitudes, mental 

abilities, and "p\;rmanent" income, but not for counts of well-defined 

events such as arrests, hospital stays, or pounds of body weight. 

Applying item redundancy principles to increase the reliability of 

arrest count and similar responses will not be easy. While we could 

rely on asking a question twice in exactly the same way (the retest 

method), we suspect this will be counterproductive because the 

response errors will be correlated. We must invent items that do 

not evoke similar response errors but, when combined, retain the 

desirable ratio scale properties of the straightforward, single item 

question. 

" -
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Appendix A 

EXCERPTS FROM QUESTIONNAIRE 

This appendix contains reproductions of the questions in the survey 

questionnaire which were applicable to our analyses. Exhibits A.I and 

A.2 show the set of questions and the calendar used tc5.-establish the 

Street Months. Exhibit A.3 gives the Current Conviction questions and 

Exhibit A.4 the Arrest Incidents questions. Exhibit A.5 shows the 

questions on Arrests for Crimes Done, and ~xhibit A.6 the questions 

selected to generate the Predictor Variables.' See Appendix D for 

the Spanish language vers:Lon of these questions. \ 
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Exhibit A.l 

STREET MONTHS QUESTIONS 

The next section will be about the time before you were arrested for 
your present term. There is a blue card with a calendar on it. The 
instructions on this page tell you how to fill it out. Raise your 
hand if you have any trouble filling it out. 

For the sentence you are now serving, in what year were you arrested? 
(If you were arre~ted ~everal times for this sentence,use the earliest 
arrest.) . 

Year Arrested: 

Write that year where it says "Year Arrested" on the calendar. 

3. In what month of that year was that arrest? 

Month Arrested: 

Write "arrested" on the calendar in that month (for the "Year 
Arres ted" line.) 

4. Now, draw a line through all the months after that month (to the 
end of the year). 

5. You will not be asked about anything that happened in the months you 
drew the line through. 

6. What was the year before you were arrested? 

Year Before Arrested: 

\.;Trite that year on the calendar where it says "Year Before Arrested". 

7. During all the months on the calendar before you were arrested 
(including both years) were you ever locked up for a month or more? 

NO D.1 YES 

8 , , , , / 

12 
, , / 

14 
" ''/ 

18/ 

I 

I 

O 2• Put X's in all the months when 
you were locked up. (If you 
can't remember exactly, think 
about the time of year it was 
and put XIS in the number of 
months you were locked up 
around that time of year.) 

- .. __________ ... 1 

8. 

9. 

r 
\ 

1 
10. 

I 

j 

i 11. 

\ 
I, 
I, 

12. 
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Now look at the calendar. All the blank boxes (without XIS or lines) 
are months when you were on the street before you were arrested. 

Count all the blank boxes. 
How many months was that? 

You will be asked about these 
months and also about the month 
you marked "Arrested". To get 
the total of these months, add 
one month and write the total 
.here. 

------

+ 1 

------

Months 

Total Street Months 

Write this total number in the box on the calendar where it says 
"STREET MONTHS ON THE CALENDAR'~. You will need this number in 
answering the next questions. 

Underneath the month marked "Arrested," write "Include 
this 
month." 

This will remind you to include 
this month in your answers. 

19 
"/ 

21 
"/ 

23/ 

<i 
'I 

I 
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Ittl? 
YEAR BEFORE 

ARRESTED 

YEAR 

ARRESTED 

Winter 
January 

Ilanuarv 

Exhibit A.2 

CALENDAR FOR CALCULATING STREET MONTHS 

INSTRUCTIONS FOR USING THIS CALENDAR ARE INCLUDED IN THE SURVEY. 

s _pring 
February March April 

X X 

February March Al2ril 

May 

X 

~ 

June 

June 

X 
IlldlJ&e 

-tl..:~ 
...... 0\\'\ ~ 

s ummer F II a 
~ August 5e12tember October November December 

l!!!Y August Septembe bctober November December 

STREET MONTHS 'I 15 
ON THE CALENDAR. '-__ . ___ .... 

I 
\0 
N 
I 
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Exhibit A.3 

CURRENT CONVICTION QUESTION 

6. These questions are only about the crime(s) for which you are now serving 
a sentence. What charge(s) were you convicted of that Y?U are serving 
time for nm.,? (Check all that apply.) 

0
1 

Assault/ ADW 

tJ Auto Theft/Vehicle Theft 

o Burglary 

o Drug Possession 

tJ Drug sales 

c=J Forgery/Bad check/Bad credit card 

t=J Fraud or Swindle 

D Kidnapping 

[J Murder/Manslaughter 

[J Possession or receiving stolen property 

DRape 

[J Robbery 

o Sex offense (other than rape) 

[J Theft/Grand theft/Larceny 

[J Weapons charge 

o Other, what? ----------------------------------

43/ 

M/ 
45/ 

46/ 

47/ 

48/ 

49/ r 
50/ r 

t 
51/ 

52/ 

53/ 

54/ 

55/ 

56/ 

57/ 

58/ 
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Exhibit A.4 

ARREST INCIDENTS QUESTIONS 

Look at the calendar. During the STREET MONTHS ON ~E CA~END~, how 
times were you arrested for each of the followlng crlmes. Count 

many t even if you did not actually do the crime you were arrested an arres . 
for. (Check NONE if not arrested for that cr~me.) 

BURGLARY 

ROBBERY OR 
ARMED ROBBERY 

ASSAULT, 
AGGRAVATED ASSAULT OR 
ASSAULT WITH A DEADLY WEAPON 

MURDER OR 
MANSLAUGHTER 

AUTO THEFT, 
MOTOR VEHICLE THEFT 

THEFT, GRAND THEFT, 
LARCENY OR GRAND LARCENY 

FORGERY, 
USE OF A STOLEN OR 
BAD CREDIT CARD 
OR BAD CHECK PASSING 

FRAUD 

SELLING DRUGS, 
POSSESSING DRUGS FOR SALE, 
OR TRANSPORTING DRUGS 

arrests @ NONE DCD 

arrests @ NONE [] 

arrests @ NONE 0 

arrests @ NONE 0 

arrests @ NONE 0 

arrests @ NONE 0 

arrests @ NONE 0 

arrests @ NONE 0 

arrests NONE 0 

12 
111 

14 
"/ 

16 
, '/ 

18 
"/ 

20 
"/ 
22 
"I 

2~ 

"I 

26 
"1 

28 
, '/ 

~. 
r 
I 

i 

i 

11 

Ii 
l' 
IJ 

ij 

--- -- ---
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Exhibit A.5 

ARRESTS FOR CRIMES DONE QUESTIONS 

Burglarr 

1. During the STREET MON!I:HS·.ON THE CALENDAR. did you do .any .burglaries? 
(Count any time that you broke into a house or a car or a business 
in order to take something.) 

YES [] 1 NO n 2 ., go on to page IF 

5. How many of these burglaries were you arrested for? (Include all of 
the times you were arrested for doing a burglary even if you were 
charged with something else.) 

Arrests for burglaries -----' 

Business Robbery 

1. During the STREET MONTHS ON THE CALENDAR did you rob any businesses? 
That 'is did you hold up a store, gas station, bank, taxi or other 
business? 

YES D 1 NO 0 2 ., go on to page 20 

5. How many of these robberies were you arrested for? (Include all of 
the times you were arrested for robbing a business even if you 
were charged with something else.) 

----- Arrests for business robberies 

Personal Robbery 

1. During the STREET MONTHS ON THE CALENDAR did you rob any persons, do 
any muggings, street robberies, purse snatches, or hold-ups in 
someone's house or car? (Do not include any business robberies or 
hold-ups during a burglary that you already mentioned.) 

YES 01 NO 0 2 ., go 0 n to pag e 22 

5. How many of these robberies were you arrested for? (Include all of the 
times you were arrested for robbing a person even if you were charged 
with something else.) 

----- Arrests for robbing people 

--
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Assault 

1. Even if no one was hurt, during the STREET MONTHS- ON THE CALENDAR did 
you assault someone, threaten someone with a weapon, shoot at someone, 
~ry to cut someone, or beat or strangle someone? 

YES 01 NO 02. go on to page 26 

4. HO\07 many times were you arrested 'when you assaulted, threatened, shot 
at, tried to cut, or beat or strangled someone? 

Arrests ---

Theft 

1. During the STREET MONTHS ON THE CALENDAR did you do any theft or 
boosting? That is, did you steal from a till or cash register, shop 
lift, or pick pockets, or take something from someone without their 
knowledge? (Do not include car theft.) 

YES 01 NO 02. go on to page 28 

5. How many of these thefts were you arrested for? (Include all of the 
times YOll were arrested for doing a theft even if you were charged 
with s01nething else.) 

Arrests for Thefts ----

Auto Theft 

1. During the STREET MONTHS ON THE CALENDAR did you steal any cars, 
trucks or motorcycles? 

YES 01 NO 02. go on to page 30 

5. How many of these vehicle thefts were you arrested for? (Include all 
of the times you were arrested for stealing a vehicle, even if you 
were charged with something else.) 

Arrests for vehicle thefts -----

-97-

Forgery, Card 

1. During the STREET MONTHS ON THE CALENDAR did you ever forge something, 
use a stolen or bad credit card, or pass a bad check? 

YES 0 
1 NO 02. go Qn to page 32 

5. How many of these forgeries, bad checks or credit cards were you 
arrested for? (Include all of the times you were arrested for doing 
one of these things even if you were charged with something else.) 

Arrests ----

Fraud 

1. During the STREET MONTHS ON THE CALENDAR did you do any frauds or 
swindles (illegal cons) of a person, business, or the government? 

NO 0". go on to page 34 
r .. 

5. How many of these frauds or swindles were you arrested for? (Include 
all of the times you were arrested for doing a fraud or swindle even 
if you were charged with something else.) 

---- Arrests for frauds or swindlee 

Drugs 

1. During the STREET MONTHS ON THE CALENDAR did you ever deal in drugs? 
That is, did you make, sell, smuggle or move: drugs? 

YES 0
1 NO O 2• go on to page 36 

5. How many 01 these drug deals were you arrest.ed for? 

----- Arrests for drugs 
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Exhibit A.6 

SOURCE QUESTIONS FOR SELECTED PREDICTOR VARIABLES 

Xl Education 

X6 

What is the highest grade you finished in school? 

0 0 No schooling 

0 1 6th grad.e or less 

0 2 7th - 9th grade 

0 3 10th - 11th grade 

0 4 High school graduate 

0 5 
Some college 

D 6 
College graduate 

0 7 Post graduate study 

Time Since Arrested 

For the sentence you are now serving, in what year were you arrested? 
(If you were arrested several times for this sentence, use the earliest 
arrest. ) 

Year Arrested: -----

X7 Number of Felony Convictions 

Altogether in your life, how many times have you been convicted of 
a felony? 

0 Never 

0 Once 

0 2-3 times 

0 4-6 times 

0 7-10 times 

0 11-15 times 

0 16 or more times 

How old were you on your last birthday? 

Years old -----

What is your race? 

D 
0 
0 
0 , 

i 
j D 
! 
~ 
~ l. 

0 

I: 
I 
I, 
\1 
1\ , 
/' 
I' 

r p 
{ 

t, 
I, 

" 
I 
I, 
I 

j 
I' 
I: 
i., 

i: 
I, 
" 
Ii 
" 
11 

I '1 

I 

I I 

i 
i1 

~ 
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1 Asian 

2 Black 

3 Chicano/Latino 

It Indian/Native 

5 'White 

6 Other 

American 

: i 

, ! 
1 

'! , ! 

;/ 
I; 

if 
iJ 
" H 
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Appendix B 

EXCERPTS FROM RECORD CODING FORMS 

Appendix B contains reproductions of the. sections of the Official 

Records Coding Forms for each state which were used in these analyses. 

The first section shows the Current Conviction items and' the second 

shows the Arrest items for each state. 

Preceding page bl~~nk 
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Exhibit B.1 

Exhibit B.2 
CALIFORlUA CURRENT CONVICTION CODING FORM1, 

MICHIGAN CURRENT CONVICTION CODING FORM 

OFFENS£ TYPE CAL. STATUTES (1 • Yes) 

ASSAULT 203-204, 216:222, 240-246 [ ] (41 ) 

(664 = Attempt) 273a, 4500-4501. 5 

OFF ENS F. TYPE STATUTE II TOTALS 

1- ASSAULT 750.8i(a) - 750.89 [ ][ ] 
750.91 - 750.92 

(58) 

750.397 - 750.397(a) 

AUTO THEFT 487,489, 499b, 499d [ ] (42) 

(V.C.) 10851 2. AUTO THEFT 750.413 [ ][ ] (59) 

BURGLARY 459-464 [ ] (43) 

(664 = Attempt) 3. BURGLARY 750.HO - 750.116 [ ][ ] ( 60) 

ORUG POSSESSION (H & 5) 11350, 57-58, 77 [ ] (44) 

4. DRUG POSSESS roN 335.153 - 335.154 [ ][ ] 
335.61 

( 61) 

DRUG SALES, EiC. \H & 5) 11351-4, 59-61, 63, [ ] (45) 335.67 

11378-80, 82-83 
5. DRUG SALE, ETC. 335.02 [ ][ ] (62) 

335.10 

FORGERY/NSF /eREOIT CARD 470-483, 484d-484i [ ] (47) 335.19 
335.101 
335.151 - 335.153 

6. FORGERY/NSF/CREDIT CARD 750.131 [ ][ ] (63) 

FRAUD 72, 424, 425 [ ] (48) 750.248 - 750.266 

(IC) 556 et. seq. 

HOMICIOE 187 ,- 190, 192 - 193 [ ] (50) 
7. FRAUD 750.271 - 750.300 [ ][ ] (64) 

KIONAP 207-210 [ ] (51) 
8. KIDNAPPING 750.349 - 750.350 [ ][ ] (65) 

POSSESSION/R~CEIVING 496 [ ] (52) 
STOLEN PROPERTY 

9. HURDER/MANSLAUGIITER 750.236 [ ][ ] (66) 

RAPE 261,264,264.1, 264.5 [ ] (53) 
{664 • Attempt} 

750.316 - 750.317 
750.319' - 750.321 
750.324 

- 750.861 

ROBBERY 211-214 [ J (54) 
(664 • Attempt) 

10. POSSESSION/RECEIVING STOLEN PROPERTY 750.335 [ ][ ] (67) 

SEX OFFEI/SE (NOT RAPE) 261.5, 266, 266a-i, 267, [ ] (55) 
273g, 281, 285, 288, 288.1 H. RAPE 750.520 [ ][ ] (61\) 

288a, 314, S41~ 

THEFT/GRAIIO THEFT/LARCF.~Y 484, 484b, c, 485-487 [ ] (56) 
487a-487g, 488-490, 498-499a 

12- ROBBERY 750.529 - 750.531 [ ][ ] (69) 

WEAPONS 4502, 4574, 12020-12034 [ ] (57) 
13. SEX OFFENSE (NOr RAPE) 750.158 - 750.159 [ ][ ] (70) 

, 

*Reproduction reduced 25% from original 
14. THEFT/GItAND TUEFT/URCENCY 750.35c - 750.367(b) [ ][ ] (71) 

15. WEAPONS 750.223 - 750.235 [ ][ ] (72) 
750.237 
752.862 
752.863(n) 
752.881 - 752.883 
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Exhibi tn. L~ 

Exhibit B.3 MICHIGAN ARRESTS CODING FOID1 

CALIFORNIA ARRESTS CODING FORM 50. ARREST TYPE STATUTE Q TALLY TOTALS 

1- ~~ 

Aggrevated asslt; ~<sJt, w/a deadly weapon; 750.81(a) - 750.89 1 2 3 4 5 [ ][ ] 
Felonious asslt .• Asslt. to commit rape; 15().91 - 750.92 6 7 8 9 10 robbery; and other f~lonles; Attempted 750.397 - 750.397(a) 
homicide; Mayhem; As.lt. and battery; 
Battery. 

OFFENSE TYPE CAL STATUTES TALLY TOTAL 

ASSAULT 203-204, 216-222, 01 02 03 04 05 

06-39) 

(664 = Attempt) 240-246, 273a, 06 07 08 09 10 [ ][ ] ( 41-42) 
4500-4501.5 11 12 13 14 15 2. AUTO THEFT 

Unlavful use, taking, possession of motor 750.413 1 2 3 4 5 [ ][ (40-41) 
AUTO THEFT 487, 489, 499b, 499d, 01 02 03 04 05 vehicle. 6 7 8 9 10 

(ve) 10851 06 07 08 09 10 [ J[ ] ( 43-44) 
11 12 13 14 15 

BURGLARY 459-464 01 02 03 04 05 3. BURGLARY 

Burglary; Possession of burglary tools - 750.110 - 750.116 1 2 3 4 5 [ J [ J explosives; Breaking and entering; 6 7 8 9 10 Entering v/o breaking. 

(664 = Attempt) 06 07 08 09 10 [ J[ ] ~ 
11 12 13 14 15 

45-46) (42-43) 

DRUG SALES, ETC. (H & s) 11351-4, 01 02 03 04 05 
59-61, 63. 11378-80, 06 07 08 09 10 [ J[ ] C 47-48) 4. DRUGS-SALE,ETC. 

Narcotics, Non-narcotics. Hallucinogens, 335.02 1 2 3 4 5 [ )[ ] 
Marihuana - Unlavful sale, distribution, 335.10 

6 7 8 9 10 and manufacturing; Distrlbution to minors. 335.19 
335.101 

82-83 11 il2 13 14 15 

FORGERY/NSF/CREDIT CARD 470-483, 484d-484i 01 02 03 04 05 

(44-45 ) 

06 07 08 09 10 [ J[ ] ( 49-50) 335.151 - 335.153 

11 12 13 14 15 
5. FORGERY 

Forgery; Uttering & Publishing; checks 750.131 1 2 3 4 5 [ ]( ] 
vith non-sufficient funds (~SF) ; Counter- 750.248 - 750.266 6 7 8 9 10 feiting; Possession of counterfeit notes, 
tools, coins; Stolen credit card, uSe or 
possess ion. 

FRAUD 72, 424, 425 01 02 03 04 05 
(Ie) 556 et. seq. 06 07 08 09 10 [ J[ ] <. 

11 12 13 14 15 
51-52) 

( 46-4~ 

6. ~ 

Fraudulent obtaining; selling; using; Gross 750.271 - 750.300 1 2 3 4 5 [ ]( J 
fraud; Defrauding. 6 7 8 9 10 

HOMICIDE 187-190, 192-193 01 02 03 04 05 
06 07 08 09 10 [ J[ ] ( 

11 12 13 .14 15 
53-54) 

( 48-49\ 

ROBBERY 211-214 01 02 03 04 05· 
(664 = Attempt) 06 07 08 09 10 [ J[ ] ( 61-62) 

11 12 13 14 15' 7. HOM!CIDr: 

Murder 1; Murder 2; Manslaughter; Negli- 750.236 1 2 3 4 5 [ ][ ] 
gent Manslaughter; Negligent Homicide 750.316 - 750.317 6 7 6 9 10 (Weapon, Auto). 750.319 - 750.321 THEFT/GRAND THEFT/ 484, 484b, 484a 01 02 03 04 05 

( 50-51) 

LARCENY 485-487, 487a-g, 06 07 08 09 10 [ J[ ] ( 750.324 
750.861 

63-64) 
(664 = Attempt) 488-490, 498~499a 11 12 13 14 15 

8. ~ 

Larceny from person; building; vehicle; 750.356 - 750.367 1 2 3 4 5 ][ ] (52-53) 
other property; By false person~tion; 

6 7 8 9 10 Stealing; Conversion; Embez7.1ement: ; Grand 
theft; Grand larceny; Petty theft; 
Petty larceny. 

9. ~ 

Robbery, armed; Unarmcad; Bank safe or 750.529 - 750.531 I 2 3 4 5 I ]I ] (;4-55 ) 
vault robbery.; Purse snatching 

6 7 B 9 10 
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Appendix C 
Exhibit B.S 

TEXAS ARRESTS CODING FORH TECHNICAL TABLES 

17. OFFENSE TYPE TEXAS STATUTES TALLY TOTAL 

Ol. ARSON 28.01 et.seq. 01 02 03 04 05 
06 07 08 09 10 [ J[ ] (42-43) 
11 12 13 14 15 

02. ASSAULT 22.00 et.seq. 01 02 03 04 05 
06 07 08 09 10 [ J[ ] (44-45) 
11 12 13 14 15 

03. AUTO THEFT 31.07 01 02 03 04 05 
06 07 08 09 10 [ J[ ] (46-47) 
11 12 13 14 15 

04. BURGLARY 30.01 - 30.04 01 02 03 04 05 
06 07 08 09 10 [ ][ ] (48-49) 
11 12 13 14 15 

._-,.-. 
05. DRUG SALES, ETC. (C.S.4476-15) ~ 01 02 03 04 05 

4.04-4.05, 4.07 06 07 08 09 10 [ J[ ] (50-51) 
11 12 13 14 15 

06. FORGERY/NSF/CREDIT CARD 32.21 - 32.48 01 02 03 04 05 
06 07 08 09 10 [ J[ ] (52-53) 
11 12 13 14 15 

07. FRAUD 32.01 - 32.02 01 02 03 04 05 
06 07 08 09 10 [ J[ ] 
11 12 13 14 15 

08. HOMICIDE 19.01 et.seq. 01 02 03 04 05 
06 07 08 09 10 [ J[ ] (56-57) 
11 12 13 14 15 

12. ROBBERY 29.01 et.seq. 01 02 03 04 05 
06 07 08 09 10 [ J[ ] (64-65) 
11 12 13 14 15 

13. THEFT/GRAND THEFT/LARCENY 31.01 - 31.06 01 02 '03 04 05 
06 07 08 09 10 [ J[ ] (66-67) 
11 12 13 14 15 
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Table C.l 

CHARACTERISTICS OF SAMPLES BY STATE 

California lJichigan Texas 

Variable N Valu8 N Value N Value 

Age 

mean years 354 28 427 26 662 27 

Race 
I 

% Black 123 35 270 64 345 52 I-' 
0 

al Chicano 63 18 12 3 65 10 
(Xl 

t. I 
al Hhite 146 42 129 30 241 36 ,0 

% Other 17 5 13 3 13 2 

Education 

% completed 9th 
Grade or Less 58 16 108 25 202 30 
% completed 
10th-11th Grade 120 34 142 3L: 24~ 38 
% cotlpleted 
High School 84 24 60 14 73 11 
% completed over 
High School 92 26 114 27 138 21 

Felonies Ever Convicted of 

mean number 352 3 428 3 654 3 
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Table C.2 

ITEM BIAS SCORES FOR CURRENT CONVICTION ITEMS 
CALIFORNIA PRISON SAMPLE 

Conviction Survey Record "Bias" 
Category Mean Mean S-R 

Assault .20 .13 · 07~~ 

Auto Theft .07 .05 .02 

Burglary .25 .27 -.02 

Drugs (Possession & Sale) .15 .11 .03'" 

Forgery, Card & Fraud .05 .03 · 02~'( 

Kidnap .04 .03 .01 

Murder .12 .10 .01 

Stolen Property .08 .08 .00 

Rape .05 .06 -.01 

Robbery .40 .40 .00 

Other Sex .02 .02 -.00 

Theft .09 .06 · 03~'( 

Weapons .24 .32 -.OS·;'( 

NOTES: 
N = 329 

Symbols: 
S-R Survey Mean Minus Record Mean 

Standard 
Error of 

Difference 

.02 

.01 

.02 

.01 

.01 

.01 

.01 

.01 

.01 

.02 

.01 

.01 

.02 

*2 Standard Error Confidence Interval of S-R does not include 
zero. 

-~-- - ----- ----------

-
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Table C.3 

ITEM BIAS SCORES FOR CURRENT CONVICTION ITEMS 
MICHIGAN PRISON SAMPLE 

Conviction 
Category 

Assault 

Auto Theft 

Burglary 

Drugs (possession & sale) 

Forgery, Card & Fraud 

Kidnap 

Murder 

Stolen Property 

Rape 

Robbery 

Other Sex 

Theft 

Weapons 

NOTES: 
N = 336 

Symbols: 

Survey 
Mean 

.13 

.06 

.17 

.10 

.04 

.02 

.10 

.04 

.06 

.33 

.06 

.08 

.12 

Record 
Mean 

.19 

.03 

.20 

.10 

.05 

.02 

.09 

.06 

.10 

.25 

.01 

.15 

.15 

S-R Survey Mean Minus Record Mean 

"Bias" 
S-R 

-.01 

-.01 

.00 

.01 

-. 03;'~ 

.08-,'( 

Standard 
Error of 

Difference 

.02 

.01 

.02 

.01 

.00 

.00 

.01 

.01 

.01 

.02 

.01 

.02 

.02 

*2 Standard Error Confidence Interval of S-R does not include 
zero. 

fi 

i 
I 
Ii r 
~ 
It 
I 
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Table C.4 

ITEM BIAS SCORES FOR CURRENT CONVICTION ITEMS 
TEXAS PRISON SAMPLE 

Conviction 
Category 

Assault 

Auto Theft 

Burglary 

Drug (Possession & Sale) 

Forgery & Fraud 

Kidnap 

Murder 

Stolen Property 

Rape 

Robbery 

Other Se~~ 

Theft 

Weapons 

NOTES: 
N = 632 

Symbols: 

Survey 
Mean 

.10 

.09 

.39 

.16 

.09 

.01 

.04 

.02 

.04 

.22 

.04 

.09 

.04 

Record 
Mean 

.06 

.05 

.45 

.13 

.06 

.00 

.06 

.00 

.04 

.22 

.03 

.13 

.02 

S-R Survey Mean Minus Record Mean 

"Bias" 
S-T{ 

-.00 

-.00 

.01 

St.andard 
Error of 

Difference 

.01 

.01 

.01 

.01 

.01 

.01 

.01 

.01 

.00 

.01 

.01 

.01 

.01 

*2 Standard Error Confidence Interval of S-R does not include 
zero. 

f! 
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Table C. 5 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR CURRENT CONVICTION ITEMS 

CALIFORNIA PRISON SAMPLE 

Record Method 
Conviction 
Category 

Assault 

Auto Theft 

Burglary 

Drugs (Posse~sion & Sale) 

ForgerYj Card & Fraud 

Kidnap 

!1urder 

Stolen Property 

Rape 

Robbery 

Sex not Rape 

Theft 

Weapons 

NOTES: 
Survey, Record N = 329 

Lower 
Bound~'( 

.68 

.64 

.75 

.72 

.66 

.66 

.91 

.55 

.83 

.85 

.66 

.54 

.54 

Survey, Retest N = 53 
*Correlation of the Survey & Record 

Upper 
Bound~'d( 

.82 

.80 

.86 

.85 

.81 

.81 

.95 

.74· 

.91 

.92 

.81 

.73 

.74 

Retest Methoci 

-yr -i,-k'i'\ 

.83 

.69 

.97 

.90 

.84 

1. 00 

1.00 

.70 

1.00 

.96 

.90 

.84 

**Square Root of the Correlation of the Survey and Record 
~\-'i'I';:(Square Root of the Correlation of the Survey and Retest 
--~~:o Variation Observed 
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Table C. 6 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR CUPJmNT CONVICTION ITEMS 

MICHIGAN PRISON SAMPLE 

Conviction 
Category 

Assault 

Auto Theft 

Burglary 

Drugs (Possession & Sale) 

Forgery, Card & Fraud 

Kidnap 

Murder 

Stolen. Property 

Rape 

Robbery 

Sex not Rape 

Theft 

Weapons 

NOTES: 
Survey, Record N = 336 
Survey Retest N = 42 

Record Method 

Lower Upper 
Bound~'( Bound~'d( 

.58 .76 

.48 .69 

.73 .85 

,84 .91 
\\ 

.93 .97 

.92 .96 

.92 .96 

.55 .74 

.59 .77 

.67 .82 

.14 .38 

.55 .74 

.68 .83 

*Correlation of the Survey and Record 

Retest Method 

1.00 

.89 

.94 

.90 

.84 

.80 

1. 00 

.95 

.92 

.83 

~\-;'(Square Root of the Correlation of the Survey and Reco,rd 
***Square Root of the Correlation of the Survey and Retest 
--No Variation Observed 
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Table C. 7 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR CURRENT CONVICTION ITEMS 

Conviction 
Category 

Assault 

Auto Theft 

Burglary 

Drugs (Possession & Sale) 

Forgery, Card & Fraud 

Kidnap 

Murder 

Stolen Property 

Rape 

Robbery 

Sex not Rape 

Theft 

Weapons 

NOTES: 
Survey, Record N = 632 
Survey, Retest N = 122 

TEXAS PRISON SAMPLE 

Record Method 

Lower Upper 
Bound-/( Bound;h'( 

.68 .82 

.50 .71 

.81 .90 

.82 .91 

.76 .87 

.57 .76 

.75 .87 

.25 .50 

.73 .85 

.92 .96 

.63 .79 

.51 .71 

.54 .74 

*Correlation of the Survey and Record 

Retest Method 

-yr .. '_' .... 1 .. (,,,,'\ 

.98 

.97 

1.00 

.97 

.96 

.90 

1.00 

.84 

1.00 

.98 

.93 

.88 

.62 

**Square Root of the Correlation of the Survey and Record 
~h~*Square Root of the Correlation of the Survey and Retest 
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Table C.8A 

REGRESSION COEFFICIENTS (S) FOR PREDICTOR VARIABLES 
ON RESPONDENT BIAS SCORE FOR CURRENT 

CONVICTION BY STATE 

Variable 
California Michigan Texas 

Education (Xl) 

Personal Administration (X2) 

Missed Current Conviction Items (X3) 

Missed Arrest Incident Items (X4) 

Missed Arrest Done Items (X
5

) 

Time Since Arrest (X6) 

Number of Felony Convictions (X
7

) 

Record Street Months Later (Xs) 
Survey Street Months Later (X9) 

Age (XlO) 

Race (XU) 

Constant 

Adjusted R2 

F 

NOTES: 
California N= 312 
Michigan N= 323 
Texas N= 533 

* p~. 01 

Ability Variables 

S s.e. S s.e. 

.004 (.004) -.006 * (.00.1) 

.04S (.026 ) -.019 (.025) 
(Not included in these equations) 

.002 (.002) -.002 (.001) 

.OOS (.005) .OOS (.005) 
-.0001 (.0003) -.0001 (.0001) 

.004 (.004) -.0005 (.004) 

.041 * (.013) .012 (.010) 
-.009 (.033) -.019 (.016) 
-.001 (.001) .0000 (.0005) 

.024 * ( .009) .0006 (.007) 

.093 .147 

.062 .024 
3.059 ,~ 1. 7S/1 

S s.e. 

-.002 (.002) 

-.014 (.009) 

.0004 ( .001) 

.002 (.004) 

.0000 ( .0001) 

.001 (.003) 

.017 (.010) 

-.OU (.013) 

.0001 (.0003) 

.006 (.006) 

-.034 

-.001 

.959 

Xl - Ed~cation (reported in survey by respondent) (highest grade completed) 0 = No schooling, 
1 - 6th grade or less, 2 = 7th-9th grade, 3 = 10th-11th grade, 4 = high school graduate, 
5 = some college, 6 = college graduate, 7 = post graduate study 

X2 = Respondent required assistance with reading questionnairej- 0 = No 1 = Yes 
X3 = Number of skipped items for Current Conviction Section ' 
X4 = Number of skipped items for Arrest Incident Section 
X5 = Number of skipped items for Arrests for Crimes Done Section 
Memory Variables 

X6 - Elapsed time since end of street months. This variable was built using the year 
arrested responGe multiplied by 12 and added to the number of the month arrested. 
(Months coded January = 01. .•• December = 12) 

X7 = Number of felony convictions in lifetime (reported in survey by respondent) 1 = Never, 
2 = on~e, 3 = 2-3 times, 4 = 4-6 times, 5 = 7-10 times, 6 = 11-15 times, 7 = 16 or 
more t1mes (Indicator of Interference) 

Record Match Problem Potential 
Xs Recorded street months ended later than survey version. 0 = No, 1·= Yes 
Xg = Survey reported street months ended later than record version. 0 = No, 1 = Yes 
Demographic Variable 
XIO - Respondent age (reported in survey by respondeut) 
XII = Respondent race (dummy variabl'e) 0 = ,nonwhite, 1 = white 
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Table C.8B 

MEANS, STANDARD DEVIATIONS, AND HIGHEST PREDICTOR INTERCORRELA~ION FOR PREDICTOR 
VARIABLES ON CURRENT CONVICTION ITEMS RESPONDENT BIAS AND TOTAL 

ERROR SCORES BY STATE (SEE TABLE C.8A) 

California 

Variable 

Education (Xl) 

Personal Administration (X2) 

Missed Current Conviction Items (X3) 

Missed Arrest Incident Items (X4) 

Missed Arrest Done Items (X5) 

Time Since Arrest (X6) 

Number of Felony Convictions (X7) 

Record Street Months Later 

Survey Street Months Later 

Age (XlO) 

Race (Xn ) 

NOTES: 

California N = 312 
MichiganN = 323 
Texas N = 533 

SYMBOLS: 

(X8) 

(X9) 

mean 

3.59 

.03 

.96 

.36 

924.35 

3.32 

.16 

.02 

27.36 

.42 

h.p.i. = highest predictor intercorrelation 
** = coefficient could not be computed 

standard 
deviation 

1.18 

.18 

2.36 

.94 

14.86 

1.17 

.37 

.14 

6.35 

.49 

Michigan 

standard 
h.p.i. mean deviation h.p.i. mean 

X2-·l7 3.43 1.29 X5-·2l 3.21 

Xl -·17 .02 .14 X7'16 .12 

(not included in these equations) 

X7·l6 .96 2.46 XlO ·14 1.03 

,\.10 .22 .66 Xl -·2l .24 

X8-·34 915.48 25.08 XlO-·27 923.20 

Xn ·2l 3.07 .96 Xn ·17 3.04 

X6-·34 .15 .35 X5 ·l8 .09 

x2·n .05 .21 X6·l2 .05 

X7·l2 26.09 7.13 X6-·27 27.38 

X7·2l .32 .47 X7·l7 .36 

Texas 

standard 
deviation 

1. 31 

.33 

2.57 

.75 

22.78 

1.04 

.29 

.22 

9.49 

.48 

h.p.i. 

X2-·32 

Xl -·32 

X5·2l 
I 

f-1 
f-1 

X4·2l 0\ 
I 

XlO-·29 

XlO ·27 

X6-·l6 

X2·l2 

X6-·29 

Xl ·19 
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Table C.9A 

REGRESSION COEFFICIENTS (S) FOR PREDICTOR VARIAbLES 
ON TOTAL ERROR SCORE FOR CURRENT 

CONVICTION BY STATE 

California Hich1.gan Texas 
Variable 

Education (Xl) 

Personal Administration (X2) 

Missed Current Conviction Items (X3) 

Missed Arrest Incident Items (X4) 

Missed Arrest Done Items (X5) 

Time Since Arrest (X6) 

Number of Felony Convictions (X7) 

Record Street Months Later (XS) 

Survey Street Months Later (X9) 

Age (X10) 

Race (Xll) 

Constant 

Adjusted R2 

F 

NOTES: 
California N= 312 
Michigan N= 323 
Texas N= 533 

* p.:s..01 

Ability Variables 

f3 s.e. 

.0004 (.004) 

.059 * (.024) 

(Not included in 

.002 (.002) 

.006 (.004 ) 

-.0002 (.0003) 

.003 (.004) 

.04S * (.012) 

.032 (.031) 

-.001 (.001) 

-.003 (.009) 

.234 

.071 

3.369 * 

f3 s.e. a s.e. 

.004 (.003) -.003 (.003) 

.OOS ( .031) -.005 ( .011) 

these Equations) 

.001 (.002) ~.001 (.001) 

.015 * (.007) -.004 (.005) 

-.000). (.0002) -.0001 (.0002) 

-.001 (.005) ".001 (.003) 

.016 (.012) .026 * (.012) 

.015 (.020) -.001 (.016) 

-.0004 (.001) -.0002 (.0004) 

-.005 (.009) -.001 (.007) 

.lS6 .177 

.002 -.004 

1.071 .797 

Xl Education (reported in survey by respondent) (highest grade completed} 0 = No schooling, 
1 = 6th grade or less, 2 = 7th-9th grade, 3 = 10th-11th grade, 4 = high school graduate, 
5 = some college, 6 = college graduate, 7 = post graduate study 

X2 Respondent required assistance with reading questionnaire;" 0 = No, 1 = Yes 
X3 Number of skipped items for Current Conviction Section 
X4 Number of skipped items for Arrest Incident Section 
X5 Number of skipped items for Arrests for Crimes Done Section 
Memory Variables 
X6 Elapsed time since end of street months. This variable was built using the year 

arrested respnnse multiplied by 12 and added to the number of the month arrested. 
(Months coded ,January = 01. •.• December = 12) 

X7 = Number of felp-l1Y convictions in lifetime (repor"ted in survey by respondent) 1 = Never, 
2 = once, 3 = 2-3 times, 4 = 4-6 times, 5 ; 7-10 times, 6 = 11-15 times, 7 = 16 or 
more times (Indicator of Interference) 

Record Match Problem Potential 
Xs - Recorded street months ended later than survey version. 0 = No, 1 = Yes 
Xg = Survey reported street months ended later than record version. 0 = No, 1 = Yes 
Demographic Variable 
X10 - Respondent age (reported in survey by respondent) 
Xl1 = Respondent race (dummy variable) 0 = nonwhite, 1 = white 

----=------------
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Table C.9B 

MEANS AND STANDARD DEVIATIONS FOR PREDICTOR VARIABLES 
ON CURRENT CONVICTION ITEMS 

TOTAL ERROR SCORE BY STATE (SEE TABLE 9A) 

California Michigan 

Variable standard standard 
mean deviation mean deviation 

Education (Xl) 3.59 1.18 3.43 1.29 

Personal Administration (X2) .03 .18 .02 .14 

Missed Current Conviction Items (X3) 0.00 0.00 0.00 0.00 

Missed Arrest Incident Items (X4) .96 2.36 .96 2.46 

Missed Arrest Done Items (X5) .36 .94 .22 .66 

Time Since Arrest (X6) 924.35 14.86 915.48 25.08 

Number of Felony Convictions (X7) 3.32 1.17 3.07 .96 

Record Street Months Later (X8) .16 .37 .15 .35 

Survey Street Months Later (X9) .02 .14 .05 .21 

Age (X10) 27.36 6.35 26.09 . 7.13 

Race (X11) .42 .49 .32 .47 

NOTES: 
California N = 312 
Michigan N = 323 
Texas N = 533 

.--'. 

Texas 
standard 

mean deviation 

3.21 1.31 

.12 .33 

0.00 0.00 

1.03 2.57 I 
I-' 
I-' 

.24 .75 00 
I 

923.20 22.78 

3.04 1.04 

.09 .29 

.05 .22 

27.38 9.49 

.36 .48 

! 
~ 
I 
i 
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Table C.IO 

ITEM BIAS SCORES FOR YES-NO ARREST INCIDENT ITEMS 
CALIFORNIA PRISON SAMPLE 

Standard 
Crime Survey Record "Bias" Error of 

Category N Mean Mean S-R Difference 

Burglary 320 .34 .44 -.09"( .03 

Robbery 317 .42 .50 -.08'k .02 

Assault 310 .32 ,36 -.04 .03 

Murder 310 .13 .13 .00 .02 

Auto Theft 309 .18 .19 -.01 .02 

Theft 307 .20 .20 -.01 .03 

Forgery 307 .16 .10 · 06~, .02 

Fraud 301 .03 .00 · 03~1, .01 

Drugs 307 .20 .11 · 09~" .02 

NOTES: 

Symbols: 
N Number of Observations 
S-R Survey Mean Minus Record Mean 

*2 Standard Error Confidence Interval of S-R does not include 
zero. 
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Table c.n 

ITEM BIAS SCORES FOR YES-NO ARREST INCIDENT ITEMS 
MICHIGAN PRISON SAMPLE 

Standard 
Crime Survey Record "Bias" Error of 

Category N Mean Mean S-R Difference 

Burglary 322 .28 .24 .04 .03 

Robbery 326 .32 .31 .02 .03 

Assault 318 .26 .22 .04 .03 

Murder 320 .12 .11 .01 .02 

Auto Theft 310 .17 .08 . 09"~ .02 

Theft 312 .22 .20 .02 .03 

Forgery 312 .06 .07 -.01 .01 

Fraud 308 .01 .01 .00 .01 

Drugs 319 .19 12 .07·/\ .02 

NOTES: 

Symbols: 
N Number of Observations 
S-R Survey Mean Minus Record Mean 

*2 Standard Error Confidence Interval of S-R does not include 
zero. 

i 
I 
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I 
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Table C.12 

ITEM BIAS SCORES FOR YES-NO ARREST INCIDENT ITEMS 
TEXAS PRISON SAMPLE 

Standard 
Crime Survey Record "Bias" Error of 

Category N Mean Mean S-R Difference 

Burglary 536 .40 .49 - .10'\- .02 

Robbery 516 .19 .25 -.06* .02 

Assault 514 .19 .11 • OB,I~ .02 

Murder 50B .04 .05 -.01 .01 

Auto Theft 511 .15 .OB .07·/( .02 

Theft 508 .13 .21 -. OB"~ .02 

Forgery 513 .11 .09 .02 .01 

Fraud 500 .02 .02 -.00 .01 

Drugs 513 .16 .14 .03 .02 

NOTES: 

Symbols: 
N Number of Observations 
S-R Survey Mean Minus Record Mean 

*2 Standard Error Confidence Interval of S-R does not include 
zero. 

! 
/ 
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I 
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Table C.l3 

ITEM BIAS SCORES FOR CONTINUOUS ARREST INCIDENT ITEMS 
CALIFORNIA PRISON SAMPLE 

Standard 
Crime Survey Record "Bias" Error of 

Category N Mean Mean S-R Difference 

Burglary 316 .81 .93 - .13 .14 

Robbery 316 .62 .95 -.327
'" .09 

Assault 307 .44 .54 -.11 .06 

Murder 307 .12 .12 .00 .02 

Auto Theft 305 .27 .25 .03 .05 

Theft 303 .29 .26 .03 .06 

Forgery 305 .26 .24 .02 .05 

Fraud 300 .05 .00 . 057'( .02 

Drugs 305 .35 .28 .07 .08 

NOTES: 

Symbols: 
N Number of Observations 
S-R Survey Mean Minus Record Mean 

*2 Standard Error Confidence Interval of S-R does not include 
zero. 
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Table C.14 

ITEM BIAS SCORES FOR CONTINUOUS ARREST INCIDENT ITEMS 
MICHIGAN PRISON SAMPLE 

Crime Survey Record 
Standard 

Category "Bias" Error of 
N Mean Mean S-R Difference 

Burglary 317 .56 .33 .227'( .07 
Robbery 324 .62 .40 .22 .13 
Assault 315 .36 .28 .08 .04 
Murder 315 .12 .10 .02 .02 
Auto Theft 307 .30 .13 . 177

'" .05 
Theft 307 .37 .26 . 117'( .05 
Forgery 311 .09 .14 -.05 .03 
Fraud 307 .01 .01 .00 .01 
Drugs 316 .30 .17 . 13itr .05 

NOTES: 

Symbols: 
N Number of Observations 
S-R Survey Mean Minus Record Mean 

*2 Standard Error Confidence Interval of S-R does not include zero. 
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Table C.15 

ITEM BIAS SCORES FOR CONTINUOUS ARREST INCIDENT ITEMS 
TEXAS PRISON SAMPLE 

NOTES: 

Symbols: 
N Nwnber of Observations 
S-R Survey Mean Minu~; Record Mean 

~'c2 Standard Error :Confidence Interval of S-R does not include 
zero. 
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Table C. 16 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR YES-NO ARREST INCIDENT ITEMS 

CALIFORNIA PRISON "SAMPLE 

Record Method Retest l1ethod 

Crime Lower Upper 
Category N Bound~\- Bound~h', N Vr ;',;'\!, 

Burglary 320 .48 .69 49 .84 

Robbery 317 .62 .79 51 .87 

Assault 310 .45 .67 51 .82 

Murder 310 .58 .76 49 .91 

Auto Theft 309 .49 .70 49 .84 

Theft 307 .14 .38 47 .78 

Forgery 307 .57 .76 48 .94 

Fraud 301 46 

" Drugs 307 .28 .53 50 .71 

NOTES: 
o{'Correlation of the Survey and Record 
o{~\-Square Root of the Correlation of the Survey and Record 
***Square Root of the Correlation of the Survey and Retest 
--No Variation Observed 

, 
i 

i 
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Table C. 17 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR YES-·NO ARREST .INCIDENT ITEMS 

MICHIGAN PRISON SAMPLE 

Record Method Retest Method 

Crime Lower Upper 
Category N Bound-1~ Bound-1~-1, N Vr ,'.J.,'. r 1\'",'0 

Burglary 322 .39 .63 41 .81 

Robbery 326 .42 .65 43 .89 

Assault 318 .28 .53 40 .67 

Murder 320 .48 .69 40 .85 

Auto Theft 310 .27 .52 39 .78 

Theft 312 .26 .51 38 .65 

Forgery 312 .52 .72 39 1.00 

Fraud 308 .oot .00 38 

Drugs 319 .58 .76 38 .87 

NOTES: 
*Correlation of the Survey and Record 
**Square Root of the Correlation of the Survey and Record 
~'~-1,-1'Square Root of the Correlation of the Survey and Retest 
tFraud Correlation of -.0080 Was Truncated to .00 
--No Variation Observea 
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Table C.18 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORP~LATION ATTENUATION FACTORS) 
FOR YES-NO ARREST INCIDENT ITEMS 

TEXAS PRISON SAMPLE 

Record Method Retest Method 

Crime Lower Upper 
Category N Bound-1, Bound-1"k N Vr "k"k,'\ 

Burglary 53.6 .54 .74 119 .88 

Robbery 516 .60 .77 111 .91 

Assault 514 .36 .60 106 .85 

Murder 508 .62 .79 104 

Auto Theft 511 .35 .59 107 .68 

Theft 508 .31 .56 108 .84 

Forgery 513 .53 .73 108 .90 

Fraud 500 .08 .28 101 .10 

Drugs 513 .49 .70 108 .90 

NOTES: 
*Correlation of the Survey and Record 
**Square Root of the Correlation of Survey and Record 
~h""kSquare Root of the Correlation of the Survey and Retest 
--No Variation Observed 
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Table C.19 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR CONTINUOUS ARREST INCIDENT ITEMS 

CALIFORNIA PRISON SAMPLE 

Record Method Retest Method 

Crime Lower Upper 
Category N Bound;'; Bound;'o'; N Vr .' .. ' .. '. r 1\"\1\ 

Burglary 316 .27 .52 49 .29 

Robbery 316 .37 .61 51 .87 

Assault 307 .31 .56 50 .79 

Murder 307 .59 .77 49 .91 

Auto Theft 305 .33 .58 48 .G8 

Theft 303 .14 .38 46 .77 

Forgery 305 .57 .76 47 .91 

Fraud 300 46 

Drugs 305 .23 .48 48 .76 

NOTES: 
*Correlation of the Survey and Record 
**Square Root of the Correlation of the Survey and Record 
;';;';;';Square Root of the Correlation of the Survey and Retest 
--No Variation Observed 
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Table C.20 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR CONTINUOUS ARREST INCIDENT ITEMS 

MICHIGAN PRISON SAMPLE 

Record Method 

Crime Lower Upper 
Category N Bound;'; Bound,';;'; 

Burglary 317 .42 .65 

Robbery 324 .08 .29 

Assault 315 .32 .56 

Murder 315 .45 .67 

Auto Theft 307 .38 .62 

Theft 307 .43 .66 

Forgery 311 .77 .88 

Fraud 307 .oot .00 

Drugs 316 .32 .57 

NOTES: 
*Correlation of the Survey and Record 

Retest Method 

39 .98 

42 1. 00 

40 .88 

38 

38 

36 

38 

38 

38 

.32 

.53 

.52 

.99 

.87 

**Square Root of the Correlation of the Survey and Record 
;';;';;';Square Root of the Correlation of the Survey and Retest 
tFraud Correlation of -.0062 Was Truncated to .00 
--No Variation Observed 

'-- --.----. --
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Table C.21 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR CONTINUOUS ARREST INCIDENT ITEMS 

TEXAS PRISON SAMPLE 

Record Method I 
I Retest Method 
I 

Crime I 
Lower Upper I 

Category I 
N Bound~'i' Bound~'i'~'i' . I 

I 
I 
I 
I 

Burglary 530 
I 

.35 .59 I 
I 118 .73 
I 

Robbery 513 .26 
I 

.51 I 
I 109 .71 
I 

Assault 512 
I 

.28 .53 I 
I 104 .88 
I 

Murder 507 .64 
I 

.80 I 
I 104 
I 

Auto Theft 507 .41 
I 

.64 I 106 .72 

Theft 507 .32 .57 108 .75 

Forgery 512 .54 .74 108 .87 

Fraud 499 .12 .34 101 .10 

Drugs 512 .38 .62 107 .87 

NOTES: 
*Correlation of the Survey and Record 
::~quare Root of the Correlation of the Survey and Record 
"""Square Root of the Correlation of the Survey and Retest 
--No Variation Observed 

I 
I 
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Table C.22A 

REGRESSION COEFFICIENTS (~) FOR PREDICTOR VARIABLES ON RESPONDENT 
BIAS.SCORE FOR ARREST INCIDENTS BY STATE 

California Michigan Texas 
Variable ~ s.e. 

.030· 

Personal Administration (X2) .191 

Missed Current Conviction Items (X3)-.0001 

Missed Arrest Incident Items (X4) .002 

Missed Arrest Done Items (X5) .050 

Time Since Arrest (X6), .001 

Number o~ Felony Convictions (X7) , .021, 

Record Street Months Later (X8) .047 

Survey Street Months, Later (X9) -.250 

Age (X10) -.004 

Race (Xll) -.063 

Constant 

Adjusted R2 

F 

NOTES: 
California N= 318 
Michigan N;= ,326 
Texas N= 534 

* pj,.Ol 

Ability Variables 

-J .• 320 

.006 

1.187 

(.022) 

(.144) 

(.009) 

(.012) 

(.029) 

(.002) 

(.023) 

(.071) 

(.162) 

( .004) 

(.051) 

8 

-.020 

.053 

-.042 * 
.053 * 
.032 

-.001 

.053 

-.085 

.003 

-.009 * 
-.157 * 
1.258 

.107 

4.557 * 

s.e, 8 s.e, 

(.022) -.018 (.012) 

(.209) .067 (.048) 

(.009) .007 (.006) 

(.014) .035 * (.007) 

(.044) .019 (.022) 

(.001) .0000 (.001) 

(.030) .038 * (.015) 

(.083) -.055 (.052) 

(.129) .075 (.069) 

(.004) -.003 (.002) 

(.060) .04l (.032) 

-.04l 

.054 

3.7Gl '/: 

Xl - Education (reported in survey by respondent) (highest grade completed) 0 = No schooling, 
1 = 6th grade or less, 2 = 7th-9th grade, 3 = 10th-11th grade, 4 = high school graduate, 
5 = some college. 6 = college graduate, 7 = post graduate study 

X2 = Respondent required assistance with reading questionnaire;' a = No, 1 = Yes 
X3 = Number of skipped items for Current Conviction Section 
X4 = Number of skipped items for Arrest Incident Section 
X5 = Number of skipped items for Arrests for Crimes Done Secti~n 
Memory Variables 
X6 = Elapsed time since end of street months. This variable was built using the year 

arrested response multiplied by 12 and added to the number of the month arrested. 
(Months coded January = Ol .... December = 12) 

X7 = Number of felony convictions in lifetime (reported in survey by respondent) 1 = Never, 
2 = once, 3'= 2-3 times, 4 = 4-6 times, 5 = 7-10 times, 6 = 11-15 times, 7 = 16 or 
more times (Indica~or of Interference) 

Record Match Problem Potential 
Xs = Recorded street months ended later than survey version. 0 = No, 1= Yes 
Xg = Survey reported street'~onthsended later than record version. a = No, 1 = Yes 
Demographic Variable , 
X10 = Respondent age (reported in survey by respondent) 
Xll = Respondent race (dummy variable) 0 = nonwhite, 1 = white 
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Table C.22B 

MEANS, STANDARD DEVIATIONS, AND HIGHEST PREDICTOR INTERCORRELATION FOR PREDICTOR 
VARIABLES ON ARREST INCIDENT ITEMS RESPONDENT BIAS AND TOTAL 

ERROR SCORES BY STATE (SEE TABLE C.22A) 

California Michigan Texas 

standard standard standard 
Variable mean deviation h.p.i. mean deviation h.p.i. mean deviation 

Education (Xl) 3.57 1.19 X2-·16 3.40 1.31 X5-·20 3.22 1.29 

Personal Administration (X2) .03 .17 X1-·16 .02 .13 X7·16 .13 .33 

Missed Current Conviction Items (X3) .61 2.97 X9·17 .64 3.05 X4·1B .51 2.53 

Missed Arrest Incident Items (X
4

) .77 2.04 X7·20 .75 2.09 X3·1B .71 2.06 

Missed Arrest Done Items (Xs) .34 .B6 X7·OB .21 .65 X1-·20 .22 .69 

Time Since Arrest (X6) 924.63 14.54 XB-·34 915.95 24.39 X10-·22 923.99 21.44 

Number of Felony Convictions (X7) 3.29 1.16 Xll ·20 3.04 .96 Xll ·19 3.02 1.04 

Record Street Months Later (XB) .16 .37 X6-·34 .14 .34 Xs·19 .09 .29 

Survey Street Months Later (X
9

) .03 .16 X3 ·17 .05 .22 X6·12 .05 .22 

Age (X
10

) 27.46 6.56 X
7
,l1 25.94 6.90 X6-·22 26.97 9.17 

Race (XU) .42 .49 X7·20 .32 .47 X7·19 .36 .4B 

NOTES: 

California N = 31B 
Michigan N = 326 
Texas N = 534 

SYMBOLS: 

h.p.L = highest predictor intercorre1ation 

h.p.i. 

x2-·n 
X1-·31 

X1-·06 

Xs·19 I 
I-' 
w 

X4 ·19 N 
I 

X10-·27 

X10 ·33 

X6-·16 

X2 ·10 

X7·33 

X2-·19 

I 

l 
f 
! 
f f 
fI 

! 

I 
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Table C.23A 

REGRESSION COEFFICIENTS (S) FOR PREDICTOR VARIABLES ON TOTAL 
ERROR SCORE FOR ARREST INCIDENTS BY STATE 

California Michigan Te~cas 

Variable ~ s.e. ~ s.e. e s.e. 

Education (Xl) 

Personal Administration (X2) 

Missed Current Conviction Items (X3) 

Missed Arrest Incident Items (X4) 

Missed Arrest Done Items (X5) 

Time Since Arrest (X6) 

Number of Felony Convictions (X7) 

Record Street Months Later (XB) 

Survey Street Months Later (X9) 

Age (XIO) 

Race (Xll) 

Constant 

Adjusted R2 

F 

NOTES: 
California N= 31B 
Michigan N= 326 
Texas N= 534 

* p • .::..01 

Ability Variables 

-.010 

.12B 

-.006 

.022* 

.031 

.0002 

.029 

.029 

-.044 

-.006 

-.042 

.30B 

.016 

1.4Bl 

( .019) 

( .127) 

(.OOB) 

( .011) 

( .025) 

( .002) 

( .020) 

( .062) 

( .143) 

( .003) 

(.045) 

.035* 

-.127 

.006 

.117* 

-.021 

-.0002 

.045 

.201* 

-.007 

-.004 

.016 

.242 

.2B9 

13.033 * 

( .017) 

( .162) 

( .OO?) 

( .011) 

( .034) 

( .001) 

(.023) 

( .065) 

( .100) 

( .003) 

( .047) 

.004 

.004 

.003 

.054* 

-.001 

-.001 

.047* 

.003 

-.OlB 

-.003 

-.017 

1.276 

.13B 

B.786 * 

( .011) 

( .042) 

( .005) 

( .006) 

( .019) 

(.001) 

( .013) 

(.046) 

( .061) 

(.OOZ) 

( .02B) 

Xl = Education (reported in survey by respondent) (highest grade completed) 0 = No schooling, 
1 = 6th grade or less, 2 = 7th-9th grade, 3 = 10th-11th grade, 4 = high school graduate, 
5 = some college, 6 = college graduate, 7 = post graduate study 

X2 = Respondent required assistance with reading questionnaire;' 0 = No, 1 = Yes 
X3 = Number of skipped items for Current Conviction Section 
X4 = Number of skipped items for Arrest Incident Section 
X5 = Number of skipped items for Arrests for Crimes Done Section 
Memory Variables 
X6 = Elapsed time since end of street months. This variable was built using the year 

arrested response multiplied by 12 and added to the number of the month arrested. 
(Months coded January = 01 •.•• December = 12) 

X7 = Number of felony convictions in lifetime (reported in survey by respondent) 1 = Never, 
2 = once, 3 = 2-3 times, 4 = 4-6 times, 5 = 7-10 times, 6 = 11-15 times, 7 = 16 or 
more times (Indicator of Interference) 

Record Match Problem Potential 
XB - Recorded street months ended later than survey version. 0 = No, 1 = Yes 
Xg = Survey reported street months ended later than record version. 0 = No, 1 = Yes 
Demographic Variable 
X10 = Respondent age (reported in survey by respondent) 
Xll = Respondent race (dummy variable) 0 = nonwhite, 1 = white 

----------
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Table C.23B 

MEANS AND STANDARD DEVIATIONS FOR PREDICTOR VARIABLES 
ON ARREST INCIDENTS ITEMS 

TOTAL ERROR SCORES BY STATE (SEE TABLE C.23A) 

California Michigan 

Variable standard standard 
mean deviation mean deviation 

Education (Xl) 3.57 1.19 3.40 1.31 

Personal Administration (X2) .03 ,1.7 .02 .13 

Missed Current Conviction Items (X3) .61 2.97 .64 3.05 

Missed Arrest Incident Items (X4) .77 2.04 .75 2.09 

Missed Arr~st Done Items (X5) .34 .86 .21 .65 

Time Since Arrest (X6) 924.63 14.54 915.95 24.39 

Number of Felony Convictions (X7) 3.29 1.16 3.04 .96 

Record Street Month~ Later (X8) .16 .37 .14 .34 

Survey Street Months Later (X9) .03 .16 .05 .22 

Age (X10) 27.46 6.56 25.94 6.90 

Race (XII) .42 .49 .32 .47 

NOTES: 
California N = 318 
Michigan eN = 326 
Texas N = 534 

Texas 
standard 

mean deviation 

3.22 1.29 

.13 .33 

.51 2.53 

.71 2.06 
I 

.22 .69 I-' w 
~ 

923.99 21. 44 
I 

3.02 1.04 

.09 .29 

.05 .22 

26.97 9.17 

.36 .48 
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Table C.24 

ITEM BIAS SCORES FOR CONTINUOUS ARRESTS-FOR-CRIMES-DONE ITEMS 
CALIFORNIA PRISON SAMPLE 

Standard 
Crime Survey Record "Bias" Error of 

Category N Mean Mean S-R Difference 

Burglary 333 .93 .86 .07 .17 

Robbery 326 1.11 .94 .17 .16 

Assault 329 .42 .53 -.11 .06 

Theft 330 .55 .26 . 29~1( .11 

Auto Theft 336 .17 .25 -. 08~( .04 

Forgery 330 .19 .22 -.03 .04 

Fraud 338 .07 .00 . 07~1( .03 

Drugs 337 .22 .26 -.04 .06 

NOTES: 

Symbols: 
N Number of Observations 
S-R Survey Mean Minus Record Mean 

*2 Standard Error Confidence Interval of S-R does not include 
zero. 

----~----- -~--
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Table C.25 

ITEM BIAS SCORES FOR CONTINUOUS ARRESTS-FOR-CRlMES-DONE ITEMS 
MICHIGAN PRISON SAMPLE 

--------------.--------------------------~-------------------------
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Table C.26 

ITEM BIAS SCORES FOR CONTINUOUS ARRESTS-FOR-CRlMES-DONE ITEMS 
TEXAS PRISON SAMPLE 



-",~"",,",." ... ~.., 

·,""·or, T".",,-_-

-138-

Table C.27 

ITEM BIAS SCORES FOR YES-NO ARRESTS-FOR-CRlMES-DONE ITEMS 
CALIFORNIA PRISON SAMPLE 

Standard 
Crime Survey Record "Bias" Error of 

Category N Mean Mean S-R Difference 

Burglary 333 .31 .42 -.11;'~ .03 

Robbery 327 .35 .49 - . 14;'~ .02' 

Assault 329 .26 .34 - .0S"k .03 

Theft 331 .19 .20 -.01 .02 

Auto Theft 336 .11 .19 -. 08;'~ .02 

Forgery 332 .11 .09 .02 .02 

Fraud 338 .02 .00 . 02;'~ .01 

Drugs 337 .13 .10 .03 .02 

NOTES: 

Symbols: 
N Number. of Observations 
S-R Survey Mean Minus Record Mean 

*2 Standard Error Confidence Interval of S-R does not include 
zero. 

I 
• I , 

I 
i 
~ 
~ I; 
II 

II 
1\ 
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11 
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1 
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I 
I 
f 
I 
\ 

! 
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Table C. 28 

ITEM BIAS SCORES FOR YES-NO ARRESTS-FOR-CRlMES-DONE ITEMS 
MICHIGAN PRISON SAMPLE 

Standard 
Crime Survey Record "Bias" Error of 

Category N Mean Mean S-R Difference 

Burglary 352 .24 .22 .01 .02 

Robbery 346 .25 .29 -.04 .03 

Assault 350 .17 .21 -.04 .02 

Theft 348 .17 .19 -.02 .02 

Auto Theft 351 .10 .08 .03 .02 

Forgery 356 .04 .06 -.02 .01 

Fraud 353 .01 .01 .01 .01 

Drugs 355 .13 .11 .02 .02 

NOTES: 

Symbols: 
N Number of Observations 
S-R Survey Mean Minus Record Mean 

;';2 Standard Error Confidence Interval of S-R does not include 
zero. 

-
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Table C.29 

ITEM BIAS SCORES FOR YES-NO ARRESTS-FOR-CRIMES-DONE ITEMS 
TEXAS PRISON SAMPLE 

Standard 
Crime Survey Record "Bias" Error of 

Category N Mean Mean S-R Difference 

Burglary 566 .31 .47 - .16·;'( .02 

Robbery 566 .13 .22 . -. 09~'· .02 

Assault 571 .12 .11 .01 .02 

Theft 563 .15 .21 -. 06~'· .02 

Auto Theft 574 .08 .08 .00 .01 

Forgery 563 .08 .08 -.00 .01 

Fraud 573 .02 .02 -.00 . OJ, 

Drugs 574 .10 .13 -. 03~'· .01 

NOTES: 

Symbols: 
N Number of Observations 
S-R Survey Mean Minus Record Mean 

*2 Standard Error Confidence Interval of S~R does not include 
zero. 
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Table C. 30 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR CONTINUOUS ARRESTS-FOR-CRIMES-DONE ITEMS 

CALIFORNIA PRISON SAMPLE 

Record Method Retest Method 

Lower Upper 
Bound7• Bound7.~'( N Vr ;',-l\i', 

Crime 
Category N 

Burglary 333 .25 .50 57 .78 

Robbery 326 .54 .73 57 1.00 

Assault 329 .25 .50 53 .85 
, 
.15 .39 54 .99 Theft 330 

Auto Theft 336 .36 .60 56 .94 

Forgery 330 .63 .79 55 1.00 

Fraud '338 58 1.00 

Drugs 337 .22 .47 57 .79 

NOTES: 
*Correlation of the Survey and Record 
**Square Root of the Correlation of the Survey and Record 
~'1"7\~'(Square Root of the Correlation of the Survey and Retest 
--No Variation Observed 



-142-

Table C.31 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR CONTINUOUS ARRESTS-FOR-CRIMES-DONE ITEMS 

NICHIGAN PRISON SAMPLE 

Record Method Retest Method 

Crime Lower Upper 
Category N Bound'1~ Bound'1d~ N F ~(it(it( 

Burglary 352 .28 .53 42 .98 

Robbery 346 .16 .40 41 .97 

Assault 350 .27 .52 44 .50 

Theft 347 .08 .29 43 .45 

Auto Theft 351 .38 .62 44 .59 

Forgery 356 .60 .78 44 1.00 

Fraud 353 .oot .00 45 

Drugs 355 .38 .62 45 .89 

NOTES: 
;\-Correlation of the Survey and Record 
'1~'1~Square Root of the Correlation of the Survey and Record 
;1~;h'~Square Root of the Correlation of the Survey and Retest 
tFraud Correlation of -.0077 Was Truncated to .00 
--No Variation Observed 

I 
II 
t; 
.\ 

1 
I 
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Table C.32 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR CONTINUOUS ARRESTS-FOR-CRIMES-DONE ITEMS 

TEXAS PRISON SAMPLE 

Record Method Retest Method 
Crime Lower Upper 

Category N Bound'1~ Bound'1d~ N Vr 7(i'(";'( 

Burglary 566 .21 .46 133 .81 
Robbery 566 .51 .72 133 .79 
Assault 571 .29 .54 134 .87 
Theft 563 .15 .39 129 .53 
Auto Theft 574 .38 .62 137 .88 
Forgery 562 .41 .64 132 .91 
Fraud 573 .05 .21 138 .58 
Drugs 574 .57 .75 135 .91 

NOTES: 
*Correlation of the Survey and Record 
::~quare Root of the Correlation of the Survey and Record 
"""Square Root of the Correlation of the Survey and Retest 
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Table C.33 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR YES-NO VERSION ARRESTS-FOR-CRIMES-DONE ITEMS 

CALIFORNIA PRISON SAMPLE 

Record Method Retest Method 

N Vr .1 .. 1 .. 1. r 1\1\" 

Lower Upper 
Bound'l'( Bound~h', 

Crime 
Category N 

Burglary 333 .42 .65 57 .82 

Robbery 327 .60 .77 57 .94 

Assault 329 .28 .52 53 .65 

Theft 331 .34 .58 55 .71 

Auto Theft 336 .42 .65 57 .84 

Forgery 332 .50 .71 55 1.00 

Fraud 338 58 1.00 

Drugs 337 .44 .66 57 .79 

NOTES: 
*Correlation of the Survey and Record 
~1,~I'Square Root of the Correlation of the Survey and Record 
~1.~ld:Square Root of the Correlation of the Survey and Retest 
--No Variation Observed 
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Table C.34 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION ATTENUATION FACTORS) 
FOR YES-NO VERSION ARRESTS-FOR-CRIMES-DONE ITEMS 

MICHIGAN PRISON SAMPLE 

Record Method 

Crime Lower Upper 
Category N Bound1r BQund-:d ( 

Burglary 352 .43 .66 

Robbery 346 .38 .62 

Assault 350 .29 .54 

Theft 348 .24 .49 

Auto Theft 351 .33 .57 

Forgery 356 .47 .68 

Fraud 353 .00i- .00 

Drugs 355 .57 .76 

NOTES: 
~rCc:r:relation of the Survey and Record 

Retest Method 

42 

41 

.82 

.89 

44 .74 

43 

44 

44 

45 

45 

.70 

.85 

1.00 

.74 

'I',~I(Sguare Root of the Correlation of the Survey and Record 
-:dorSq,uare Root of the Correlation of the Survey and Retest 
trraud Cor.relation of -.0081 Was Truncated to .00 
--No Variation Observed 

--
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Table C.35 

RELIABILITY ESTIMATES (MULTIPLICATIVE CORRELATION A'ITi~NUATION FACTORS) 
FOR YES-NO VERSION ARRESTS-FOR-CRIMES-DONE ITEMS 

TEXAS PRISON SAMPLE 

Record Method Retest Method 

Crime Lower Upper 
Category N Bound~~ Bound~h'~ N Vr i t

,;'(;', 

Burglary 566 .49 .70 133 .81 

Robbery 566 .55 .74 133 .91 

Assault 571 .32 .57 134 .86 

Theft 563 .21 45 ":9 .74 

Auto Theft 574 .35 .59 137 .90 

Forgery 563 .49 .70 133 .94 

Fraud 573 .08 .28 138 .76 

Drugs 574 .54 .74 135 .90 

NOTES: 
";'~Correlation of the Survey and Record 
";'r;I~Square Root of the Correlation of the Survey and Record 
'i'dd~Square Roo·t of the Correlation of the Survey and Retest 

r 
I' , 
f 

i 

i 
f 

! 
~ 
l 
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Table C.36A 

REGRESSION COEFFICIENTS (S) FOR PREDICTOR VARIABLES ON RESPONDENT 
BIAS SCORES FOR ARRESTS-FOR-CRIMES-DONE BY STATE 

California Michigan Texas 
Variable e s.e. e s.e· e s.e. 

Education (Xl) .008 (.020) -.011 (. fl13) -.020 (.010) 

Personal Administration (X2) .195 (.136) .165 (.127) -.008 (.042) 

Missed Current Conviction Items (X3) .006 (.008) -.006 (.005) .004 (.004) 

Missed Arrest Incident: Ite.ms (X4) -.007 (.010) -.012 (.007) .004 (.005) 

Missed Arrest Done Items (X5) .069 * (.025) .153 * (.027) -.003 (.016) 

Time Since Arrest (X6) .0001 (.002) .0001 (.001) :....0001 (.001) 

Number of Felony Convictions (X7) .049 * (.021) .028 (.018) .044 * (.012) 

Record Street Months Later (X8) .078 (.067) .012 (.049) .0004 (.044) 

Survey Street Months Later (X9) -.099 (.153) -.088 (.078) .032 (.056) 

Age (X10) -,003 (.004) -.006 * (.002) -.004 * (.001) 

Race (X11) .009 (.048) -.055 (.036) .018 (.027) 

Constant -.372 .058 .097 
f,.:'ljusted R2 .021 .136 .fl17 
F 1.633 5.809 * 1.876 

NOTES: 
California N= 325 
Michigan N= 338 
Texas N= 562 

* p~.Ol 

Ability Variables 
Xl ~ Education (reported in survey by respondent) (highest grade completed) 0 = No schooling, 

1 = 6th grade or less, 2 = 7th-9th grade, 3 = 10th-11th grade, 4 = high school graduate, 
5 = some college, 6 = college graduate, 7 = post graduate study 

X2 = Respondent required assistance with reading questionnaire;· 0 = No, 1 = Yes 
X3 = Number of skipped items for Current Conviction Section 
X4 = Number of skipped items for Arrest Incident Section 
Xs = Number of skipped items for Arrests for Crimes Done Section 
Memory Variables 
X6 = Elapsed time since end of street months. This variable was built using the year· 

arrested response. mUltiplied by 12 and added to the number of the month arrested. 
(Months coded January = 01 •..• December = 12) 

X7 = Number of felony convictions in lifetime (reported in survey by respondent) 1 = Never, 
2 = once, 3 = 2-3 times, 4 = 4-6 times, 5 = 7-10 times, 6 = 11-15 times, 7 = 16 or 
more times (Indicator of Interference) 

Record Match Problem Potential 
X8 = Recorded street months ended later than survey version. 0 = No, 1 = Yes 
Xg = Survey reported street months ended later than record version. 0 = No, 1 = Yes 
Demographic Variable 
XIO = Respondent age (reported in survey by respondent) 
X11 = Respondent race (dummy variable) 0 = nOn\o7hite, 1 = white 
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Table C.36B 

MEAt\fS, STANDARD DEVIATIONS, AND HIGHEST PREDICTOR INTERCORRELATION FOR PRED'ICTOR 
VARIABLES ON ARRESTS-FOR-CRIMES-DONE ITEMS,RESPONDENT BIAS AND TOTAL 

ERROR SCORES BY STATE (SEE TABLE C.36A) 

California M;l.rhlglln Texas 

standard standard standard Variagle mean deviation h.p.i. mean deviation h.p. i. mean G'eviation 

Education (Xl) 3.56 1.19 X2-·16 3.41 1.31 X5-·20 3.19 1.30 
Personal .Administration (XZ) .03 .17 X1-·16 .02 .13 X7·16 .12 .33 
Missed Current Conviction Items (X3) .60 2.94 X9·17 .67 3.09 X4·16 .67 2.88 
Missed Arrest Incident Items (X4) .9S 2.3S X7·17 1.04 2.56 X3·16 1.12 2.70 
Missed Arrest Done Items (X5) .36 .93 X4·09 .21 .64 X1-·20 .25 .78 
Time Since Arrest (X

6
) 924.1,8 N.7S X8-·33 91S.60 24.74 X10-·26 923.38 22.41 

Number of Felony Convictions (X
7
) 3.29 1.17 XU,21 3.0S .96 X

ll
,18 3.02 1.06 

Record Street Months Later (X8) .16 .37 X6-.,33 .14 .3S XS·18 .09 .29 
Survey Street Months Later (X9) .02 .16 X3 ·17 .OS .21 X6·12 .06 .23 
Age (XlO) 27.48 6.53 X7·12 26.13 7.23 X6-·26 27.37 9.S3 
Race (X

ll
) .42 .49 X7·21 .31 .46 X7,18 .36 .48 

NOTES: 

California N = 325 
Michigan N 338 
Texas N = 562' 

Si'MBOLS: 

h.p.i. = highest predictor in.tercorre1ation 

h.p.i. 

X2-·31 

X1-·31 

X4 ·15 

XS·21 

X4 ·21 

X10-·28 

XlO ·29 

X6-·16 

X10 ·14 

X7 ·29 

X2-·19 

I 
f-J 
+:
CO 
i 
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Table C.37A 

REGRESSION COEFFICIENTS (6) FOR PREDICTOR VARIABLES ON TOTAL 
ERROR SCORE FOR ARRESTS-FOR-CRIMES-DONE BY STATE 

California Michigan Texas 
Variable f3 s.e. f3 s.e. f3 s.e 0 

Education (Xl) 

Personal' Administration (X2) 

Missed Current Conviction Items (X3) 

Missed Arrest Incident Items (X4) 

Missed Arrest Done Items (X5) 

Ti~e Since Arrest (X6) 

Number of Felony Convictions (X7) 

Record Street Months Later (X8) 

Survey Street Months Later (X9) 

Age (XlO) 

Race (Xl1) 

Constant 

Adjusted R2 

NOTES: 
California N= 325 
Michigan N= 338 
Texas N= 562 

* p.,::..Ol 

Ability Variables 

-.001 

.113 

-.006 

.002 

-.005 

-.002 

.033 

.055 

.059 

-.006 

.024 

1.888 

.005 

1.140 

(.018) 

(.121) 

(.007) 

(.009) 

(.022) 

(.001) 

(.019) 

(.059) 

( .136) 

(.003) 

(.043) 

.006 

.024 

.001 

-.004 

.102 * 
-.0004 

.045 * 

.068 

.019 

-.008 * 
-.020 

.699 

.110 

4.773 * 

(.011) 

(.110) 

(.005) 

(.006) 

(.023) 

(.001) 

(.016) 

(.042) 

(.068) 

(.002) 

(.031) 

-.004 

·.027 

-.001 

.005 

.005 

.0004 

.060 * 

.077 

-.003 

-.004 * 
.007 

-.187 

.054 

3.896 * 

(.009) 

(.037) 

(.004) 

(.004) 

(.014) 

(.0005) 

(.011) 

(.039) 

(.050) 

(.001) 

(.024 ) 

Xl - Education (reported in survey by respondent) (highest grade completed) 0 = No schooling, 
1 = 6th grade or less, 2 = 7th-9th grade, 3 = 10th-11th grade, 4 = high school graduate, 
5 =; ,some college, 6 = college graduate, 7 = post graduate study 

X2 Res!='.ondent required assistance with reading questionnaire;· 0 = No, 1 = Yes / 
X3 Number of skipped items for Current Conviction Section 
X4 Number 0;; skipped items for Arrest I"cident Section 
X5 Number of skipped items for Arrests for Crimes Done Section 
Memory Variables 
X6 - Elapsed time since end of street months. This variable was built using the year 

arr.ested response multiplied by 12 and added to the number of the month arrested. 
(Hon ths cod ed January = 01. ••• December = 12) 

X7 = Number of felony convictions in lifetime (reported in survey by respondent) 1 = Never, 
2 = onc~, 3 = 2-3 times, 4 = 4-6 times, 5 = 7-10 times, 6 = 11-15 times, 7 = 16 or 
more times (Indicator of Interference) 

Record Match Problem Potential 
X8- Recorded street months ended later than survey version. 0 = No, 1 = Yes 
Xg = Survey reported street months ended later than record version. 0 = No, 1 = Yes 
Demographic Variable 
XIO - Respondent age (reported in survey by respondent) 
XII = Respondent race (dummy variable) 0 = nonwhite, I = white 



" \I 

Table C.37B 

MEANS AND STANDARD DEVIATIONS FOR PREDICTOR VARIABLES 
ON ARRESTS-FOR-CRIMES-DONE ITEMS 

TOTAL ERROR SCOJill BY STATE (SEE TABLE C.37A) 
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Table C.38 

RELIABILITY ESTIMATES (LOWER BOUND MCAF) 
FOR CONTINUOUS ARRESTS-FOR-CRIMES-DONE ITEMS BY STATE 

RETEST SAMPLE 

California Michigan Texas 

Crime S,R R,R S ,R R,R S ,R 
Category N r r N r r N r 

Burglary 53 .30 .35 34 .25 .45 123 .47 

Robbery 53 .47 .46 34 .01 .08 124 .68 

Assault 50 .38 .37 36 .66 .61 123 .42 

Theft 50 -.03 -.04 35 .03 -.00 120 .04 

Auto Theft 53 .22 .03 36 .07 .13 126 .52 

Forgery 52 1.00 1.00 36 1.00 1.00 121 .56 

Fraud 54 37 127 -.02 

Drugs 53 .57 .25 37 125 .43 

NOTES: 

Symbols: 
N = Number of Observations 
U,R = Survey Record 
R,R = Retest Record 
r = Correlation Coefficient 
-- = No Variation Obroerved 

---~- ----

\ 

R,R 
r 

.46 

.63 

.30 

.20 

.75 

.71 

-.02 

.66 

" 
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Tab1e C.39 

RELIABILITY ESTIMATES (LOWER BOUND MCAF) 
FOR CONTINUOUS ARREST INCIDENT 'ITEMS BY STATE 

RETEST SAMPLE 

Crime 
Category N 

Burglary 46 

Robbery 47 

Assault 46 

Homicide 46 

Auto Theft 44 

Theft 43 

Forgery 43 

Fraud 43 

Drugs 44 

NOTES: 

Symbols: 

California 

S,.R R,R 
r r 

.53 .51 

.42 .43 

.40 .38 

.76 .76 

.65 .67 

.63 .32 

.70 .56 

.50 45 

N = Number of Observations 
S,R = Survey Record 
R,R = Retest Record 
r = Correlation Coefficient 

= No Variation Observed 

Michigan 

S,R R,R 
Ni r r N 

32 .62 .09 108 

35 -.04 -.04 99 

32 .67 .70 96 

31 -.07 -.05 95 

32 -.07 .34 97 

31 -.20 .25 99 

32 1.00 1.00 98 

32 93 

32 98 
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Appendix D 

SELECTED SURVEY QUEsiiIDNS: SPANISH LANGUAGE VERSION 

This appendix contains reproductions of the questions, in the 

Texas Spanish version of the questionnaire, which were used in our analyses. 

Exhibit D.1 and D.2 show the set of questions and the calendar used to 
S,R R,R 

establish the Street Months. Exhibit D.3 gives the Current Conviction r r 
questions and E~libit D.4 the Arrest Incidents questions. Exhibit D.5 

.50 .52 shows the questions on Arrests for Crimes Done, and Exhibit D.6 
the questions selected to generate the Predictor Variables . 

. 40 .55 t 
i 

.48 .26 ) 

t .70 
J 

-.06 .35 
I 
J 
j 
i 
I 

.59 .52 

.77 .64 

-.02 -.02 

.45 .60 



r r 

.~ 

f 
I 
t 
I 

I : 

! 



1. 

2. 

La siguiente parte se 
la condena presente. 
Las instrucciones en 
la mano si encuentra 

--~~~- ---- - -- - - -
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Exhibit D.l 

STREET MONTHS QUESTIONS 

refiere al perlodo antes de que fue arrestadc por 
Hay una tarjeta azul que contiene un calendario. 

esta pagina Ie explican como llenarlo. Levante 
problema en llenarlo. 

6POr esta condena presente, en que ana fue arrestado? (Si fue arrestado 
varios veces por esta sentencia, ponga el arresto mas corriente.) 

Ano Arrestado: 

Escriba ese ana donde dice !lAno Arrestado ll en el calendario. 

3. 6En que mes de ese ana fue aquel arresto? 

Mes Arrestado: 

Escriba lIarrestado" en el calendario en ese mes (por el "Arlo 
Arrestaclo"). 

4. Ahora, dibuje una linea por todos los meses despues de ese mes 
(hasta el extremo del ano). 

5. No Ie preguntaremos nada acerca de 10 que Ie sucedio en los meses 
marcado .con una linea. 

6. 6Cual fue el ana antes de que fue arrestado? 

Ano Antes del Arresto: 

Escriba ese ana en el calendario donde dice "Ano Antes del Arresto". 

7. 6Durante todo los meses en el calendario, antes de que fue arrestado 
(incluyendo ambos anos), estuvo encarcelado un mes 0 mas? 

NO- 0 
1 

SI Ponga X en todos los meses que 
estuvo encarcelado. (Si no 
puede recordar exactamente, 
piense que temporada fue y ponga 
X en todos los meSeS que fue 
encarcelado durante esa 
temporada). 

CARD 03 

8 

''"/ 

12 
, , / 

14 
, , , , / 

18/ 

I 
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8. Ahora, vease el calendario. Todas las cajas blancas (sin X 0 lineas) 
son meses que estuvo afuera de lacarcel antes de que fue arrestado. 

9. Cuente todas las cajas blancas. 
6Cuantos meses fueron? ___________ Meses 

10. Sera cuestionado ace rca de 
estos y tamblen acerca del 
mes que marco Vd. "Arrestado". 
Para obtener la suma de estos 
meses anada un mes y escriba 
el total aqul.------------------------~ .. ~ 

+ 1 

Todos Meses Fuera 
de la Carcel 

11. Escriba este numero total en la caja en el calendario dande dice 
IlMESES EN EL CALENDARIO FUERA DE-,LA CARCEL". Necesitara este ni:imero 
para contestar las preguntas siguientes. 

12. Bajo el mes marcado "Arrestado" escriba "lncluya 
este 
mes." 

Por escribir esto, Ie recordara incluir 
este mes en las respuestas. 

19 
"/ 

21 
" / 

23/ 

" ; ;' 
if 
J 

r 
! 
! 
1 



r 

1911 
ANO ANTES DE 
SER ARRESTADO 

19 7~ -ANO 
ARRESTADO 

Exhibit D.2 

CALENDAR FOR CALCULATING STREET MONTHS 

21542 

LAS INSTRUCCIONES PARA EL usa DE ESTE CALENDARIO ESTAN INCLUIDAS EN EL ESTUDIO 

INVIERNO PRIMAVERA VERANO OTONO 

agosto septiembre oetubre noviembre ..!!£c:iembre 

agosto septiembre octobre noviembre diciembre 

X -I--t--t-----+-___+__--I-

MESES EN EL 
CALENDARIO .. 
FUERA DE LA 
CARCEL 

/5 
r 

1 
I-' 
\Jl 
0\ 
I 



--------------------------------------------~-------------------------------------
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Exhibit D.3 

CURRENT CONVICTION QUESTION 

6. Estas preguntas se refieren, solamente a los crimenes (0 crimen) por las 
que ahora esta cump1iendo esta condena. LDe cua1es cargo(s) fue cu1pado, 
por los que 1e tienen encarce1ado presentemente? (Marque todo 10 
ap1icab1e. ) 

[Jl Asa1to/AAM (Asa1to con arma mortal) 

[J Robo de automovil/Robo de vehrculo 

[J Robo can esca1amiento 

[J Poses ion de dragas 

[J Venta de dragas 

[J Falsificacion/Cheques malas/Tarjeta de 
credita mala 

[J Fraude a estafa 

D Secuestro 

D Asesinato/Hamicidia sin premeditacion 

[J Pasesion 0 recibir prapiedad rabada 

D Rapta 

D Raba 

D Of ens a sexual (no siendo rapta) 

D Hurta/Hurta grande/Raterra 

D Delita de armas 

[] Otra, lcual? 

43/ 

44/ 

45/ 

46/ 

47/ 

48/ 

49/ 

50/ 

51/ 

52/ 

53/ 

54/ 

55/ 

56/ 

57/ 

58/ 



4. 

-------------------- --- ~ 

-158-

Exhibit D.4 

ARREST INCIDENTS QUESTIONS 

Vease el calendario. ~Durante los MESES EN EL CALENDARIO FUERA DE LA 
CARCEL, cuantas veces fue arrestado por cada de estos crimenes1 Cuente 
como un arresto aunque en actualidad, no cometio el crimen por 10 que 
fue arrestado. (Marque NINGUN si no fue arrestado por ese crimen.) 

ROBO CON ESCALAMIENTO 

ROBO 0 ROBO CON ARMA 

AS ALTO , ASALTO AGRAVADO 0 
ASPLTO CON ARMA 

ASESINATO 0 HOMECIDIO SIN 
PREMEDITACION 

ROBO DE AUTOMOVIL, ROBO 
DE UN VEHICULO CON MOTOR 

HURTO, HURTO GRANDE, 
RATE RIA , RATERIA GRANDE 

FALSIFICACION, USO DE 
TARJETA DE CREDITO MALA 
o ROB ADA 0 USO DE CHEQUES 
MALOS 

FRAUDE 

VENDER DROGAS, POSEER DROGf-S 
PARA LA VENTA 0 TRANSPORTAR 
DROGAS 

arrestos 

arrestos 

arrestos 

arrestos 

arrestos 

arrestos 

arrestos 

arrestos 

arrestos 

0 NINGUN 0 00 

0 NINGUN 0 

0 NINGUN 0 

0 NINGUN 0 

0 NINGUN 0 

0 NINGUN 0 

o NINGUN D 

o NINGUN 0 

o NINGUN 0 

12 
, , I 

14 
" I 

16 
, 'I 

18 
" it; 

20 
, 'I 

22 
"I 

24 
, , I 

26 
, , I 

28 
, 'I 

f 

.J 
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Exhibit D.5 

ARRESTS FOR CRIMES DONE QUESTIONS 

Burglary 

1. ~.Durante los HESRS EN EL CALENDARIO FUERA bE LA CARCEL cometio robos 
con escalamiento? (Cuente todas las veces que se metia a una casa 
o automavil 0 comercio para robar.) 

5. 

NO D2 • conti nue en la pagi na 18 

lPor cuantos de estos robos con escalamiento fue arrestado? (Incluya 
todos los arrestos por robo con escalamiento aunque fue carga'io por 
otro crimen.) 

- ___ Arrestos por rob;'ls con escalamiento 

Business Robbery 

1. lDurante los MESES EN EL CALENDARIO FUERA DE LA CARCEL, roba algun 
negocio? Eso es decir, roba con arma una tienda, gasolinera, banco, 
taxi, u otro negocio? 

SI 0 
1 NO O 2• conti nue en la pagi na 20 

5. lEn cuantos de estos robos £ue arrestado? (Incluyendo todas las veces 
que fue arr~stado por robe de negocio aunque fue acusado por otra 
cosa. ) 

____ Arrestos por robos de negocio 

Perso~al Robbery 

1. lDurante los MESES EN EL CALENDARIO FUERA DE LA CARCEL, roba a alguien, 
ataca, cometia robe de calle, arrebatimiento de bolsa 0 roba con arma 
en cas a 0 automovil? (No incluya robos de negocio 0 robos con arma 
durante un robo con escalamiento que ya menciona.) 

SI 0 
1 NO o. conti nue en la pagi na 22 

2 

5. lEn cuantos de estos robos fue arrestado? (Incluyendo todas las veces 
que fue arrestado par robo de persona, aunque fue acusado por otro 
crimen. ) 

- ____ Arrestos por robos de persona 



" " 
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Assault 

;to iDurante los ME8E8 EN EL CALENDAR10 FUE~ DE LA.CARCEL, aunque nadie ~ 
fue lastimado, as alto a alguien, amenazo a algu~en con una arma,.tr~to 
de balazear 0 apunalar a alguien, 0 golpear 0 estrangular a algu~en: 

NO O
2

• continue en la 
pagi na 26 

4. iCuantas veces fue arrestado cuando asalto, amenazo, disparo, trato 
de apunalar, 0 golpear, 0 estrangulo a alguien? 

Arrestado -----

Theft 

1. iDurante los ME8E8 EN EL CAL~~DAR10 FUERA DE LA CARCEL, cometio un 
hurto 0 raterfa de tiendas? Eso es decir, robe de una caja 0 registro, 
robe de tiendas, carterista 0 robar a alguien sin que supieran. (No 
incluya robe de automovil.) 

81 0 
1 

NO O
2

• conti nue en la pagi na 28 

5. iEn cuantos de estos hurtos fue arrestado? (Incluya todas las veces 
que fue arrestado por hurto, aunque fue cargado por otro crimen.) 

Arrestos por hurtos ----

Auto Theft 

1. iDurante los ME8ES EN BL CALENDAR10 FUERA DE LA CARCEL, cometio robos 
de aut omovi 1 , carnian, motorcicleta? 

81 D1 NO D 2• conti nue en la pagi na 30 

5. iPor cuantos robos de vehiculos fue arrestado? (Incluya todas las 
veces que fue arrestado por robe de veh1culo, aunque fue cargado por 
otra cosa.) 

__ ~_ Arrestospor robos, de vehfculo 
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Forgery, Card 

1. iDurante los MESE8 EN EL CALENDARIO FDERA DE LA CARCEL, falsi fico algo, 
uso una tarjeta de credito mala 0 robada, 0 falsi fico un cheque? 

81 0 
1 

NO D. conti nue en la pagi na 32 
2 

5. iFue arrestado Vd. por cuantos de estos falsificaciones,tarjetas 0 

cheques malos? (Incluya todas las veces que fue arrestado por una de 
estas cosas, aunque fue acusado por otra.) 

--~-
Arrestos 

1. iDurante los ME8E8 EN EL CALENDAR10 FUERA DE LA CARCEL, cometio fraude 
o estafa a persona, negocio, 0 gobierno? 

81 0 
1 

NO q. conti nue en la pagi na 34 

5. iEn cuantos de estos fraudes 0 estafas fue arrestado? (Incluyendo 
todas las veces que fue arrestado por fraude 0 estafa aunque fue 
acusado por otra casa.) 

____ Arrestado por fraudes 0 estafas 

Drugs 

1. iDurante los MESES EN EL CALENDARIO FUERA DE LA CARCEL veridio drogas? 
Eso es decir, hizo, vendio, fue contrabandista 0 movio drogas? 

81 0 
1 

NO 02. conti nue en la p~gi na 30 

5. iCuantas veces fue arrestado por ventas de drogas? 

____ Arrestos por drogas 



Xl 

X6 
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Exhibit D.6 

SOURCE QUESTIONS FOR SELECTED PREDICTOR VARIABLES 

Education 

;'Cua1 fue el grado 0 division 
, 

alto completo en la escuela? mas que 

00 Ninguna esenanza 

0 1 Sexto grado o menos 

O2 7-9 grado 

D3 10-11 grado 

D4 Graduado de high school 

05 Algo de colegio 

06 Graduado de colegio 

0 7 Estudio posgraduado 

Time Since Arrest 

;'Por esta condena presente, en que ana fue arrestado? (Si fue arrestach 
varios veces por esta sentencia, ponga el arresto mas corriente.) 

Ano Arrestado: 

Escriba ese ano donde dice "Ano Arrestado" en el calendario. 

X7 Number of Felony Convictions 

;'En toda su vida, cuantas veces ha sido condenadode una fe'ion:la? 

0 Nunca 

0 Una vez 

0 2-3 veces 

0 4-6 veces 

0 7-10 veces 

0 11-15 veces 

0 16 0 mas veces 

X1D Age 

;'Cuantos anos cumplio el d:la de su ~ltimo cumpleanos? 

Anos ------

~---------

;.De que r~za es Vd.? 

-163·-

0 1 Asiatico 

D2 Negro 

0 3 Chicano/Latino 

0 4 Indio/Nativo-Americano 

05 Blanco 

0 6 0tro 
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Append~x E 

FtELDWORK FORMS AND EX~LE RAP SHEET 

This appendix contains a reproduction of the notice we 

mailed to inmates selected to participate in the survey, and 

also a reproduction of the Agreement to Participate form. In 

~ddition, it contains an example of a California RAP Sheet. 

Preceding page blank 
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Exhibit E.l 

NOTICE MAILED TO SAMPLED INMATES 

The Rand Corporation, a research company, will be doing a survey of 

men in this facility. This is part of a nationwide survey of men in 

prisons and jails. Your name has been randomly selected for the survey. 

You will be scheduled for a meeting where the researchers will explain 

the survey. You may then choose whether or not to take the survey. If 
I ~ >' ! 

you choose to tak~the survey, it will be given at that meeting. The 

survey will take about one hour and you will receive $5.00 to your account. 
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Exhibit E.2 

DESCRIPTION OF SURVEY/AGREEMENT TO PARTICIPATE * 
This form describes the Rand Jail/Prison Survey. It is also the form which you 

use to indicate that you agree to take the survey. If you agree to participate in 
the survey, print your name in the space on this form •. 

I agree to participate in a survey being conducted by The Rand Corporation. I 
understand that The Rand Corporation is a private, nonprofit corporation that does 
research on public policy issues. I understand further that the purpose of the survey 
is to collect information from men who are serving time in prisons and jails to find 
out our opinions and experiences with the criminal justice system, how we are treated 
when we are in jailor prison, and what are out opinions, past activities, and ex-
perienc~s in doing crime. . 

I understand that I will be given a booklet of question2 to answer. The booklet 
has a number on it but I do not need to print my name on this booklet. I agree to 
print my name in the space provided on this form which has the same number as the 
booklet. My name may be retained for followup research ·but my name will be kept in a 
separate place from my answers. 

I understand that The Rand Corporation will use the numbered sheet to combine 
my an~wers with information about my arrests, classification, and treatment by the 
criminal justice system. Researchers will collect this information from records 
kept by c~iminal justice agencies--such as police, courts, jails, and prisons. 

I understand that Rand will use my answers to questions in the survey booklet 
and the information they collect from criminal justice agencies only for the pur
poses of research. Federal law requires that my answers and all of the other informa
tion collected by the researchers be kept strictly confidential. The law provides 
that copies of my answers are immune from legal process and cannot be admitted as 
evidence in any judicial or adnlinistrative proceeding without my written consent.* 
This means that unless I agree, no court, police department, jailor prison ~an get 
copies of my answers from the researchers. However, I understand that the law makes 
no mention of legislative proceedings and may not protect this information from a 
legislative subpoena. 

I understand that my participation is completely voluntary. I do not have to 
participate in the survey and I do not have to give permission to The Rand Corporation 
to obtain information about my arrests, classification, and treatment by criminal 
justice agencies. By answering the questions in the survey I am agreeing to parti
cipate and to permit The Rand Corporation to obtain such information from criminal 
justice agencies. I can refuse to answer the questions either now or after I h~ve 
seen the surveybockl~t.~he only benefits to me from answering all the questions 
are that I will receiv~ a payment of $5.00 and that I may later be asked to volunteer 
to participate in another survey, for which I will also be paid. 

PLEASE PRINT YOUR NAME HERE 
FIRST LAST 

11557 
Prison/Jail Number 

* 42 U.S. Code 377l(a) says: 
"No officer or employee of the Federal Government, nor any recipient of 

asr.istance under the provisions of this chapter shall use or reveal any research 
or statistical information furnished under this chapter by any person and identi
fiable to any specific private person for any purpose other than the purpose for 
which it was obtained in accordance with this chapter. Copies of such information 
shall be immune from legal process, and shall not, without the consent of the person 
furn~.shing such information, be admitted as evidence or used for any purpose in any 
action, suit, or other judicial or administrative proceedings." 

* reproduction is reduced 23% 
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Exhibit E.3 

EXAMPLE CALIFORNIA RAP SHEET 

Th. followll'lI CII NCOrd, NUMBER 

9-26-61 PO SACR/lMElH0, 

52257 

10-9-61 SO SACRAME~TJ 
25625 

1-~3-63 PO S/lC~AMENTO, 
52257 

3-0-63 CALIF. CEPT. OF 
COR~ECT I O:--:S, 
A 76934 

1-14-66 PO SA~ FR/lNCISCO, 
2060 79 

f 

2-12-66 PO SACRAt-£ NTO, 

52257 

2-14-60 50 SACRAMENTO, 
25 625 

ENTRIES INDICAnD BY 

S~A~! Of CAl,I-OaS',,,, 

DU'AR'Mf~' 0' JUSllCf 

BUREAU OF IDENT IFICA TION 

PAGE 2 

' COf-JT I NUED P.AGE ,) 

IS ,.OR OfFICIAl. USE ONLY 

Olal"'OelTION 

I 
1,.vla.PRss. 
,'2. 647fPC 

9-28-6" '.,fN~.6 Ma 
co JL; 2.,90 CS,cwGB 

:3 YR5 

I 
BURG !J/5,3 YR5 PROf:. 

I I 
JGT/l,BU~G.2 :3-b-b3,BURG 2 CT5, 

I CTS I.DI5M;CT 3 ~ GT/l,ST. 
IPR. 

j I 
j GT ~ BU::;~. I FROM: SACT0 CO 
'2ND DEG(4~7 TERI1:6 M8S-IO Y~S f~ 
! 5.. 459 PC) j6t-:C!S-15 Y~S CC 
I 15-17-b5,P.A~OLED(IO) 
) '13-8-70,TE~'.CIStH. 
! 

" 

I. 647F PC !1-14-t6, 1.,~O DS s:: 
U/INFLU.ALC 12-4-66,2.,<0 OS CJ 

12. 4143;.2S.P JCTS -
I Ui~LAW.POSS. 12-1<-66, ~.,CEL 
I HYF-:.J I'IEEDLE l-IIi-6o, Ii. ,DEL 
, OR SYR I NGE 

1

3. ElR SACTOI 
(211 PC/ROBB) 

i ENR i 

'

4. DIR.C0R~.1 
. (PER SEC 305b 
I PC/CUST OF I 

PAR8LED I 
PR t S01-JER) I 

I 
13-23-66,C8I-1M. T0 ST. 

PR ISON 
; 211 PC' 

211 PC/ROBS 
(CITY REMAh;DI 

I.Sl'UISK (.) AIlI NOT VEllfl£O BY FINGlRPRINTS IN CII FIW. 

, , 
: 
l 

r 
I 

'I 
! 

j 
I 
1 

I 

i 
1 
li ~I',,,~ ... __ ....... ¥._.,,.. ..... "_,., .. 
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Appendix F 

BIAS IN THE REGRESSION COEFFICIENT IF THE DIFFERENCE-SCORE DEPENDENT 
VARIABLE IS REGRESSED ON ONE OF ITS COMPONENTS AND THE 

COMPONENT IS MEASURED WITH ERROR 

The following explains why we did not use the number of reported 

or recorded arrests (or convictions) as predictors of the Individual 

Difference Bias Score. We want to know whether response error is a 

function of the number of events (arrests or convictions) to be recalled 

and we wish to use the recorded value as the predictor variable. The 

Individual Difference Bias Score is the dependent variable and is the 

difference between the number of reported and recorded events. The 

following shows that the estimated coefficient of the regression of the 

Difference Bias Score on the recorded value i,s negatively biased. 

We wish to fit the linear function 

ll=a+yT+11 (1) 

where 

II = Bias (difference), 

T True number of events, 

y parameter indicating the relationship of set size to bi.as, 

a = constant term~ 

11 = stochastic equation error term. 

Define the survey response, S, as a linear function of True 

score (T), bias correlated with true score (bT) , and random error (e): 

S = T + bT + e. 

Define the record observation similarly: 

R = T + b"'T + ... e • 

'----
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Assume 

c.ov (e,T) cov (e"', T) cov (e,e"') O. 

These are the same structural models and assumptions used in 

this report. The uncorrelated biases (B, B"') are assumed to have no 

variance and are omitted. 

The empirical bias score is defined as S - Rand S - R 

+ (e - e"'). 

T(b - b"') 

The available data are used to estimate Equation (1) as follows: 

SI - R = a + gR + u 

where 

g cov (S - R, R)/var R 
= [Cb - b"') var T + b"'Cb ~ b"') var T - var e"']/var R. (2) 

Now, assume that b 0, and observe that g t b # 0 

g -[(b"'+l)b'" var T + var e"']/var R. 

The estimate is negatively biased. 
g is an unbiased estimate of b if the record measure 

is perfect. Substituting (b'" = var e'" = 0) in eq 2: 

g = (b var T)/var T b. 

--------------~---,--------------

L 
1 
1 
,! ,-
I 
) 

I 
! 

1 
I 
f 

! ' 
I 
L 
(' 
I 
I 

II 
j1 
li 

I' 
Ii i 

j r 
~ 

l ~ 
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Appendix G 

WORKSHEET FOR ADDITIONAL MCAF ESTIMATES 

Item Dependent Variables 

Survey Qi=l, Qi=l, 
Qil Qi2 w=l w=2 

ETC. 
Step Entry Record Vi=l V.i=l Vi Vi 

1 
2 

R (Qiw' X) 

2 R2 (Vi' X) 

3 Step 1/ Step 2 
-

4 -V Step 3 

5 r (Qiw' Vi) 

6 Step 4 x Step 5 

7 -V Step 6 

8 Step 6 f Step 3 

9 -V Step 8 

Proceed one column at a time: 

STEP 1: Enter R2 from the regression Q. = a + BX + e 
l.W 

STEP 2: 

STEP 5: 

Where Q is a questionnaire item, i indexes the subject matter of the 
item (burglary, robbery, etc.) and w indexes whether this is an arrest 
incident or arrest-for-crime-done item (w=1,2) 

X is a vector of predictors that may change across i's (e.g., demographic 
characteristics, criminal history variables) 

a is an intercept, B are the regression coefficients, and e is a 
stochastic error term. 

2 Enter R from the regression Vi = a + BX + e where Vi is the record item 
corresponding to Qi' 

Enter the correlation of the questionnaire and record item scores. 

NOTE: Estimates for Steps 1, 2, and 5 must be based on the same respondent 
samples. Seek statistical advice about missing data treatment options. 

2 
STEP 6: Is an estimate of MCAF Qij 

STEP 9: Is an estimate of MCAFVi 
If the sampling distribution of MCAFV' is known, it is possible to test the 

validity of the assumptions underlyIng the estimates by noting whether the two 
estimates of MCAFVi are the same. 

,..;;:;:..,~~~=~~~~~~~~""",""""", .... - •• ,,, 
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