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This research project attacke§ the classic progigﬁdof infejring cell
entries in contingency tablesifrom marginals. The traditional approaches
to cell estimation take two forms. One traditional approach used the mar-
ginals to set upper and lower limits that each cell could assume. Since no
cell can be larger than the smaller of its row or column marginal, extrema
Subtracting the maxima of all cells save

are reasonably éasy to identify.

the one of interest from the marginals in either the row or column

generates the minimal value of the cell. One problem with this approach is

[
that multiple constraints may be operative and extreme values of cells may

be theoretically reached under the basicaliy unidimensional constraints
just indicated, but may not be attainable because constraints on other
cells may influence the extrema of the cell of interest. A second problem

is that this approach may yield very wide ranges .of the values a cell may

take.

The other traditional approach to cross-level inference assumes that
the cell entries are distributed according to a given and known parametric
distribution. Assuming that the distribution of cell entries follows a
multinomial probability distribution allows the investigator to employ a
maximum - likelihood ‘criterion %o pick out that one combinat;on of cell
values which satisfies the marginal constraints and maximizes likelihoéd.
Although this traditiomal approach yields point estimates, that precision
is purchased at the expense of assuming the researcher knows the distrib-
utional form.ﬁnderlyiﬁg the cells.

Yet another problem,w%Fh the traditional approaches; is their inability

i
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to incorporate inequality relations among tells into thé estimation. the
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class of problems this ?ééeach focuses on allows the researchers to
Postulate that certain cells are related in specific ways to other cells.
Traditonal approaches are inapplicable to those problems.

In particular this reseach centered on problems in which g given
population is partitioned into three subgroups at two points in time and
the aggregate size of those those subgroups is known at both times but the
movement of the elements is not known. We know, for example, how many
drivers exceeded 70 mph, how many were under 55 mph, and how many drove
between 55 and 70 in the years prior to and just after the imposition of
the 55 mph limit. We wish to estimate how many in each of those speed
categories shifted to other caﬁegories. We know the marginals and can
postulatewthat fewer 1973 driversJincreased speed than decreased or held
Steady ' in speed. How can this Situation yield estimates of Precision

without making distributional assumptions?

table, the investigator must know what could have happened. My research
extends the Davis and Duncan approach of finding extreme cell values from

2x2 tables to 3x3 tables and gets a handle on multi-operative constraints

The enumeration of al1 possible solutions also allows bypassing the

assumptsdon of a distribution underlying the cell entries. By tallying all
1 e .

cell values an empirically' derived probability distribution underlying

the cell that may incorporate inequality relations is mapped. The resear-

S W



cher is not assuming any parametric form but is allowing the constraints to
set /ap limits and so to define the possibility of eagh cell taking on any
given value. These distributions can then be used to choose a ''best"
solution from among the myriad solutiomns.

The tallying of all solutions goes beyond the advantages just listed
because it allows exploring the relations among cells not related yy assum-
ption. Probabilistic statements about ;ells' relationships are thﬁs pos-

sible. By such tallying the investigator can make statements of the form,

11

"In 98.7% of all solutions, cell A exceeds cell B,  which gives important

ordinal information along with a measure of confidence in the statement.

v&n the next five sections the development of the tecliniques suggested
above is illustrated. In each‘paper some aspect of the estimation approach
is developed and applied to a substantive problem. The first paper (Sec-
tion II-A) attempts to estimate the extent of recidivism among juveniles
from aggregate data. In that paper the "empirically' derived possibility
distributions were used fag probabilities and the one solution that max-~
imized the joint probability was chosen as the best estimate. While that
generated a mnice estimate, it was based on the assumption of independence
of the cell probébilities, which is not always a reasonable assumptiom.

The second paper (Section II-B) surmounts the independence assumption
by choosing a solution by a least squares criterion. The best solutiomn in
this paper is the one that minimizes the 'distance' from it to all possible
other solutions. That paper also shows that this approach yields estimates

that approximate maximum likelihood estimates but without the usual dis-

tributional assumptions required by the ML approach.

sy R T T .

The third paper (Section II-C) applies the basic technique to the
problem of estimating changes iit public opinion among various groups from
only aggregate data collected at two time points. One again the basic
strategy of enumerating all solutions is employed. Point estimates of the
cells are derived using the least squares criterion on the frequencies
empirically identified as possible. This paper, however, modifies the
technique by -establishing confidence intervals abgyt the point estimates.
It also examines the ordinal relations among selected cells. Examining the
number of sclutions in which various cells exceed others, it appears,
uncovers powerful ordinal relationships.

In the fourth paper (Section II-D) the mapping of solutions is applied
to archival voting data from the 1890's. The variant of the technique
applied here is to avoid point estimates but to examine the ordinal rela-
tions among cells and cell groups. The program used in all this research
was modified to compare each cell in every solution to every other one ' and
to record the proportion of time any cell exceeded any other’. This kind of
information 'gives the researcher a ieasure of confidence in the ordinal
relations among cells. In a pleasing number of comparisons, all =solutions
had = certain cells exceeding others all the time so that certainty is ob-
tained about some cell relationships.

The last paper tried to assess differential compliance with the 55 mph

speed limit imposed in 1974 by tallying all solutions to the 3x3 cros-

stabulation representing 1973 and 1974 aggregate data on the distribution

-of passengexr car speeds. In this paper the ordinal relations among cells

in solutions were sought as were the limits each cell could assume. This



paper made héavy use of «cell groupings in its compgrisons because
frequently collections of cells are of interest. The limits on selected
cell groups and the ordinal relations among +the cell groups were also
identified and analyzed.

The five papers demonstrate the refinement of the basic notion that
examining all possible solutions to 3x3 tables representing basically the
same  population at two points in time will yield dinformation not
automatically evident but which can be important. The wuse of computers
allows quick eﬁumeration and analysis so that what would have been impos-
sible is now easy. The last section of this report consists of the FORTRAN
program used in the speeding paper. That program incorporates virtually

all the refinements used in the previous four papers. It is presented for

interactive use at a terminal.
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o ‘ ' ' II-A-1
L ESTIMATIgEIJUVENILE RECIDIVISM BY CROSS-LEV%L INFERENCE
S
John Wanat, with the assistance of Karen Burke
Department of Political Science
University of Illinois - Chicago Circle

This paﬁ@r applies a non-analytic technique currently under
development tgiphe problem of estimating juvenile recidivism from
aggregate data.\‘Wﬂere oniy aggregate level data on juvenile-crime
for two successiﬁe years are avai}able no precise estimate of recidivism
is possiblé with %resent techniqu;s. Yet by using only those data, usually
ignored relations among the variables, and examining the map of solutions
to the 3x3 table rzepresenting the recidivism situation it is possible,
this paper argues;wto identify a solution that is "most possible.”

The best or "jpost possible" solution is estimated by charting the
%requenéy distributions of solutions to each cell entry in the 3x3 table.
That information copstitutes a probability density function for each cell.
By making the perhaps cavalier but intuitively justifiable assumption of
inﬁependence, the joint probability of each solution is computed and the
solution with the highest joint probability is nominated the most possible
estimate,

Sensitivity testing and a Monte Carlo approach allow assessing the
confidence the investigator should put on the estimate. While this
approach lacks elegant intellectugl theory, it is intuitively pleasing

and is superior to alternatives for estimating recidivism in terms of

time and cost.

i
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Problems in Estimating Juvenile Recidivism

P

Participants in the criminal justice system and schoiars studying
the system occasionally need to estimate the extent of recidivism among
juvenile delinquents. Decisions on the effectiveness of police, counseling,
custodial, and court policy as well as assessment of the impact of various
forces on the criminal justice system often require some estima;e of a
repeater population.

No matter what definition of recidivism is used (multiple apprehensions,
arrests, court action, custody, incarceration), it 1s often difficult to
gauge the extent of recidivism. Estimating recidivism among juveniles
is complicated by legal constraints, the expense and shortcomings of

cohort and survey research, and time required for most estimating studies.

-

The 1egél constraints are the most obvious. Because society feels that

{t would be unfair to stigmatize persons throughout their lives for

actions committed before maturity, arvest and court records are usuallyb

sealed for juveniles. By promising confidentiality, bona fide researchers

can occasionally gain access to sealed records. However, even when this

is allowed, the records ére not usually organized to facilitate research. .
Where access to individual records is denied, researchers are left with
aggregate data indicating how many were apprehended, charged, convicted,
sentenced, etc. In many cases breakdowns by offense, age, sex, race

and other characteristics may be available. But problems with present

methods of making cross-level inferences from such grouped data to ' \ &
individual behavior make ‘such data less than useful. \\\

l , \
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The most common approach to estimating recidivism is througﬁ a
cohort study. ' Wolfgang's work (1972) is an excellent exampleﬁof this
approach, but it also illustyates the shortcomings. For one, it is
expensive to identify and track large numbers of subjeqts. Second,

the practitioner is not generally interested in the cohort but in a

‘series of cohorts since the original cohort may be unique. "Third,‘cohort

studies do not concern usually themselves with migration questions, though
some researchers in this area are sensitive to this pfoblem (Shaw, 1929).
Juveniles move temporally by aging and becoming subject to adults laws,
and juveniles mo;e spaf&ally. Cohort studiesbcan examine thekégiﬁg but
are poor in assessing inmigration to the jﬁrisdiction under study. Many
cohort studies also take a long time perspective while practitioners in
the criminal justice system are interested in a shorter time ﬁerspective,
both for completion of a study énd for recidivism,

To cover a jurisdiction surveys can be used to measure various
attributes of the target population. Unfortunately it takes a fair
degree of sophistication to elicit sensitive information, such as that
about illegal activity. Once again, it takes time to collect and analyze
such data.

The most commonly avallable data are the moFthly, weekly, or yearly
reports of the police and courts. Data in those reports are aggregated,
however, and so are not very useful although their potential is strong.

o

SN o
Sifice the records are aggregate confidentiality is preserved. Since the

-reports are periodic short term changes in the population might be assessed.

And since the records are collected for’managerial and accountability

reasons anyway, thelr use for research would be virtually costless,

o b Attt
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In what follows aggregate data from public records will be used to

estimate juvenile recidivism.

Problem Formulation and Illustration

To illustrate how aggregate public data can be utilized to estimate

recidivism probabilities by a technique being developed by the author,

-

rd

consider the problem of estima;ing the rate of recidivism in arrests
among juveniles in Cﬁicagé for all crimes from 1970 to 1971. Ia 1970
juvenile male arrests numbered 46,583. In the next year the count was
57,727. The problem 1s to estimate how many of the 46,583 were among
the 53,727. |
To make our recidivism estimate, the total population of eligible
male juveniles must be first appraised. The 1970 census ylelds 423,576
males aged 11 through 17:} Since the literature indicates few arrests
for those under 11, we used that as the lower cutoff. Age 18 ﬁarks
majority in Illinois and so 17 is the higher cugoff.u The 423,576
coﬁsnitute the 1970 base.
'To make the 1971 base we must add the 66,319 who were 10 year olds
in 1970 to the 1970 base and subtract the 56,493 17 year olds in 1970
who became 18 year olds in 1971, This exercise accounts for the’age
curve varlation from one yeny to the next.
Migration into and out of Chicago must now be taken into account.
The 1970 census asked about residence in 1965 as well as 1970. By
using responses to those questions it is possible to estiﬁate in-and y
out-migration to tge Chicago metropolitan areéﬁat 1.46% agd 1.997 perq

1

yeag,respectively. Although we are interested only in Chicago we use
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those figures for illustrative purposes, although they should be
reasonably accurate. Obviously, other data sources, such as school
records and utility company records, could be used to assist in re-
fi£ing migration data.

Ideally our problem could be case into a 2x2 contingency table
with arrests and non-arrests in 1970 on the rows and.with arrests and

non-arrests in 1971 on the columns. However there is slippage in the

population from one year to the next. Ten year olds are relevant in

1971 and not im 1970, while 17 year olds are relevant in 1970 but not
.in 1971. And miération‘into and out of Chicago must be taken into- account.
Therefore a pool ¢or residual category\@qst Be created. We must consider
all those who were 11 to 17 in 1970 as Qell‘as:all those who became 11 to
17 in 1971 by either aging or migration. To haﬁale the pool or residual
category for both years, the problem must be cast into a 3x3 table. Sce
Figure 1. |

The first Figure indicates -the arithmetic and assumptions used to
deriyg the marginals for the 3x3 table whose cell entries we will estimate.
In te;ﬁs of that table,”Nl/46,583 is thé recidivism rate from 1970 to
1971; N4/376,993 is the rate of entry tq criminal arrest.

Certain constraints are clear. Cell entries must sum to marginals,

Hence,
Ny + Ny + Ny =M,y 1 .
N, +Ng + N, =M, (2) - :)
TNy Mg Ny =M, O ¢
Ny N, + N, =M, (4)
N, + N+ Ny =fM22 (5) =
Ny + N + Ny =My0  (6)

T o 4 e L ki s £ i g e

1
i

- Figure 1

. . ‘ 2

B II-A~6
Set-Up of Recidivism Problem
1971
Arrests Non Arrests Pool
1970 '
, N
Arrests N N
1 9 N3 46,583 M11
N Arrest
on ests N4 ‘ N5 /'Né 376,993 Ml2
Pool "N
7 , N8 N9 73,472 Ml3
53,729 377,430 65,880 N = 497,048
Moy M2 Y
Total Population:
1970 population 423,576
: "new" 10 year olds 66,319
1.46% inmigration 7,153
Total 497,048

1970 Pool = Total - 1970 population = 497,048 - 423,513 = 73,472

[4Y

1971 Non-Pool:

1970 Population 423,576
+ 10 year olds 66,319
- 17 year olds -56,493
1.46% inmigration 6,184
l.9é% out migréfion -8,429 -
431,159

1970 Pool = Total ~ 1971 Non Pool = 497,048 - 431, 159 = 65,889

For simplicity's sake it is assumed that juveniles are arrested no
more. than once a year. 1 ' ¢

I
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We now have six equations and nine unknowns, an algebraically insoluble
problem. The ‘infinite number of solutions to equations (1) through (6)
can be reduced to a finite tbough large number of solutions by con-
vérting the marginal data into integer percentages. If we further

require that all Ni be non-negative integers, we have a more tractable

»*
i

“problem.

The problem can be made even more tractable by using ancillary
information to reject certain solutions. Use of ancillary information
gives the researcher leverage with which he can go beyond standard

‘techniques. For examplém because the{56,493 seventeen year olds in

IR
0

iy
\od

1970 must be put into the pool category for 1971, we know that, in

terms of percentages, i

N3 + N6> 56493/497048 (7)

Similarly, because 66,319 ten year olgs in 1970 move from the pool

© category, it is clear that in terms of percentages,

N7 + N8> 66,319/497,048 (8)
Furthermore, previous research, folklore, and common sense can

be incorporated into restrictions on possible solutions. It is
reasonable to expect that most male juveniles who have not been
arrested until now, will still be arrest free a year from now, or
N> .5(373,993/497,048)  (9)
7Similarly, although’we do ﬁot know the”recidiQism rate it might be
N .

reasonable to assume it does not eéxceed 50%, or

N € .5(46,583/497,048) ©(10)

o
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solution as the one that maximizes W.
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Yet other constraints can be imposed. Since both those arrested
and those not arrested age, it is reasonable to require that in 1970

those leaving the population of interest should be composed of delinquents

" and non-delinquents in roughly the same proportion as the 1970 marginals.

A comparable requirement for those entering the population of interest
. - Hif
Ji > :

should épply. Hence we require that: -
e S T D | + .1 an
Mil + M12 N3 + N6 Mll + M12 .
M1 -1 M ¢ M1 + .1 a2
My1 * Mo Ny +Ng 7 My FMy,o

Even with equations (1) t (6) and inequalities (7) - (12), there

\
will be-a number, possibly a lgrge number, of solutions. 1In order to
see what the solutions look like, a computer program was written that

identifies all noﬂ~negative integer solutions to conditions (1) - (12). .

" Table 1 displays the frequencies with which each cell entry appears.

Note that some cell entries occur far more frequently than others. For
NS’ for instance, a value of 57 or 58 is more frequent a solution than

any other. Intuitively then we would want one solution that had N. = 57

5

more than one in which N5 = 55. The solution we choose should maximize

the frequency of cell entries.

To be more formal, if (Nl', Nz', N3‘,...N9') is a solution satisfying

conditions (1) through (12), and if Nl' occurs F, times, if Nz' occurs
& N : s :

v
F, times, etc, then define W —l ' F. . We define thé most possible
p - : j=1 1

To do tﬁis our program first
searches out all solutions and maps their cell-wise frequenciles. Then

1t re-examines all solutions, and using the frequencies, computes the W

O s il = e b
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for each. Finally it chooses the solution(s) that maximizes W. That

we define as the best estimate, the most possible solution.

Recidivism Problem Estimates

Table 1 displays the first pass cell-wise frequency distributions

of solutions tojour problem and the optimal solutions. Even though some

i . .
‘of the distributions are peaked, a number are uniform. Hence it is not..

surprising that as many as 12 solutionskgenerate the same high value of

W, although this rarely happens. Now the problem lies in chéosing from

among the 12 optimal soclutions. The approach is the same as before.

-

Frequency distributions of the values of each cell among the 12 solutions
are compiled and, using that information, the W statistic for each solution

is compiled. This second pass generates two 'best" solutions, which, ex-
pressed as 9-tuples, are (2, 6, 1, 7, 57, 12, 2, 13, 0), (2, 5, 2, 7,

= 2, which gives us recidiviém

58, 11, 2, 13, 0). 1In both cases, Nl

" rate of 2/9.

The value of 2/9 is rather coarse, which is to be expected since

the problem we have attacked is the original problem cast into integer

percentage terms. To galn a more refined estimate the marginals are

expressed 1in thousandths instead of percentages or hundredths. To

reduce computer time the values searched are restricted to those around
the two optimal solutions listed above. Because our problem has four

degrees of freedom, I vary Nl’ N3, NS’ aqd Ng to cover all possible

solutions. Going from hundredths to thousandths, bracketing the best

solutions by ten thousandths, and incrementing by thousandths means

Nl ranges from 10 to 30; N3 runs from 1.to 30; N5 from 560 to 590

run from O toc 10. The 1970 marginals, in thousandths, for

and N9
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Table 1
First Pass Solutions and Frequencies

FREQUENCIES OF SCLU ‘
VALUE ' TI%?S N |
N N

0 ! 2 3 4 N, N,
1 2 0 0 0 ‘0 0
2 .0 15 0 0. 0
3 g 0 15 0 0’ 0
4 3 0 0 0 0
3 3 6 0 0 0 o
6 6 0 4 0 0
7 0 6 . 0 X 0 o
8 9 6 o] 6 0 0
9 0 3 o 6 0 0
- 10 . a o 0] 4 0 0
11 : 0 0 2 0 0
12 . g 0 6 ) 0 15
* : 0 0 0 15
14 0 0 ¢ ) 0 0
$4 0 0 0 0 0 ‘0
55 0 0 0 0 1 a
56 0 @ ¢} 0 3. o
57 " 0 0 ) 5 o
59 0 0 0 o 6 0
60 J 0 0 0 5. a.
61 J 0 0 0 3; a
B o 0 0 0 L Q
* * * * * * * N . . )
OPTIMAL ESTIMATES
N N N N
’ N
Solution # ,+ 2 3 4 s N,
l .
2 ; ! 2 8 57 11
3 ; ’ 1 7 57 12
4 ) ° 2 8 57 11
5 ) ° 7 758 11
6 . ° ! 757 12
7 . > 2 8 57 11
8 . ° ! 6 58 12
9 : > 2 / 58 11
> > ! 7 57 12
10 3 5 1 6 sg 12
11 3 4 , ; -, 2
12 4 4 1 6

58 12

R Lt
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N7 N8
10 0
10 0
10 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 10
¢ ig
0 10
6 0
o o)
(o) o
g g
0K g
0- o
0. 0
g 4]
* *
N7 N8
3 12
3 12
2 13
3 12
2 13
1 14
3 =12
2 13
1 14
2 13
1 14
1 14
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)
the arrested, non-delinguent, and pool categories are 94, 758, and
148. Comparable marginals for 1971 are 108, 759, and 133. The
frequency distributions of cell solutions froqﬁghé more refined
problem formulation is found in Figure 2.

Note that the distributions of solutions in Figure 2 are not
uniform. Moreover they tend to be asymmetric. And they ar?'numerous.
Also note that only one 'best" or most possible solution i; found:

(20, 57, 17, 67, 575, 116, 21, 127, 0). That solution yields the

transition matrix:

. 1971
1970 Arrest  No Arrest Pool
Arrest .213 .606 .181
No Arrest .088 .759 .153
Pool .142 . 858 0

The problem just analyzed by the most possible approach was pre-

sented to illustrate the technique. Since the technique is still under

development it is not possible to ascribe specific characteristics to

the estimates. Yet it is worth mentioning that a small Monte Carlo

experiment that used the Most Possible Estimate (MPE) approach to
estimate cell entries from marginals with no inequalities constraints

yielded very good results. The MPE estimates approximated the Maximum

Likelihood Estimate very closely, considering that the MPE is restricted

to integers and the usual MLE is not. A furgher Monte Carlo experiment

where inequality constraints were imposed, ylelded pleasingly accurate

estimates. ALl 197 tables in that experiméir had a total N of 100; in

75% of the time a confidence interval of 3 about the estimate’contained

the true value.

a

s kit e e A
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Cell Frequencies for Solutions on Third Pass

(Ni's all expressed in thousandths)

Freq.
500 - /
300 -
) T
10 N 30

560 N 580

{

N7 30

For all 11,062 solutions, N

e -

g =0

-

Freq.
500

300

100

Freq.

500

300

100

Freq.

500

300

100

4
-‘;/
- ! '
60 N, 80
[ §
106 N, 120

-
-p

115. N 130
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The accuracy of the estimates in general at this stage of develop-
ment will be a function of how closely the constraints represent the -
phenomenon under analysis and how binding those constraints are. The
aévance this approach makes over other techniques lies in its ability
to incorporate the relations, usually inequality relations, among the
There 1s literature that'attempts to estimate cell entries .
from marginals. But the approaches iﬁ the literature require more than

the sparse data MPE uses (see Davis and Duncan, 1953; Robinson, 1950;

Goodman, 1959; Lee, Judge, and Zellner, 1970; Shively, 1974), The use

of the inequality reiations gives leverage to the analyst the other

approaches lack.

By varying the inequality relations and observigé;whether the
estimates are affected the analyst can de%gsmine the influenéé of
particular assumptions. Sensitivity analysis of this type is partic-—
ularly easy since the éosts of analysis are reasonably cheap, In a
similar vein 1if the assumptions are settled, random data conforming
to those assumptions can be repeatedly gensrated, MPE analysis can
be undertaken on those data, and confidence intervals about the
original problem's estimates can be drawn. Coﬁfidence bands thus can

assist the analyst in evaluating the utility of the approach in a

particular instance.

Justification of Choice Criterion

some discussion of the choice cfiterion_in in order.

Because of 1ts central position in thke technique being described,

There is obvious

t

value in mapping tﬁe solution space for our problem because this defines

the universe of possibilities, just as counting the faces on a die or the '
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number of hearts in a partial deck is important in assessing the

probabilities in a dice or card game.

In a classical probability sense one assumes that each solution

in the solution space is equi-probable. But even if the n~tuples

representing solutions are equally probable (or if this convention

merely represents our lgnorance of the likelihood of each solution),

their characteristics, i.e., their elements, are not. For illustrative

purposes consider the list of first pass "best" solutions to our

:

problem. See Table 1. There are twelve solutions we wish to choose

from, each presumably-as likely as any other. But note that for N

1

some values are more common than others. While the meso-level,

classical approach suggests equi-probability, it would be foolish to

reject the ancillary information that Nl = 2 occurs more ofﬁen than

any other value for Nl'

The operational problem lies in incorporating this ancillary
information. If we use conditional probabilities, then everything
"cancels" out and each solution has probability of 1/12. That
approach throws away information. We do not follow that avenue

but proceed in a straight forward if slightly cavalier fashion.

By acting as if the cell entries were independent of each other the
probability of each solution is,simply the product of the frequencies

of each cell entry's value. This uses .the ancillary information in

what appears to be an effective manner.
This approach also avoids some complications arising from other

approaches by explicitly incorporating the inequality relations among

cells and marginals without bias. One alternative approach would be
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parametric but® that is not reasonabie inasmuch as there is no easy
way to presume. the distributional model. A second and, on the face
of it, more reasonable approach would seek the solution with the
gfeatest entropy. = But that épproach is biased toward the ''flatter"
distributions. It does that because, as an extension of the Fisher
exact test, it presumes no interaction (independence by rows), a

!

condition explicitly inappropriate given the inequality relations

4

characterizing our‘problem.

One other problem with the entropy maximization and some para-
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ABSTRACT

ESTIEATING) CELL ENTRIES IN CONTINGENCY TABLES:
DISTRIFUTIONAL ASSUMPTIIONS VS. MARGINAL CGONSTRAINIS

Testing for independence in two-way contingency tables

ccmmonly irvclves using a chi-square test that measures the

goodness o©f fit tetween the observed data and the expected

values. This paper exanines the expected values usually

emgloyed 1in such analyses. It first notes that the usually

derived expected values are kased on assumptions abcut the

diztributicnal form and indistinguishability of the counted

items, assumptions that may not always be reasonable. Then

the paper rresents an alternative method of estimating ex-

rected values, the most possible estimate approach, that

)

does mnot rely on a priori assumptioas about the distrib-

utional form or distinguishabiiity of items being counted.

Finally, by -establishing +that the most possible estinmates

approximate maximum likelihood estimates, the robustness of
&

the standard ML estimatcr is demcnstrated and the researcher

is thereby

to distributional assumptions. ‘This analysis applies to 3x3

tables.

@
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assured of safety in using it without attending
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ESTIMATIING CELL ENTRIES IN CONTINGENCY TABLES:

DISTRIEUEiONBL ASSUMPTIONS VS. MARGINAL CONSTRAINTS

§

INIRODUCTICR
Testing for inderendence in two way comtingency tables
commonly invclves using a chi-square test that measures the
goodness of fit ketween the observed data and the expected
values. This paper examings tﬁe expected values as usually
enployed in such analyses. It first notes that the expected
values usually derived are based on assumptions akout the
% distributicnal form and indistinguishability of tﬁé counted =
’% items, assunptions that may not always be reason;bleq Then
\ the paper presents an alternativefmet%od of estimating ex~
pected values, the  nost pcséible estimate apg?oach;athat
does not rely on.a priori assuméficns about . théﬁ distrib-
wtional forms. Finally, by establishing that the mcst pos-
sible estimates approximates maximum likelihoéd estinmates,

the robustness of the ML estimator is demonstrated. This

analysis is restricted tc 3x3 tables. . ’
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Estimating Ce€ll Entricseeas Page 2-
STANDARD ESTIMATION TECHNIQUES

The standard algorithm for estimating the expected
value for a cell entry in a two way table is RC/N, vwhere R
is the row marginal and C is the cgiumn marginal for the
cell being estimated and ¥ is the total table count. This
algorithm 1is derived by assuming the cell entries are dis-
tributed acccrding to a given probability distribution func-
tion and by finding the cell value that maximizes the func-
tion. Regardless of whether one assumes the underlying PDF

to be Poisson, multinomial, or preduct multinomial, the

expected <¢ell value will be BC/N (Bishop, Fienberg, and

Bolland, 1¢7%, Charpter 3).
Unfortunately, it is not always possible to assume the
form of the PDF

underlying the cells. For example, the

rultinomial distributicn so commonly employed assumes 4in-
;gistinguishable counted items. In many social systenms it is
clearly nct appropriate to assume that all persons under
_scrutiny are interchangeable. And inm particle physics, in
fact, the Mazwell-Bcltzman approach assumed distinguishable
rarticles and has been shown to be inapélicable to parficle

phenomena. The use of an a priori model here was obviously

&

incorrect (Feller, pe 41).

An alternative approach to finding expected cell en-—

tries which nmakes fewer assumptions about the PDF is

therefore desirable.
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We seek a set ( n'(1,1), ' (1,2), n*{1,3), n' (2,1,

s A

s i AR
oy e o S P

DI, R

THE MGST PCSSIBLE ESTIMATE APPECACH n'{2,2), n*'{2,3), n*{3,1), n*'(3,2), n*(3,3)) that satisfies

- equations (1) and (2) "bétter" than all other sets of
. \ ; i ] ap= : . . ‘ . .
vThe locic Dbehind the most pcssible QStlmaﬁe (MPE) ap I n(i,j) « Eecause the n(i,j) must be non-negative integers
s ' straints . . . .

proach is sinply to make exhaustive use of the constra for most substantive interpretations , as well as for ease

3 is suggested . L. L.
expressed 1in the Tow and column marginals. It 1S a9 of computaticn and exposition, there are only a £finite,

s T% i that . X
that these marginal constraints are SO overwhelming ; though conceivably very large, set of a(i,j) *'s that sat-

they generally make assumptions about cell entry distrib-

et it

T T T T R i

isfy the marginal constraints. Hence, it 1is 1logical to

utions unnnecessary. It will be demonstrated that estimates )

explore just what 1lies in the realm of possibility. We want

—

. . in rox- _ . . .
pased on the marginally imposed constraints closely apFP to know what the set of sclutions sets looks like. Mapping

jgat € of
jmate the estimates made by the more profligate use the soluticns space is therefore in order.

~
e

assumptions. Consider the contingency table at the top of Display 1.

B 0

Let n(i,j) <represent the cell in the i-th row and the

To explore tte soluticn =race for that table a computer

. : 1,0 nd . . Y . .
4-th column of the 3x3 takble with row marginals 1(i.,.) 2 program was written tc identify all possible, non-negative

column marginals n{.,J)s Hence there are six egquality con=

% integer solutions and to indicate the frequencies with which

straints on any set of cell entries or solutions: each cell takes on values. The Display, for example, notes

that cell n(1,1) is 0 ir 79 cf the 170 soluticms, is 1 in 59

solutions, and takes a values of 2 in the remaining 32

S n(id = plesd) for 3=1.2,3 (1)

sclutionse

N -

The argument now moves from the level of the sclutions

sets to cell entries. It can be argued that since there

vere 170 distinct scluticns, each is'egually likely and no

T AT D 1 b it g

ii' n{i,j) = nii,.) for i=1,2,3 (2) , 5 reasonable inferences can be made about a kest or most

=1 likely soluticn set. Insgecticn of ghg frequency distrib-

;

; utions in thke Display, however, makes it clear that sone
j

1

s

. J
L

v
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values of the cells are ncre commom thaa others. It would the optimal cell value and each Fossible cell value found in

be £foolishk, therefore, to ignore the information that, for the search for all solutions. In essence we seek the least

example, n(1,3)=6 occurs in more than three times as many ; fquares estimate given the data found in the rap of all

rossible cell sclutiorns. By differentiating the sum of

sclutions as n{1,3)=2. The unegual frequency distributions

of possikle cell entries is consequently considered as evi- ) : squared deviations and setting it equal to zero, it becones
: ‘

dence that even 1if +tle¢ solutions are equally likely, the (i clear that the best estimate is the expected value or the

meane

iy, immt hatna’ Nnart | i,

cell entries are not. %e¢ use that information to chcose one

solutions that is better than the rest.

The frequency distritutiocns of the cells constitute an
of rossikle distributions of the cell solutions. T ; 3)

[

i
N
f’.

i

=]

=y

envelope
No matter what probability distribution may govern n({l1,1), '
data in the Tisplay say that the probability of n(1,1) =0 is db/dn = - 2 E g%b -n?) = 0

T e (Q)

ni= (*]/T) n - !
ESPAN

less than cr e€gual to 79/170; that the probability of
n{1,1)=1 1is 1less than cor equal to 59/170; and that the |

grobability of n(1,1)=2 is less than or equal to 32/170.

/
P

(5)

T
§

Data in Display 1 show that without any a priori assumptions

o A ittt
O i ey AP o

atout the onature of +the PDF governing solutions to the
0L, in terms of grouped data, where f£(n,) is the frequency of n ,
L~

¢

'

tabkle, about the parameters of the PDF's, or about the in-
terchangeatility of ccurted itewms, upper 1limits on the

likelihoods, probatilities, or perhaps most accurately, the

i R

nt = EE%(gt) nt (6)
T

fossibilities of cell entries can be derived.

i

The envelope distribution for each cell can be used to
generate an optinal estimate. If n' represents an optimal

solution for a given cell, we seek tc minimize the deviation

T s s it

In other wcrds, the expected value of the cell, given the

represented as the sum of the squared aiffe%sncgs between i
: * i
' envelope distributicn, is our optimal value.

7oy
\ | : | Q
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We next show that the expected values of +the cells RU(i,9) = n(ise) D(eeF) / Dleye) (10)

satisfy all the row anéd marginal constraints. Consider the

'T0 assess the ‘Telaticnship between the pmaximum likelihood

;
‘é
i
e
first row. Rl
7 o) I‘,’ L]
(1,1 +w(1,2) + 0(1,3) =0, 7 ) ; i estimate (MLE) and the nost possible estimate (MPE), the
Taking the sum of tke cell values for the first row for each solution, ( marginals fecr 3x3 talles were generated, both the MLE and

IPE estimates were calculated, and the estimates were com-

mr—

jEin(1,1) *';iﬁ(1:2) + :E:nfj,B) = T n{l,=) . (8) % pared.  Three sets of cne tables each were generated. One
T I T ” ) hundred tatles whose total count ranged from 50 to 100, then
where T= number of solutions one hundred takles whose count ranged 100 to 200, and
— finally one hundred whose count ranged from 200 to 300 were
11/1')5_11(1.1) + (/T)pn(1,2) + (1/‘1‘)2_1*("'3) =nh) Oy created.
T T T

1o make sure that +the ML estimates would be ap-

propriately rade, tables in the first set were randomly

Equation (9) states that the expected values, our optimal i generated by choosing a unifermly generated random number

estimates, fcr the first row sum to the first TOW marginals between 50 and 100 to be the total table count, T. Next,

The same hclds true for all rows and columns. The estimates ; I uniformly drawn random numbers between 0 and 1, designated

therefore chserve the marginal ccnstraints. { r(1), r(2), and £(3), were used to generate the row margin-

als defined as

n{i,-) T (/0 o)+ (2)+x(3) )

MCST POSSIELE ESTIMATES AND MKAXIMUM LIKELIHOOD

N(2,=) = T T(2)/( T (1) +T (2)+r(3) )

Under the assumption that cell entries are distributed Then the ocrder of +tke row marginals were randonly in-

;
| L
2{ ¢ {’; n(3'a) =T— KI(1,-) - n(2'u)
{.
!
i

according tc the &sultincrial, the Poisson, or the product

terchanged. The same process was enployed to generate the

multinomial distrikuticr and there is independerce betwefn e celumn marginals. Finally, the row and column marginals

row and column categories, the maximum Ilikelihood estimate 5 were used in equaticn (10) to £ind the ML estimates. If any

of a cell is

il

L ap st e T S

—e
i
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/

of the estimates were less than 5, the table was discarded the takles were statistically indistinguishable. As Table 1

indicates, +the 1ikelihkccd +that there are significant

e ST

tecause srall expected cell estimates cannot be accurately
differences bhetween the two sets of estimates is very small

derived with the standard NLE algorithm. The entire process
was repeated until 100 tables were generated. Then the in the 50 to 100 count takles. In 93% of the cases, the
process Qas repeated for the other two ranges of total table differences are "significant" at the 95% level. In other
count. word, in 93 cases ‘ocut of 100 the Frobability that the two

warginals from the tables were employed to make both ML éstimated takles were nct distinguizhable was 95%. And in

and MP estimates. Th;y were compared according to two o case was the prcbability that the estimates were dif-

criteria: numerical clcseness and statistical 1likelihood. ferent less than 80%.

First, the root @mean square error was estimated for all In the tests where total counts were larger, the data

cells. For the 900 cells tallied from the 100 tables whose are not as inmediately irpressive, though they are convinc-

count ranged from 50 to 100, the RHSE was 0.543. The mean 1ng. Out of 100 chi-square goodness of fit tests where
aksolute percentage errcr was 3.5%. Thus the "avérage" there is no relation, one expects, on the average, that 10

error was akbcut one half cf a cell count between the maximum would be significant at the 10% level, 30 at the 30% level,

likelihood =&nd the nost possible estimate. For the 100 to 60 at the 60% level, and so cn. It is clear in the center

200 count tatles the errcr measures were 8.31% mean absolute column of the tablerthat the 100 through 200 coun%'tables do

ot e
TR s e

% error and 1.82 RMSE. Comparable figures for the ZQO to ﬁ' tetter than expected. The entries in the column are always

=N ost

300 count tables were 10.51% and 3.22 RHSE. These meésures less than the significance levels, which indicates that the

. ifferences betwe .
indicate a close agreement between the HLE and the NEE. | ? differences between the FEF and ML estimates are not even as

Secondly, to see if the two approaches generate large asbchance would allcwa In the set of largest tables,

tgose {@ tte last colurmn, the sanme degree is apparent for

estimates vhcse differences could have occurred by chance, a

standard chi square test was employed. The ML ecstimates the overwhelming majority of tests. Only the first four

entries in that column are over expectations, but nct over-

~

vere taken as the expected values and the MNP estimates were

considered the observed. For each of the tables, then, the whelmingly sc.

A S At K ek okl S i e
.

chi sguare statistic was computed to assess the chances that

\
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Estimating Cell EntrieSe...

Perhaps most importantly this paper shows that resear-
Overall, it is clear that the NP estimates approximate )
chers can employ the starcard algorithm for the expected

3
|
the MLE. 1The closeness is especially good when déaling with | %
} values in chi-square tests without worrying about
|

small count tables. When the count is large, asymptotic o
; assunptions of how the data are distributed.

properties cf most distributions assure the researcher that i ! :
distributicnal assumpticns are not important. When the ?
tatle count is in the middle range, this paper indicates the : f
assumptions are not impcrtant. 1
The ME approach may be particularly useful in analysis !
of +takles where expected cell entries by the usual algor- §

tithm are less than 5. 1Tte standarg algorithm is not ap-

rropriate then, but the FPE technique has no constraints on ; }

the expected values. Hence it could be used to derive the
cexpected values when tley might be small and so prevent the

usual expedient of ccllarsing cells to bring expected cell !

s

values up OVer Sa !

The data thus suggest that VP estimates approximate HL |
estimates and do so withocut assuming the nature of an under-

lying distriktution. The close equivalence between the HELE ! f ’

e

and MPE possibly offers an explanation of why the same max- i

.
-

imum likelihcod algorithm for expected cell values applies

for at least three PDF's. It is conjectured that the mar-

ginal constraints so dominate the functional forms that the

standard algorithm reflects more of the marginal constraints

than of the functicnal form assumptions.
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. DISELAY 1 g
Frequency of Cell Soluticans to. Table i
n(1,1) n(1,2) n (1,3) 9 ‘
n{z,1) L {2,2) n{2,3) 6 ‘
843,17 n(3,2) n(3,3) 5
p) 7 11
Frequency Distributions
Value n{1,1) =n(1,2) n{1,3) n(2,1) n{2,2) n{2,3) n(3,1) n{3,2) n{(3,3) |
0 79 22 1 856 32 16 8% 38 22 |
1 59 28 4 57 32 22 56 38 28
2 32 31 10 227 32 28 £ 35 34
3 0 29 16 0 29 31 0 30 37
4 0 24 22 0 - 24 32 0 20 31
5 ¢ 18 . ZE€ 0 15 26 0 9 18
6 0 12 31 0 6 15 0 0 0 |
7 0 6 29 ¢ 0 ° 0 0 0 0 b
8 0 0 20 0 0 0 0 0 0 j
9 0 0 S 0 0 0 0 0 0 I
/ 7
J
’ 3
AN
O (\’ I
) |
{

RO

! N
N 3 II-B-15
iu Estimating Cell EntrieScees
§ Y
% TABLE 1
% Differences Betuween ML and MP Estimotes
%A “ Cummulative # of Cases
: y
Sig. Level N=50 to 100 N=100 to 200 N=200 to 300
i’
i; -025% 0 1 1
“ 1 - Q 2 8
it 5 ¢ 3 11
} 10 0 4 13
! .20 c 4 17
{ ‘ 30 0 7 25
40 C 10 ~ 30
50 0 16 42
f 60 ¢ 21 52
g 70 - 0 30 58
80 3 45 70
80 o 52 77
95 14 43 84 -
97:;5 28 70 90 [,
99 . 39 81 95
. 99.5% 100 100 100
Cell BRHSE .54 1.82 3.22 L
A, B : .
Mean’ Absolute
% Error/Tesll 3.5% 8. 3% 10.5%
f _
3 ;
]
|
/!
1
E |
| /.
k!
; ; .
Ll { =
i
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A
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ABSTRACT II-c-1

ESTIMATING INDIVIDUAL LEVEL CHANGE IN
PUBIIC OEINICN FECM AGGREGATE LATA

This Fpaper estimates shifts din. public opinion on presi-

dential appreval surroumding certain ' salient international e-

vents. It estimates the proportion of approvers, disapprovers,

and neutral respondents in Gallup polls taken before the events

who shift to other responses in polls after the events. Th%s is

done by analyzing all possible nor-negative, integer solutions to

the 3x3 tahles’representing the pre- to post-event change. By

means of a most possible criterion to make a point estimate and

by exanination of the relations among cell values in solutions it

support to the

is shown that most of the increase in accruing

president comes from these who had disapproved of his performance
before and nct from those who had no opinion.
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ESTIMATING INDIVIDUAL LEVEL CHANGE IN PUBLIC

OPINION FROM AGGREGATE DATA

John Ranat
Department of Political Science

University of Illinois at Chicago Circle

INTRODUCTICN

The presidential support literature documents at least two

zajor patterns. First, the proportion of those surveyed re-

sponding favorably to the ' Gallup question about how well the

president is doing his job generally declines as the president's

term wears on (Mueller, 1970, 1971, 1973; Stiamson, 1976). Sec-

cnd, in times of certair presidential action on the international

scene, the public will register a decided increase in approving

how the incumbent is carrying out his duties (e-g., Polsby,

1964:25) .

The explanations advanced for these patterns and

other

changes in the level cf presidential support are well known and”

reasonable: disillusionment,

dissolution of coalitions,
state
but a few (Bueller, 1970:19-25; Stimson, 1976).

denigrating these explapations, it is noteworthy thatthongfﬁays

war,
of the economy, and rally-round-the~flag emotions, to name |

While npt
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serious attention to subpopulation dynamics and all appear to
presume +tke populationm to be homogeneous. To be sure, the
mechanics and perhaps even the dynamics are alluded to in the
explanations, but very little attention is paid to which sub~
ropulations dissolve the coalitions, which become more disil-
lusioned, or which are mnore susceptible to sahre-rattling and
patriotic appeals. Refpeated cross-sectional data preciude
answvering those questiomns with standard techniques.

Although we lack evidence on the dynamics of public opinion
change, we still need it. We would benefit in exgflaining the
racro level +trends if we could tie those trends into meso-level
and preferably micro-level behavior. For example, are Republican
presidential disapprovers more susceptible“ to rally-round-the-
flag appeals than disapprovers who are Democrats? Does support
fronm higheﬁ SES respendents drop off less precipitously than
support .fi;; low SES respondents? Are women who approve of the
president®s handling of his job more or less 1likely +than men
approvers tc decrecase support for the president in times of war

or economic decline? The differential response to chénges in the

economy, war, or any stisulus by various subpopulations would

assist in explaining the Eacro level trends and patterns so amply

described in the' literature. It should also ailow analysts to
nove toward prediction. Cn a more pragmatic note, politidians
wounld 1like to assess how variocus events will influence the“sup~
port the president garmers from particular groups in society.
Mueller (1970:19) conjectured that changes in evaluation

would follow a trickle through flow. If, for examfle, an event
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is followed by an aggregate increase in presidential apgroval,
Mueller suspected that approvers would stand fast, some of those
with no opinidﬂ would beccme approvers, and scne disapprovers
would shift to the no opinion category.

However, Mueller rejected the conjecture kecause there was
an extremely high negative correlation (r = =-.98) between ap-
proval and disapproval scores and because the no opinion category
stayed remarkably stable at ahbut 12-14 percent. He suggested
therefore that support shifts from approval to disapproval oI
vice-versae. While I think he is largely correct, that Jjudghent
cannot be made on the basis of the evidence presented because
inferences to individual behavior from aggregate data can be
dangerous. PForeover, human nature being what it is, there must
be some slippage (Stimscmn, 1976:5). Not all no-opinion holders
will sit at the sidelines and certainly some of the approvers and
disapprovers uill edge into the no-opinion category.

Two quesiions must therefore be asked: What are the overall
dynamics of changes among presidential evaluations over time and
what is the degree or degrees of change that takes place? This
research proroses to examine the shift in presidential evaluation
among the three response categories found in the Gallup gquestions
before and after salient ‘international events associated with
large aggrégate level shifts ip presidential approval. Not only
is the use of those categories intrinsically interesting, but
because of differing levels of support among various subgroups,
it may be possible to ploct chanées in suppott in portions‘ of

those groups.
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To answer the kinds of questions Jjust raised typically
requires panel daia.~ Because of the expense of fplotting general
trends in ©panel studies there would be little point in cafrying
out a massive panel study on the chance that an international
incident

might occur and pre- and post-event data would

therefore have been collected. This paper will present a tech-
nigue that uses the repeated cross-sectiomnal survey data Gallup
collects and publishes to estimate shifts of respondents from one
opinion cateqgory to another. The technigque dgces not provide
individual level data; it estinmates the possibility of meso-level
states representing the shifts among subpopulations. vmhese
éstimates will allow estimating the probabilities of individual
level behaviocr,

Specifically the paper ‘Hill -examine the four surges in
presidential approval scores exceeding temr percentage points
associated w®ith presidential action in international matters over
the 1last +twenty years. Jumps in evaluation associated with
internationnal events &are studied because they constitute a
clear-cut ptenomencn and so are more susceptible to analysis.
The events examined are the Cuban HMissile Crisis, the Vietnaum
peace treaty, the Mayaguez incident, and the Camp David Accords.
For all four, Gallup repcrts the national response to the stand-
ard questicn "Do you approve or disapptove of the way
(incumbent's name) is handling his job as President?® prior to
and after the events. To present the technique_ and begin

anaysis; the problem will next be formalized. //
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FORMALIZATICHK CF THE PRCELEM

For +the purpose of exposition, consider the prcblem for the
Cuban Missile Crisis. WNatiomal polls asking whether respondents
approved, disapproved, or held no opinion about JFK's presidency
were conducted Jjust prior to amd Jjust after the crisis. The
favorable responses rose dramatically after the event. I wish to
estimate the proportion of each group in the pre-event survey
that shifted to the otherxr two categofies. Because the changes in
public opipnion are reasonably large both iﬁ absolute terms and
coppafed to sampling error, the point estimates from the Gallup
sorveys are used, and sempling error is not comsidered important
for the purgposes of this study. Since the two surveys were ad-
ministered «close together, it is presumed tkst we are dealing
with.fhe—same populaton. Attrition amnd augmentation of the
ropulation is taken to be negligable.

To formalize the problem it is cast intc a 3x3 table format.
See Figure 1 on p. 20. The row marginals represent the approve
(3) , disaprproecve (D), and mo ppinion {N) aggregates at time 1, the
Fre-event survey. The column marginals represent the same cate-
gories at time 2, the post event survey. - As Figure 1 il-

lustrates, we want to estipate the cell entries. The relations

among the cell entries and marginals are:

e R Al L
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a + b + ¢ = HN (1)
d + e + f = H12 (2)
g + h + 3§ = ns3 3)
a + d + g = H21 (4)
E + € + h = NM22 (5)
c + £ + 3§ = H23 (6)

The protlem of estimating cell given marginals has an exten-
gsive 1literature (for example, see Bishop, Feinberg, and Holland,

1975). Unfortunately, all approaches presume that the nature of

§

the prdbability density function governing the distribution of

the items being counted is known. The existing estimation 1it-
erature generally presumes a multinomial or Poisson distribution
and shows that the standard maximum likelihood estimate of row
times column marginals divided by totalotable count is justified
under the assumption of either probability distribution. 1In ‘the
case of changes in public opinion we do not know the probability
distributicon. Moreover, I will argue that ineguality'constrainté
among the cells should be employed in estimation and nothing in
the standard litezature gives guidance when ihegua}ity relations
among the cells ob%éin. \

Consequently no assistance

the standard statistical estimation literature and a different

tack is needéd. a firstrsteg‘should be to examine the range and.

characteristics of possible solutions.
Elementary algebra ‘demonstrates that there are an infinite
to equatioas (1)

number of solution sets through (6). The

number of

N
|

comes fron.

solutions can be reduced some by restricting the celll

a
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entries to non-negative integers, a reasonable restriction since

the actual surveys generated non-negative integer data. But that

still can 1leave hundreds and thousands of soluticns, which is

clear from tke work Davis and Dumcan (1953) have done when they
used marginal ~constiaints to identify the range of solutions to
similar problens.

Another way toc reduce the range of possibilities is to bring
in ancillary informaton tc further

sharpern the possibilities.

Shively (1975) vas successful in doing this in a different con-~

text. The additional information I intend to use is the commonly

observed inertia or persistemce in human behavior over tinme.

Althougﬁ people clearly change over time, it is very reasonable

tc assume that Democrats tend to stay Democrats, conservatives

remain conservatives, and bigots continue as bigots -- at least

over a pericd of a:'few months. Similarly I presume that nwost

approvers will repain aprrovers, most disapprovers will maintain

that posture and nmost pécple with no opinion will continue in

that state. Some obviously change, but the inertial constraints

cimply say that most, though it can be as little as one third of

the . subpopulation, will persist in +their. orinion in the few

months or less between surveys. Although not typical, these

assumptions are no different in degree than the kind that social
scientists make -- although~unwittingiy at times =-about line-
arity and additivity of relationships, independence of variables,
and the properties of residuals in the fregquently used multiple

regression technique.

5

Expressed in terms of the 3x3 iable, the inertial ;gin—
TR

straints are:
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a>b or a=b { (7)
a>c or a.=c (8)
e>d or e=4d (9)
e>f or e=f (10)
1>9g or j=g (11)
>h or j=h" (12)

h f

Even with the set of sa%utions restricted in number by
imposing constraints (1) through (12) there will generally be a
number of soluticns +that satisfy every constraint. How is the
analyst to choose one "kest" sclution, particularly if each one
of these sclutions is a priori just as likely as any other?

It is important at this point to distinguish betweenithe
'solutions tc the tables, a set conposed of nine integers, and the
individual cell entries, consisting of single integers. An
analogy with poker may make sense. tIf é person is dealt five
cards out of a deck, there are an enormous number of equally
likely sets of cards that could be dealt. This corresponds to
the set of solutions. 1Yet certain kinds of hands are more likely
than others. This corresponds to the individual cell entries. A
rlayer is more likely to have two pair than  four of a kind
because more of’thé original possgbilities aﬁe comprised of two
pair than four of a kind. I am arquing that all hands (solu-
tions) are equally 1ikely, but +the kinds of iandé (solution
characteristics) are not. No circularity of “reasoning is thereby
implied 1later when one estimate is identified as'being Lore

possible than all otkers.
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Playing with a stardard and untampered with deck guarantees
that there are four suits, each with an ace, deuce, three, fohr,
«-« Jjack, gueen, and king. The odds of drawing any particular
kind of hand are therefcre reasonably well known. But if you are
forced to play with a deck a group of five year olds have
Previously played with, it is wise to enumerate all the cards in
the deck. If, for example, only 41 cards remain and all the
jacks are missing, the likelihood of being dealt a straight is
substantially reduced. In other words, the solution set must be
delineated to realistically assess the likelihood of aay partic-
ular outcone. Ly

Similarly, in the set 'of all possible solutions to our
problem, certain values cf each cell will crop up nore frequen-~
tly than o¢thers bLecause of constrainté:(1) through (12). 1In
choosing a sclution, therefore, the analyst would want a soiution
set in which the estimated value for every cell crops up frequen-
tly in the set of all sclutiocns. Parallel +to0 a cageful card-
player checking the deck to see that there are four kings, four
gueens, etc., so that the priori odds are as expected, +the most

possible estimatog\approach (Wanat, 1980) examines all solutions

" to set the a priori odds of a given cell having values 0, 1,

2pana’

To illestrate this a c&mputer progran was written to iden-
tify all ncn~-negative integer Ssolutions amnd to tabulate Wthé
frequenpy ¢f occurence. Tables 1 through 4 (pp. 21-24; disélay
the data for each of - the problenms. wﬁote that the fregquency

distributions for each cell vary. They do not all come from the
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same family of distributicns: Even those that do appear to come
from the same kind c¢f distribution would he characterized by
different parameters. These distributions constitute envelopes
of ©possible distributions. These distributicns represent the
influence of constraints cn soluticons. In the absence of any
information about the underlying distributions the envelope or
limiting distribution will be used in the analysis that follows.

It is ctvious fror the Tables that some values of each cell
are more possible than cthers. It is intuitively clear that a
sclution \to the whole problem whose individual cell value dis-
tributions ébcur very freguently‘ is desirable. The estimates
would be more likely in thke sense of being more possible.

Wanat's 1980 research on vote switching searched out all
possible solutions and used the relative frequencies of cell
values +to approximate [probabilities. It then sought the joint
probability of solutions based on the individual cell freguen-

cies, Unfortunately parallelisnm with probability theory demands

the assumpticn of independence be made, one that is not Jjus-

tified. The results derived by his approach are good though
theoretically inelegant. To improve on that research the present
research employs an analytically neater criterion.

Given tle empirically derived set of possible integef sol&-
tions to ccnstraints (1) through (12), }he analyst wants to
choose one that minimizes the chances of error. Heace a least
sguares strategy is employeé; - For example, if a' is the best
estimate for cell a, we seek to minimize the distance, or error,

from every poéﬁible cell value for a by minimizing

W
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E(a,; -a')g‘-
Taking the derivative with respect to a' and setting that egual
to zero yields --2 jZ!ai—a')=0. Solving for a?! generates the
desired value of a'= (jigé)/N, where N is the number of solu-
tions. The optimal sclution for any cell is therefore the expec-
ted value based on the freguency distribution derived from the
set of possible solutiomns. )

It tuvrns out that the expected values o¢f ‘the desired
estimates are consistent with each other. Im octher words, the
estimates ccmputed from the possibility distributions separately
all sum to the appropriate marginals. It can be seen, for exam-
ple, that the estimates for the first row all sum to the row
marginal by aéding the cell values az;, bd,’ and c dﬁfor every
solution: : |

"Z_a‘._ +2‘b¢ +§:‘: = 2_1&111 |
Since +there are K solutions, jg‘ﬂ11.= (N} (H11). Dividing every
term in the egquatiorn by N gives

ﬁ/N)iaL + (‘1/N)Zb‘_‘ + (1/N)Zc':= H11
which says that the sﬁm of the estimates for each of the first
three cells equals the Tow marginal.

| The same logic applies to all the rows and columns. Hence
the expected value estimates conform to the marginal constraints.
Since the i%ﬁividual solutions consist of cell eéntries such that
cne cell is‘larger than or equal tQ the other ¢wo row  entries,
the sum of the scluticms® will; also satisfy the inkquality

relationships.

=\
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FINDINGS

The data for the four events (Cuban Missile Crisis, Vietnanm
Accords, Mayaguez Incident, and Camp David Agreement) are
displayed in Table 5 on p. 25. The téhle displays the marginals
and the dates the surveys were taken. Table 6 on [p. 26 shows
the estimates of tramsiticn probabilities among the approving,
disapproving, and no opinion subpopulations. Table 6 aléo
displays scme measures of confiﬂence;in the estinates.

It is clear that in all four cases the same dynamics appear
operative. Of those suprorting thé?president prior tﬁ the event,
the overwhelﬁing majority continue supporting the chief executive
after the event with a small and relatively even’ srlit of the
remainder gcing to the cther two categories.

Among those %hﬁ disapproved of presidential executionr of his
duties prior té ;ihe international event, rcughiy 50 percent
continued expressing disapproval. But L\a large proportion,
approximately 40 percent, shifted to approval. with only a few
percent shifting to the nc¢ opinion category. These estimates
support nu;ller's ‘judgment -that no  trickle-thrcugh process
operates in opinion change. One cén guess that the no dpinion
holders are scmewhat outside the pale’ of involvement.

Examination of tkose who held no opinion oﬁ presidential
performance before.the‘internagibnal event suggests ‘thgt about
half of them stay in @ﬁat state after the event. Of those wﬁo
shift, a bit more become supportive +than express disapproval.

The impact of these shifts, however, is reasonably small because
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of the small proporticn ( 12% toc 17% ) of +those surveyed who
expressed no epinicn.

By taking an interval one standard deviation about the
estimate it is possible to indicate the proportion o¢f the pos—-
sible occupants in the interval. Those high and low estimates
provide a rance of estigation associated with the proportion of
the presumakly egually likely possibile solutions. For exanmple,
in estimating the proportion of approvers who stayed approvers
after the <Culan Missile Crisis, the technique makes a point
estimate of €5.1%. The mean standard deviation from the expected
value for all soluticns over all cells is 1.27. Using that as a
confidence interval, this approach says that 79% of the solutioams
fall in the range of 93.1% to 97.1% standing pat in their evalua-
tion of JFK. A range like that can be adequate for many pur-
poses. In a case such as this both the high and low estimates
geﬁerate the same conclusions as the point estimates. Approvers
stay approvers; almost half the disapprovers shift tc¢ approval, a
few shift to holding nc cpiniom, and the remainder stay disap-
provers; and about half of those with no opinion stay in that
state with mest of the others shifting to approval.

While it is clear that some cell values are more likely than

C‘others, the intervals akout +the point estimates vary in the

proportion of the presumably equally likely values included. 1In
the four incidents examined, the proportion of sclutions falling

within the dinterval ranged from 44% to 94% with a mean of 67%.

.Clearly the questions being asked should determine the size of

the confidence interval used. For ease of initial investiga-
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tions, however, it was thought that the nmean standard deviation

from the estimates would be appropriate. However, the

investigator should chocse the interval according to the problen

at hande.

The breadth of the distributions of cell valunes should not

be cause for dismay. In picking a point estimate and examining
the frequency distribution about it, it seems that although the

point estimate may be the best one possible, it is not usvally

radically different from nearby estimates. Yet social scientists

routinely accept such estimates in their work. 1In the use of the

chi square estimate in goodness of fit tests the expected value

is a point estimate which does not actually differ from many

other estimates by much. In fact, I have ennumerated all pos-

sible soluticns in tables without any inequality comstraints and
the distributions of cell values about the chi sguare estimates

are the same kind as those seen in Tables 1 through 4. If we

routinely accept a point estimate from a wide range of pos-

sibilities as a base pcint in chi square tests, consistency

should not allow us to cavil at the parallel use of a point

estimate in the proklems under study.
The enumeration of solutions also generates data for analy-

sis that is not focused on point estimates. Because the non-

supporters ' ranks declipe after am _international event, it 1is

appropriate to concentrate on the relationship betueen the size

of cells 4, &, and f. By assumption,'cell e is greater +than or

equal to cells 4 and f£f. But that-leaves open the relationship

between cells d and £, the number of non-supporters who becane

//\
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supporters or who adopted no- opinion. Oour point estimate
analysis says that the estimate for cell d exceeds the estimate
for cell‘i. But in how nmany of the individual solutions is that
alsc the case?

The program that searches and enumerates the solutions also
counts the mnumber of sclutions in which cell 4 exceeds cell f.
For the Cuban missile crisis, the Vietnam accords, and the Canp
David agieement,

in every one of the solutions mocre pre—-event

disapprovers turned intc approvers than into no-apinion holders.
In the Mayaguez incidemt, of 2908 solutions 2899, or 99.69%, were
one-tine

such that more disapprovers became approvers than no

opinion respondents. Although moving from point estimates sugg-
ests a lack of accuracy, the step to analyzing the relationship
among cell values in the solutions gives more encompassing in-

formation. These data'say that given the constraints set by the
marginals and behavioral inertia, in all but an infinitesimal
number of sclutions, more one~time disapprovers beccme approvers
than become neutral. The process of opinion change in our circ-
cumstances is «c¢learly, therefeore, one of conversion from rather
exfreme positions rathey than -gradual shift.

It may be possible by examination of +the marginals and
extreme values of cells to analytically determine the relatioams
among a few cells. But that approach is not a;vays possible as

the Mayaguez case, where dominance is not complete, indicates.

- Therefore all sclutions are examined as they are enumerated.

Given tlke variety in the marginals in at least three of the

four cases, perhaps the most striking aspect of the results is
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the similarity of the estimates. This suggests that the dynanic

of opinion change is nct dependent on the marginals, which vary,

but inheres in the reaction to the presidential action. An

alternative explanation of the similarity of estimates is that

the technique itself is incapable of generating anything else.

To investigate that possiblitiy and to address some of the gques—-

tions about differences in opinion change in demographic sub-

fopulations, estimates of opinion change on Republican and Demo-—

cratic respondents will be sought. WéFexpect, for instance, that

Republican respondents at the time of the Mayaguez incident will

react differemtly than will the Demccratic respondents. If the

estimates are indeed different for the subpopulations and if they

conform to what party loyalty would predict, we would have evi-

that: 1) the technigue is sensitive to marginals and does

dence

not grind out the same estimates regardless of 4input, 2) more

faith can be put into thke conclusion that the conversion dynamic

is in operation in'presidential support change, and 3) subpopula-
tion dynamics are identifiable.

For both the Hayaguez and Camp David events, the Gallup

organizatiocn collected tle approve/disapprove/nc opinion respon-

ses separately for Lemocrats and Republicans prior to and Jjust

after the events. Those data were analyzed and the results are

displayed in Table 7 on p. 27. That table «clearly shows that

respondents -.generate differing estimates. The Repub-

partisan
licans?! estimates for the Mayaguez incident are very close to the
both of

Democrats' estimates for the Camp David accords. In

those cases we are talking about respondents who share the party

<l
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affiliation of the President. In the case of respondents with

Fartisan affiliation differing from the President the responses

are similar betqeen Democrats with regard to Mayaguez and Repub-

licans with regard to Camp David. The similarity is not as close

as in the first

cas€e, but we did not postulate any particular

pattern; we merely expected that differences vwould appear and

they would be substantively plausible. And it is certainly

within the realm of sukstantive interpretation that cases of

congruence letween respondent and presidential party affiliation

should generate similar responses while cases of partisan differ-
ence should yield similar results.

The major difference in estimates between respondents and

presidents of opposing parties lies in what the pre-event disap-

provers did. Proportiorately more disapproving Democrats suppor-

ted Ford's actions on the Mayaguez than did disapprcving Repub-
licans support Carter's

Camp David actions. But this is to be

expected given that the military nature of the seizure

Mayaguez
would bring national pride into play more than mediating between
two other nations. 1In any case it is clear that the technigue
can estimate opinion change in various subpopulations.

To shift £fror pcint estimates to the relations between
cells, analysis ﬁas carried out om the proportion of solutions in
which the number of disapprovers turned approvers exceeded +the
number of disapprovers turned'to~no-opinion holders. For bofh
Democratic and Republican respondents centering on the Camp David
event, in every solution nmore approvers became disaprrovers than

tock on no opinion. Regarding the Mayagquez incident, in 97.98%
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of the solutions involving Republican respondents and in 97.96%
of the sclutions involving Democratic respendents more
disapprovers lecame approvers than assumed a no-opinion stance.
Cnce again the evidence says that conversion is the dominant

dynamic in copinion change in the face of international actions by

the president.

IHPLICATIONS

This research offers evidence that increases in the approval
of presidential handling of his duties after an international
event largely cones fror a conversion of those who previously had
disapproved c¢f his execution of duties. The shift to and fron

the no opinion category is small and balances out, leaving the

;- largest net increase coming from the former disapprovers.

This suggests that survey research might spend less time on
those who hold no opinion. Por one, it is often harder to get
responses frcm them. But more importantly, this researcﬁ'suggest
that they are largely irrelevant when changes 1im aggregate ap-
proval is examined. They are not active participants in politi-
cal life and may.be ignored for some pPUrposesa \ Hence we have
provided additional evidence that the standard“éractice of using
the ¥approve of the president" percentage as a dependent variable

in measuring presidential popularity (e.g. Mueller) is justified.

The vclatility of respondents in shift%ng from disapproval o

. to approval suggests the importance of the various rally-round-
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the~flag explanations for opinion changes. The naticnal interest
apparently overrides previous evaluative Predispositions. = This
betokens a substantial basic support <for . the country in its
Fresidential embodiment regardless of the respondent's prior
positions. 1In fact, the rally-round~the-flag dynamic is powerful
enough to shift a healthy proportion -~ about 40% ~-- of
disapprovers.

In the voting arena there is evidence that candidates are
better served by holding the waverers and enticing the uncommit~
ted voters than by trying to convert those of the Oprosing party.

The voting act is an exanple of moderately stable behavior. In

‘Presidential evaluation in times of internaticnal action,

however, support can come from those vho were on the opposité‘
side of thke political fence. Political activism or awareness is
enough, it aprears, to augment the president's supportj when’ he
acts decisively in international matters.

But perhaps most important in this paper is the refinement
and application of a technique that allows estimating sub-macro-
level changes in public opinion fron repeated crcss~secti;nal
data. Archival data can now be mined and processed to generate
nev insights and to cffer corroborative data or to suggest in-
validating evidence for conjectﬁres. The \Egchnigue does not
promise certitude, but it clearly indicates thé odds of estimates
he%ng correct. The researcher can thereby judge the utility of

the estimates in each application and use the estimates if

arrropriate.
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TABLE 1: FREQUENCIES OF CELL VALUES IN SOLUTIGNS AND ESTINLIES

FOR CHANGES IN PRESIDENTIAL SUPPORT AT THE CUBAN
MISSILE CRISIS

Cell Appr Appr Appr Disap Disap Disap No Op No Cp No Op
Value tc to to to to to to to to
Appxr Disap FNo Op Appr Disap No Op Appr Disap No Op
0 0 54 0 0 0 52 0 31 0
1 Q -39 67 0 0 37 0 25 0
2 0 26 43 0 0 34 1 33 0
3 0 15 24 0 0 13 5 23 0
I L4} 7 7 0 0 6 14 22 0
5 0 1 1 1 0 0 27 7 0
6 ¢ ¢ g 5 0 0 u2 1 14
7 0 0 0 14 0 0 37 0 32
8 ¢ 0 0. 25 0 0 16 0 51
9 0 0 0 38 3 0 0 0 30
10 ¢ e ¢ 40 20 0 0 0 15
i1 0 0 0 19 47 0 0 0 0
12 ¢ a4 ¢ 0 32 G 0 0 0
13 0 0 0 0 22 0 0 0 0
14 ¢ 0 0 0 12 0 0 0 0
18 0 0 0 0 6 0 0 Q 0
55 1 0 0 0 0 0 0 C 0
56 6 0 0 0 0 0 0 0 0
57 1€ g 0 0 0 0 0 0 0
58 27 0 0 0 ¢ 0 0 0 0
59 35 0 0 0 0 0 0 0 0
60 34 ] o 0 0 0 0 0 0
61 23 ] 0 a 0 0 0 0 0
expected values based on most possible frequency distributions
58.99% 1.19 1.82 9.04 11.77 1.18 5.96 2.04 8.00
associated transition probabilities
-981 019 .G629 ~411 .535 .054 <373 127 -500
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TABLE 33 FREQUENCIES OF CELL VALUES IN SOLUTICNS AND ESTIMATES
FOR CHANGES IN PRESIDENTIAL SUPPORT SURROUNDING
THE MAYAGUEZ INCIDENT

TABLE 2: FREQUENCIES CF CELL VALUES IN SOLUTIONS AND ESTINATES
FOR CHANGES IN PRESIDENTIAL SUPPORI SURROUNDING
- THE VIETNAM ACCORDS

RN S e SR

expected values based on most possible frequency distributiomns
30.74 4.33 3.93 16.72 25.83 3.45 3.54 2.84 8.62
associated transition probabilities -
.788 .111 .101 <363 .562 .075 «236 .189 .575

PRy

cell Appr Appr ApPEr Disap Disap Disap No Op No Op No Op i iiiie Aggr Aiﬁ” Aggr Dligp legp Dligp Notgp Notgp Notgp
‘Value to to to to to to to to to ] ! Appr Disap No Op Appr Disap No Op Appr Disap No Op
Appr Disap No Cp Appr Disap No Op Aprr Disap No Op T s e 2 2 2 e 2 0 e e e e
- - —— - B A g 0 0 318 )] 0 0 393 262 430 0
0 0 18 0 0 0 45 1 7 0 1 0 318 516 0 0 382 338 490 0
1 ¢ 17 50 0 0 22 2 6 0 i 2 0 318 482 0 0 406 358 428 0
2 0 15 18 0 0 4 8 16 0 3 0 318 439 0 0 373 433 - 461 0
3 ) 11 3 0 0 0 11 13 .0 4 ¢ 314 389 0 0 369 432 382 0
4 0 6 0 0 0 0 25 21 11 5 0 302 _.-333 0 0 314 504 394 91
5 0 3 0 0 0 0 17 7 32 6 0 278 273 2 0 278 375 227 340
6 0 1 0 0 0 0 7 1 28 7 0 242 210 8 0 201 206 96 553
12 ¢ 0 0 1 0 0 0 0 0 @ 8 ¢ 196 146 20 0 129 0 0 576
13 0 0 0 3 0 0 0 0 0 | 9 0 145 82 38 0 52 0 0 455
14 ¢ 0 0 7 0 0 0 0 0 | 10 ¢ 93 32 63 0 11 0 0 342
15 0 0 0 11 ) 0 0 0 0 11 0 45 6 .95 0 0 0 0 245
16 ¢ 0 0 15 o 0 0 0 0 12 0 17 0 135 0 0 0 0 160
17 0 0 0 17 0 0 0 0 o ; 13 0 4 0 183 0 0 0 0 93
18 ¢ 0 0 17 6 0 0 0 0 . 14 o 0 0 223 0 0 0 0 42
19 0 0 0 0 18 0 0 0 0 § 15 0 0 0 255 0 0 0 0 11
20 ¢ 0 0 0 17 0 0 0 0 : 16 0 0 0 280 0 0 0 0 0
21 0 0 0 0 14 0 0 0 0 17 0 0 0 298 0 0 0 0 0
22 c 0 0 a 8 0 0 0 0 18 G 0 0 310 1 0 0 0 0
23 0 0 0 0 5 0 0 0 0 | 19 a 0 0 310 18 0 0 0 0
24 ¢ 0 0 0 2 0 0 0 0 & 20 o 0 0 280 65 0 0 0 0
25 0 0 0 0 1 0 0 0 0 I 21 2 0 0 220 136 0 0 0 0
44 i 0 ¢ 0 0 0 0 0 0 | i 22 10 0 o 140 223 0 0 0 0
45 4 0 0 0 0 0 0 0 0 | | 23 28 0 0 48 318 0 0 0 0
46 g ¢ 0 0 0 0 0 0 0 ;% § 24 58 0 0 0 318 0 0 0 0
47 13 0 0 0 0 0 0 0 0 N | 25 100 0 0 0 318 0 0 0 0
48 16 0 0 0 0 0 0 0 0 | | 26 149 0 0 0 318 0 0o , 0 0
49 16 0 0 0 0 0 0 0 0 ;\ | 27 201 0 0 0 301 0 o Y 0 0
50 12 0 0 0 0 0 0 0 ¥ ; 28 252 0 0 0 267 0 o 0 0
ii j 29 288 0 0 0 216 0 0 0 0
n f 30 303 0 0 ¢ 171 0 0 0 0
expected values based on most possible frequency distributions 2 f 31 299 0 0 0 122 0 0 0 0
47.90 1.76 1.34 16.18 20.39 0.42 3.92 2.85 5.24 B 3§ 32 280 0 0 0 80 0 0 0 0
ociated transition probabilities i i ~ 33 253 0 0 0 36 0 0 0 0
ass -939 .035 .%26 437 .551 .011 .326 .237 .437 Ei { 3y 220 0 o 0 0 0 0 0 0
gl § 35 182 0 0 0 0 0 0 0 0
G ; 36 140 0 0 0 0 0 0 0 0
PR 37, 95 0 0 0 0 0 - 0 0 0
X ! 38 ys 0 . 0 0 0 0 0 0 0
{
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TABLE 4: FREQUENCIES OF CELIL VALUES IN SOLUTIONS AND ESTIMATES ’ TRABLE 5: EVENTS AND THEIR AGGREGATE CHAﬁACTERISTICS
FOR CHANGES IN PRESIDENTIAL SUFPORT SUEROUNDING } i
THE CRMP IAVID ACCORDS i BN
Event Survey TCates Approve Disapprove ©No Opinion
Cell Appr Appr APBIr Disap Disap Disap No Op No Op No Op --*-—*~--~~----~~-o-—‘~--«;----------_--ff{-_______ffi _______ ()
Value tc to tc to to to to to to LT T e e
Appx Disap No -Cp Appr Disap No Op ApEr Disap No Op Cuban Nissile 20-25 Ser 1962 62% 229 16%
- - - - (o - B Crisis (1) 16-21 Nov 1962 4% 159 119
0 G . 214 0 0 0 268 42 142 0 . ‘ o
1 0 210 338 0 0 233 ~ 69 181 0 Vietnam Peace 12=-15 Jan 1973 519 39% 2
2 0 198 282 0 0 233 90 160 0 g | Treaty (2) 26-29 Jan 1973 68% 25% 172
3 ¢ 175 2258 0 0 184 134 , 190 0 ' ; . : ’
4 e 145 169 0 0 156 162 162 0 f i Hayaggez | 18~21 Apr 1975 39% yex 153
5 0 133 115 0 0 93 216 174 0 Incident (3) 30 May-Z June 519 -33% o
6 0 © 81 65 0 0 48 231 133 80 16%
7 0 532 27 0 0 13 181 65 185 | Canp David 21-24 Jul 1978 399 4 4% 17
8 0 29 7 0 0 0 103 21 264 Accords (4) 19 Sept 1¢78 56% 30% a%
9 0 g 0 0 0 0 0 0 261 145
10 0 1 0 2 0 0 0 0 182 § -
11 ¢ 0 0 8 0 0 0, 0 13 < " )
12 ¢} 0 0 20 0 0 0 o . 78 ‘ﬂ ) { The Cuban MNissile Crisis hegan on 16
13 ¢ 0 0 39 0 0 G . 0 35 g ’ Russian missiles were.ﬂiieig JFK annogzze;hESeph§;§an§ £
1? g g g gg 8 g 8 8 8 ! ghezgigsilii and initiated the naval blockade og 22 oct °
] n c e USSR’ @
16 0 0 0 121 0 0 G 0 0 : agregd to remove the weapons.
17 ¢ 0 0 149 ° 0 0 0 -0 0 (2) Nixon announced the agr ,
18 0 0 0 175 0 0 0 0 0 was signed in Paris on 27 gmn. | oo ont The peace pact
19 ¢ g 0 192 g Y] 0 S0 0 : , .
20 0 0 0 182 48 0 0 0 0 | : (3) Canmtodian naval vessel took the Hajhguez on 12 M
21 ¢ 6 0 132 119 0 0 0 0 b ~ forces recaptured t - / i ay- U.S.
22 0 0 0 50 214 0 0 0 0 P Pruzed the Hayaguez on 15 #ay.
23 0 i} 0 6 203 0 0 0 0 ' (4) The Bideast summit at Can i & . : .
24 0 0 0 0 181 0 0 0 0 i - tre framework for peace cg 2$v§gp§?aed #ith the signing of
25 0 ¢ 0 0 148 0 0 0 0 :
26 2 0 0 0 113 0 0 0 0 i
27 1¢ 0 0 0 85 .. 0 0 0 0 :
28 28 =~ 0 0 0 57 % 0 0 0 0 ‘
29 §8 0 0 0 36 -0 0 0 0 -
30 87 0 0 -0 15 0 0 . 0 0 ;
31 11¢ 0 0 0 0 0 0 0 g v ; .
32 147 ¢ 0 0 0 0 0 0 0 ‘ g
33 166 0 0 0 0 0 0 0 0 T
34 173 0 0 4 1] 0 0 0 0 o
35 162~ - 0 0 0 0 0 0 0 0 |
36 134 0 0 0 0 0 0. 0 0 P
37 g9E ¢ 0 0 0 - 0 0 0 0 ;
38 ’ 50 0 D 0 > 0 0 ! 0 0 0 . 1 5
; S BN “ R ¢
expected values based cn most possible freguency distributions
- 33.37 2.81 2.82 . 17.87 23.92 2.21 B.77 3427 8.97 P N
associated transiticn prcbabilities : - 1 v
«-88€¢  .072 .072 -406 .544 050 «281. .192 .52? '
ol
‘5 : o {}
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TABLE 6: ESTIMATED TRANSITICN PROBABILITIES AND ASSOCIATED
STATISTICS FOR OPINION CHANGE IN FCUR EVENTS

ESTIMATED TEANSITICN PROEABILITIES
Eﬂ)A TA-§E> A—)N D—)A D~>D D->N N->A HN->D N->N
CubaRe<<s 951 019 .€29 <411 .535 .054 <373 .127 .500
Vietnam.. -.939 .035 .026 <437 .551 .01 -326 .237 .u437
Mayaguez. .788 .111 .101 .363 .562 .075 «236 .189 .575
Camp Dav. 856 .072 .072 406 .544 .050 «281 .192 .527
ICY ESTIMATES EASED ON ONE STD DEV ERROR INTERVAL
-------------------------------------------- - - - .
1->2 A=>D A->N D->A D—)D DP->¥ N~>A HN->D  N->N
Cubalaeoe. 931 .000 .009 «353 477 .000 -293 .0U8 421
Vietnam.. 916 4011 .003 405 .519 .000 «226 .137 .337
Hayaguez. .720 - .043 .032 -305 .504 .017 058 .012 .397
Camp Dav. -B801 .018 .018 2358 .495 .002 <155 .067 .402
BIGH ESTIHATES BASED ON ONRE STD DEV ERROR INiBRVRL
A->A A->D A~->N- D->A D->D D- >N -)A N~>Di‘ N=->N
Cubalooves 972 040 -.050 -469 .593 .112 452  .207 | -579
ViethaMe.:r «963 .058 .050 ~ 870 - .584 .0u4 426 .337 «537
Mayaguez. .857 .179 .169 -421 .620  .133 14  .367 - 753
Camp Dav. 910 27 127 454  .592 7,099 406 o317 - 0852
BROPORTION QF POSSIBLE CASES BETHEEN HIGH AND LO® ESTIMATES
- o o - G R A D I A A D W W AT R W WS S D N T D WD W D W W W G b e 2 D D 3 e s -
i-2A A-)D A->N D=->A D->D D->H N=->A4 N=>D N-~->N
Cubalaeee 676 .838 .S4Y »125 2711  .866 - 746 570 «796
Vietnam.. .634 .451 .958 -606 .437 .944 -6 704 - 845
Mayagquez. 489 .526 .659 «500 - .523 .730 -839 .741 - 863
Camp Dav. .52Z8B .593 LB82¢ +519% .700 . .656 - 605 .559 -843
Event Standard Deviation Error ﬁnteIVal
CubaNae .-« 1,271 :
Vietnamnno 1&201 'v
MayagueZ.. 2.668
Camp David 2.126
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7: ESTIMATED TRANSITION PROBABILITIES AND ASSOCIATEL

Camp David/Lemocrats 1e
, D

(-

o e i T AN s eade

TABLE
STATISTICS FOR PARTISAN RESPONDENTS IN THE
EAYAGUEZ (Mygz) AND CAMP DAVID (CmpL) INCIDENIS
ESTIMATED IRANSITICN PBCEBBILITIES
V | A )A R-)D A=>N D-)A D=->D D=-D>HN N->A N-=>D N=->N
Mygz Rep -908 042 050  .356 .553 .091 .239 .181 .580
Mygz/Dem .628 .191 <181 «332 574 .094 -206 194 ,6400
CopD/Rep .704 .230 .066 -.162 .826 .011% - 265 L2655 U469
CnpD/Dem .895 .060 .045 -383 .573 .0Uy ~280 .208 .512
LOW ESTIMATES BASED ON CNE STANDARD DEVIATION ERROR INTERVAL
2=>A - A->D A-DK D->2 D-=->D D->N ->A N->D N->N
¥ygz/Rep .877 <011 .019 .289 .486 .024 .068 .010 .409
Hygz/Dem ..518 .082 871 «276 519 .038 -000 .000 .373
cnpD/Rep 611 137 000 -125 .790 - .000 . 072 072 <275
CmpD/Dem .858 .022 .008 <329 .518 .00G - 144 072 2375
HIGH ESTIMATES BASED ON CIXE STANDARD DEVIATION ERROR INTERVAL
A->8 Af)D R=D>N D=>A D-)D D=>N N=->4 N=-2>D N-2>H
HYQZ/REP o939 ¢072 ‘081 .u23 -620 0158 ¢u10 0352 0751
Mygz/Dem 737 o301 .291 .388 .630 .150 - 433 .421 .828
CnpD/Rep .7¢7 .323 .160¢ 199 .863 .D48 -459 .459 .663
CupD/Dem -933 .097 .083 - 438 .629 -098 -417 .345 .648
PBOPORTIDN CF POSSIELE qCIUTIONS BETWEEN HIGH AND 1OW ESTIMATES
B*)A A—)D A=-2>K ‘B-)A -)D D~ )N N->4 HN->D N=D>N
MYgZ/Rep «574- 642 -5“0 « 456 ~ 650 - 647 - 162 -610 - 186
Mygz/Dem JU4E6 483 .EBE -539 .493 .566 »973 .910 .84Y
cCmpD/Rep <321 461 .%876 407 401 1.000 -.860 .860 1.000
CmpD/Dem  .537 427 .935 546 434 .909 .556 .501 .B64
Event Std. Dev. Error Pre-event Post—~-Eveat
: C A D N
Mayaguez Republicans  1.881 61% 28% 68% 20% 12%
_Mayaguez/Denocrats J.182 29% S7% 14% 40% 41% 19%
Camp David/Republicans 2.326 25% 63% 12% 31% 61% 8%
911 51% 35% 63% 26% 11%
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ABSTRACT

ESiIMAEi&G THE DEGREE CF FOBILIZATION AND CONVERSION IN THE 1890's:
THE NATURE OF POLITICAL CHANGE IN ONE CRITICAL ELECTICN

The primary votirg dynamic din- the critical presidential
election of 1896 is held in the literature to be +the <conversion
cf disenckanted Democrats to the FRepublican banner. Mokilization
of new voters is nct giver much attenticn. To assess the role of
meilizaticn,.the vcte sh{ft rossibilities from 1892 to 1896 wuere
formalized, and analysis of all possible scenarios conforming to
the aggregate data characterizing the ek@ctoral shift were <car-
ried "out Lty computer. Scluticmns to thg;3x3 tables representing
the 1892 tc 1E96 vote history show +that 4in the Midwest more
voters were mobilized in the 1896 election than were converted.

In the Northeast the conventional wisdom was untouched.

e e T SR .
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ESTINATING THE DEGREE CF MOBILIZATION ANLD CONVERSION IN THE 1890°'s:

THE NATUFE OF ECLITICAL CHANGE IN ONE CRITICAL ELECTION

John Wenat and Karen Burke 1
Derartrnent of Political Scienée

University c¢f Ilinois at Chicago Circle

Though certain elections have been classified with great
regularity as critical elections, the definitionm ‘of what consti-
tutes axsriiical election has not been clear. V. O. Rey ({1971
28) initially classified an election as critical if an enduring
realignment w;§ Ercduced by sharp and intense changés in party
suppogt. LateglKey (195¢2198) noted that secular realignment is
also compatikle wi%h a critical election, but the change in Farty
support 1is the —result of gradual shifts in voter affiliation.
Burnham (1970: %), usirg Key's formulaticn, named the sharp
change in fpolitical tehavior a  critical realignment: Pomper
(19715 182) godified the concept further by calling elections
where the majcrity party retains pre-eminence through a change in

the voter lase ccnverting elections; if the majority party loses



its majority
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status he called the elections realigning.

sundquist {1973: 7), rejecting the distinction between forms of

realignment, suggested that the term realignnent encompasses both
critical and secular realignment if there is an organic change in

the party system. [Lespite such variety in definition, at the

core of +tke concept is a ccnsensus that critical elections are

characterized ky a deccmpositicn of habitual party loyalty,

resulting in a shift of decisive minorities frcm cne political

party to ancther. {(Eurnham, 1970: 63 Campbell, 1971 1173 Sund-

quist, 1973: 18)

Some scholars, however, have suggested that the notion of a

critical election merits elaboration. For example, Sellers

(1971: 159), though accepting the notion that a critical election
allegiance, places

is partially the result of a shift in voter

rcre emphasis on the cortzibuticns of the young and the new voter
entering +the voting fray. Seagull (1980: 70) atteﬁpts to dif-
ferentiate between a critical election and a secular realignment
by noting that secular realignments place less stress upon heated
issues and pore stress con population shifts and alterations of

social bases. Although Seagull is still willing tc provide a

distinction between the two categories of elections, he suggests

that each cf these ere ccuposed of issues and ropulati¥n shifts,
though tte contributicns

election.
8
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Since a political system at any time is conrposed of contin-

uing voters as well as @new voters resulting from demographic

changes we find the Seagull and Sellers positions on the

ccmponents of a critical election appealing. We dc not mean to

imply that scltolars totally ignore the impact of new voters, but
the wextent c¢f most treatnrenis is usualay a mild reference to the

fact that new voters may have some impact. The volume of 1it-

erature on vote switching in critical elections indicates that

prime emphasis lies in tle ccnversion of nvotes. With the

Ryt

Andersen (197€) and Wanat (1979) virtually no empirical

excep-

tion of

attention has been paid to the relative weight c¢f conversion and

mobilizaticn.

The 18%6 presidential election is universally considered to

be a criticsl electicn, nct cnly because of its dimpact on the

tclitics cf succeeding years, but also because of the conversion
Scme theorists (e.g., Burnham, 1970; Sundquist, 1973)

suggest that the veclatile, divisive

economric issues in 1896

resulted in an obvious rclarizaticn of political choices forcing
voters out of the comfort of traditional voting patterns into new
territory and new enduriﬁg relationships. The result is a con-
version of 1892 voters.

However intriguing, when aprlied to 1896, the grand conver-
sion theory suffers from some methodological problems. Buznham
accurately described the.severe economic chaos in 18¢6, presented

cogent reascns why +the Republican and Democratic gositions ap-
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Fealed to scme geographical regions and not others, and egually

as painstakingly analyzed the aggregate electoral

Conversion ccnsequently appears plausible. But Eroblems develop

when aggregate data are assumed to represent a ccmpilation of

individual ccnversions. The question thus arises whether any

evidence exists that the cutcome cf the 1896 election is based on

factors other than conversicn. Although the literature leans in

the conversicn direction, mobilization of new voters, as Andersen

election, prov-

(1976) and Wwanat (1979) have shown for +he 1932

ides an alternative ang Frokably better explanation for some

critical elections. We suggest three reasons why mobilization

might form the basis for much of what happened in 1896.

First, rtelying cn census data, we note that nigration among

states could result in ar influx cf potential voters +that might

change the relative proportion of party advocates in each state.

Within this rigratory movement lies the possibility of some

states displaying g¢rcwtt in eligible voters and others witnessiag

a decline ir voting rcpulaticn fron migration. For example,

after accounting for birth and death rates, we note that New York

between 1880 and 1890 lost 146,400 native whites agver ten years

illinois lost 170,000 native whites to

cld to micrztionm and

migration while Massachusetts gained 31,900 native yhite migrants
in that same period. -If the foreign-born and klack populations
are included in this calculation the enormous impact of migratory
€ven ncre noticeable. Illinois, in this case,

patterns lLeccnes

outcomes. -
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shoved a loss fronm nigration of 59,000 between 1870 to 1880 and a

gain of 170, 3C0 Feople retween 1880 and 1890. Pennsylvania

gained 19,100 migrants tetween 1870 and 1880 and gained 285,100

migrants between 1880 and 1890 (HISTORICAL STIATISTICS, ﬁ975:

91-93) . Ite migrart, ccnsequently, was not fiecesarily converted

in 1896, but could have carried his normal political affiliation

into the pclls in his new state of residence.

Second, if mobilization of neyw voters was a goal of politi-

cal parties in 1896, there was a supply of twenty-omne year old

males that had never €xperienced voting in a Presidential el-

€ction before. For example, based on the 1890 census, Pennsyl-

vania had 660,000 people in the 15 - 24 year old categorye.

Assuming that aprroxirately 50% of this category are males, and

excluding all those +that

could have voted in 1892, there are

approximately 215,000 fifteen to eighteen year olds who would
fall into the tuenty-one year old male category in 1896. In 1like
manner, Illinois had 158,600 potential new voters and OQhio

150,200 (HISTCRICAL STATISTICS, 1975: 24-37) .

Finally, the late 18C0's ray be seen as a period of in-

migggnt influx unmatched in any earliei Feriod. It has been

estimated ttat the grewth attributed to immigration during +this

Feriod was one-half million annually (Jensen, 1971z 187-188). 1In

1890, the foreign~born Population stood at 9,249,560 people, or

approximately 14.7% of the total populaticn (Carpenter, 1969:

308) . This swell in:pcpuiaticn from immigration offered a pool

(I
(P2
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of voters ripe for-mokilization. Though the éxtent of immigrant
contributicn to electcral outcome would vary by state, wg can
illustrate the approximate importance of the immigrant tc elec-
toral outccre by examinipg Chic. Of the 1,016,464 pales twenty-
one and over in 1890, rcughly 15.71% were onaturalized citizens
(HISTORICAL STATISTICS, 1975: 1068).  Thus, in Ohio in 1890,
approximately 108,486 inmigrants fell into the potential voter
camp. Thotgh some historians {e.g., Jensen, 1971: 254) feel that
immigrants, due to a lack of political integraticn, were less
inclined to vcie than native citizens, the econonmic situation of
1896 ands/or the active purstit of new voters by the political
parties may have initiated previously inactive voters into the
systen.

Certainly in scme states (e.g., Indiana and Wisconsin) the
ipmigrant was well received. Berely by meeting normal voter
requirements, such as residency, the immigrant could cast a vote
without full citizenship. Further, even in states requiring full
citizenshir prior to obtaining voting rights, immigrants vwere
cbtaining citigenship, and even if they opted not to change their
status their children were reaching voting age. For example, the
native white populaticn born in the United States of ereign
parents increased frcm 16.5% in 1890 to 20.6% in 1900 (Carpenter,
1969: 6) The total impact of this immigrant infiux is that a
pool of vcters existed for which the historical and social cues

cf party preference did not exist.

C e e e e o a5 e 8 ot 2 e 7ok &Y v @ -
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This brief review ¢f the components underlying aggregate
data suggest that vcter conversion is cnly che explanation among
a universe cf dynamic possibilities. As suggested earlier the
process underlying a critical election may ke viewed as a mixture

of conversior and mobilization bkehaviors.

AGGREGATE TL2TA ANALYSIS

In Takle B the votes for each party's presidential candidate
in both 18%2 and 18BS6 are presented, as are nmeasures of vote
change for the parties. While it is clear that one cannot infer
individual level behévior from aggregate data such as these, they
can generate conjectures. Cne striking regularity in these data
leads to a ccnjecture ard demands investigation.

Note that with the excepticn of Wiscomnsin, all the Fid-
Wwestern states show an increase in Democratic vote, while all
states in the Northeast show a decline in the Demccratic vote
from 1892 +tc 1896. Thke natural conjecture for the Northeast,
therefore, is that ccnyersion is likely -- pdarticularly since the
increase in tke total of those voting is small. But im the
Kidwest it does not appear as likely'to have been a zZero sum
game. Consequently, the mobilization of new voters, who were
relativel& numerous ir thkat region, may well explain or at least

contrikute tc the Republican hegemony in 1896.

o}

a
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FCFMALIZATICN CF THE PROBLEN

We are interested in where the 1896 voters came from and

vhere the 1892 voters went to in 1896. If conversion vwere the

culy opérative mechanisr, the problem could ke expressed as a 2x2

I

crosstabulééicn. The rcw marginals would be the 1892 Democratic

i

and Repuklican vote; tte cclunmn marginalsw would be the 1896

Democratic and Reputlican vote; the problem would be to estimate
the c¢ell entries. As cléar from his chart, Sundgquist's con-
ceptualizaticn of realignment operates on this basis (Sundguisf,
1973z 19). .

Earlier im +the c[rarer, #%we suggested that conversion alone

could not have occurred. The augmentation of the 1892 voting age

fopulation'by naturalization of immigrants and attainment of

voting 'age ky the native borm alcng with theldimiﬁution of that
population ty death and cutmigiaticn constitute dynémics outside
the realm cf conversicn. To accommodate these realities of
augmentaticn and attrition, a third category, which we «call the

rool categery, is needed. That category represents those in any

year who, tkeugh eligible, did not vote, those whc voted for

thizd party candidates, and a small adjustment population needed

to make the population commensurate between 1893 and 1896a. (Ehai‘

will ke expleined mcre frlly later.)

SIS + SN

didates in trcth 1892 andé 1896.

‘were eligitle tc vote in €itlter 1892 cr 1896.

g II-D-10

The protlem, tlterefcre, can be expressed as a 3x3 table with
the row marginalg representing 1892 Democrats, Republicans, and
rcol members and the column marginals representing the =ame
groups in 1896. Figure 1 lays out the general crosstabulation as
well as a particular expressicn c¢f the problem for Minnesota.

In théyfigure, cells DD and RR Tepresent Derocratic and
Republican ©voters who stayed <faithful +to their parties® can-
Cell DR holds the Democrats who
defected +to the Repuklicanms in 1896 and cell RD are those who
defected the cther way. The siée og those two «c¢ells indicates
the degres of ;onversion. Mobilization, on the other hand, is
seen inm cells PD and PR, which indicate how nany from the pool in
1%92 voted ILemocratic and Republican, respectively, dian 1895.
Cells DP, KP, and PP represent those in the 1892 eiigible el-
ectoraté whc died, did not vote or voted for third party ~can-
didates in 1896. > .

Voting statistics tell us some of the marginals: D1, 1,

D2, 'and R2. FEut others, E1 and P2, must be computed.

remembered that the entire table is composed of all persons who _

Although those two
groups are largely the sanme, therg are differences because of
nevly enfrarnchized voters, voter

newly interested voters,

dropouts, ard death.
We prcceed to compute the pool marginals as followus.

Burnham?s turnout rates (BISTORICAL STATISTICS, 1975: 1071-1072)

It must bem‘

@
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are used tc calculate the ekigitlé electorate fcr toth 1892 and

1896. Hence, if the 1892 turnout rate is called T092 and the
1896 figure is T10%€, tle available electorates, AF92 and AE9G,
are computed as:
|%Q&uaﬁt
AF92 = (E3—+—F+) /T092
189% vele.
AF96 = {(P2—v—1%2)/T096
In all tle states we examined save one, the 1896 electorate

exceeds the 1892 electorate, which indicates that the total table

ropulation mrst be at least as large as AE96. It will te larger

than the 1896 available electorate by the number in the 1892

1896 . Data in-

availatle electorate whc died betweem 1892 and

dicate +that mortality din that period is about 7,5§% {see below

Therefore, total table

and HISTORICAL STATISTICS, 1975z 63).

rcrulation is:

1

BESE + 7.56%(AE92)

vole_ 203 vele
- }%)/mss + .0756 (M)/TOQ,Z

TCI

Knowing +tle total avaiiahle population allcws calculation of the

pool populaticn as:

]

B1 TCT - 21 - EI1

2

P2 = TCT - D2 - R2 1

We are now left 4ith the classic ecological inference

pioblem: Ohcw +o estimate cell entries from marginals. The

ﬁarginals allcw us tec state the conditions that connect cell

entries and marginals:

L

e O (A ey ..

sachusetts in 1893, 1894, 1895, and 1896 were

/ ”
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DD + LR + DP = D1 ("
5@9 + RR + RP = R (2)
ED # PR + EE = P1 (3)
DD + R + EL = L2 (4
DR + RR + PR = R2 (5)
DP + RP + PP = P2 6}

Kncwledge of elementary algekbra indicates that nc unique solution
is possikle for ccnditions (1) through (6) because there are 9
unknovns and cnly €& equations. In fact, there are an infinite
number of sclutions if the cell variables are allowed to be real

numbers.. PBut since the problem represents enumerated data, it is
7

" fully apprcpriate to reguire that the variables be non-negative

integers. That stricture reduces the number cf sclutions to a

finite, thcugh potentially very large number.
To make the formalization of the problem more isomorphic to

the phenonencn under study and, fortunately, tc further reduce

the nﬁmher cf soluticns, we inccrrorate the effect of death on

the 1892 electorate into the problem. The death rates in Mas-

20.5’ 19-1.' 194-0

~and 19.3 desths per thcusand (HISTORICAL STATISTICS, 1975: 63).

Since those cdata are the cnly cnes available, vwe assume thej are

reasonably zepresentative of the Northeast and Bidvestern states

we investigate. Their compound effect indicates that 7.56% of

the 1892 electorate would be dead by 1896. To incorporate mortal

s

attrition into~—dur mcdel we require that at least 7.56% of all

Q




N s R R I S N P I SO TR Y

- II-D-13

1892 categories move to the pool category in 1896. The
inequality 1is reguired ©becatuse there are more reasons for not

voting than €ying. Expressed more succinctly,

IP > .C756D1 (7)
FP > .C756R1 w & B
PP > .C756P1 (9)

Because infant mortality rates are usually higher than adult
rates, the actual attrition rates %or the voting age population
may be less than + 56 % Using as low as a 7% attrition rate
generated essentially tle sare results as those to be reported
kelov. Hence we will use the 7.56% mortality rates in the rest
of the paper with ccnfiderce.

Yet another aspect of reality that must be incorporated into
the model is the inertial guality of most human betavior. For
ihstance, given a group of conservatives at one time it is Te-
asonakble fc assume that wmcst of them will still be conservatively
oriented a few years later. In the case of the 1896 election it
is reasonatle to assume that most of those who voted Republican
in 1892 would continue to do so four vyears later. There is no
wvay that ary individval's voting pattern can be identified or
predicted, tut in a guasi-aggregate semse, it is possible to say
that most cf thase votirg in a particular way at one time contin-
ved to do sc at a second poih% in times ‘

Given that iheoﬁegublicans increased their vote from 1892 to

1896 and given £}at tke gqualitative literature argues that vote

I

2
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defections were mostly cr heavily on the part of the Democrats,
we feel it is reasonalle to reguire that most 1892 Republicans
whe voted in 1896 voted Thr McKinley. To be more specific we
%ill assume that mnc mcre than 25% of the 1892 Northeastern and
Midwestern Republicszas wculd vote Democratic in 1896. All the
narrative and qualitative literature on the politics of the 1890s
stresseslythe cohesiveness and strength of the Republican party
both absoﬁutely and relative to the fractionated Democfatic
party. A 25% latitude for Republican defection is therefore both
reasonable and literal. Cn the other hand the Lemocrats are
thought to have beem in disarray, rarticularly in the Northeast.
We feel therefore that more defection shcould characterize the
1892 Democratic woters. Too much defection would be un-
reasonable, tut we feel that allcwing 50% of the 1892 Democrats
to defect wculd circumscrite what had been gcing on. More than
that is tantamount to sayingAthat”there was no Democratic party,
an asserticn to which the agéfegate data gives lie. Setting
those 1limits dces nqt in any way specify a particular solution.
The limits m%#ely identify reascnable bcunds on what could have
haﬁpeneﬁ. Note that these 1limits .are nmore gonerous than

Burnham's definition of the «conversion linits in a «c¢ritical

election which he sets at from one-fifth to one~-third of the

normal vote skiftirg (Bﬁrnham, 1970: 6) - Those conditions are .

formalized as:
BEE > <75{(RR + RD) - {10)

LT > .50(DE + DR) {11)

A i A Stk et s o i S bkt
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The final specification of our problem is meant to simplify

: The center porticn of Figure 1 lays out the margin-
{
als in thouvsands of votes for Minnesota.

To allow guicker com-

thcse vote figures are converted to percentages. Fur-

ther analysis is then completed on the portions of the Table at

the Lottonr. In rparticular, ve will~examipe all non-negative

integer soluticns tc the 3x3 table with the marginals expressed
in percentage points +that also satisfy conditions (1) through

(11) -

ANALYTIC APFFCACH

©
|

GUIZQGtstantive Frcklem centers on the degree of mobilizaton

and conversicn of voters in the 1896 election. Since e want to

compare cells RD and LR (conversion) with  cells PD and PR &

{mobilizaticn), wkat «can be decided if thereiﬂare numerous

sclutions?

2 Dbasic tenet or cuiding principle of'this research is that
to analyze or estipate vwhat éid happen; ng must examine what
could have happened. We contend that valuable information can be
garnered by enumefating all possikle soluticns and examining thg
relationships amonyg cell .entries in the soluticns. This approach

is simply iaentifylng' the logical consequences of the nodel

[u]
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formalized in Figure 1. No nmnew empirical ianformationm is

generated. Put since the logicéi entailments of the model are

not apparent by Jjust looking, for instance, at Figure 1, it is

¢ssential tc work cut those consegquences. We used a computer +to

enumerate all soluticns. Because of the inequality rela-

tionships, anr analytic approach to the relations among cells is

not possible. But the computer enumeration is fast and provides

all the needed infcrraticr.
Each sclution represents a scenario of how i%gz voters could

have behaved in the 189€ election, a configuration c¢f how many

Farty voters stood pat, defected, or dropped out. For most

states there are literally a few thousand solutions. No ome <can

really know- which scenario actually cccurred. But if the vast

rajority of them indicate more people were mobilized than conver-
ted, we deem it reasonaltle to believe that not only is conversion
not to be assumed, tut nolilizaticn is more 1likely.

By exanining all pcssible sclutions or scenarios ¥We are

setting the groundvork for making some probabilistic statements.
In this paper we will be making statements of the tyre: "In X%

of all possitle scluticns, relationshirp Y existg." The approach
S

we employ gives the researcher a specific measure of the cer-

tainty for each asserticn. To say that 97% of all scenarios for

state Z have more péque mobilized +han ccnverted +tells the

researcher a specific number, a significance level. In confor=,

mity with standard usage for significance when more than 95% of

]
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I

|

|
! statement ¥,"” we consider

S 1; :
statement Y" well suppcrted —- %ignificant at the .05 1level as
it were. Sirce social scientist# accept probabilistic statements
!
basis in the confext of statistical significance,

’}
novel, |

€n a regular

our approach, although should not be uncomfortable.

Bappily, in a gccd rurmber oﬁ'Midwest and Northeastern states;
100% of the scluticns exhibit cdnsistency, which gives us cer-
I

tainty that "relaticnship Y exi%ts."

DATA

Cur general thesis is that mobilization as well as conver-
sion characterizes tkie ﬁegublican{ascenaancy in 1896. But since

regional veriatdons are usually found in every presidential

€lection, we will go below the national level to the state level

Because the South

for two rpertinent regions to make our case.

maintained its special relaticnship to the Democratic party, we

will ignore it in the analysis. Because the FWest vas small in

some of its the

electoral college votes and because ties to

torulist and kimetallic positions kept it in the Demccratic canmp,

@

it too will te neglected in what fcllows.

rcst interesting parts of the country in the 1896 el-

The

Jensen, and

ection were the Nidwest and the Northeast. Burnhan

others have focused on the Midwist as central to understanding

-
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the electicn. Moreover, the size of the electorai ccllegé vates
found in those +twoc regions ©pakes their study important. But
he

perhaps most importantly, conversion of votes was supposed to

in the Midwest and Northeast. Our study therefore

most salient

analyzes tlke seven midwestern states of Minnesota, Wisconpsin,

ijowa, Illincis, Michigamn, Indiana and Ohio. It includes the six

New England states of Maine, New Hampshire, Vermont, Connecticut,

the three

Massachusetts, and Fhode Island. Lastly it takes in

pid-atlantic states of New York, New Jersey, and Pennsylvania.

Together tley represent 227 electcial votes or 51% of the total.

For each of  these 16 states, actual votes (rounded to

thcusands) fcr the Lemocratic ard Republican presidential can-

didates in 1892 awd 18¢¢€ nere taken from the BISTOERICAL STATIS-

TICS CF THE UMNITED STATES. That same source yielded Burnham's

estimates o¢f the vcter turmcut by state for each of the two

elections. Those data were used, as outlined above, to generate

the

for 3x3 tables similar to that in Table 1.

the marginals

Using those"narginals ard conditicns (1) through (11) we sSought

a11'§ossible solutions fc¢r each state.

G
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FINDINGS

Cur general goal is to convince the analyst that mobiliza-

included more ex-

tion has tc¢ ke considered more seriously and

Flicitly tbken 1in any studies to date. More proximately we will

sheow that it is likely that in many states mobilization was very

prevalent. Most dimmediately we will demcnstrate that in some

states mokilizaticn was mcre prevalent than conversicn.

To meastre mobilization we have taken the sum <¢f cells BPBD

and PR to represént the segment of the 1892 electorate that came

into the twc party fray irn 1896. These voters may be persons

ne%ér votinc before, ©perscns who had voted Populisﬁ;or othe;

rinor party in 189Z, or persons who had dropped

voting booth in 1892 though they could have voted fcr one cf the

major parties pricr tc 1892. The extent cf conversion is meas-

o

ured by the sum oOf ¢ells DR and RD. These cells indicate the

size of the defector porulation in the 1896 election. ﬁpur first

pasé% was toc search
J)

wherein PR + PL > RL # LR.

Table E displays %gijous chkaracteristics of the solutions to

all possibtle solutions and identify those

cur problem by state. The first set of entries tally the progpor-

tion of solutions or voting scenarios in each state wherein nmore

people are wmokilized thak are ccnverted. Note that in all states
bu£ Nev Hampstire more than B84% of the solutions are mobilization

dominant. Ip the Midwest in rparticular there is overwhelming

out from tﬁ%

S

RS o
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o

Sans merd

II-D-20

evidence that in fcur states (Minnesota, Risconsin, Illinois, and

Michigan) F every possitle voting scenaric has nmore people

mobilized than converted. In the remaining states in th;%

region the data say ‘that the probability exceeds 98% that the

electoral dyramics were amcbilization dominant. In the Northeast

the data are not generally as strong but are still reasonakly

thought prcvcking. In Vermont it is that

certain mobilization

exceeded écnversion. Save New Hampshire, the odds range frcm a
& '

low of 5 t¢ 1 to a kigh ¢f 10 to 1 that mobilization dominated.

All this, of course, is based cn the reasonable assumption that

every soluticn or scenario is as likely as any other.

These data say that in 5 of 16 states we know incontrover~

™
tahly& that @more wmokilization than conversion cccurred. In an-
c¢ther 4, tke cdds are SC to 1 that the extent of mobilization

exceeded c¢cnversion.

Fobilization, consequently, must be ac-—
corded more importance in the 1896 election than is found in the
literature tc date.

The second cclumn cf data in Table B counts the proportion
of soluticns c¢r voting scenarios in which the mokilized go to the
Democrats rather tran the Repuﬁlicans.cln Wisconsin 96% of the
scenarios Lad more mohi]iﬁed voters gcing Republican than Demo-
cratic, but in the rest cf the Midwest the data are not conclu-

sive. _ In

the New England states, on the other hand, in all but

ol

Massachusetts the odds are greater than 95% thét the Republicans

got the bulk cf the newly moﬁilized voters.

In Vermont we have

certainty that that is tle casec. N
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The scurce of the victorious Républican-~vote is touched on

in the third column of the table where the percentage of solu-

tions in which more of the FRepublican vote came from the rool

than from defecting Demccrats is laid out. Only in M#Minnesota,

Wisconsin, Ve¢rmont, ard Pennsylvania are the data strong enough

to say thatvfepublicans got more support from the mokilized ‘than

the cqnverted. In the rest of the states ccnverted voters could

well have and prokakly did play a major part in exrlaining the

Republican success. But in those four states more than 95% of

the scenarics have tlte nmokilized mcre important than the conver-

ted, vwhich is contrary to the conventional wisdom.
The last +twc columns in the Table indicate the vitality of

shcus thé rrororticn of solutions (voting

scenarios) in which mcre voters are mohilized to the party can-

didate than are lost by defection to the other party. With the

exception cf Indiana, Ohic, and Massachusetts it is clear that

J

over 97% of all sceanics have the Republicans gaining more than

they lose. In fact, in 8 cf the 16 states in every possible

scenario tte Republicans cained more frcm the pool category than‘

they lost frcm defection. This comports well with the emergence
of the Republicans as theﬁdominant party.

‘ The case for Demccratic party vitality is not as convincing.
In four of tte Midﬁ%stezn states (Minheéota, Michigan, Indiana,
and Chio) all scenarios havé fewer Denocrats icst to the Repub-

licans than are gained from +the ©pool, .indicating active and

E o

oy,
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reasonably successful state parties. The remaining Midwestern

states dc roct display enough consistency in their set of

solutions tc say come way or the «cther. In the New England

states, hovwever, most of the states (excepting Massachusetts)

show the TIemocrats losing more than they gain. What is ia-
téresting kere is that tte Northeast fits what +the 1literature
says altout écnversion, tut scme of the Midwest does not.

To this point, then, our enumeration and analysis c¢f solu-
tions indicates that in general mobilization must te counted as a
serious conpcnent of the vote dynamic in 1896. 1In five states it
is certain that mokilized voters outnumber ccnverted voters while
in ancther fcur states the weight of probability points in the
same directicn. Poreover we have presented evidence that al-
though the Republican state rarties seem full of vitality in both
the Northeast and Midwest, t&; Demccrats”appear ccmparably stroag
crly in the Piduest.

To understand mobilization's role more fully requires us to
cardinal rather than orxdinal terns.

estimate its magritude in

Just how many people were mobilized? Or, lacking that, what is

the sgaiiest number mchilized? The answer is highly dependenrt on

turnout. Table € displays the turnout in 1892, 1896, and the

difference tetween thcse two. Clearly the turnout was higher in

the Midwest +than in +the Northeast im absclute terms in 1896.

MGEEQVerzghe Midwest experienced an increase in turncut from 1892

2

while the Northeastern states, except Pennsylvania, all exge-
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rienced a decline in turhout, Since the Republican party seems
to have experienced continued vitality,in that election, the only
possitle explanaticn for the turnout is that the Democrats failed
tc mobilize voters that were potentially theirs in the Northeast.
It is very ﬁéssible, then, that +the criticality cf +the 1896
election cecmes not frecm inordipate numbers of pecple changgng
their party allegiance, kut fren large numbers of pecple who were
nct urged cut by the Bemocratic party in some states while the
Republicans vwere out cracking the wvhip to get tc the polls those
who were likely tc ke tteirs.

In an eifbrt to estinate the nagnitude of the ‘Ynew"® yoter,
wWe proceed as folloxs. HWe seek to identify the minimum number of
Eeople in cells Pﬁ and FR, the cells representing the newly
mobilized. Seeking tlte pirimum cf PD+PR is tantamount to seeking
the maximur value of PP since we know the marginal P1. But the
maximum value of PE is equivalent to knowing the  minimum values
cE PR and B since we know the marginal P2. The minimum values
of ;D-B? and %g, however, fall out directly from +the attrition by
death data which says that PD+PR must ﬁinimally exceed”7.56% of
L14R1a |

The fc;;thkcoluiﬁ of Table C lists the estimates of minimal
new voters in thcusands. The New England states have very small
numbers of new voters ccnrared to-the ccmrarable figureé in the
pidvest. Rew York and Fennsylvania are the only two Northeastern

States which have a large number of newly mobilized voters. The

A e et AN R s =4
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fifth colunn expresses the new voters as a peréentage of the
total Demccrstic and Ferublican voters in 1896. Once again, it
is clear that in the Midwest c¢enerally about 25% of the el-
ectorate Lad not voted in 1892 or had voted for a tgird partyf’d

) fi
I

Since the third party vcte in 1892 was small in comgaﬁison wigh
{

" the absolute numbers of the minimal estimates, we can be confi-

dent that mcst of of the "new" voters were indeed new. (In the
Midwest the Porulist vecte in 1892 as a percentage cf Democratic
and Republican votes ranged frcm a lonely extreme of 13% in
Minnesota %tc¢ a lcw of 1.8% in Ohio. For theﬂ;ﬁgﬁon as a whole,
the mean Porulist vecie was 4% of the Demdécratic and Republican
vote.) 1In +the ©Northeast the proportion of the voters that were
mobilized is substantially lcwer. The reader must remember that
these estimates of new voters are in no way dependent on condi-
tions {10) and (11), i.e. defection outer limits are dirrelevant
ig these estirates. |

In tte Midwest, then, mobilization was indeed an impocrtant
fotbe in tle 1896 electicin. if a minimum of one quarter of the
electorate is new to the polls, it is hard to justify the silence
the literature shbwers, on moﬂzlization. Conversion is a more

\\) <
dramatic explanation thar mobilizatiom and so may have drawn

" greater attention. But we have raised guestions abouvt the impor-

tance of mebilization, especialiy in the Midwest.
Although we cannct argue with certainty that mobilization
nade the difiereﬁce in tkey electcral outccme, we close this

0

A
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A

i

section ty wnoting that in the Midvest we cannct ignore’the

possibility. If the Republican plurality in 1896 is taken from
Table A and compared with the minimum number 6f new voters from
Takle C, it is clear that the minimun numbe;ﬁof new voters eg—
ceeds the GFepublican plurality in ?very Midwestern state. In
Wisconsin the new voters only slightly outnumhsr' the Republican
plurality, bt in the other six states new voters are two to five
times mMOr€ DURECOUS tq7x the plurality. Since we know relatively
little about the voting fpreferences of the newly mobilized voter,
all we can say is that mohiiized voters had the potential for a
substantial impact, a fact that must te acknowledged in the =ane

treath as tte one arguing for the impact cf ‘canversicn. ,

SUMMARY ANT CCHRCLUSIONS

This rarer has shcwn‘that vn the 1896 presidential election
the role of new voters was iméortant. While the literature has
enphasized the conversion of 1892 Lemocratic voters to the Repub-
lican party, we have shcwn that in addition to the converted, the
mobhilized were Very RUREICUS. ;

Tn +the Midvwest mokilization was very ccmmon and in most
0]

states provided more voters than those lost Ly defection. In the

- e

it

—t
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@
Northeast ccnversion presumably was still very important,
although &®mcotilizaticn was mnot unknowvn. Part of +the reason
mobilization was low in the Northeast probably lies in +the 1lack

of effort <n the part of the Democratic party except in Irish

dcminated cities (Jones, 1964z 347) and in the ccmmonly felt

opinion ipr tcth parties that the majcr battlefield was to be the
Midwest. Midwestern Denccratic party enthusiasm £for Bryan got
the new vecte out, a voting group that outnumbered thcse defectiny
from the ©party. ¢ In the Northeast, however, susricion of the
firebrand Eryen was manifested by the relatively low turnout and
the lack of evidence that mobilization was substantial.

In the Midwesf,

then, the critic¢al nature of the electiocn
marking Republican ascendancy lies not so much in the shift of
allegiance <n +the rart of cne-time Democrats but more from the
mohilizaticn cf new voters. Political change in this case is not
the ‘“wrenching,

psychologically radical shift ascribed to most

critical elections. Instead, much of the Republican sugpport

comes fror the entrance cf new electoral participants. ¥We have
shown, we telieve, +that major and enduring «charge can cone

inecremental addition of new voters to the elecicral
G

through tte
arend.
#e find the nction c¢f Republican victory

through mobiliza-

tion ip the Midwest attractive because of the notion that in that

Xtime political affiliation was near to a primary allegiance, .cne

that would not be easy to change. We suggest that in general it
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is far eaﬁier to bring in new voters whose political allegiance
A

fos

is perhaps unformed and certainly is relatively malleabhle than to
change the allegiance of a voter confirmed inm his or her belief

through rereated voting acts.
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101
123
262
486

21%
25%
S54%
100%

3



Table A-:

State

A s ot " . o o o o . T D G s - - . T A Tl < o o o o D T s e vt o

Wisconsin
Illinois
Eichigan
Indiana
Iowa

Chio

Vermont

Few Hampshire
Lonnecticut
Maine
Fassachusetts
Bhode Islanag

New Jersey
New York
Fennsylvania

Farty Vote and Vote Chan
(in thou

Demaocratic Vote

- -

224

10
21
57
3
106
14

134
551
4z7

- D A . e e o s -

-37
-104
-25"

9
sands cf votes)

II-D-29

e in 1892 and 1896

Republican Vote

D D A i A D D A oD > itls o wtw

1892

63
203
27

156
609
516

1896

110
80
279
37

221
820
728

Source: BISTORICAL SIAIISTICS, (1975: 1079) .

7
il

-1892 In. Vote
+71 27.61%
+97 20.49

+210 24,49
+70 1€6.92
+70 15.40
+69 17-61

+121 19.04
+13 4. 29
+11 -5.60
+33 E.45
+17 172
+76 2281
+10 3.77
+65 10.42

+211 €.51

+212 19. 04

e S T

SR .
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Table B:,Charﬁferistics cf Solu
~ 25% Republican Defecti
Lefecticr frer 1892 to

Minnesota
Hisconsin
Illincis
Michigan
Indiana
Icowa '
Chio

Vermont

New Hampshire_

Connecticut-
Haine

Passachusetts

Rhode Islana

New Jersey
New York .
Eennsylvania

Percentage ¢

II-D-30

tions Allowing Maximum of

on and 50%

1896

ER+PI>FD+DR PD>DPR PR>DR
10C. CY% 1%.2% 99.8%
10C.¢C 4.0 97.0
10C.C 31.7 7625

100. 0 51.6 70.9
9€.7 62.0 54.2
9¢.6 44,7 65.2
99.1 60.1 55.9
10C. 0 0.0 100.0
49.9 3.8 49.6
85.1 4.3 76.6
9C.2 2.0 88.4
87.2 80.2 45.6
84.4 0.2 84.2
8.2 14.9 66.9
92.4 22.8 72.5
9g.¢ 5.8 96.0

Cemocratic

f Solutions Wherein:

PRD>RD

100. 0%
100. 0
100. G
99.5
83a1
98.7
85.2

100.0
96.0
108.0
100.0
71.3
100.0

99.8
100. 0

PD>DR

—--—.u-——-—————-—-—-—-—---——-—-

100.0%
60.8
87.2

100.0

100.0
87.8

100.0

6.7
0.0
9.5
17.3
91.0
3.2

13.8
41.1
69.3



Table C: Turnout and Minimum New Vote by State

{

State Turncut
1892 1896 1896~
1892
Minnesota 66.6% 75. 2% +8.6%
Wisconsin 76.8 84.9 +8, 1
Illinois 88.0 €5.7 +9.7
Michigan 73.2 95.3 +22.1
Indiana 838.0 5.1 +6.e71
Iowa 88.5 G6. 1 +7.6
Chic 86.2 85.5 +9.3
Vermont 60. 4 67.5 +7.1
New Hampshire 8t. T84 1 -T7a7
Ccnnecticut 85. 14 83.3 -2.1
Maine 63.5 £3.0 ~-0.5
Massachusetts 74.6 70. 8 -4.0
Ehcde Island 63. 80 59.2 -3.8
New Jersey S0.3 88. 4 -1.9
New York 86.3 E4.3 -2.0
757 81.8 +6H. 1

Pennsylvania

Source: EISTORICAL STATISTICS, (1975: 1071-1072).

In 1000s

127
112
309
137
152
128
254

11
0
20
12
34
4

c3
203
260
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Minimum New Vote

of 1896
2 Party Vote

Vo i S e o D M Y A S A S A St Ay NS S oy O D s S S Tt

38%

26
29
26
24
25
25

18

12
11

18
15
22

o &

e e

e e
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"EVALUATION WITH SPAKSE NOMINAL DATAs
The Case of Differential Compliance With the 55 mph Limit

o

. ! C . . . . L
Evaluating programs under a guasi-experimentail design with

scaaty data is unfortunately not rare. Changes in policy often
are followed by a call for assessing the policy's impact. Yet

not enough foresight is usually emylbyed to collect enough data

before the policy chanye ;;o~make adeguate comparisons possible.

The analyst is therefore forcedﬁto‘hse&data collected for other

purposes to estimate the impact of a golicyo

One example of tais situation is the attempt to identify,

differential compliance with the drop in speed limits to 55 a@ph
in 1974. Panel studies were not planned. Recall data on pos—
| 51bly illegal act1v1zy is suspect. The policy dintervention is
lon&x past. A1l that remains are ;outinely collected cross-

sectional data on the proportiomn of the traffic excesding various

A . Y . s -
speeds. How can one use aggregate data coilected just before and

jﬁst afyer the drop in speed 1limit to infer changes in driver

/

behaviérv\
Bxisting agproacnea to the ecologzcai>1nrerence problem this

case represents are genemally not adequate’ to amnswsring wnetner

the high speed drivers comply nore fully than th°5eg;n the mldaleﬂm

ranges, Oor whetaer tpe drop iam average speed comes about because
-gveryone reduced speed equally! These and other qusstions about

‘compliance behavior nave pot beey answered so far.

e L A e T s g e ¢ A

- -y

b,

e —— e T St R T mres A

people driving in a given Speed range wno shift into other

ranges and to

prior to and

““Display 1 shows the

Mlchlgan freeways in 5 mile per hour imtervals in both 1973

1974, The legislation

much is not kﬁowﬁ.\
identify any literature on who complled or

wexre affected by speed law changes.

. II-E-2

In this paper the problem will first be specified and

. L e
formalized. Data sources will be discussed. An estimation

'technique based on examining all solutions to the 3x3 table

rfepresenting the policy change impact in aggregate terms will

then be described. Next, technigques will be developed to iden-

tify the bounds of certain kinds of driving behavior amd to

identify the probabilities of certain changes in driving behavior

on HMichigan freeways. Finally those techniques will be applied.

o

PROBLEN SPECIFICATION AND FORMALIZATION

The problem we attack i to estimate tne proportion of

speed
do this using only nomimal level datra collected

d just ‘after the 1974 drop in speed limits to 55 Hpha

proportion of passenger cars traveling on

and

clearly had an impact because the curve

has shifted to the left. < s s g

But exactly who shifted downward by now

4 computerized bibliographic searchk failed to

hqw dr1v1ng habits

4
)
/



‘natural cut points.

‘corresponds to

“the law change. .
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Since speed limiis in 1973 were 70 mph on Michigan fresesways
and they droppeé to 55 mph in 1974, those two speed limits fornm
Display 2 in the upper left shows the 3x3
crosstabulatiﬁavréfresenzing those who feli into tnz low speed
(0-55 mph), the~ aiddlie

range range (56-70 mph), ard the hign

speed range (71+ mph) in both 1973 and 1974. The row marginals
indicate the percentage of 1973 drivers who drove in the three
speed ranges while the colunn margimals indicate the percentages
of those surveyed in the various categories in 1974.

The c¢ells ian the table rspresent differentlaficompliance;
Cell G, for example, indicates the percentage of those who in

1973 were exceediny 70 mph and hence violating %the law but who

came into COmQ;iance when the law mandated the 55 mph limit.
Cell A, E, and J represent those who drove in the same speed
ranges both tefore and arfter the speed 1imit chénge. " Cell H
those wro were speaders in 1973 but who dropped
speed in 1974 thoughvnot genough to comply with the new lav. Je
are interested in th;lcells and their relative sizes because taey
indicate, within ;pe ranges specified, how various groups re-
sponded to the lowered speed 1imit.

| {Although ??e Arab oil embargp occurred at about the same
time as the change ia speed limit, we made the assumption that

the aggregate drop im speed is the résuit of the charnge in speed

<o
limita We feel the embargo's impact is minimal in comparison to

Some people reduced dtiviﬁg speeds because of

R,

II-E-4

greater fuel economy, but that factor is negligible since in 1975
the distribution of speeds was virtually the same as in 1974
¥

i ! ‘ .
while the nunber of passenger miles driven was back up to the

. )
1973 levels.) Y

DATA \

As indicated, data on driving habits are not available for
Y

‘the 1973-74 period on the individual level. The best source of

data is +the annual surveys the Federal Highway Administration

publishes. Each State surveys tae distribution of driving speeds

on various kinds of roads for various kinis of venicles. The

surveys are taken on level roads under good driving conditions

during daylight hours.

This research assumes that the surveys represent with re-

‘asonable accuracy how people drive

in a given year. It also

i + ” X:> .
assumes that two successive surveys are saupling the same driving
K ( ,rf/

NV

population. These assumptions allow usirg the univariate dis-

tributions from two successive years as the marginals for a 3x3

table that represents the shifts among the driving categories.

These data are

not ideal, but they are the only oues available

and, as we will show, they are sufrficiently good %o enable
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<0 <

researchers to approximate panel studies with repeated diachroaic assume that fewer drivers moved imto a higher speed range than

data and the estimation approach to be explained nex#. stayed 3in the same <range. Therefore our search rfor solutions

a
2

( ' ' = B will be restricted to those for which equations (1) througa (6)
A

obtain as well as the following three inequalities.

a> B @)

< /z: o
RESEARCH APPROACH . B>C (8)
E>F (9)

To answer our guestions about changes in driving behavior ve Even though the potentially large number of solutious to our

nust estimate the celis found in Display 2. The 3x3 table in

problem may have been substantially reduced by our characteriza-

Display 2 can be sxpressed by the following six eguarions .repre- tion of the problem, many solutions remain. Attempting to choose

senting the marginal coastraints: one solution from amony the many would be a fruitless task. This

A+ B+ C=1Ll ) (M) o research,utherefore, will mot tTry to fiand the one solutiom or
D+ E+ P =M1 (2) ’t scenario of driver speed chamnges that actually occurred. Instead
G + H+ J= H (3) “ we proceed on the assumption ‘that by examining ail possiblé
A+ D+ 6= L2 (4) solutions (of scifiarios, in terms of the substantive probliem)
E + E+ H=HN2 {3) certain patteras and linmits common to all the solutions may be
C % F +J = H2 kkﬁ)' uncovered. Those limits and patterns should tell the researcher
Since +there are only 6 eguations but 9 unknowns, there are an something about changes in driviag habits. |
infinite numier of solutions. Because the cell entries represent This résearph was carried out by writing a computer program

enumnerated data, restricting the cells to non-negative integers

9

that enumerated every solution to the marginals of tke 3x3 con-

is appropriate and will reduce the numbed of solutions from an tingency +takle representing the speed change that satisfied

infipite number to a potentially large but finite numnber. The conditions (1) through {(9). For each solution  every cell and

» < 8 . o - . : v )

pecause it is unlikely that large numbers of drivers increased ninima as well as the relationships among the cellis and cell

their speed. Individual drivers might have done so, but we groups.  Because of the inequality comstraints and the fact that




" the tradition developed by Davis and Duncan (1953).
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it is not possible to anmalytically identify extreme values of tae
cell groups of interest, enumeration was the only possible

approach. Because We wish t©o map the inegualities amoug the

cells {e.g., is cell G always greater than Cell H?), enumeration

is also called for.

Seeking extreme values oI cells ard cell groups follows in

ot}

They deait
with a different kind of problem, but they showed the utiliiy of

locating maxima and minima of cells when point estimates cahnot

be nade with any confidence. My approach goes beyond that oxf

Davis and Duncan axd their intellectual successors (e.9., Good-

man, 1959) because the enumeration allows statements like "cell H
exceeds cell 6 im 97% of all soiﬁ%iéns." Statements like tanat

mnake possikle genmeralizatioms about particuiar behaviors (€eds,

of the

complied with the new law than merely dropped speed) with a

confidence level specified (e-g., in 97% of all possible gases)‘

By identifying limits and by notigg the frequency of ineguality

relationships and patterns among Qells and groups of cells, it

¥ill be possible in analysis of Jsdme 3x3 tables to generate

N

: ’ /A o
information that is mot obvious and wnlgé is illuminating.

N

F

1973 +traffic violators whohdropped speed iu 1974, fewer

J R

g g
e L S e e
J

P s

e B

cells
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FINDINGS

At the top leift of Display 2 the 3x3 table for passenger car

//

vehicles on Michigan Fceeéays for 1973 and 1974 is displayed.

The top right lays out the 3x3 table with cells grouged’ to in-
dicate drivers who were law abiders under both speed limits (AA),
who were abiders but became violatos (AV), who were violators but

became abiders (VA), and who speed law violators in both 1973 and

1974 (VV) .
four groups were tallied when all solutions were enumerated.

In the center portion of Display 2 the maximal and minimal

values of the important cells and cell groupings are shown, while
the hotton part of that figure lists tae proportion of solutions

in which inequalities among cells and cell groups obtains These

data present the kind of information needei to wmake some Judg-

ments about who changed their driving habits in

vhat way.

Because we cannot identify any one solution as representing what

really happened, we cannot expect to make pinpoint statements.

But these data at hand will allow us to state what happen d

within certain ranges and with particular likelihoods.

Consider first cells D, G, H, and cell group G and H. Those

represent drivers who have slowel down into lower speed

ranges. Cell D represents those in the 56 to 70 nmph range in

1973 who dropped below 56 in 1974. Cell G indicates those ex-

ceeding 70 mph in 1973 who complied with the new limit in 1974,

o=

Maxima, minima, and inejuality relations among those
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Cell H stands tor those exceeding 70 mph who dropped into tae 5b
to 70 range the next year. And cell group G and H rspresents tae
1973 violators who drop below 70 nph after the speed limit
shifted from 70 mph to 55 mph.

We are particularly interested in whether thoss in the high
range differed from those in the mid-raage in siowiny down. Ihe
maximum of both cells D and G is 18, which says that at maximunm
of about 30% (18/60) of the midrange drivers comply with the new
law while a maximum of abdut 50% (18/37) of the high range driv-
ers comply. Simce the minimum in both cells is 0, comparisoa of
cells D and 6 only tells the analyst that more of the hign range
drivers than mid-range drivers in 1973 could have conmpiled with
zhe nev lave.

Although analysis of compliance is so far indeterminant,
study of speed drogs is more satisfying. Compare the extreme
values of cell D {4%73 law abiders who droéyed speed) to those of
cells ¢ and H {1973 speeders who dropped speed). Remember that a
paximum of 30% of the mid-range drivers dropped into the next
lowest speed rahge. -But Display 2 says that a minimunm of 33/37
{(89%) of those iigatne high range in 1973 dropped below 70 mphe.
In other words a minimum of 89% of those exceeding 70 mph dropped
into a lower speed range, but a maximum of 30% of those in the 5b
to 70 mph range slowed into a lower speed range. . The new law
apparently had a greater impact on those violatiug the old law

than those obeying the oid lavwsa.

et bt o sy e o+ o i o i S S i

IR
Tt e N
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Although we know that a large proportion of the 1573 speed
law violators reduced speed, it is unclear whetner the drop in
speed actually brought them into compliance. The analysis
therefore now focuses on the relationship between cell G (those
dropping to below 55 mpa) and cell H (those droppiny to the 56-70
mph Tange). Display 2 shows that a maximum of 48.6% (18/37) of
high range drivers move to below 56 mph and also that a close
ninimum of #3.25 (16/37) moved to the 56 to. 70 range. Unfor-
tunately, there is some overlap. It seems reasonable to suspect,
however, that more dropped speed into an iilegal speed range taan
into the lower legal range.

To gain a Letter grasp of the likelihood of more 1973
speeders reducing to a still illegal speed than fully complying,
more attention is paid to the relative size of cells G and H in
the set of all solutions. As the bottom portion of Display 2
shows, in 97.6% of all the solutions more 71+ drivers moved into
the 56-70 mph range ‘than into the less than 55 mph range.
Clearly the investigator here is not given ceré%inty about what
the drivers did, but if we assume, as we are Zforced to lackiag
any other evidence, +that each solution or scenario of driviang
cnanges is as likely as any other, then the probability of stat~-
igg‘that most high speed drivers reduced speed but did mot comply
with the npew Jlaw is 97.6%. Since social sciesnce researchers
typically aqéept a 95% confidence level in hypothesis testing,
and since our probability exceeds that figure, I hold that tae

statement is worth accepting.

o
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The second set of cell Jgroupings categorized driving

behavior according <o waether drivers were in compliance or in
violation of the speeq,limits in 1973 and 1974. ihe computer
program, while enumérating/all solutions, added the appyropriate
cells into the dgroups of interest, comparel their magmnitude, and
tallied the nmaxima .and minima. The range of tne highest and
lowest values clearly shous ?hat the group of 1973 law abidars
who became 1974 violators ishthe largest, ranging from minimum oI
44% to a maximum cf 62% of ali drivers. The proportiom of driv-
ers .vho violated botia speed limit laws could range from 19% +to
37 % Those who abided by both laws couid range from 1% to 19%
and those who were violators of the 1973 limit but complied with
the 55 mph 1limit coudd range from 0% to 18%. Analysis oi the
extreme values of the compliance categories shows that changing
the law had the efifect of reducing speeds but putring mbst lLaw
abiding drivers into violation of the new law. The other three
categories have overiapping extreme points and so another form of
analysis nust ke scught.

Solution by solution comparison of the four compliance
groups vields the unequivocal evidence that abiders turned
violators are the most numerous droup, f;llowed by violators
staying violators, and the continual violators outnumber both
violators turned abiders and permanent law abiders; While tnis
inequality analysis yielded certainty because in 100% of the

solutions the inegualities held, it lacks the numerical precision

[

5
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the extrena analysis provided. Their joint use can, however,

give the investigator a good idea of the changes in law abider

and vioclator status before and after +the new spesd lav was

introduced.

So far our analysis has been restricted to a 3x3 table with

cut points or category markers tied to the 1973 and 1974 speed

limits on Michigants freevays. The FHA data, however, are col-

lected in 5 nph increments. Once analysis has been done for the

law abider/violator cut points, we proceed to apply our ;numera-

tion of all solutions to finer breakdowns of tie given datae.

Because the enumeration program is only feasible for 3x3 or

sma}ler tables, our analysis uses the FHS/data broken into ail

possible conmtinations of 3 categories from 55 through 75 mph in 5

nph increments. Those breakdowns are displayed in the range

categories of Table 1.

Two cell comparisons are particularly interssting in ail

tables: cells D and E and cells 6 and He

Cells D and E are
those who were in the nidrange and who dropped speed into the iow
Tange (D) or who stayed in the sane speed range (E)a.

H

Cells G and
Tepresent tnose high speed range drivers who redauced speed to

the low range (G) or the nid range (H) « Table 1 liays out the

proportion of solutions in which celi D exceeds cell E as well as

the proportion of solutions in wnich cell G exceeds cell H

// 2
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repesenting drivers exceeding 65 mph, it is true that more drop
It 4is clear from Table 1 that im a resasonably large propor-—

more than 5 mph than less than 5 mph in speed. When the drivers
tion of tables analyzed the percentage of solutions waen cell E > ) . .

- are considered who were exceeding 60 mph, in all cases more
cell D or when cell 6 > cell H more than 95% or less than 5% of ;

Ty
N

, g dropped less than 5 mph than more than 5 mph. To gyeneralize,
the +times is reasonably targe. This means that soms generaliza- ; ) . _ .
| high speed drivers slowed aore than lower speed drivers.

tions about speed change behavior are possible. ) o ) ] ) i ) o

, VYiewing the same phenomenon from a slightiy different per-
In the first coiumn of Table 1 there are taree entries oI J ) . ) ) )
i spective occurs when tae proportion of solutions wherein «drivers
0%« This means that in 100% of the solutions cell U > cell E or ) W o . ‘ ’

: moved into «coampliance with tne 55 mph iimit is examined. It is

cell D = cell E under three sets of circumstances. In jpartic-

100% sure that where drivers exceeded 50 mph 4in 1973, more

uiar when the 1973 driver was going 66 to 70 mph, 66 to 75 mph, . -
’ A reduced speed less than 5 mph than reduced speed more than taat

or 61 to 75 mph, more drivers dropped below those ranges than ) ; o ‘ ‘ o
m to comply with the 55 mph limit. Likewise it is certain that for

stayed in then. In other words, for drivers exceeding 66 mph,

drivers exceeding 65 mph, more dropped into the 56 to 65 range
nore reduced speed tnau stayed in the same speed range. But for

_ than complied with the new limit. It is 98.8% (100%-1.2%) sure
drivers going 56 to 75 mph or 56 to 70 mpk, 100 % of all solu-

that for those exceeding 70 mph din 1973, <fewer conmplied tnan

tions have cell EE> cell D. HMore drivers in those speed ranges

; , ., dropped up to 15 mph. Our amalysis tells us iothiny about tnose
stay in those ranges than reduce speed. Lower speed drivers, 1t

’ / exceeding 75 mph in 1973.
appears, are less likely to reduce speed than those driving at a

Maxima and minima for speed reductions in various ranges are
higher speed. a . . : , v ‘
3 P displayed in Table 2. PFrom that display taere 1s further cor-
Considering all possible combinations of cell cut points | | . ’ ‘
| ’ roborration of what we either had suggested or demonstrated witn
also permits generating some intormation about how much speeds :

the likelihood technigues - Enumeration of all héolutions and
are reduced. The second column in Table 1 says that in 100% of ) :
‘ - . recording the extreme values shows tnat larger proportions of
he possible solutions, of those drivers exceeding 7> mpk, more . _ ‘

¢ F ’ X drivers in the higher speed ranges drop speeds from 1973 to 1974
mnoved into the 0 to 70 mph range than dropped into the 71 to 75 ] ' ‘ ' , |
’ than 4o drivers in the relatively lower speed ranges.

nph range. Similarly for those exceeding 70 mpk, in every pos-

sible scenario, more drivers reduced speed by more than 5 mph

than dropped tky less than 5 nph. In Y8.3% of the solutiaps

4

7

T T
e o



II-E-15

CONCLUSIONS

This paper Ltegan by noting the inakility of analysts to
evaluate the impact of certain policy dimterventions because of

sparse nominal leveli data. Using the premise that knowing tae

limits of what could nave happened will assist the investigator .

to ﬁknow vhat did nappen, this reseagch enumerated all possible
solutions or, in real world teigg ‘scenarios that <represent
changes A in driving behavior bé%%fe and after the imposition of
the 55 amph limit inpn 1974 on Michigan freeways. That enumeratlon

tallied extreme values of all cells and cell groups in the 3x3

table representing tne speed changes from 1973 to 1974. It also .

sought the probakilities that #gérious Vcells and cell groups
exceeded other cells ard cell Jroups. h

‘Substantively this investigation demonstrated that those
1973 drivers who tra%eileg relatively fast modified their driving
behavior more radically than those who were closer to the new
1974 speed 1limit. The imposition of the 55 mphk Jdlimit brought
about changes in driving behavior more dramatically on faster
drivers than slower onesS. But it showed that it also created a
large group of law violators out of previously laq abiding

driversa

While the technigque developed here did not ofier Npinyoint

estimates of changes in driving behavior, it dida advance our, =

]

knowledge of how various driving grou@s complied withv a raduced

speed limit in &fe states

II-E~16
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Display 2z: Formalization and Solution Limits to
Passenger Car Speeding Bzhavior on
Hichigan Freeways from 1973 to 1974
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Cell E > Cell D =  100.0%
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Table 1: Ineyuality Relationships Showing Likeiihood
Of Reducing Speed to Other Speed Catejories .

Categories

T WD I D G D D G O . b TR =R > - -

61-75,
66-75,
61-75,
56-75,

66-790,
61-70,
56-70,

61-65,
56-65,

56-60,

76+
76+
76+
76+

71+
71+
71+

66+

66+

61+

Proportion of Solutions Woerein:

i

# midrange maintainers
> # midrange reducers

(Cell E > Cell D)

0.0%
0.0
31.5
1000

0.0
39.4
100.0

63.6 -
78.“ '

60.0

# high range
reducing to iow
rapygye > thoss
reducing to mid-
range

(Cell G > Cell H)

R T i “u Rt B
B T N

j§ | | ‘

i

i

I

|
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Table 2:

Initial Lowver
Range Range
71-75 0-=70
66~75 0~65

| 61-75 0-60

é 56-75 0~55

| 76+ 0-75

i 71+ 0-70

i 66+ 0-65
51+ 0-59

o

/
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Ranges of Speed Reducing Behavior

% in

Initial

Range

D i e i iy

27
58
79
89

10
37
68
89

D e T R SO

Reducing to
Lower Range

Max

Tt e - e v e e

27
58
49
18

10
37
67
48

Min

II-E-20

% Reducing to
Lower Range

Max

Min

100.0% 85.2%

100.0
62.0
20.7

100.0
100.0
98.5
53.9

12.4
41.8
6.9

90.0
91.&
76.5
48.3
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00000010 C
00000020 € TALLYROAD TALLYSRUOAD TALLYSROAD TALLYWROAD TALLY.ROAD TALLY=ROA
00000030 C .
00000040 C
00000050 C ESTIMATES ARE GENERATED BY USING THE EXPECTATIONS ;
00000060 C BASED ON THE EMPIRICALLY DERIVED NMGOST POSSIBLE DISTRIBUYIONS
00000070 C OF CELL ENTRIES TO A 3X3 TABLE CGNSTRAINED ONLY BY THE MARGINALSs
00000080 C EXTREME VALUES OF €CELLS AND CELL €GRCGUPS ARE DERIVED AS ARE
00000090 C THE PROPORTION OF SOLUTIONS IN WHICH EACH CELL AND CEL2 GROUP
00000100 C EXCEEDS ALL CTHERS=
00000110 C
00000120 IMPLICIT INYEGER{S8-Y)
00000130 REAL FLUGAT»SQRT
00000140 DIMENSION N{92 MX{9) s MN{D32AXP{G) 2AXP2{9) »FRQ{100+9)
00000150 DIMENSIGN T{9»9252T{959)» ATITLE(18)s2ZM(S29322S5D(9538)
00000160 DIMENSICN ZP{9)+5(%99)52549+9)
00000170 DIMENSION VMX{93»VMN{D)
00000180 DIMENSIGON V{9) oW (G+8),2WL{929)
00000190 C
00000200 € N HOLDS THE SOLUTIONS AS THEY ARE ENUMERATED
00000230 C VY HOLDS GRCUPS OF SOLUTION CELLS
00000220 €  MN» MX»s VMXs, & YMN ARE NMAX AND MIN VALUES OQF N AND V
83308220 g FRO TALLIES THE FREGQUENCY WITE WHICH EACH CELL VALUE OCCURS
00240 .
00000250 C ENTER THE RUN TITLE AND THE TIME 1 AND TIME 2 MARGINALS
000002€0 11 CONTINUE
00000270 WRITE{(6:,50)
00000280 50 FORMAT{ /7% ENTER TITLE ON FIRST LINE AND TIMELl AND TIME2 MARGINAL
00000290 £S ON SECOND IN FREE FORMAT?®)
eD000300 READ(S»51) {ATITLE{I)»I=1518)
a0000310 51 FORMAT{(? 95,18A4%)
00000320 WRITE{6+51) {(ATITLE{(I)»s1I=1-18)
00000330 READ % 9D19E1oF 19D2:E2+F2
000003%0 C
80000350 C
00000360 C INITIALIZE VYARIABLESe GENERALLY TO 0o AND FIND MAX VALUES THAT
00000370 C CELLS 1o 35 55 AND 9 CAN TAKE OGN IN THE SEARCH F#OR ALL SOLUTIOUNS.
00000380 C
00000390 DMIN=MINO{D1,D23+1
00000400 EMIN=MINO(EL,EZ2)+#1
40000410 FHIN=MINOLF1.,F2)+1
Q0000420 GMNIN=MINO{DLI»F23+1
00000430 NSOLN=0
0$0000440 AA=0,.0
80000450 BA=0
00000460 AB=0.0
00000470 NTRY=0
Q0000480 PO 210 J=199
00000460 AXP2{J)=0s0
000005006 MN{3)=100
00000510 ZP{J)=0.0
00000520 v{J3y=0
00000530 VMX{J)=0
60000540 VMN(J)=100
00000550 MALJI=0
00000560 AXP{J)=0+0
000008570 DL 220 I=1,9
00000580 T{IeJ}=0
00000590 ZM(I2J)=0s
000060600 2S04 9J)=0>»
00000610 ZT{I15J)=00
00000620 W(Iaaudd)=0
000008630 ZS{13J3=00
00000840 ZWi{IsJ3=D.0
X 00000650 S{X»J3=0
. DNOBNOBENA. - P20 CONTINUE. mowr s worme socrmrr s mn o sor meemrers e e ramns
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00000530
00000540
00000550
00000560
00000570
00000580
00000590
00000600
00000610
00000620
00000630
00000640
00000650
G0000660
00000670
00000680
00000690
00000700
00000710
06000720
00000730
00000740
00000750
000007€&0
00000770
00000780
00000790

090000800

00000810
00000820
00000830
00000840
00000850
00000860
00000870
00000880
00000890
00000900
00000910
00000620
00000930
00000940
00000950
00000960
00006970
00000980
0000930
00001000
00001010
00001020
00001030
60001040
00001050
00001060
00001070
60001080
00001090
00001100
000013110
00001120
00001130
00001140
00001150
00001160
00001170
00001180
0000£150
00001200
00001210
00001220
00001230
00001240
00001250
00001260
00001270
£0001280
00001290
00001300
00001310
00001320
00001330
00001340
00001350
06001360
00001370
00001380
00001390
00001400
00001410
00001420
00001430
00001440
00001450
00001460

HONOANOO

annn

o0t

naonn [eTolaYs]

8a6

UrEg
nn-!mz*nkng
[ 4

[ %Y

TONNENNN-{OD
oo
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220 CONTINUE : S e e W e e
D0 210 1I=1,100
FRQ{I+223=0

210 CONTINUE

SEARCH THROULGH ALL VALUES THAT CELLS 1s 3s S+ £ 9 CAN ASSUME TO

IDENT IFY THCSE THAT MEET MARGINAL AND ANY CTHER BEQUIREMENTS
THE RESEARCHER PUTS ON ThHE SGLUTIONS.

DO LOOQP ENDED BY STATEMENT 300 WILL TALLY ALL THE CHARACTERISTICS

OF THE SOLUTION SET.

DO 300 Ii=1sDMIN
DU 300 IS=1-EMIN

DG 300 1I9=14FMIN

DB 300 I3=1,GMIN
N{1)=Il1-1

N{E)=I5~1

N1{9)=19-1

N{3)=I3-1

NTRY=NTRY+1
N{2)=DI—-N{13-N(3)
IF{N{2).LT-0) GU FC 300
N{63=F2-N{9}—-N(3)
IF(N{B)alLTL03 GG TC 300
N{4)=E1-N{S)-N(6)
IF(N{3)-LT«0) GO ¥C 300
N{8)=E2-N(2)-N(5)
IF{N(8)=LT-03} GO TO 300
N{7I=Fi—-h{BI-N{(9)
IFI(N(T7)-LT-0) GO TC 300

NOW CREATE VARIABLES, V; THAT REPRESENT COMBINATIONS OF VARIOQUS

CELLS CF INTEREST TO THE SPEED REQUCTION PRGEBLEMs

V(1)=N{1)+N{4)
V{2)=N{2)+N(3)#N(5)+N{6)

VL3)=N(7)
V{4)=N{ I +N{D)
VI{5)=N(4)+N{7I+N{8)
V B)=N{2)*N(3)+N(&)
V{7)=N{1)+N(S5)+N{(9)
V{8)=N(7)+N(8)
V{9)=N{4I)+N(8)

CREATE VARIABLES ASKING IF X OF MIDRANGE DRIVERS EXCEED X% OF
HIGH RANGE DRIVERS REDMCE SPEED»

AAL=FLOATA{N{4))}/FLCAT{E1)
AA2=FLOATI{N(7)I/FLCAT{F1)
IF{AAl1.GT«AA2) BA=BA+1

TALLY WHETHER EACH CELL GROUF EXCEEDS ANY OF THE OTHERS AND
PUT THE TALLY INTO MATRIX S

DO 280 I=1,8
J1=1I+1
DO 280 J=J1,9
IFIVII) »G6TuV{J3)) S{IsJ)
IF{V{IJalToV{J3D SLJIaI)
280 CONTINUE
299 CONTINUE

TALLY WHETHER INDIVIDUAL CELLS EXCEED THE CTHERS AND PUT THE
INTG MATRIX Te ALSO PREPARE FCR CCMPUTING THE MEANS AND STD
OF THE FREQUENCY DISTRIBUYTIONS OF THE CELL SCLUTION VALUES.

DA 400 I=1,8
Ji1=I+1

S{Isd
S{dnl

s b

K]

DG 400 J=J1.+9

IF{N(I)=«GTaN{J)) TdIod)=T{(IsJ)+1

ZM{TI»JI=ZML I J)FFLOATANLII=NCIID
IFIN(I) oL TalN{J)) Tldai1)=TLJr1d+1
ZSD(IsJB-ZSD(IpJ)+FLOAT((N(I)*N(J))*(N(I) NEJIDD

400 CONTINUE
SEARCH ¥0OR EXTREMA OF CELL GRCUPS, V

DG 305 I=1s9

IFAV{I) «GT « VMX{ I

IF(VLI)LTaVMN(I
305 CONTINUE

TALLY
DEVS

I-1I1
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00001200 DO 280 I=1,8

00001210 J1=1+1

00001220 DO 280 J=J1.9

00001230 IF(VII)aGTuV(JI)) S{Iod)=S{IsJ)41
00001240 IF(VI{I)olToV{J]}} SLJI»I)=SLJsld+]}

00001250 280 CONTINUE

00001260 299 CCNTINUE

00001270 C

40001280 C TALLY WHETHER INDIVIDUAL CELLS EXCEED THE GTHERS AND PUT THE TALLY
00001290 € INTD MATRIX To ALSO PREPARE FCR CGMPUTING THE MEANS AND 5TD DEVS

00001300 C OF THE FREQUENCY DISTRIBUTIONS OF THE CELL SCOLUTION VALUESa
00001310 C

00001320 DO 400 I=1,8

00001330 JA=E+1

00001340 DO 400 J=J1,9

00001350 IFINCI)wGTaN(d)) TLIoJ)=T{1eJ)+1

00001360 ZNLI2JI=ZNL Lo d)+FLOATIN(II-NLJDI)

00001370 IFINUI) oLl TeN(J)) T(daI)=TLJoI) 41

00001380 ZSD{I» JI=ZSD{ Lo J) +FLOAT (ANCI)—N{JIIXINCII=NLIDIDD
00001390 400 CONTINUE

00001400 €
00001410 € SEARCH FOR EXTREMA OF CELL GRCUPSs V
00001420 C

00001430 DG 305 1I=149

00001440 IF{VII) aGT o VMX(L}) VMX{I)=V(I)
00001450 IF(VOI)alTVMNCLIY)Y) VMNC(I)=V(I)
00001460 305 CONTINUE

00001470

C
00001480 C SEARCH FOR EXTREMA OF CELL VALUES» N
00001490 C

00001500 DG 310 I=1,9
00001510 IFINAI) aGTwMX{I)D MXLI)=N{I)
00001520 IFIN(I)ul ToaMN{I)) MN{(I)=NLI)

00001530 310 CONTINUE
00001540 C

ggggiggg %' TALLY THE FREQUENCY OF CELL VALUES AND NUMBER OF SOLUTIONS.

00001570 DG 330 1i=1,9

00001580 AXP (L I=AXP{L)+FLOAT{NLL))
00001590 AXP2ULI=AXP2{L)+FLOATI{N{LYEN(L)Y )
00001600 FREINALIF+1 sL)=FRQIN(LI+1,L2+1
00001610 330 CONTINUE

00001620 NSOLN=NSOL N+1

00001630 300 CONTINUE

00001640 <€

000016506 C

00001660 € PRINT OUT TITLE AND EXTREME VALUES OF CELLS
00001670 C

000048680 WRITE(6+515) (ATITLECI)s1I=1+18B32012E1eF1sD2:E25F2
00001690 S15 FGRMAT(}' 'g18A4112Xn'3: MARGINALS®»6X«3T67 42X T2 MARGINALS? 26X 3
00G01700 &£167) ’

00001710 WRITE{(6:520) (MA(KIaK=01+9)sTMNIL) L. =193
00001720 520 FGRMAT(: 'glOXm'MAX;I)=’93Xp916/1IX;‘MIN(I =2 23Xe916/)
00001730 IF{NSOLNaEQeO) GO TC 2222

00001740 C
00001750 C WRITE OUT THE DISTRIBUTILN OF CELL SCLUTION VALUES
00001760 C

17720 WRITEL{65£00) ;
33381780 800 FORMAT{® ® ,SX?*CELL FREQUENCIES IN SOLUTION SETS ?/5X»*VALUE®?oSXs?
00001790 EN{(LI) = /)

40001800 RSUN=0

00001810 RSUML=-1

00001820 DO 850 I=1ax200

00001830 K=]~—1

00001840 DO 851 Ji=1.9

£0001850 RSUM=RSUM4FRQ{I-JT)

00001860 851 CONTINUE

00001870 IF(RSUM1.EQ.RSUM) GC TO 8EQ
00001880 WRITE{G65860) Ks {FRGC(I2J)»J=1+9)
00001890 860 FORMAT(SX+15+12%X»916)

00001900 RSUM1=RSUM

00001910 IF{{9*NSCLN~RSUM) «EG.0) GO TO 8SS

00001920 850 CONTINUE
00001930 855 CONTINUE
00001940 C

; HWRITELG6,900) NSOLNNTRY ,
gggg}ggg 900 FORgAT(;OXw‘# OF SCLUTIONS = 9,]1895Xe%°# CF TRIES = %9187)
00001970 L
00001880 C
00001990 ASOLN=FLOAT{NSCLN2?
00092910 & PUTE THE EXPECTED VALUES GF FTHE CELLS AND ThREN COMPUTE THE
. ggggﬁg; g;_s e Vggﬂ I B-A EF D _IDANSITTION OO0RARI) ITIFG CF COINC FROM OME STATE e b
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00001960 900 FORMAT{ 10Xs?# OF SGLUTIONS = 9,1805X2°# CF TRIES = 9518/)

00001970

00001980 C

000013990 . ASOLN=FLOAT{NSOLNY

00002000 C

00002010 C COMPUTE THE EXPECTED VALUES OF THE CELLS AND THEN COMPUTE THE
00002020 C ESTIMATED TRANSITION PROBABILITIES GF GOING-FRCM ONE STATE
00002030 C TO ANOTHER.

00002040 DO 1800 J=1s9

00002050 AXPL{J)=AXP{J)/ASOLN

00002060 AXP2{ J)=SQRT{AXP2{ J)/ASOLN=AXP (J)%*AXP{JD}

00002070 1800 CONTINUE

00002080 ZP{1)=AXP{1)/FLOATLD1)

00002090 ZP(2)=AXP{2)#FLOAY(D1)

00002100 Ze(3)=AXP{3)/FLOATID1)

00002110 ZP({4)=AXPL4)/FLOATA{EL)

00002120 ZP{5)=AXP{5)/FLOAT{E1)

00002130 ZP{B)=AXP(6)/FLOAT{EL)}

00002140 ZP(7)=AXP{ 7))/ FLOATAFL)

00002150 ZP{8)=AXP{8)/FLOAT{F1)

00002160 ZP(S)=AXP{9)/FLOAT{(F1)

00002170 WRITE(6+1820) {AXPLJ) sJ=139)s {AXP2({K)sK=139)54ZPE{L)sL=149)
00002180 1820 FORMAT(1Xs*® EXPECTED VALUES BASED ON MOST PSSIBLE FREQUENCY DISTR
00002190 EIBUTIONS® /5XeOF702/1Xe? STD DEV 9/5X;9F7e2/1Xs° TRANSITION PRGBABI
00002200 ELITIES? /SX+9F 704)

00002210 C _ 4

00002220 € COMPUTE PROPORTION OF {CELLS THAT EXCEED OTHER CELLS AND RELATED
00002230 € STATISTICS.

00002240 C

00002250 IF(ASOLNeEQe000) GG TO 1870

00002260 DC 1860 I=159

60002270 DO 1860 J=129

00002280 ZTL L2 J)=FLOAT(TL{I»J})/ASOLN

00002290 ZM{I1sJ)=ZM{I1+J3}/ASCLN

00002300 ZSD( 1+ J)=SARTLZSD{ Lod )/ ASCLN=ZM{ I o JIZM{ .23 )

00002310 1860 CAONTINUE

00002320 C

00002330 C COMPUTE PROPORTION OF CELL GRCUPS THAT EXCEED OTHER CELL GRUOUPS.
00002340 C ,
00002350 DO 1870 I=129

00002360 DO 1870 J=1.9

00002370 ZSCIeJd)=FLOAT(S{I»J) )/ ASTOLN

00002380 1370 CONTINUE

00002390

00002400 C PRINT OUT REMAINDER CF CUTPRUT

00002410 C .
00002420 WRITE{6+18302

000062430 1830 FORMATL/? PROPCRTICN OF SCLUTICANS WHEREIN GIVEN CELL EXCEEDS OTHER
00002440 &€Sx %)

00002450 - DO 1850 i=1,9

00002460 WRITE{6 18400 (ZTL1oJ)wJ=1:9)

00002470 1840 FUORMAT{SX»9FB8.3)

00002480 1850 CONTINUE

00002490 C

00002500 WRITE{651871)

00002510 1871 FORMATL/® MEAN DIFFERENCES AND STD.o DEV. BETWEEN CELLSZ9)
00002520 PO 1880 +-I=1+9

00002530 WRITE(641882){ZM{I5J) »I=129)+{2S0(IeJ)wJ=159)

00002540 1882 FUORMAT{SXs9FB803/7X29F8.3)

00002550 1880 CONTINUE

¢0002560 C

000025870 C

00002580 C .

00002590 WRITELG s1930)

00002600 1930 FORMAT(/% PROPORTIGN OF SOLUT IGNS WHEREIN GIVEN CELL GROUPINGS EXC
00002510 EEED OTHERS: 2.9 VARIABLE % =\ ABIDER STAYING ABIDER?/
00002620 £ VARIABLE 2 = ABIDER TURNc@NyIOLATOR'/

00002630 g2 WARIABLE 3 = VIOLATOR TuaNEQ;aezoEp%/

00002640 &9 VARIABLE 4 = VICOLATOR STAYING VIGLATTR®/

00002650 g VARIABLE S = THOSE DECREASING SPEES?

00002660 E? VARIABLE 6 = THOSE INCREASING SPEEL-»

00002670 £ VARIABLE 7 = THOSE STAYING IN THE SANE SPEEDR RANGE®/
00062680 Ee VARIABLE 8 = THOSE IN HIGH RANGE WHO REDUCE SPEED®/
00002690 . & VARIABLE 9 = THOSE DECREASING SPEED BY ONE CATEGORY?)
00002700 DO 1950 I=1+9 . ,
00002710 HRITE(6521940) {25(I+J}0d=129) !
00002720 1940 FORMAT{5Xs9F8.3)

00002730 1950 CONTINUE

00002740 C

00002750 wnst(saxgyo) (VMX%K)»K~15939(V&A(L)»L 29)

00002760 1970 FORMAT(/? ®,10X2? MAX VIII=9:3X-9I6/11Xe ' MIN V(I)=%e3XoSI6/)
00002770 C

00002780 AA=FLOAT{BA)/ASOLN

00002790 WRITEL6 +,2000) AA

00002800 2000 FORMAT{® PROPORTIGN OF SCGLUTIGONS KHEREIN N{4)/E1 > N{T7)/F1 = ®,F8.
00002810 £3/) R
00002820 C ‘ S
00002830 2222 CONTINUE L b
00002840 WRITE(61700) o
00002850 1700 FORMAT{(/? IF Y{U WANT TO RUN ANCTKFER DATA SET» TYPE 1%)
80002860 READ %3 NOTHER

000028790 IF({NOTHERA,EQe1) GO TQ 11

00002880 STOP

00002890 END
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