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A COMPARISON OF THE AMEMIYA GLS AND 
THE LEE-MADDALA-TROS~ G2SLS IN A 

SIMULTANEOUS-EQUATION8TOBIT MODEL 

by 

Takeshi Amemiya* 

Amemiya [1978 and 1979] proposed a method of obtaining estimates of 

structura,l parameters from given estimates of reduced-form parameters in 

simultaneous-equations probit and Tobit models respectively. In these 

papers! discussed both LS and GLS estimators, but in this paper I will 

consider only GLS. It should be noted that in these papers I actually 

proposed a class of LS and GLS estimators, since different estimators Qt 

structural parameters result (even asymptotically) from using different 

estimators of reduced-form parameters to begin with. Lee~ Maddala, and 

Trost [1980J proposed an alternative method of estimating structural 

parame'l;;ers in a simultaneous-equations Tobit model, which I will call the 

LMT-2SLS estimator. This estimator was generalized by Lee [1981] to take 

account of a non-scalar covariance matrix and yielded what I will call 

the LMT-G2SLS estimator. It should be noted that the asymptotic properties 

of the LMT-2SLS and the LMT-G2SLS estimators do not depend upon the choice 

of the estimator of the reduced-form parameters, provided that the latter 

is a conSistent estimator. Lee [1981] demonstrated that i~ a simultaneohs­

equation Tobit model the LMT-G2SLS estimator is asymptotically mo~e efficient 

than the Amemiya GLS estimator. In this paper I will point out that the 

*~~is research was supported by National Institute of Justice Grant 
No. BI-IJ-CX-0055 to Rhodes Associates. 
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Amemiya GLS estimator which Lee found to be inferior is merely a member 

of the class of the Amemiya GLS estimators and that the Amemiya GLS 

class actually contains members which beat the LMT-G2SLS as well as 

one which is asymptotically equivalent to the LMT-G2SLS. 

The model I wi,ll consider throughout this paper is defined as follows: 

(1) 

and 

(2) 

where y' 
t 

and 

yl = XIII + VI 
t t t 

t=1,2, ... ,T 

XI 
t 

are observed if 

where Y
t 

= (Yt,yit)' is a G-vector of endogenous variables, Xt = (Xit'X2t ), 

is a (K
l 

+ K2)~vector of exogenous variables (where I assume K2 ~ G - 1 

for identifiability)~ Yl , aI' and II are a (G - I)-vector, a Kl-vector, 

and a K x G matr.i:k of unknown parameters respectively, and (ut,Vt,Wt)' 

is an i.i.d. drawing from a (G + 2)-variate normal distribution with 

zero mean and a general variance-·covariance matrix except that VWt = I 

for normalization. It is assum.ed that if (3) does not hold we observe 

that fact and St' so that 0, a Vec.1tor of nuisance parameters, can be 

consistently estimated by the probit MLE. 

\ve have 

(4) 

-~ ~~~ ~ -~--- ----~~~~--- .--~--------------------------------------
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where ~ = ~~tWt and A(o) = ~(o)/~(o) where ~ and ~ are the density 

and the distribution function respectively of the standard normal 

variable ~ ana: similarly ~ 

where 9 = EVtwt • Using (4) and (5)~ we can rewrite (1) and (2) as 

~ A 

(6) Yt = YitYl + XJ.tSl + ~A(StC) + Ut t·1'!t A(StO) - A(StC)] 

and 

A A 

(7) Yt = XtIT + A(Sto)9 r + Vt + [A(StC) - A(Sto)]9 r 

where ut = ut - E(Ut!Wt > -Stc)~ Vt = Vt - E(Vt!Wt > -St~')' and 15 is 
" 

the probit MLE of 15 (i.e., ° is the value of 15 that maximizes 

IT~(StO) n[l - ~(Sto)] where n is the product over those t for which 
1 O. 1 .. 
(3) holds and n is the product over those t forc~hich (3) does not 

o 
hold) • 

Now, I will rewrite (6) and (7) in vector notation~ but in doing 

so, I will use o.nly those periods for which (3) holds. Thus, the 

following vectors and matrices of observations have only Tl rows, 

Tl being the number of periods for which (3) holds: 

(8) 

and 
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A 

Y = XlI + A9 I + V + (A - A)9 I 

We will assume that lim T~lXlxexists and is positiV'e-defini teo 
Tl-+-co 

A 

A simple consistent estimator of IT, denoted n~ can be obtained 

by applying LS to (9):1/ 

(10) 

where M = I 
.. 

Given n ~ the LMT-G2SLS estimator of CL = ( , Q')' d t,'l Yl""l ' eno e\,(. CL L , 

is defined by 

asymptotic variance-covariance matrix of e:. In practice, E must be 

estimated, but I will proceed as if E were known since all the asymptotic 

resul tsci'r the paper remain valid if E is replaced by a consistent 

estimate of E. .. 
The asymptJotic variance covariance matrix of CL

L
, denoted 

VCL L, is given by 

(12) 

where Z = (XIT, XI) and MI is obtained from MI by omitting the A 

" over A. Though I defined CL using n in the above, the asymptotic 

variance-covariance illatrix VCL L is unchanged if any other consistent 

estimator of n is used.gj 
j-,i 
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In orde~ to define the Amemiya GLS class~ I use the following 

identity rel~tionship between the structural and reduced-form parameters: 

where IT = [1T ,TIl] and J = [I,O]' where I is the identity matrix of 

size Kl and ° is the K2 x Kl matrix of zeroes. Let II be an 

arbitra.ry consistent estimator of IT ~uch 'that II - IT is of the order 

of Then, (13) can be rewritten as 

' .. 
(14) 

where n = 1T - 1T - (IT
l 

- IT1)yl • Then, the Amemiya GLS class, denoted 

is defined by 

where n denotes the asymptotic variance-covariance matrix of n. In 

practice, n must be consistently estimated, but the asymptotic results 

are un.changed. Note that (15) defines a class of estimators since we 

let IT vary among all the consistent estimators of the specified order. 

Note that n also changes with the choice of estimator of IT. The 

asymptotic variance-covariance matrix of aA is given by 

(16) Va :; 
A 

(A'n-lA)-l 

where A= (IT
I 

,J). J; 

(, 

-

I( 
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Let aA be a member of the class (15) obtained by using IT 

defined in (10) in place of IT. Then, Lee [1981J proved 

where (17) means that the right-hand side minus the le;ft,~hand side is 

nonnegative definite. I will .give a proof in my notation. It is easy 

to show that aA is the GLS estimator applied to 

.. 
(18) X'My = X'MZa + X'M e: • 

Therefore, we have 

Therefore, (17) follows from the matrix inequality 

(20) ( -1) -1 -!.; -~ ~ 1 1 I ~ A'I: A I: ~AAII: + I: MX(X'MLMX)- X'M!::Z , 

which can be proved by noting that the matrices in the right-hand side of 

(20) are projection matrices projecting onto the spaces spihned by 
\\ 

1 

and E:ZMi' respectively, which are ~ rthogonal to each other. 

Next, I will dbtain a member of the Amemiya GLS class which has 

the same, asymptotic variance-coy:::.riance matrix as the, LMT-G2SLS estimator. 

Such a member, denoted a1, is obtainad by using 

--.. ... -~ 

\ 
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i~ place of IT in the definition (15). It is easy to show that 

is the GLS estimator applied to 

and hence 

(23) 

a* 
A 

Finally, I will show that the Amemiya GLS class contains estimators 

which are asymptoti~ally more efficient than the LMT-G2SLS estimator. 

From (16) it is clear that the smaller (in matrix sense) is n, the 

smaller is VaA. Therefore, the better the estimator of IT one uses 

in (15), the smaller VaA becomes. This fact and (23) imply that a 

member of the Amemiya GLS class which uses an asymptotically more efficient 
n "' 

estimator of IT than rr* beats the LMT~G2SLS. One can find such 

estimators. I will mention two ~~~ples. One is the GLS estimator applied 
/,-; ~ 

to (9). It is asymptotically better than (rf* since the latter is a 

!fWJ:;ong" GLS estimator applied to the same equation. The other is the 

maximum likelihood estimator of IT in the model defined by (2) and (3). 

Since this estimator is asymptotically efficient, it is better than either 
II 

IT* or the correct GLS estimator mentioned above. However, I should 

point out that the oestimato~( of r.t based on either of these two estimators 
.- t 

of IT is computationally mOl\~ burdensome than either aX or aL because 

in thes-e cases n depends on).l'\ Y 1 and h,ence one must first obtain a 

consistent estimate of Yl in some way. 
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Footnotes 

This estimator was first suggested by Heckman [1976] and its 

asymptotic variance~covariance matrix is given in Heckman [1979]. 

This can be easily proved by proving 

plim 
1.... 11.... k 1 1 

T~ [Z'E--~~E-;zz - ZfE-~rs.E-~Z] = 0 and 

plim for an arbitrary 

consistent estimator IT. 
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