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BN SUMMARY

The nature of an evaluation and subsequent policy decisions in inter

Nve
“wvention analysis impinges directly on the descriptive model form and its

associated parameter values. Previon :
. e s modeling efforts usin nam
::z:egziﬁgpzogﬁiiggozzzz relied on a priori postulations of %hgymodii éggm
ng an experimentor’'s subjective bi
:::wzge igentification of a tentative model form from the Z:::'a1:n aigorithm
e revisiier oo i eerrencion Stelyces not using un identification phase
e e erences in resul
olic sulting model

ingelzsezzi::tions. The first example deals with contrgls appiizgdia$8001ated
problen eotd y :;ea circa 1960-1966 to help alleviate a serious lln the Los
diected z e;c by rising levels of ozone [3]. The second illsgt u:ion
motor vehiolt e evaluation of changes of property or life loss assozi tog ”

cle crashes after implementation of « traffic safety Progra: ?7]w1th

L

INTRODUCTION

In quasi-experimental desi v
51~¢ signs the data often takes the
I:l:;:: time series. Two methodological approaches to ana;yig;m gi ;u;ocor-
is th meg;gg:s:gt:zuZEx a;d T;ao in 1965 {2] and Box and Tiao iﬁ 19;5 [;?a
! related offe " ;
regard\go messutenens of éhange. r fundamentally different info;mation with

In the former thef%etection of a shift or .
sg:;ionary time series is presented. Here the ;:2:§2m123t2§§izzzt :f na
gutocgzr:;::rgl framework in which the historical data'y, _, t-i?& 3e ;nia
PR Gﬁ;heanddd:siribed by a model from the autoregfessiv; ;o;i;g asera
Gass 1 Eor he mode s augmented by a parameter, §, which measures a chan ege
piovel fo Fe process for new data that is monitored frsm the process i
fimes € > éh Iom the (l1-a) 100% confidgﬁbe interval for 8§, significant ?
cha Ehe in co:trzzeiooguth:fp:gﬁi:zlca:obe made (e.g., the transition :oint

3 C ces
iirst of two questions of 1nteruenciog Fnal;s::aﬁgi;dent;fied). .Thus‘the

s directly addressed. —_— - 77 8 change take placer™
\ o)
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The second question in intervention analysis is "If a chagge in the pro-
cess level has occured, how is this change wanifested?" That is, from a policy
decision standpoint, a temporary change in jvhich the new §ystem level r?vetts
to the pre-intervention level is quite différen: than a situation in which the
new post-intervention level is maintained over time--a new steady state process
level is reached after intervention. The latter Box~Tiao work [3] proposes di-
rectly in an intervention framework, dynamic intervention models for analyzing
time series data to make inference about the second question in intervention

analysis.

ﬁere the tth observation, y,, is proposed as an additive sum of.the dyna~
mic intervention component, D_, and the noise cemponeut, Nc’ The noise compo-
nents are described by the fléxible autoregressive moving average model class
while the D_ may take any form to reflect the actual time pattgrned change in
the process mean. Several representative examples of D_ for dlfferenF orde;
dynamics and system delays when the system is subject to an intervention in
the form of a pulse or step function were illustrated [3].

The form of D_ impacts directly upon policy inferences. An identification
algorithm for the Eorm of D_utilizingthe sequentialyapplication of the Box and
Tiao (1965) [2] method for &etecting a change in the“level of a nonstationary
series has been suggested [4). The purpose of this paper is to illustrate the
differences in policy inference from intervention modeling w@gg iée?tification
procedures are not employed. In the following sections the identification al-
gorithm is overviewed and several examples of intervention modeling are revis-

ited.
AN IDENTIFICATION ALGORITHM

The shift detection wethcd of Box and Tiao [2] can be used to identify an
appropriate dynamic model component D_ by estimating the shift parameter §. =«
This means that onemust think of deltd not strictly as a parameter, but as a
time-dependent variable in the model, denoteﬂﬂby §,.. In the following para-v
graphs, an algorithm for identifying forms of integventipn effects utilizing
successive estimates of 6: over time is overviewed.

To estimate delta at any point in time, we must first specify that time,
which will be denoted by T. This is equivalent to specifying n,, the number
of observations before T and n,, the number of observations after time T, where

n. +n. = N and N is the total“number of observations used in the estimator. )
Tﬁe qu%ntities n, and hz enter directly into the estimator as do the observa-
tions associated with nf{ and n,. Thus, by specifying n, and n,, we effec;ively
specify which observations wili enter into the ﬁstimator as hisftorical (before
T) data and those which will be used-ass-"future" (after T) data. Of course,
the estimator, §_, is also functionally dependent on the form of the ARIMA
model noise term and the associated moving average and/or autoregressive para-‘
meter values [5,6]. For our purposes, we will denote the ARIMA model form as M
and the parameters from this model collectively #s A. Thus we can write,

3t = f(nl,nz,Y,M,A).
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In sequential estimation, we must monitor and correct for significant -
shifts i1f the sequential plot of § 1is to mimic the dynamics of intervention.
To translate what it means to use past significant values of delta in the
actual escimatign procedure without correction, we refer to the functional
description of 6 given previously. We know that if we estimate § at time
T, 4., with n, =71, we are using the n, observations before time T and an a2d-
ditional observation? Yn +1° If we le Yn1 denote the observations occurrﬂng
before time T, we can write: /

Sp =.\\f(n1'n2’Yn1’yn1+1’M’A)'

Suppose we estimate §, and find that it is significant, i.e., not stékis-
tically equal to zero. Then, in effect we are saying that there has been 'an
intervention effect at time T which 1is evidenced by the change from th2 pre-
vious n, observations to the observation y, 41+ If ve move ahead and stamd at
time T+}, again letting n, = 1, we thus have n¥ = n_+1, where n, was the pre-
vous value of n, used to estimate dt at time T. Now, an additional observation
Yni+2 OF Ypstl will be used, and yp 4] wil' be grouped with the n observaticns
(Yn,) to folm the set of n* observa%ions. However, since we have already con-
cluéed that an intervention effect of significant magnitude occurred at time
T, the set of n¥* observations which we are comparing the yn?+lobservation tais
not internally consistent. That is, the n* set of observations does rot repre-
sent a single population. To form an historically consistent population we
subtract-the previous significant value of §_, 8T’ from the Yny+] observation
to account for the difference in level with Ehe previous observations. . We can
then proceed to estimate 6T+1' At this point in time, we can write, ‘

£

" e

6T+1 = f(nl'QZ’Ynf’yn1+2’M’A)
where Y * includes the griginal m, observations and the corrected n1+1St obser-
vatign. "Of course, if § was not statistically significant, then no adjustment
is needed since § is effectively zero and there is already consistency be-
tween the n, -observation and the n,+15t observation. For subsequent estimates
of §_, we use the same procedure as we move ahead to time T+2, T+3, T+4, etc.
The estimation procedure is depicted in flow chart form in Figure 1.

Two points should be considered with respect to the ability of the pattern
produced to reliably mimic the dynamic behavior. First, the pattern produced
will be fuzzy if in fact the shift parameter estimator is insensitive in the
sense of requiring large amounts of post-intervention data (large n, values)
in order to assess significant changes. This however is not generafly the
case. In a previous effort, [5] a sensitivity study was conducted of the shift
detection nmethod. It was found that shifts as small as two percent of the in- /
itial level of the time series could reliably be detected under a wide ramge
of all other factors for n, = 1. ‘ :

”»

A second consideration that will distort the sequential pattern of & is.
the a level of significance chosen. Larger values of a will force significance
of a given estimate and therefpre necessitate correction of the levellpf the
Yo +1 observation which impacts upon subsequent estimation. In pract%ce, the
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— 7 . : algorithm should be applied to the data set while iteratively red;cing the a
Set N the total numberi ' ' ‘ ‘ level. The pattern least sensitive to a single significance decision should
5 of available cbservations ; » : be used for tentative identification of the dynamic component'Dt.

. J . < ‘ ; MLES

’ ' Estiuate <% To illustrate the importance of ‘using an identification procedure we re-
. | visit data previously modeled by Box and Tiao (3]. ‘In light of increasing
61 - f(nl’nz - I’Yn ’yn +1,M,A) awareness of the harmful effects of atmospheric pollutants on hhman, animal

1 1 and plant life, Los Angeles County has taken several measures intended to re~

duce the abnormal amount of substances which can produce dangerous pollutants

K

when subjected to the high intensity sunlight in the Los Angeles vicinity. 1In
early 1960, Rule 63 was passed which reduced the allowable proportion of reac-
tive hydrocarbons in locally sold gasoline. Also in 1960, the Golden State
Freeway was, opened, which diverted traffic from the downtown area. An addi-
tional anti-pollution regulation was eifective from 1966 onwards, which re-
quired engine design changes in new cars. The federal measure might be expec-
ted to reduce the production of ozone in Los Angeles. The two regulationms,
along with the opening of the Golden State Freeway, will hereinafter be refer-
red to as interventions. Figure 2 illustg;tes this Los Angeles ozone data.

Compute a Confidence

2 Interval for 6:/__
‘ i3

Cc

8 £ Y a/2,N-k%2 .

N
‘The Box-~Tiao analysis was conducted;’in three segments., First, a noise
. component, N_ in the form of an ARIMA model was identified from the historical
data prior to the first intervention date. Secondly, the form of the dynamic
component, D) , was postulated to reflect the modeler's expectation of the inter- ;
vention effect. Lastly, the parameters of both components were simultaneously .
estimated and the residuals of the overall model checked, , '

STOP

‘the tﬁme series model identified was: ~

it

T=T+ 1
n1 =n + 1

T=7T+1
n =n +1

_rl2 = (] 12y,
(1-B)N, = (1-8,B) (10, B12)a_

where N’ 1is the noise or underlying noise structure for the intervention model
and a_ Is white noise or an uncorrelated, normally distributed series with
" mean D and variance equal to:g92. « y

Because of the summer-winter atmospheric temperature inversion differen-
~tial and the différence in the intensity and duration of sunlight for theas
summer and winter, the effect of the intervention was specified to be different
in the summer months (roughly "June-October) and winter months. \Therefore, tWe
following model was postulated for the entire series from January 1955 to De<
cember 1972: . o :

Estimate ‘
GI - f(nl,n2=1sYanGT-1'ynl+l’M’A) . af;f :

S

3 E.5  (1-6.B)(l-9 Bl2)
¢ - " - (cz., ) ) . t3,. I 12 k2
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Figure 2. Los Angeles Photochemical Smog Dﬁta
(Ozone in Parts Per Million)
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where:

{0 t < January 1960
t > January 1960

1 "summer" months June-October beginning 1966
0 otherwise

|1t "winter" months November-May beginning 1966
0 otherwise

The estimation results and standard errors for this anaiysis are:

901 = -1.09 0.13

TOZ = -0.25 0.07

903 = ~0,07 0.06 ssgndard errors
91 = «-0.24 0.03 .

6,, = 0.55 0.04

—
N

These results led to the conclusion that a step change of ~1.09 units of ozone
may be associated with Rule 63. A progressive reduction from year to year of

=.25 units in the summer months is expected, and there is little or no change
‘in the winter months.

In the reanalysis three steps are also employed. The first step, the
identification of the noise component from the historical data is identical
with one exception. The exception is the a priori specification of the inter-
vention date as the point in time in which the process did go out of control.
In our case we employ the time point where a measurable shift in the time se~
ries data is observed as the point for which a homogeneous historical data
series is available for identification of the noise component.

The second step we propose as an alternative is fundamentally different in
that we identify the form of the dynamic component from the data. Figure 3 ex~
hibits the resulting pattern of 5 versus time for the smog data: It should be
noted that only at July:1966 is there an observed significant sequential pattem.
This pattern persisted through August 1367 and led to the tentative identifica-

tion of the dynamic component Dt to be: .
: I July -1966—August 1967
D, = wBS, ﬂﬁt 10 otherwise J

The third step is identical to that used by Box and Tiao and consists of -
simultaneous estimation and .diagnostic checking. The ninety-five percent con-
fidence interval for w was [-1.523,0.727], therefore eliminating any significant
dynamic component terms. Thus the overall model for the evaluation of the in-
terventions is,

(1-9,B) (1~ 8 312) - ;
yt = (1 B) (1- BIT) d, . S,




where 8, = 0.718 and O 2 = 0.579, which were determined to be jointly signifi-
cant at the ninety—fivévpercent level.

Comparison of the two resulting models, clearly indicates different conclu-
sions with respect to the value of the interventions in reducing ozone level.
Using an identification scheme for the dynamic component, the decision-maker
concludes no effect as opposed to having observed a successful policy interven-
tion of reduced ozone leval. .

The second example involving the impact of a traffic safety program must
ultimately be assessed in terms of reduced losses associated with motor ve-
hicle crashes. Previous analysis of the traffic loss data was done by Elling-
stad and Westra [7]. The thrust of their paper was to explore a variety of
procedures for assessing the impact of TSP's on traffic loss or crash time se-
ries data. The two primary recommendations of the authors were: (1) Forecast
the baseline (pre-TSP) data into the post-TSP period and compare the actual
observations when they become available to the statistical forecasts; (2) Ob-
tain a measure of change parameters -assoclated with either drift or a change in
level (shift). However, their analysis was not reported as to how tomodel and
therefore did not contain any statistical inference.

Two sets of relevant monthly data were available for the analysis. These
sets are: South Dakota total injury accidents and North Dakota injury acci-
dents (NDACC) for the time period January 1969 to December 1974. The implemen~
ted traffic safety program was the South Dakota Alcohol Safety Action Project,
implemented in January 1972. The set of South Dakota data may be used to test
whether the traffic program had an actual effect on overall South Dakota ‘traf-
fic losses, while the North Dakota data will serve ‘s a control for the exper-~
iment. 7

J .

Analysis of the control series which represents the North Dakota data re-
vealed a significant process shift at t=44 or September 1972 which exponentially
decayed. Figures 4 and 5 illustrate the data base and the corresponding plot
of 8 versus time used in identification of the dynamic component respectively.
Thus this patterned shift suggested a dynamic component,

- WB_ - o {1 September 1972
D, = @-B P where P, {0 Jotherwise

The final statistically adequate model result is

. 110.354 B "4 (1-0.582 B)
Y% T@-0.939 B ¢t (1-B) t

which indicates the control series to_bave exhibited a significant although not
permanent increase a few months afier implementation of the experimental pro-
gram. N ‘ '

The treatment series for the parallel South Dakota accident data did not
indicate any significant process shift after program implementation, therefore
no dynamic componert is required. In this present example we see that the

8
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identification algorithm allows for developuent of models for precise statis-
tical inferenmces with respect to each individual series. However further recon-
cilliation with an expanded data base would be desirable before tying down the
policy decision with respect to the value of the implemented South Dakota ac-
cident program.

CONCLUSIONS

An identification algorithm for dynamic intervention models was described
and illustrated. The differences that may result in policy decisions when an
investigator specifies a priori the effect of the experiment versus allowing
the data to "speak for itself” via the identification procedure was also i1lus-
trated. :
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