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Abstract 

A new multivariate statistical'model of repeated events, the Dirichlet~ 

gamma-Poisson model, is shown to accurately account for 'the multivariate 
,. 
i/ 

distribution of four types of victimizations reported in city samples of 

the National Crime Survey. The life-style theory of victimization is used 

to interpret the compounding that defines the model. Parameter estimation, 

interpretation, and the predictinn of future events based on past events 

are discussed. The model appears tq be applicable to a variety of 

repeated events data. 
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THE DIRICHLET-Gl~-POISSON MODEL OF REPEATED EVENTS: 

A MULTIVARIATE DESCRIPTION OF CRIMINAL VICTIMIZATION IN AMERICAN CITIES 

This paper develops a new model of repeated events, the Dirichlet-gaf,nma-

Poisson model, as a means of understanding how the multivariate distrib1..:tion 

of crimes reported in city samples of the National Crime Survey (NCS) can 

be used to make inferences about exposure to high crime situations. The 

modei is based upon the assumption that persons have a constant chance of 

being victimized over time, but that not all persons have the same chance. 

Differences in the chances of being victimized are hypothesized by a 

number of researchers (Cohen and Felson, 1979; Hindelang, Gottfredson and 

Garofalo, 1978; the National Research Council, 1976; Skogan, 1980; Sparks, 

Genn and Dodd, 1977; and Sparks, 1980), to be largely due to di~~ferences 

in exposure to high crime situations, which in turn, are hypothesized to 

be largely due to differences in life-styles. For example, males are 

thought to be more exposed to crime than females because they spend more 

time away from h?me and are more likely to be in the company of potential 

offenders. Unfortunately, this theory is difficult to evaluate because 

exposure is hard to measure. Other than needing to know how often persons 

are in the presence of potential offenders, most researchers agree that 

one must also know how often potential victims represent vincible and 

desirable targets toii'otential offenders. The present research shifts the 

emphasis from asking what constitutes exposure, to asking how the multi-

variate distribution of various types of crimes reported in one time 

period can be used to make inferences about victim liability, which 

presumably, corresponds closely to victim exposure. 

.. . 
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The discussion will begin by reviewing the simple Poisson model and 

showing how it can be gen~talized into the univariate gamma-Poisson.modeL 

This model has been shown by Nelson (1980a) to be compatible with the 

life-style/exposure theory of victimization and to be capable of generating 

the univariate distribution of many different types of victimizations. 

Three multivariate gamma-Poisson models will then be developed and fitted 

to distributions of four specific types of victimizations reported in the 

NCS city samples. The Dirichlet-gamma-Poisson model is the most general 

of these models. The discussion will show how the model can be used to 

estimate individual liability rates of specific types of crimes and to 

predict chances that specific types of crimes will occur in the future. 

The model is expected to be useful in describing many different kinds of 

social phenomena. 
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UNIVARIATE MODELS 

The Poisson Model 

The Poisson model is based upon the assumptions that (1) the probability 

of being victimized is the same for all persons, and (2) that it does not 

vary over time. This model has frequently been used to evaluate whether 

there are more persons reporting two or more victimizations than would be 

expected if all persons had the same chance of being victimized. Some 

persons are expected to be multiply victimized under Poisson models and 

such misfortune is assumed to represent bad luck rather than victim 

liability. To the extent that the data show more multiple victims than 

"expected, one tends to reject the hypothesis of equal victim liability 

in favor of stating that some persons are more liable of being victimized 

than others. Research (Hindelang,. et al., 1978; Nelson. 1980a; Sparks, et al., 

1977) has shown that there are more persons rep~rting multiple victimizations 

than are expected under Poisson models. 

Under the Poisson model, the probability of experiencing x victimiza-

tions during some period of time may be expressed as: 

P(x) = e -A~X/ xl 1\ • , (1) 

where A is the Poisson parameter for this time period. The maximum likeli­

hood estimate of A is the mean or average rate. 1 

1 
In general, the parameter can be expressed as At, where t measures 

the number of time units that A is based upon. Here, t equa1s.·· one ~ to: simp1:i:fy 
vahious equations. 

" 



-4-

The inability o~ the Poisson model to account for multiple victimizations 

is illustrated in Table 1, which displays the observed and the expected 

number of personal contact victimizations (excluding rape) recorded in 

the National Crime Survey (NCS) made in Baltimore, 1975. The NCS city 

data are based upon int'erviews of all persons living in approximately 

10,000 randomly selected households in each city. Persons aged 12 and over 

were asked to report their victim experiences for the year preceding the 

interview regardless of whether they reported the crimes to the police. 

Table 1 shows that the Poisson model predicted far fewer mUltiple 

victimizations than were reported in the survey. This suggests that 

either or both assumptions,of the Poisson model are inconsistent with the 

data. In sharp contrast, the table shows that the gamma-Poisson model was 

very consistent with the observed data. 

The unweighted number of personal victimizations reported in city 

samples of the NCS will be used to develop models in this paper. The data 

analysis will be limited to interviews made in the five largest cities of 

the United States and in the eight cities that participated in the Law 

Enforcement Assistance Administration's High Impact Crime Reduction 

Program. These interviews occurred during the first quarter of 1975 so 

that the victimizations correspqnd to crimes that occurred during most of 

1974 and part of 1975. The NCS program is described by Garofalo and 

Hindelang (1978). Comparisons of NCS and Uniform Crime Report data can 

be found in Nelson (1980b). 

r 
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Table 1: Ob~erved and Expected Number of Personal Contact Victiflizations 
P01sson and a Gamma-Poisson Mode] in Baltimore. 

Under a 

Number of 
Victimizations 

o 
1 
2 
3 
4 
5 
6 

(National Crime Survey Data, 1974-1975) 

Observed 
Frequency 

21,511 
1.494 

231 
52 

,11 
6 
1 

Expected Frequency Under Two Models: 
Poisson Gamma-Poisson 
Model Model 

2l,2l3.9 
1,995.2 

93.8 
2.9 

.1 

.0 

.0 

~._~."- ~ ...... 
. ~... . '>--'. ~" .. 

21,512.8 
1,478.3 

249.9 
50.6 
11.1 

2.5 
.6 
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The Gamma-Poisson Model 

Greenwood and Hoods (1919) and G'; I.enwood and Yule (1920) expanded the 
i 
I, 

Poisson model by compounding it with a . 'gamma distribution. Applied to 

victimization studies, the model suggests that persons have a constant 

chance of being victimized over time. but that not all persons have the 

same chance. Individual victimization rates are treated as random variables 

from a gamma distribution. The probability density function for a gamma 

distribution may be e.xpressed as: 

f ()..) (k/m)k Ak- l e-(k/m»).. /r(k) (2) 

where m is the mean victimization for the population, k is the 

exponent and in conjunction with m defines the shape of the gamma distri­

bution. A (which is not directly represented in this equation) is the 

random variable, representing individual victimization rates with density 

function f(A). and r(k) is the gamma function of k. Graphs of various 

gamma density functions are presented in Nelson (198Q~). 

Under the gamma-Poisson model. the probability of experiencing x 

victimizations is a Poisson random variable conditional upon the value of )... 

If everyone in the population had exactly the same rate. then the model 

would be the Poisson model. The unconditional probability of reporting 

x victimizations is found by multiplying equation (1) by the probability 

density function for A. equation (2). and then integrating A from zero to 

infinity. This results in a compound Poisson model which may be expressed 

as: ., 
p(x) = 

o 
Joo P(x\A) f(A) dA~ 

k x 
k r (x+k) m 

[k+m] r (k)x! [k+m] 
(3) 

7" 

fC~ 
·1 rl'. 
W 

t" 
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This model will be called the univariate gamma-Poisson model to 

emphasize that it is a Poisson model compounded with a gamma distribution 

of victim liability. It is identical in form to a negative binomial distri-

bution and can be generated in a number of other ways. A maximum likelihood 

procedure is presented in Appendix A to estimate the parameters. 

A summary of the fitting of univariate gamma-Poisson models to the 

number of persons reporting robberies. aggravated assaults. simple assaults. 

and larcenies with contact (purse snatching and pocket picking) and to the 

total of these four crimes for 13 cities in the NCS is presented in Table 2. 

The p values are large suggesting close correspondence between the model and 

the observed.data. Half of'the samples that were t~stable had p values in 

excess of .47. Not one city had a p value below .01. 
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E 
,- tes and P Values for Univariate Ga~na~Poisson Models 

Parameter SC.uua 
Fitted to 

Table 2: 
Various T>pes of Personal Crime in ~3 Cities 

(National Crime Surveys, 1974-75) 

Parameter 
estimate 

and b 
P value 

Type of personal crime 

Cit/ 

Newark 

Atlanta 

Dallas 

St. Louis 

New York 

Philadelphia 

Los Angeles 

Portland 

Denver 

Cleveland 

Chicago 

Detroit 

Baltimore 

m 
k 
P value 

m 
k 
p vallie 

m 
k 
p value 

m 
k 
p value 

m 
k 
P value 

m 
k 
P value 

m 
k 
P value. 

m 
k 
p value 

m 
k 
P val~:e 

m 

k 
p value 

m 
k 
p value 

m 
k 
p value 

Robbery 

.0229 

.3144 

. 91 

.0174 

.1636 
• 64* 

.0123 

.1044 

.89 

.0189 

.2369 
N.T. 

.0236 

.1400 
• 94 

.0205 

.0778 

.65 

.0177 

.1063 

.60* 

• 0157 
.0553 
.01 

.0188 

.0715 

.89 

.0270 

.1219 

.23 

.0286 

.1614 

.88 

.0368 

.1552 

.39 

.(,346 

.1450 

.49 

Aggravated 
assault 

.0076 

.1323 
N.T • 

.0124 

.0664 
• 44* 

.0175 

.1093 

.72* 

.0143 

.0886 
• 26* 

.0085 

.0597 
N.T • 

.0133 

.0791 
• 85* 

.0165 

.1032 

.05+ 

.0217 

.1395 

.20 

.0224 

.0975 

.56 

.0202 

.0993 
• 33 

.0156 

.0904 

. 58* 

.0210 

.0931 

.15 

.0205 

.0925 

.23 

Simple 
assault 

.0057 

.5124 
N.T. 

.0114 

.0965 
N.T • 

.0169 

.0800 
• 88 

.0139 

.0689 

.40* 

.0096 

.2294 
N.T. 

.0133 

.0759 

.74* 

.0222 

.0925 

. 62 

.0296 

.1271 

. 05 

.0271 

.1425 

.64 

.0175 

.1174 

.76* 

.0138 

.0713 

.20 

.0176 

.0763 
• 82 

.0205 

.0754 

.51 

Larceny 
with 

contact 

.0105 
1.3580 
N.T. 

.0093 

.2435 
N.T • 

.0063 

.0897 
N.T • 

.0091 

.1917 
N.T . 

.0148 

.1801 
N.T. 

.0124 

.1188 
N.T • 

.0079 

.1200 
N.T . 

.0052 

.1784 
N.T • 

.0058 

.2001 
N,T. 

.0095 

.1098 
N.T . 

.0167 

.4095 
N.T • 

.0082 

.2871 
N.T • 

.0185 

.1911 

.65* 

All four 
combined 

.0467 

.3606 

.75 

.0504 

.2249 

.47 

.0531 

.1709 

.08 

.0562 

.2147 

.23 

.0565 

.2717 

.30 

.0595 

.1923 

.45 

.0643 

.2136 

.38 

.0725 

.1858 
.88 

.0741 

.1837 

.02 

.0742 

.2376 

.02 

.0748 

.2573 

.44 

.0835 

.2389 

.01 

.. 0941 

.2551 

.13 

i imulO of at least one observation for 
*These p values were calculated allowingAa ~i~Square test could not have been made 

d l in the chi-~quare test. c each expecte va ue in each cell had to equal three or more. 
for these models if the expected value 

ascending order by their overall victimization rate. 
aCities are listed in 

C
omparing. observed and expected frequ~·ncies with the 

bThe p values were based upon 
Pearson chi-square test. 

not testable because all the degrees of freedom were 
cN•T • signifies the model was 

used to estimate the parameters. 

~.- .-";00 
. ,.<.' 

i 
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P values could not be estimated in 18 samples because there were not 

enough multiple victimizations to both estimate the parameters and to test 

them on the same data. This situation occurred in 12 out of the 13 analyses 

of larceny with contact. Only five persons in all 13 cities reported more 

than two larcenies with contact. This means that almost every city analysis 

was made on the frequency of persons reporting zero, one and two larcenies 

with contact. While it was possible to estimate the two parameters of the I. 

gamma-Poisson model, it was not possible to test the fit because there were 

no degrees of freedom left after the parameters were estimated. 2 

Table 2 demonstrates that the gamma-Poisson model is capable of 

generating the univariate distribution of specific as well as aggregated 

types of personal victimizations reported in the NCS data. Under the 

model, each person can be thought of as haying an unique liability rate 

for each specific type of crime that is stable over time. Thi6 liability 

rate is hypothesized to be largely a function of exposure to high crime 

situations, wherein exposure refers to the frequency that offendE:'rs come 

into contact with victims who are judged to be desirable and vinci.ble 

targets of their actions • 

The question raised is: Can the same liability rate account for the 

distribution of all four types of crime analyzed thus far, or is a 

multivariate conceptualization needed to study victim liability~ If a 

multivariate model were needed, would the dimensions be related to 

or independent of each other? These questions can be answered by comparing 

various multivariate models based upon different assumptions about how 

liability is related to reported victimizations. The Dirich1et-gamma-

Poisson was developed by comparing various multivariate models. 

2 
Some of the p values listed in Table 2 would be reclassified as not 

testable if different criteria for aggregating expected values were used. 
If the nine starred p values were based on chi-square tests wherein expected 
values wereaggragatedto produce an expected value of at least three, then 
these nine tests would be classified as not testable. All chi-square tests 
are based upon aggregating expected counts to at least three in other tables. 
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MULTIVARIATE MODELS 

The Independence Gamma-Poisson Model 

One of the first models to be tested in almost any multivariate analysis 

is the independence model. Under this model, crime rates are represented by 

four dimensions, each of which provides no information about the other. The 

model can be efficiently estimated by first fitting univariate gamma-Poisson 

model to each of the four types of crimes, and then by mUltiplying the 

probability 0 eac separa e cr~me _ ~ f h t · to get the J'o;nt probability of all four 

types. Table 2 shows that univariate gamma-Poisson models are consistent 

with the univariate distribution of all four crimes across all 13 cities. 

The m and k parameter estimates for each crime and city are also listed 

in this table. 

The Fixed Gamma-Poisson Model 

The independence model is not expected to accurately describe the 

data because the specific types of crime are usually thought to be 

related to each other. A simple multivariate generalization of the 

gamma-Poisson model that allows the crime types to be related to each 

other can be developed by assuming that the joint probability of all 

four crimes is a product of independent Poisson probabilities conditional 

upon A, that each type of crime has a mean equal to PiA, and that A is a 

random variable from a gamma distribution. In this model, A represents 

each person's liability of reporting a victimization, and Pi represents 

tqe probability that a victimization is of type i. Note that Pi 

represents the conditional probability that a victimization is of type 

. . t . h d The model is called fixed i given that a vict~m~za ~on as occurre • 

i 

I 
I 
I 

. -"-'." .. ____ .. .. ._ .... __ .. __ .. -_., __ .. ___ .J 
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because all persons are hypothesized to have exactly the same set of 

conditional probabilities. For example, if 40 percent of all· victimizations 

were robberies, than p. would equal .40 for robbery for all victims. The 
~ 

model may be written as: 

4 
foo IT (p(xiIA) f(A) dA, 

o i=l 

k k r(xT+k) 
{[k+m] r (k)x

T
! 

x. 
~ 

Ix.! , 
~ 

(4) 

where xT = Xl + Xz + x3 + x4 • The integration in equation (4) shows 

that crime types appear to be related to each other because they are 

related to one liability dimension. For example, reporting a robbery would 

be associated with reporting an assault if both events were indicators of 

high exposure to crime. This model is analogous to a one dimensional 

factor analysis model. 

The fixed gamma-Poisson model is simple to estimate because it can 

be broken down into a univariate gamma-Poisson model for the total 

number of reported victimizations (the part within braces in equation 4) 

multiplied by an independent multinomial model that distributes the total 

number o~ victimizations into combinations of crime types. This form of 

the model was introduced by Patil (1964). Maximum likelihood estimates 

can be found by estimating m and k in an univariate gamma-Poisson model 

fitted to the total number of victimizations, and by' estimating p. from 
~ 

the observed proportion of victimization of each type. The model has 

been developed in some detail by Bates and N~yman (1952) and by Arbous and 

Kerrich (1951). '. 

--

, 
f 
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The Dirichlet-Gamma-Poisson Model -

The assumption that all victims have the same conditional probability 

of each type of victimization in the fixed gamma-Poisson model appears 

restric,tive. From a life-style/exposure perspective, it seems more likely 

that certain life-styles will be associated with certain types of crime. 

For example, the NCS data show that younger males have a greater tendency 

to be assaulted than to have their wallets picked, whereas older males have 

a greater tendency to have their wallets picked than to be assaulted. 

One way to introduce victim "specialization" is to treat the 

conditional probability of each type of (.'rime as a random variah1.e. 
, 

If the conditional probability 'that a crime was ',)f a particular t. 'e were 

a random variable from a Dirichlet distribution, then some persons would 
, 

be more likely to experience va:ti~us types of victimizations than others, 

presumably due to differences in exposu.:;e to each type of crime. 

Let Pi reP'fesent the random variable measuring the conditional 

probability that a crime is of type i, and let p. represent iis particular 
~ 

value for some person. The Dirichlet distribution for four types of crime 

may be written as: 

(5) 

where 8T = 81 + 82 + 83 + 84 , aT >0, and, PI +P2 + P3 + P4 =1. The par,ameters 

to be estimated are 8
1 

to 8
4

, one for each crime. The Dirichlet distribution 

is discussed by Johnson and" Kotz (1972).' 
J .> 

. f 

. , 3"'=::'::C" ,:.::' C""",' "-':,' ,.,:: ,,':: ~ ",2:.l· 
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The 8i 's are related to the pi's in the following manner: 

E(p .) 
~ 

V(p .) 
~ 

8./8 
~ T (6) 

, (7) 

The Dirichlet-gamma-Poisson model is formed by assuming that the 

fixed gamma-Poisson model is defined conditionally for a set of'p. values, 
~ 

by multiplying it by-the probability density function of the Dirichlet 

distribution, and then by integrating the product over all possible Pi 

values. For four types of crimes, the model may be written as: 

4 
iUl r (8i )xi !-

xT 
[~] } 
m+k 

~ 

(8) 

This equation shows that the model can be thought of as a univariate 

gamma-Poisson model (the part in braces) that ge~erates the' distribution 

of the total number of v~ctimizations (x
T

) , times a Dirichlet part that' 

allocates the total to the multivariate dist,ribution of the various 

combinations corresponding t~' this total. 



-14-

Although the Dirichlet part of equation (8) may look formidable, 

differences between it and the probability density function for the fixed 

gamma-Poisson model presented in equation (4) can be readily understood 

by noting that both models can be divided into 1) a. part that generates 

the probability of observing the total number of victimizations under 

consideration, 2) a part that counts the number of ways or permutations 

in which the particular outcome could have occur1ed, and 3) the 

conditional probability of one of those ways given that the total number 

of victimizations corresponding to this event occurred. The first part 

is generated by the same univariate gamma-Poisson model under both models. 

Therefore, both models predict the same number of persons to not be 

victimized, as well as the same number of persons to experience a total 

of one, two, three, etc. victimizations. 

The count of the number of permutations in which an event can occur 

is also identical in each mode. It is represented by the xT!/(xl!x2!x3!x4!) 

term. Thus, differences between the models lie only in the estimation 

of the conditi.onal probability of the permutations making up the event 

under consideration. These differences can best be underst00d by 

considering a permutation as if the order of the victimizations were known. 

Of course, all permutations have the same conditional probability so that 

it is not necessary to consider all of them. 

First, consider the conditional probability of reporting exactly one 

victimization of type i given that at least one victimization was reported. 

It equals Pi under the fixed model and ai/aT under the Dirichlet model. 

The expression for the Dirichlet model was derived from equati:on (8) by 

noting ~hat r(x+l) = xr(x). These conditional probabilities are exp~cted 

"'1 r. ;'. 

·1 i 
I 

r} 
! ,-
t r 

, \ 
I 
I' 

i 
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to be very close to ea~h other in most data 
analyse>c~. Under the fixed 

model, P; is estimated bu the 
~ J proportion of victimizations of type i. 

Under the Dirichlet d I / 
mo e ~ 8i 8T is equal to the expected value of the 

random variable P., which measures 
~ each person's condit;onal b b'l ~ pro a ~ ity 

of a type i crime given that he or she was victimized. 

Second, consider the conditional b 
pro ability of reporting two crimes 

of type i for persons who experienced I 
at east t,v-o crimes. This can be 

c~lculated by multiplying the conditional b b 
pro a ility that the crime 

was of type i for persons who 
reported at least two crimes, times the 

conditional probability that the 
second crime was of type i for persons 

who reported at least two crimes d h 
an w 0 reported a type i first crime. 

This can be expressed as p~ under the f;x d dId 
~ ~ e mo e an as (8

i
/8

T
) times 

[(8 i +l)/(8T+l)] under the Dirichlet model. 
Note that the conditional 

probability that the second crime is of 
type i (listed within brackets 

for the Dirichlet model) is larger than th 
e condHional probability that 

the first crime is of type i for the Dirichlet but 
not for the fixed model. 

Likewise, the conditional b b 
pro a ility of reporting three type i crimes 

equals p~ under the f;~ed ~ ~ model and (8;/8
T

) [8 +1)/(8 1)] ~ i T+ [8 i +2)/(8T+2)] 
under the Dirichlet model. 

In general, the conditional probability that 

the next crime is the same as the last . 
cr~me increases under the Dirichlet 

model but not under the fixed model. 

Conversely, the conditional probability of 
rep~rting different 

types.of crime decreases in the Dirichlet but not in the f;~ed 
-'-h. model. -

For.example, the conditional probability of reporting a type i 

followed by a type j crime ~quals . 
PiPj ~n the fixed model and 
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and (ei/e
T

) [ej/(eT+l)] in the Dirichlet model. This ability:·'to modify 

the conditional probability of the next crime type is what allows victim 

specialization to be incorporated into the Dirichlet model. It does not 

suggest that a victim's chances of experiencing a particular type of crime 

change, though. Rather, it shows how the model's estimation of a person's 

chances of reporting a particular type of crime can change depending upon 

the person's victimization history. This will be illustrated again in a 

later section. 

The extent of the differences between the fixed and the Dirichlet 

models depends upon the size of the 8i parameters. If e
T 
~ere to approach 

infinity such that the expected value of the random variable Pi equalled 

8
i

/e
T 

for all i, then the conditional probability of crime i would remain 

constant over repeated victimizations. In ,other words, the Dirichlet model 

would degenerate into the fixed model. If e were to approach zero, then 
T 

the conditional probability that the second crime were the same as the 

first would approach one. Here the Dirichlet model would represent a model 

of mutually exclusive types of victimizations in which a victim could 

experience at most one type of crime. 

, 
A number of models are special cases of the Dirichlet-gamma-Poisson 

model. If 8T becomes very large, then the model degenerates into the 

fixed gamma-Poisson model. If. eT becomes very small, then the model 

becomes a mutually exclusive gamma-Poisson model. If the parameter k 

becomes very;large, then the model degenerates into' a Dirichlet-Pais'son 

.. . 
model. In this model, all persons have the same chance of being 

victimized, 'but the conditional probability of any specific type of 

victimization given that a victimization occured differs by person. 

If 8T as well as k become vexy large, then the model 

, .• ,..-- ~y •• -"'-...... - • ....,-.. .,. ... ~~' ...... .......,~-: ...... ~~- ... ...." 

:"'.:~~;~.. "~' - .... ~-.~~-
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degenerates into a multivariate independence Poisson model. .Also note 

that the uniVariate gamma-Poisson ~odel degenerates into a Poisson model 

when k or when the ratio of k to m becomes very large. 

Maximum likelihood estimates of the m and k parameters can be easily 

obtained by fitting a univariate gamma-Poisson model to the total number 

of victimizations. These estimates of m and k are independent of the 

Dirichlet parameters. Maximum likelihood estimates of the Dirichlet 

parameters are presented in Appendix B. 

---
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Comparisons of the·Independence~·theFixed'and the'Ditichlet~amma~Poisson 

Models 

Pearson chi-squaregoodness-of-fit test statistics ~or the independenc~, 

the fixed, and the Dirichlet-gamma-Poisson models are presented in Table 3 

for the 13 NCS cities. The procedures used to estimate the chi-square 

values are discussed in the next paragraph. The large chi-square values 

for the independence model suggest that it is unreasonable to assume that 

the four types of crime are unrelated to each other. The fixed model fit 

the data better than did the independence model, but not as well as the 

Dirichlet model. The fixed model accurately described the multivariate 

distribution of crime in only one city, Newark. The Dirichlet-gamma-Poisson model 

accurately reproduced the multivariate distribution of the crime types in 

at least nine of the other twelve cities. 

Degrees of freedom were derived by subtracting the number of independent 

parameters estimated in each model from the number of cells used in the 

chi-square calculation minus one. One degree of freedom was lost because 

the models were conditioned upon the total number· of persons interviewed. 

Note that two models could differ by one parameter but their chi~square 

tests would not necessarily differ by one degree of freedom because the 

expected values determined the number of cells to be used in the chi-square 

test. For exampl~~ a cell could have an expected value greater than three 

under one model and therefore be counted in the total number of cells 

for the test, bu.t it could' have an expected value less than three under 

another model and therefore not be counted as a separate cel~. 

--------
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Table 3 Chi-Square Goodness of Fit Statis.tics of the Multivariate Distribution of 
Three Gamma-Poisson Models in 13 Cities Four Types of Crimes Under 

(National Crime Surveys, 1974-75) 

MOD E L 
Independence Fixed Dirichlet-

Gamma-Poisson Ganuna-Poisson Gamma-Poisson 
Pearson 

Citya 
Degrees of Pearson Degrees of Pearson 

Chi-Square Freedom 'Chi-Square Freedom 
Degrees of 

Chi-Square Freedom 

** ** Newark 83.6 2 9.7 7 9.7 7 

Atlanta 119.6 3 36.4 * 10 23.2 1() 

* Dallas 199.7 5 50.2 10 16.2 10 

St. Louis 161.3 4 55.4 10 39.5 10 

* New York 77 .4 4 36.0 8 17.1 10 

* Philadelphia 153.4 6 110.7 10 23.5 11 

* Los Angeles 155.1 5 83.6 11 22.5 10 

* Portland 268.2 5 76.4 14 19.0 12 

* Denver 314.0 6 46.0 14 22.1 13 

** Cleveland 137.9 8 77.0 12 11.9 11 

* Chicago 323.0 9 105.2 12 1.7.8 11 

** Detroit 159.7 7 98.8 14 16.9 14 

Ba1t:iJnore 332.4 11 181.9 17 63.5 16 

aCities are listed i n ascending order by their overall victimization rate. 

'" I' > .01 

** p > .10 
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The techniques used to calculate the I.:!hi-square test statistics as 

well as differences between the three models are illustrated in Table 4 

for Baltimore, the city with the worst fit of all Dirichlet models. Table 

4 displays combinations of zero, one, two and three victimizations wherein 

the expected value for each combination under the Dirichlet model exceeded 

three, and two aggregated cells containing combinations whose expected 

values before aggregation were less than three. One aggregated cell 

contains combinations of multiple victimizations of only one type, such as 

four robberies, and the other contains combinations of multiple victimizations 

of more than one type, such as four robberies and one aggravated assault. 

Table 4 shows that 'the Dirichlet-gamma-Poisson model did a good job 

of fitting the observed frequencies for nearly all combinations of crimes 

not involving larceny with contact. 3 It underestimated the number of ' 

persons reporting exactly one larceny, but it overestimated tIle number 

reporting exactly two larcenies as well as the number of persons reporting 

, 4 
one larceny and one other crime. 

3 The number of persons reporting 0 robberies, 1 aggravated assault, 
1 simple assault, and 0 larce~ies with contact were underestimated by the 
model. This occurred in several of the cities. 

4This pattern suggests that the data for Baltimore might be better 
modeled by fitting a Dirichlet-gamma-Poisson model to the trivariate 
distribution of robbery, aggravated assault and simple assault, by 
fitting a gamma-Poisson model to larceny, and then by fittin'g all four 
crimes by assuming independence between these two models. 'This model-reduced 
the chi-square to 43.4 on 16 degrees of freedom. This independence model 
was also fitted to the other 12 cities. It improved the fit to the St. 
Louis data, but failed to improve the fit or made it considerably worse in 
the other cities. 

I 
r 

t 
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Table 4 Obse~ved and Expected Frequencies for 
Model of Personal Victimizatl..o. th~ Dirichlet-Gamma-poisson 
1975) n l.ll Baltl.more (National Crime S 

Number and Type 
of Victimization* 
R A S L 

o 0 0 0 

One Victimization: 

1 000 
010 0 
001 0 
000 1 

Ttl70 Victimizations: 

2 0 0 0 
o 2 0 0 
002 0 
o 0 0 2 

1 1 0 0 
101 0 
1 001 
o 1 1 0 
o I 0 1 
o 011 

Three Vict,imizations: 

3 0 0 0 
o 3 0 0 
o 0 3 0 

2 100 
2 0 1 0 
2 001 

Victimizations of One T 
into a Single Cell 

ype Collapsed 

Observed 
Frequency 

21,511 

551 
299 
295 
349 

58 
25 
29 
15 

27 
21 
12 
32 

6 
6 

4 
4 
6 

4 
0 
2 

2 

Victimizations of More than One Type 
Collapsed into a Single Cell 46 

* , \ The abbreviations are: R 
A 
S 
L 

Robbery 
Aggravated Assault 
Simple Assault 
Larceny with Contact 

Expected 
Frequency 

21,512.8 

542.8 
319.7 
315.5 
300.2 

53.3 
26.0 
25.6 
24.0 

26.3 
25.9 
24.7 
15.3 
14.5 
14.4 

7.4 
3.2 
3.2 

3.5 
3.4 
3.3 

5.6 

3l~. 7 

urvey, 
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Because the Dirichlet compounding was motivated by noting that the 

conditional probability of specific types of crime differ by sex and age 

categories, one might ask if the Dirichlet distribution would be needed if 

age and sex were held constant. A comparison of the fixed versus the 

Dirichlet model across eight combinations of age and sex for the 13 NCS 

cities combined into one data set showed that the Dirichlet model provides 

a far better description of the data than does the fixed model. The chi-

square test statistics were red'uced by from 50 to 80 percent under the 

Dirichlet compared to the fixed gamma-Poisson model. In other worns, 

the conditional probability of each specific type of crime varies within 

as well as across age and sex categories. 

Thus, the Dirich1et-gamma-Poisson model provides an excellent 

description of the multivariate distribution of crimes reported in the 

NCS. The underlying assumptions, namely that liability differs by person 

and that not all persons have the same conditional probability of each type 

of event, seem to describe a number of situations. Partially as a test of 

this hypothesis, the model was fitted to the bivariate distribution of major 

and minor disciplinary infractions reported in a year for 1,825 inmates in 

a Northeastern prison, as well as to the bivariate distribution of the 

number of episodes of respiratory and dige,stive illnesses of a, group of 

office workers reported by Bates and Neyman (1952). The observed and expected 

number of disciplinary infractions are presented in Table 5, and the observed 

and expected number of illnesses are presented in Table 6. The mean number 

of infractions was about 2 per year, and the mean number of illnesses was 

abou·t 6. The fit to both data sets is remarkable •. Obviously, the Dirich1et-

gamma-Poisson model shows potential for understanding far more than just 

criminal victimization. 

I.~, 
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Table 5 
:he obs:rved and expected number of major and minor disciplinary 
1nfract10ns for prisoners'unde~ a Dirich1et-gamma-Poisson mode1* 

Minor 
Infractions 0 

0 723 
724.8 

1 248 
229.6 

2 114 
102.8 

3 66 
52.6 

4 31 
29.1 

5 10 
16.9 

6 or more 19 
28.2 

St t · . ** a 1st1CS: 

1 

107 
128.3 

72 
81. 9 

49 
48.9 

23 
29.4 

11 
18.1 

12 
11.3 

20 
21.3 

Najor Infractions 
2 

38 
39.4 

32 
33.5 

32 
23.5 

18 
15.8 

12 
10.4 

6 
6.9 

10 
14.3 

3 4 

12 11 
15.2 6.7 

18 8 
15.2 7.5 

18 7 
11.9 6.3 

9 4 
8.6 4.8 

7 5 
6.0 3.5 

2 5 
4.2 2.5 . 

3 5 
9.4 6.1 

Pea~son chi-squ~~e = 
Degrees o~ ~r~edom = 

Gamma-Poisson Parameter Estimates~ ..... 
m= 

Dirichlet Parameter Estimates! 

*Data are based ~ '1 

k= 

Major Vio3,ations = 
Minor Viol,a tiona. ,= 

5 

4 
3.2 

3 
3.9 

4 
3.5 

5 
2.8 

2 
2.1 

1 
1.6 

5 
4.0 

53 .. 4 . 
4.5,' .' ~ .. , 

: t··'· 

2 ~05. ' 

.65 

3,.,39 
2 .. 48 

6 

Pr4 son. upon ~o~ owing prisoners for one year in ... '" ., a Northeastern 

**The Pearson chi-square for the fixed 
46 degrees of freedom gamma-poisson model is 328,7 OQ 

'\ \, 
I' , 

or more 

3 
3.8 

3 
5.1 

6 
4.9 

9 
4.2 

4 :' ~:; 3.4 

1 
2.6 

9 
6.7 

.. 
'h 
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Table 6 The observed and expected number of office workers reporting digestive 

and respiratory illness under a Dirich1et-gamma-Poisson mode1* 

Respiratory 
Illness 

o 

1· 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 or more 

e, 

Statistics: ** 

0 

41 
38.8 

36 
37.4 

35 
31.1 

24 
24.7 

24 
19.2 

20 
14.8 

11 
11.4 

7 
8.7 

7 
6.7 

5 
5.1 

4 
3.9 

3 
3.0 

8 
9.8 

.' ' 

Gamma-Poisson Parameter Estimates: 

Dirichlet Parameter Estimates: 

Digestive Illness 
1 

5 
.7.5 

8 
11.1 

13 
12.0 

8 
11.4 

10 
10.1 

7 
8.6 

6 
7.2 

- 7 
5.9 

3 
4.8 

3 
3.8 

2 
3.1 

1 
2.4 

7 
8.8 

Pearson chi~square = 22;1 
Degrees of freedom =. 35 

m-= 
... 
k = 

Respiratory Illness = 
Digestive Illnes,~ = 

5 .. 99 

1.43 

8.58 
.38 

*Data are from Bates and Neyman (1952) , Table 2~ pp 230-231. 

2 or more 

0 
2.5 

5 
5.2 

8 
7.2 

6 
8.3 

8 
8.7 

13 
8.5 

10 
8.0 

8 
7.2 

10 
6.4 

6 
5.6 

8 
4.8 

6 
4.0 

15 
17.4 

**The Pearson chi-square for the fixed. gamma-Poisson model is 44.0 on 
36 degrees of freedom. 

I J 

1 

J 
" I' ,I 

I 

j~ 

It i 
~ \,
1 
I. 

i 
i 
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SOME USES OF THE DIRICHLET-GAMMA-POISSON MODEL 

The number of victimizations observed during one period can be 

used to estimate i~dividua1 victimization rates (the A parameter in 

the gamma distribution), to estimate conditional probabilities of each 

type of Victimization, and to estimate the multivariate distribution 

of victimizations' '~xpected in future periods. These estimates are 

based upon definitions of conditional probability using the equations 

already introducl;.J;, 

The liability ratefbL'cp.er~sons who experienced Xl victimizations 

of type 1, x2 of type 2, etc. may be expressed as: 

/' 

j i 

k+xT -J( fk-1 
P(A.' Xl ,x2 ,x3 ,x4) = «k + m) /m) A ! / e 

-A(k+m)/m " 
/r(k+~) 

i ) 

\j 
with mean m(k+xT)/(k+m) 

\ 

which is itse1f'a gamma distribution and 

exponent k+xT. In other words, the expected liability rate for 

persons reporting a total of xT victimizations is the mean of this 

conditional distribution. Confidence intervals for each person's A .. ~ 

parameter can be easily constructed (see Arbous and Kereich, 1951). 

The conditional probability of each type of crime for a person 

with Xl victtmizations of type 1, x2 of type 2, etc. may be written as: 

4 
r (6T +xT) i~l 

4 
.n 
i=l' 

6.+x.-1 
n. 1 1 

"1. 

r(6.+x.) 
1 1 

---eo, 

,<:; 

(9) 

(10) 
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. 
This probability density function is a Dirichlet distribution with 

parameters 6. + X.' Thus, the conditional probability that the next 
1 1 

" 
reported crime is type k can be estimated as (6k + ~)/(6T + xT)c This 

estimation only depends on the number and the type of crimes that have 

been reported in the past. It was used earlier to show how the model's 

estimate of a person's conditional probabilities can be interpreted as 

changing each time a new crime is reported. 

The Dirichlet-gamma-Poisson model can be used to predict the 

multivariate distribution. of victimizat:Lons in the future conditional 

on the number reported in the past by assuming that each person's rate 

A as well as their conditional probability of each type of crime remain 

constant over time •. Let the length of the observed time period equal one 

unit, and let the length of the future time period equal t units. Further-

more, let x .. represent the number of victimizations of type j in period 
1J 

i, and let x
iT 

represent the total number of victimizations of all types 

observed in time period i. The bivariate probability of reporting 

·xll , x12 ' x13 ' x14' victimizations in the first period and x21~ x 22 ' x23 ' x24 

in.the secon.d period, conditional upor PI' P2' P3 and P4' may be expressed 

as: 

I. 
·co 

= f o' , 

4 
IT 

i=l 
(11) 

where P(x
l

. lAp.) and p(x
2

.IAtp.) are Poisson random variables with means 
J ~ ~ ~ 

AP: and Atp., respectively; and where f(A) is the gamma density function. 
J. J . 

The unconditional bivariate distribution for the two .periods is'found by 

\ 
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multiplying this equation by the Dirichlet density function for p ,p ,p ,p 
. 1 2 3 4 

and then integrating over all p. values. The conditional probability of 
J 

experiencing x2l,x22,xZ3,x24 victimizations in a future time period of 

length t, conditional upon experiencing xll,xlZ,x13,x14 victimizations in 

a time period of length 1, is found by dividing the bivariate probability 

for two periods by the probability for the first period, as was given in 

equation (8). This may be expressed as: 

1 

4 
IT 

j=l 

r (6
T

+x
lT

) . 

r(6T+xlT+x2T) 

4 
IT 

. 1 r (6.+xl ·+x2 ·) J= ] ] ] 
4 
IT r (6 • +x

l 
• ) 

j=l ] J 

The probability of being victimized in the :'1ext period can be easily 

estimated by subtracting the probability of not being victimized from 

one. 

(12) 

The use of i'~~hese equations for the 13 NCS city data set is illustrated 

in Tables 7 and 8. Table 7 shows the probability of reporting at least 

one victimization in the next year for persons reporting zero, one and two 

victimizations. Note that the pattern is quit~ similar across cities. 

About 4 to 5 percent of the persons who reported zero victimizations are 
, .... 1 

expected to report one or more next year, about 20 to 25 percent of 

those who reported one are expected to report at least one next year, 

and abou~" 30 to 40 percent of those persons reportlng two victimizations 

are expected to report one or more victimizations next year. Only Newark 

differs considerably from this pattern. 
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Table 7 The Estimated Probability of Being Victimized at Least Once 
in the Next Year for Persons Who Reported ZerQ, One and Two 
Victimizations Under Dirich1et"':Gamma-Poisson Models in 13 
Cities 

(National Crime Surveys, 1974-75) 

Number of Victimizations Reported 

* City Zero One Two 

Dallas .036 .220 .370 

Atlanta .037 .186 .312 

Newark .038 .137 .226 

St. Louis .040 .205 .341 

Philadelphia .040 .223 .372 

New York .042 .183 •. 303 

Los Angeles .043 .223 .369 

Portland .045 .254 .418 

Denver .045 .258 .424 

Cleveland .049 .232 .379 

Chicago .051 .225 .368 

Detroit .054 .248 .403 

Baltimore .059 .259 • 416 

* Cities are ordered by the probability of being victimized next 
year for respondents who reported zero victimizations. 

I, 
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Table 8 displays the conditional probability that the next crime 

is a robbery for persons with a variety of victim histories across the 

13 cities. The first column in the table, which displays the conditional 

probability that the next crime is a robbery for persons who did not report 

a victimization, is equivalent to the overall conditional probability of a 

robbery in each city under the Dirichlet model. Note that it ranges from 

.21 to .49 showing considerable variation in crime type by city. Ignoring 

Newark, Table 8 shows that this variability is reduced for persons reporting 

any combination of victi!! izations. 

Thus, Tables 7 and 8 suggest that being a victim in a variety of 

cities may represent a common experience in that the chances of being 

Ii 
J 
~ 

victimized in the future as well as the 'chariees of specific types of 

victimizations are far '; more variable for non-victims than for victims 
~ 

under the Dirichlet models. If NCS data were similar to UCR data, then 

the estimates in Tables 7 and 8 might be applicable to interpreting victim 

patterns in police data across a variety of cities. Research into the 

role that the Dirich1et-gamma-Poisson model might play in ana1yzing_ 

,~oaice data appears. warranted • 

. ~ " --:,.'" .... ::'. ~ . 

I; 

({ 
.~I 
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Table 8 The Estimated Conditional Probability that the Next Crime Reported is a Robbery 
for Persons with a Variety of Victimization Histories under Dirich1et-Gamma-
Poisson Models in 13 Cities 

C
. a l.ty 

Portland 

Dallas 

Denver 

Los Angeles 

St. Louis 

Philadelphia 

Atlanta 

Cleveland 

Baltimore 

Chicago 

New York 

Detroit 

Newark 

o 

o 

.21 

.23 

.25 

.28 

.34 

.34 

.35 

.36 

.37 

.38 

.44 

.49 

.(Nationa1 Crime Surveys, 1974-75) 

Victimization History: 
Number of Robberies Reported 

1 2 0 1 2 
. Number of Other Crimes Reported 
00111 

.42 .54 .15 .33 .45 

.4,2 .54 .18 .34 .45 

.42 .52 .19 .34 .44 

.51 .61 .19 .39 .51 

.50 .59 .26 .40 .50 

.60 .72 .20 .43 .56 

.53 .64 .25 .41 .52 

.57 .67 .35 .43 .54 

.58 .69 .24 .43 .55 

.54 .63 .29 .43 .52 

.58 .68 .29 .45 .55 

.63 .72 .29 .4.7 .58 

.51 .53 .47 .49 .51 

o 1 2 

2 2 2 

.12 .27 .38 

.14 .28 .38 

.16 .29 .38 

.14 .31 .42 

.21 .34 .43 

.15 .34 .46 

.19 .34 . 44 

.19 .34 .45 

.18 .35 .46 

.23 .36 .45 

.23 .37 .47 

.22 .38 .48 

.46 . .47 .49 

aCities are ordered by the condit~ona1 probability of a robbery for persons who 
reported zero victimizations. 

r'! 
J: "1 

}\i 
1 
j 

I 
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SUMMARY 

The Dirich1et-gamma-Poisson model did an excellent job of describing 

the multivariate distribution of the number of personal victimizations 

reported in city samples of the NCS. It is based upon assumptions that 

seem applicable to a variety of analyses, namely that persons have a 

constant chance of experiencing events over time, but that not all persons 

have the same chances. Applied to victimiza.tion surveys, the model 

suggests that exposure to high crime situations is multidimensional 

because being highly exposed to one type of ~rime does not necessarily 

imply high exposure to other types of crime • 

The analyses of the NCS were interpreted as if liability remained 

constant over time. This assumption is not needed to generate data with 

a Dirich1et-gamma-Poisson distribution. The distribution can also be 
"-

generated by compounding a Dirichlet distribution with a negative binomial 

model, and the rregative binomial model can be generated in a variety of 

ways (see Anscombe, 1959; Eaton and Fortin, 1978; and Feller, 1943) • 

Further research using longitudinal data is needed to verify the 

interpretation of constant liability for crime data. 

Even if liability were constant:' only for short periods--as for 6 

or 12'months--the model would b~ useful for simplifying the comparisons 

of large, multivariate data sets and for predicting what would happen if 

liabilities were to remain constant. The analysis of the NCS showed that 

fairly complex differences between victimization patterns in 13 cities 

could be simplified by comparing the Dirichlet-gamma-Poisson parameters. . ~. ~ 

Somewhat surprisingly the model suggests that being victimized may be a 
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common experience in that the chances of victims being repeatedly victimized 

were less variable across cities than T..iere the cL:<nces of non-victims 

being victimized. 

The model is expecte~ to be useful for policy development and program 

evaluation because it provides a means of estimating what would happen 

if conditions were to remain the same. For example, the relative impact 

of victim assistance programs ~esigned to reduce the liability of persons 

who reported a relatively high number of crimes could be evaluated by 

estimating what would happen if no such program existed. The analysis of 

major and minor disciplinary infractions in a group of prisoners suggests 

that the model could be used to identify persons most likely to commit 

serious violations in the future based solely on their h~story of 

disciplinary infractions. 

Methodologically, the model is easy to interpret because it is 

hlerarchical to a series of simpler models. By varying the size ot: the 

sum of the Dirichlet parameters, the Dirichlet-gamma-Poisson model can 

range from a fixed gamma~Poisson model ,that allows, for no .event., 

specialization to a gamma-Poisson model that· ,allow's for complete 

event specialization in that different,:types of events are -mutually' . ~-. 

exclusive of each other. By varying the size of the exponent parameter, 

the-model can becsimplified.to acDirichlet-Poisson model.. The model~is 

also easy to eE?tilna:te, because th~ parameters::fu the Dirichlet part are' 

independent'of those ,in the gamma-Poisson part. 

, Lastly, the model represents a new pe'rspective on relating individual 

and group level data. For example, rates are frequently compared across 

groups to show that the rate in one group is higher than in another. 

-,-'-: ........... ""'- ...... -~ .. -~ , ,., .. ::.".'~ .. >~,. , , ( 

\; 
1 .~ 

\ 
\: 
i 
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Yet, rate differences do not necessarily imply ,that all persons in the high 

group have a greater chance of experiencing the event than persons in the 

low group. In fact, two groups could have the same rate but the indi'V'idual 

level chances of experiencing the event could be very different in both 

groups. The Dirichlet-gamma-Poisson model provides a technique of 

comparing distributions of individual rates across groups based on repeated 

events. The utility of making assumptions about the distributions of 

individual rates and then comparing dis,tributions across groups of persons 

will be b.orne out bor~future research,. 

--~. 

. -'" .~ .. ".' ' 
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Appendix .A: Extimation of m and k in the Gamma-Poisson Model 

Maximum likelihood procedures were used to estimate the parameters of 

the gamma-Poisson model. The maximum likelihood estimate of m, denoted m, 

is the observed mean number of victimizations. The maximum likelihood 

estimate of k, denoted k, was iteratively computed using Newton's method 

(Silvey, 1970). The estimate of k computed at step j+l, k
j

+
l

, equals: 

~ ~ 

L f.[~(i+k.) - ~(kJ') + log(k./(k.+m))] 
i=O 1. J J J 

.", (1,3) 
k. 

J 
~ 

L 
i=O 

~ ~ ~ 

f.[~'(i+k.) - ~'(k.) + m/(k.(k.+m))] 
1. J J J J 

where r. is the observed frequency of persons reporting i victimizations, 
1. 

~(x) is the der,ivative of the gamma functions of x with respect to ?C, and 

~'(x) is the derivative of ~(x). The iterations were continued until the 

difference between k. land k.was less than .00005. This usually occurred 
J+ J 

within three to five steps. The initial value of k, k
1

; was obtained by 

the method of moments (Anscombe, 1959) from: 
~ A2 2 ~ 

kl = m . / (s - m") (14) 

2 
where s is the sample variance and m is the sample mean. 

1 
I 
I 
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Appendix B: Estimation of the Dirichlet Parameters 

Maximum likelihood estimates of the m and k parameters can be easily 

obtained by fitting a univariate gamma-Poisson model to the total number 

of victimizations. These estimates of m and k are independent of the 

Dirichlet parameters. 

Maximum likelihood estimates of the Dirichlet parameters were 

interatively computed from the following equation: 

D D (D2) -1 Dl 
j+l = j- (15) 

where D. stands for the jth computed value of the vector of Dirichlet 
J 

parameters, D2 stands for the second derivative of the natural logarithm 

of the likelihood function of the Dirichlet-gamma-Poisson model, and Dl 

stands for the first derivative of the natural logarithm of likelihood 

function. 

,:i 

5 
Although the values of D2 and Dl change at each iteration, subscripts 

indicating ~terat:ton cycle have been dropped to s,i1npl,ify notation. 
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The values for Dl and D2 used at calculation j+l were estimated from 

the parameters in D estimated at calculation j. The ith row of the vector 

Dl was calculated from: 

Dl. 
1 

(16) 

, and where f(x
l

,x
2

,x
3

,x
4

) is the observed frequency of persons reporting xl 

victimizations of type 1, x
2 

of type 2, etc. The summations range from 

zero to the maximum number of each type of victimization reported in the 

data set. 

The ith row and jth column elements of the matrix D2 for i ~ j are 

all the same and were calculated from: 

D2: . 
1J 

00 co .00 <Xl 

xl go x
2
g0 x

3
g0 x

4
g0 

" 
f(xl,x2,x3,x4)[~'{6T) - ~'(6T+~T)] 

where ~r(x) is the first derivative of ~(x). The elements on the main 

diagonal of D2 were calculated from: 

D2 .. 
11 

" 
where g'(ST,xT,Si'xi ) = ~'(8T) 

" " 
~'(8T+xT)' +~' (X

i
+8 i ) -~' (Si)· 

Initial estimates of the 8. parameters were obtained~by arbitrarily 
1 

setting 81 to 1, by estimating PI to P4' and by usirig equation (8) to 

" 

(17) 

(18) 

estimate 8
2

, 8
3

, and ,8
4

• Note that setting 8
1 

to 1 suggests that 8
T 

='l/Pl. 

I. 

J 

1 
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This procedure worked for most but not for all cities. 
In one city, the 

initial value of 8, had to be set to .5 for the iterative procedure to 

converge. 

\ 
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