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d. Introduction

Because the stakes are so high with public programs, both with regard

to monetary expenditures and to achieving various social goals, evaluation

of public programs (as an aid to implementation) has assumed an evermore

prominent role during the past, say, fifteen years. Using techniques and

paradigms borrowed from diverse substantive and methodological areas of

-

concern, "evaluation" has emerged as a somewhat strange amalgam. Notlce-
ably lacking, we-thiml, are unifying theories, constructs and paradigms
derived for and descriptive of evaluation itself. Our goal in this paper
is to offer two simple constructs related to evaluating an evaluation.

Both constructs are motivated by our decision-oriented interpretation of

evaluation,derived from the following logic:
1. Evaluation is d process that produces information;
2. Information is useful otily to the extent that it informs decisions;
3. A decision 18 an irrevocable allocation of resources;l
4, Thus, eVaIUati;n is a process that produces information to assist
in the allogation of resources.
A In the first construct we place the decision--"evaluate" or "do not evaluate'--

within a very simple decision tree. We bélieve“that Several intrinsic prop-

erties of evaluations are elucidated even by this most simple of examples.

And, even though the example 1s borrowed (from operations research) and

simple, we show that LL I8 structurally a genceralization of the popular

1ws«mmmnm“bumumm«mw umwu&mnm- % "two~alternative-hypothesis" evaluation design so often seen in the evaluation
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in evaluating conducted evaluations. Our concern here is motivated in large
part by our observation that those who critique evaluations tend to do so with
a narrow technical focus: "Was the t test carrled out properly? Are the
statistical procedures designed In such a way so as to be biased in favor

of proving the null hypothesis?" Our message here too is simple: just as
programs are to be evaluated comprchensively - involving an integrated
analysis of program inputs, processes and outcomes - S0 too evaluations should
be evaluated comprehensively - involving analysis of evaluation inputs, pto- ﬂ
cesses and outcomes. We suggest an illustrative set of evaluation inputs, i

[t 7 VI 7
processes and outcomes; reflecting our decision point of view, the outcomes

are decisions influenced by information provided by the evaluation.

I A Deciston Maker:  Buyer of a Used Car

The decision~influencing role of an evaluator can be simply demonstrated
by recourse to a favorite problem of operations research k\ involving the
buyer of a used car. We describe this problem and its solution not because
it incorporates all the subtleties and ambiguities of an actual evaluative
gsetting, but because it does not: it contains a very simplified abstraction
of several basic elements of the evaluation process; by studying the abstrac-
tion, we can topefuily gain insight for more complex situations.

We consider an individual faced with a resource allocation problem. She
wants to purchase a udged car and simultaneously wants to minimize expected
costs. She decides to purchase her car from Avertz Car Rent, which sells
its fleet of one-year old cars each September. Upon entering the Avertz
lot spe gazes upon a virtually limitless supply of used cars, each one-of
wﬁgﬁgfaeebe $4,000. While these cars all appear identical to our prospective
cdr buyer, previous buyers have discovered that one third are in fact lemons;
each lemon will require an additional $2,000 of repair costs. The remaining
two~thirds are peaches requiring no repair costs. To our happy (hapless?)
car buyer, lemons and peaches are indistinguishable.

Our car buyer knows of of an evaluator of used cars who, for $200, will
examine a car and pronounce it either a peach or a lemon. DBut like all
evaluators, this evaluator is imperfect: he correctly identifies 90 percent
of lemons and 80 percent of peaches. (These facts regarding the evaluator's
performance were made available free of charge by the Independent Association

of Evaluators of Evaluators).

If the evaluator is employed and if he says "lemon" for a given car,

©our car buyer decides not to buy that car but to select another one and n
i
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have that one evaluated: (yes, at an additional cost of $200), This process
continues until the evaluator first says "peach,' at which time our car
buyer buys that particular car.

Here is the decision question: Should the car buyer hire the evaluator?

Decision Tree Analysis

The answer to the question above can be determined by analyzing the
decision tree shown in Figure 1. The car buyer has two options: Option A,
buy the car directly; or Option B, hire the evaluatur. Under Option A,
there are two possible consequences: with a probability of 1/3, the pur-
chased car is a lemon, requiring a total of $4000 (purchase) plus $2000
(for repairs); with a probability of 2/3’the purchased car is a peach,
requiring a toctal cost of only $4000. The expected cost of Option A is
thus

€, = 3(6000) + 24000) = $4667.
Under Option B, there is still a 1/3 chance that any car exawined 17111 be
a lemon and a 2/3 chance that it will be a peach. Suppose first that the
car is a lemon. If the evaluator errs and pronounces the car a peach,
then the car buyer must pay $4000 (purchase) plus $200 (evaluation fee)
plus $2000 (repairs) = $6200. If on the other hand the evaluator correctly
identifies the lemon, then the car buyer avoids buying that defective car,
but at a cost of $200 for the evaluative information. Moreover, the car
buyer must go back to the car lot and select another car for testing, in
effect restarting "from ground zero" with Optionzﬂ. If Eh is the expected
total cost associated with Option B (total cost includiqg car purchase,
“repair, and evaluator's fee), then the car buyer when she hears "Lemon"
pronounced associates with that pronounéﬁhent $200 (for thg immedinte fee)

plug an expected additional future cost of EB (for golng back to ground zero).

,75"

DECISION TREE ANALYSIS FOR USED CAR BUYER

Cost Cofisequences

| 1/3 Lemon wmeeemm o o e e e 1£ 400042000 = 6000
Option A: T e e e e e e 4000
Buy car directly 2/3 !

] —
Peach 9/10_- SAYs Rehire evaluator CB+200
lemon | with another car

e
) e 1/10 “Ssays | Buy car 6200
ﬁ: peach
Option B: : ) _
Hire Car Evaluator says | Rehlre evaluator C,+200
2/ lemon | with another car [[°B
Peach .
~ ¥
says | Buy car 4200

1 2
CA -3 (6000) +3 (4200) = $4667

——

N L 2 1 4
Cp =3 [10 (Cg + 200) + 15 (6200)] +3 5 (Cy + 200) + % (4200)

CB = $4470

Figure 1 i
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Similar logic yields, for the case in which the examined car is a peach, a cost

—

of $4200 when the evaluator says "peach" and $200 + CB

"lemon.'" Combining all these costs with the appropriate probabilities, one obtains

when the evaluator says

a linear equation for the unknowniaé,
T, =+ [:2- (T, + 200) + = (6200)] + 2 (X (T, + 200) + % (4200)]
B 3 '10 B 10 35 B 5
Solving this equation, we obtain
CB = $4470.

If the car buyer is willing to compare the two alternatives on a basis of expected
monetary cost, then option B ("hire the eveluator") saves the car buyer an expected
amount equal to $4667 - 4470 = $197. Thus, a "rational decision maker," using
expected monetary value as a decision criterion, would have an evaluation performed
to reduce uncertainty and risk about the ultimate decisiog Y in this case purchasing
a car, ,

One can continue to analyze the decision tree under a number of different assump-
tions to gain further insight. TFor instance, if the evaluator were perfect (l.e.,
never made errors) yet chdrged the same fee, then the expected cost of option B

would bhe

— 1 =1 2
CB =3 (CB + 200) + 3 (4200),

implying

— )
C, = $4300,

- !
In this case the potential expected savings when compared to option A 1is CA - CB

= $§367. Since the expected savings with the imperfect evaluator is qnly $197, we

may conclude that ($367 - $197) = $170 1is the amount of potential savings lost due

R RN T
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to lmperfections of the originally described evaluator. One could continue the
analysis by ésking the following question: "What is the maximum that the car
buyer should ever be willing to pay the evaluator?" Clearly, when the cost of
option B (Eﬁ) exceeds the cost of option A (EA), then evaluation is no longer
the preferred option. By setting Eh equal to EA and letting the evaluator's fec
be an unknown quantity, say x, we can determine the maximum amount we should be

willing to pay. For the case of the perfect evaluator, this computation 1is

-

=T = =1 2 :
Cy = Cy = $4667 = 3 (4667 + x) + T (4000 + x);

solving for x, we obtain x = $455 as the maximum fee that w2 should ever be will-
ing to pay the perfect evaluator. A similar analysis for the imperfect evaludtor |
yields a maximum fee of $318., 1In general, the amount one is willing to pay for

an evaluation decreases as the quality of the information produced by the evalua-

tion decreises.

’

Looking back 2% the analysis we see that the information provided free of
charge about the evaluator's performance was of value to the decisioﬁ:baker; one
could recast the entira decision tree allowing for a payment to obtain that infor-
matiot (i.e., paying for information which is essentially an evaluation of the
evaluator),

If our car buyer had selected option B with the imperfect evaluator and if
she had been "unlucky,” with pronouncements of three "lemons" followed by "pedch,"
when in fact the last car turned out to be a lemon, the final cost would have
been 4 x ($200) = $800 {evaluator's fees) + $4000 (purchase) + $2000 (repair) =
$6800, much greater than —A = $4667. Retrospectively&someone evaluating her
actions might say that she selectgd unwisely. But any such "Monday morning
quarterbacking" must be done from the perspective of the decision-maker's

information profile at the time the decision was made; from this polnt of view,
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she still made the correct decision.* The key points of this exercise can be

summarized as follows:
1. The decislon to evaluate is itself an allocation of resources which
can only be justified 1f the expected benellts outwelgly the expected

costs of the evaluation.

2. Imperfection of an evaluator reduces the expected benefit of the
evaluation.

3. However, even imperfect information (if not "too imperfect') is better
than no information.

4. 1In certain instances,it is a rational allocation of resources to spend
money to evaluate an evaluator.

5. Retrospective analysis of a decision must be based on the decision

maker's information profile at the time of the decision, not on
information that subsequently became known.

Comparison with a Classical Paradigm

While the car buyer example may seem a bit far fetched and oversimplified,

it actually contains the structure inherent in every classical two-alternative-

r

hypothesis evaluation. Suppose a governmental agency 1is deciding whether or not

to implement a particular program. If the program is implemented, only two out-

comes are possible:

HO: the program has no effect

H.:

1+ the program has a beneficial effect ¥*

From all relevant information, the governmental agency assesses the likelihood of
Ho 1 is Pl = ] - PO.

either implementing the program directly (and enduring "nes+ure's coin flip" accord-

to be Po; the likelihood of H The agency has the option of

ing to the probabilities P, and Pl) or commissioning an evaluation, the outcome of
which will be one of two statements:

*Given expected monetary value as the decislon erfterion,
**For simplicity of presentation, we are ignoring nogative effects of the program.

St i,
P o i,
e

0 34

e

Statement 0: "The program ir likely to have no effect,"”

or

Statement 1: 'The program is likely to have a beneficial

effect."

Tf the evaluator is hired and eventually says Statcement O, then the agency

decldes not to implement the program; if the evaluator says Statement 1, then
the agency goes ahead with the program implementation.

Like any evaluator, the hired evaluator is imperfect. 1If in fact H_ is the

0

true state of affairs, there is a probability o that the evaluator errs and says
that the program is likely to have an effect. If in fact Hl is the true state
of affairs, there is a probability B tliat the evaluator errs and says that the
proéram is likely to have no effect.

The decision structure above is depicted in Figure 2. It is identical to

that of the used car buyer example, except that it is simpler! There is no
mechanism here for "repeatedly selecting new and different programs," analogous

to repeated sampling of cars.

We can complete this structuring of the 2-hypothesis evaluation by imposifig

an appropriate cost structure. Suppose we define costs as follows:

(@]
1

£ cost of implementing the program (in dollars)

B = socletal benefit of the program, expressed in
dollars, glven thag H, is the true state of affairs.*

=
m

fee of the evaluator

*It 1s assumed that the socletal benefit 1s 0 i1f the program is implemented and

HO is true,
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Option A: |
Implement directly, ;
do not evaluate ]
' |
C-B i
By
i !
: pod
?
; 1" ”
: Says HO F J
! 1-a
0 o
% Says "Hl": False rejection F+C
% of Ho ’ I e
! Option B: ( 1E ) i
% Evaluate and Type rror !
! implement only 3
! if evaluator says !
’ wy" i
; 1
j Says "HO": False rejection P i
% ] Hl of Hl ‘ i
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Decision Tree Analysis for Two-Alternative ays "H; F+C-B |
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Then the costs assoclated with each of the six alternative outcomes shown in

Figure 2 are shown in the right-most column in Figure 2. For example, C-B 1is the

net program cost (implementation cost minus sor-ietal benefits) if Hl is true and

no evaluator is employed; presumably B > C, so that C-B < 0, F+C~B is the analo-

gous cost for the situation in which an evaluator is hired and correctly deduces

that H, is true. If, on the other hand, the evaluator falsely rejects Hl, there

1
is a fee of F incurred plus an "opportunity loss" of B~C (due to the fact that

soclety will not gain its net benefit of B-C which is possible by implementing

_ the program).

Anulyzing the two options, the expected cost of option A is

CA =C~- (1~ PO)B n

The expected cost of option B, ignoring opportunity loss, is

Cy = F+C [Pya+ (1-P) (1-8)] = B(i-P)(1-B)

!

Here, if CB < CA’ then it makes sense to hire the evaluator who has conditional
error probabilities of o and B for HO and Hl’ respectively, To determine the

‘

maximum fee (Fmax) that we should ever pay the evaluator, we solve for F = Fmax

when setting CB = CA' The result is

F o =C- {C[PO a + (1-Py) (1-8)] - B (1-P)) (1-B)}

We have thus shown how one can analyze the two-hypothesis evaluation that one so

often sees in the literature by utillzing o simple decision tree structure, incor-
porating Bayesian probability estimates, costs of alternative outcomes (expressed

in commensurate terms), and the evaluator's performance characteristics and fee.
Here, of course, o is the conditional probability of a "fype 1 error" and respresents

the "level of significance" of the evaluation test(s) when in fact HO 1s true; f is

ate

, | , , N e el e
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!
the conditional probability of a "Pype 2 error." Much of the eriticism of simple
2-hypothesis evaluation structures can be placed in this framework, including
bilasing of an experimental design in favor of "proving the null hypothesis," not

recognizing the costs of evaluation errors, not including the cost of the evaluation

In actual evaluation settings, life is almost always more complicated than

that depicted above. Costs and benefits of a program are difficult to estimate

accurately prior to implementation and rarely can be expressed in commensurate
terms. Often there are more than two possible "states of nature." The evaluator

may offer a range of fees, each associated with a different o and 8. Or, the

evaluator's findings may be constructive, leading to an improved program design

and thus to one or more successive stages of the decision tree. Even with such

complications, the dinsights provided, first by the numerical
"used car buyer" example, and second by the generic Bayesian hypothesis testing
example, are valuablelégﬁ—begi ning to base. one's thinking: about the decision to

evaluate or not to evaluate.

’

Why Evaluate Evaluations?

Evaluations are performed to provide information about a program to decision “
makers. Gvaluations of evaluations (EOE's) are performed to provide infdr-
mation about an evaluation to a possible different set of decision_makers, Fot
instance, an EOE can provide an 1pdupandent assessment for dccision:hakers of the

quality of the informatlon prescnted tn the evaluation. This would enhance the

extent of "informedness" of the resulcing decisions, for a cost - the cost of the

EOE. Clearly 1F this cost excecds some threshhold, 1ts marginal information value

xpeny
may not be adequate to justify its cézbé% In this context, the decision to petrform

an EOE is also an allocation of resources which may or may not be justified at a
particular point in time, given one's knowledge about the original evaluation,

: termg of
the program being evaluated, in,the marginal cost and expected marginal infor-

mation content of the KOE,

N TV VPO
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While considerable attention has been given to the evaluation of progtams,t s |
it is somewhat ironic that relatively little attention has been devoted to evalua- ‘, »§§
J : %
ting the evaluations (and the evaluators). Exceptions are Bernstein and Freemun ;  $ Three Components of Evaluation
(1975); Cook and Gruder (1978); the U.S. Government of Accounting Office (1978a 4
’ £flebeam | Any evaluation is a process, having inputs and ylelding outcomes, as* t1luetias
and 1978b); Minnesota Systems Research Inc. (1973); Cook (1978); and Stufflebe g y e centton: thac i o ecs
Led dn-Figure-3. —48-our--con on--that {ny comprehensive eveluation-af an
(1974). Many, perhaps most, analyses of evaluations have focussed on one sub-clement
. ’ |
evaluation should examine all three of these evaluation components. An examina-
of the evaluation, namely the technical aspects of evaluation proces§)\ as reflected, 4
d 1 vey resgearch methods used tion of process alone may, for instance, verify exemplary technique, but reveals
, wployed or the surve ¢ .
say, by the statistical methodology emp |
nothing about evaluation impact. A review of evaluation outcomes alone is not
This llmited focus creates problems analogous to those which would oceur 1f one tH p |
o sufficient for explaining the causal me hanisms linking evaluation input througpl
conducted an evaluation of the program, exclusively examining some part of program p 8 1 mec ng va np ough
rocess to those outcomes; indeed e who analyz ly o is of de
process, while ignoring program input, outcomes and other aspects of process. Thus P H » one who analyzes only outcomes is often hard
* ! ; | “
Jn the same sense that evaluation of programs requires the comprehensive analysis ; pressed to attribute outcomes to the evaluation. An examination of inputs alone
f program inputs, process, and outcome, so too evaluative study of evaluations f reveals little more than the collection of resources mustered to conduct the
0 P » | : '
requires analysis of evaluation inputs, process, and outcome. In this sectlon, evaluation. We present be}ow an initial listing of detailed elements
comprising evaluation input, process, and outcome. Many of the items discussed
we layout the elements of such an approach. X
‘ under each heading have direct analogies in terms of the used car buyer problem;

w2 leave it as a reader option whether to develop or to ignore these analogies. ﬁ
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. may be considered to be an inventory of

Evalved toq  1apuds

resources and methodologies brought to bear on the evaluation,and the basic

elements of the evaluatioq/brogram getting., One proposed set of inputs is
summarized in Table 1, Oﬁvioﬁgdinputs includes evaluation budget (both In
absolute terms and as a percentage of program budget), duration of the
evaluation, timing of the evaluation with respect to the program being
evaluated, and skills (and other attributes) of the evaluatlon personnel.
Despite the indisputable importance of these 1tems and despite the urgings
of evaluators to consider program inputs during evaluations, few evaluatots
themselves document these rudimentary evaluation inputs. Any comprehensive
ECE 1s thwarted at an early stage if these inputs are not known.

Other necessary inputs also listed in Table 1 include attributes of the
program being evaluated 9nd its personnel (e.g., training and experience,
determining thelr attitudes toward the evaluation), evaluation methodology
and designge-end audience or client group for the evaluation, and the pro-
grammatic purpose of the evaluation, A-description—ovf-~the Evaluation
methodology and design should §:§£g2§§;not only the statistical procedures
to be used to analyze data, but also the entire plan for considering program
inputs, process and outcomes. Moreover, it should especially indicate where
and how information generated by evaluatlon actlvities is to be fed back
to program staff for possible program modification; rules for such adaptive
change, to the extent ?ossible, should be stated explicitly a priori (i.c.,

such rules for adaptation are themselves evaluation inputs),

« i zmn.m NE

. Table 1

Proposed Inputs to an Evaluation

Evaluation inputs: An inventory of resources and methodologies brought to beak

on the evaluation and the baslc elements of the evaluation/
program setting.

(1) Budget 6T the Bvaiuation (and other material resources available to the
evaluators).

(1i) Duration of-the-evaluatioa.
(111) Timing -of-the-evaluation with respect to the program being evaluated.

(iv) Attrﬁgutea of evaluation personnel (e.g., training, experience, "world
view").

(v) Attributes of program personnel (e.g., experience, commitment, education).

?“WP"“
(vi) X Attributes of-the-program.being-evaluated (e.g., goals, substantive area
of concern, client group).

(vii) Evaluation methodology and design.

(viii) Audience, or "client group," or—deetsion-makers—for—the—evatuatien and
purposes of the evaluation.

(1x) Existing data and data limitations.

(x) Underlying theoretical model(s) mrtivating—the-program,
(x1) The expected net policy improvement consequences ST The—evaluation.

H
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The potential value of the evaluation will of course be affected by

the quality and quantity éf existing data, the cost of collecting additional
data, and the possible evaluator/program interaction (and program contamina-
tion) created by certain data collection activities.

A primary input to the evaluation would be the aggregate soclal science
knowledge that pertains to the program being evaluated expressed in the form
of one or more causal models linking program inputs through process to
desired outcome. It is such causal models that both guide the evaluators'
activities and provide a theoretical structure against which to compare
program operations.

A final primary input to an evaluation is the expected extent of pollcy

improvement to be obtained by conducting the evaluation. In the language of the

used car buyer or the twoihypothesis evaluation example, this quantity is Uk - CA. P
If"C'B < Ek,then the evaluation is expected to more than justify its costs by pro- © f
viding useful decision-¢griented policy informatioxu T%ts-infﬁtmution—¢a_ﬁ§ lead;qa N 1
towards an improved allocation of agency or societal resources. If Eﬁ 2.3}, then the g

¢

evaluation is not justified (given the validity of the decision tree analybis). In ‘
a more general sense)the quantity we are interested in is the "Prior Information
Value" of the evaluat%on. The prior information value (PIV) of an cvaluation is

is the expected policy improvenent consequence of the evaluation

design, minus the expected costs of implementing the design. (Thempssne, 1975)

Here the policy improvement and the cost units must be compatible, a requireJ;nt
which should not be taken lightly in the complex field of evaluation. The mathe-

matical operation of calculating expectation by averaging over all alteinative

outcomes must be done before the evaluation 1s undegrtaken, in a fashion similar

®

to that demonstrated by ghé‘two simple decision tree examples. This expec~
tation operation requires inclusion of subjective probabilities over out- H
comes as well as the policy utility of alternative outcomes.

At this stage of evaluation research,the PIV as an input to an evaluation
may be limited to a useful conceptual device. The estimation of the expected
policy benefits of an evaluation and standardization of the benefits and
costs is simply too difficult a task for all but the simplest situations.
(where .extreme simplicity was demonstrated, forrinstanee; imour-earlier
«two-.examples). This limitation of the PIV concept does not, however, preciude
its conceptional utility ds a means of addressing the question of whether
to evaluate and of sclecting the approprlate evaluatlon deslgn.

The above list of evaluation inputs is illustrative; and additional irputs
gould readily be added. The key point, however, is that--analogous to a program--
each evaluation is characterized by a set of inputs which a priorl can provide
significant information to all concerned parties regarding the potential
utility of the evaluatio;. Upon examination, it would not be inappropriate
‘ , ‘ lmplCmM') 1:1'.(

n some instances either to require adjustment in inputs prior to -eareying
out the evaluation or--if that is infeasible--to reverse the decision to

conduct the evaluation. Fer—reteoepeetive-evaluation-of-an-evaluation,

fxamination of evaluation inputs may/help explain disappointing or successful

evaluation impact and/or process.

, Bratuatlon-Process
Utilization of evaluation inputs is evaluation process, Ory-paralleling

+the—~idea-of--program processy-one—~coutd-say-that-evatuation—process.ds the

actual conduct of the evaluation as compared with that planned in the evaluation
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design. One proposed set of components of evaluation process is given in
Table 2; Again, this list is meant to be illustrative, not exhaustive.

The importance of the first three items 1s self-explanatory.

The next two items relate to the adaptability of the evaluation. First, one

is interested in (iv) the extent to which information acquired during the evalua-~

tion is used to modify the allocation of evaluation resources.
co-n.
in a "strait jacket" design, or <o the evaluators modify the design in response to

Is the evaluation
during He course of
information obtained so-%arﬁin the evaluation? Adaptability may be reflected in
elements of process evaluation such as the allocation of participant obsetvers
and/or interviewers to various parts of the program. Or it could relate to the
sequential adaptive generation and testing of alternative hypotheses regarding
program operation. Many evaluations in practlce are adaptive, but lacking rules

and encouragement for adaptability, the evaluators in their reports are not eJLer

to describe this element of their evaluation. A related issue is (v), the ndnptivb-

ness of the evaluation design in response to changes In the program being evaluated ..
+

For instance, during the operation of the program, an employee strike could occur,

K

a new relevant law could be enacted, or a citizens' group could protest agkinmt

some particular aspect of the program. To what extent is the evaluation jeopardized

by such program changes and interruptions, and to what extent can it adapt to them?
No evaluation design can stand impervious to all concelvable unforeseen chahges
in the program and its operating environment, but some are more robust than

e W

others. A chronological history of adaptions of the evaluation to changes in

the program would seem to be i important part of evaluating evaluation process.,

¥
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Evaluation process:

TR LR T

Table 2

Process Components of an Evaluation

Actual conduct of the evaluation compared with that planded

1)

(11)

(114)
(iv)
. (v)
(vi)

(vid)

(viii)

in the evaluation design.

Types, intensity and frequency of interactions between evaluators and
progtam staff members.

Response of program staff and client groups to the presence of evaluators.

Extent to which linformationfacquired' durding-the-eveluation 1s fed back to

program staff, perhaps modifying program procedures.

Extent to which \nformation] acquired! during-the evaluatien 1s used to

modify the allocation of evaluation resources.

Adaptiveness of evaluation design (i.e., capacity to respond to changes
in the program) and history of adaptationa.

Changes in personnel (e.g., evaluators, program staff, client groups
of both program and evaluation).

Methodology: the formal and informal processing of information leading
to evaluative findings.

Communication of Einal-emaluation findings.
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The next item is (vi)) changes in personnel (e.g., evaluators, program

staff, client groups of both the program and the evaluation). This 1is one of
perhaps several internal unplanned changes in program or evaluation process.
However, it avpégrs—to-be a critical one, in that a turnover in one or more
key persons in the evaluation or in the program can markedly affect the cut-
comes of both. Any evaluation having, say, two or more directors in succession
is vulnerable to breaks in continuity of plan and purpose; to an evaluator of

heg! ecl .
such an évaluation, lack -of knowledge of such a leadership change could lead
to erroneous conclusions regarding causes for observed limited evaluation impact.
A change in the client group of either the program or the evaluation is also
important. For instance, a significant fraction of evaluations that have hﬁd ‘oi
little or no eventual decision impact appear to fall victim to the "vanishing &%
advocate' syndrome, in whiFh the person who originally commissioned the evalua- A ié
tioﬁ has moved to another professional position, only to be replaced by soﬁeone
unsympathetic to the original purposes of the evaluation (cf. Chaiken et 54;, @‘

1975).

The seventh entry in Table 2, (vii) methodology, %the¥forma$~and;$n§;9m&;
processing—eof—information—leading-to—-evaluative-findings), 18 a pivotol component
of evaluation process. It appears to be this component, evaluation technique and
methodology as applied in practice, that has recelved most scrutiny by evaluators

of evaluations. Perhaps this is because manipulation of numbers is one of the

few elements of evaluation process that can be replicated and scrutinized by others

-22-

after termination of the evaluation. And statistical procedure appears to be
assotiated with .apparently universal "scientific" measures of accountability.

But one should not fall prey to the trap of misplaced emphasis on statistical
method. A statistically-elegant evaluation may be seriously flawed in other
respects and statistical correctness by no means guarantees decision impact,

On the other hand, a statistically flawed evaluation may indeed present imperfect
information to decisioq[bmkers; the imperfections may lead to decisions that

would ﬁave been improved i{ more accurate information had been available; the
"costs" of such imperfect information can be considerable. Yet, when balanced
with other components of evaluation process, it is quite possible that a statis- i
tically-flawed evaluation can still present useful informatlon to decision:ﬁakers—;
where usefulness implies decisions being made that are in some sense "better" than
those that would have been made in the total absence of the evaluation.* Em—order
go place in perspective the impor;ance of statistica% procedure and to estimate
the cost of statistical error, we would argue strongly for a comprehensive evalu-
ation of evaluation process,'as reflected by the other elements in Table 2,

The eighth and final entry in the Table is (viii) communication of final
evaluation findings. Included here is the final report, its structure, content,
level and style of presentation being important parts of the communication
process. But also important are oral presentations, use of teaching ailds to
convey the essential results, and other activities and devices for communication
and dissemination of results. For instance, a methodologically flawless evalua-~

ifc sponsors  or Clieats
dacision-makers

tion whose findings are unintelligible to will have at best marginal

impact.
To summarize our discusslon of evaluatlon process, considerable evaluatioh
and program activity evolves over time, much of it unforseeable at the evaluation

design stage. These activities influence the content and quality of evaluative

*Refer to the used car buyer example.
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information that is collected, in turn influencing the evaluative findings.
Because of this causal cha@h in the dynamics of an evaluation itself, elements
of evaluati;n process should be made known to potential "consumers" of the
cvaluation's findings, thereby providing a type of self-reported quality
measure to be attached to the findings. Scrutiny of-etatistieal methodology

alone is insufficient, representing a narrow focus on only one aspect of

evaluation process.

Any attempt to demarcate the boundary between evaluation process and
evaluation outcome is done in the presence of ambiguity and controversy,
Still, the inherent difficulties should not act to preclude discussion
on this vital matter. To provide one input &o the debate, we take a firm
stand on evaluation outcome, motivated by our decision orientation:

evalvation ovlomeg
outcomes—of—an—evaluation are the decisions (res<nrce allocations)

influenced by the evaluation. Most evaluators discover the decision conw

sequences of their evaluation only long after submission of the final ewalua-

then report, 1f at all; because of this, it is inappropriate for those whi

eAect
evaluate evaluations to judge thelr impact only from reading the final report

(Larson et al, 1979). The time period of the evaluation of an evaluation
must extend beyond that of the original evaluation in-order to attempt to
assess 1its ultimate decislon consequences.

In Table 3 we have summarized five distinct types of decisions that
may be influenced by an evaluation. For each, there are difficult questions
relating to (1) the influence of this particular evaluation on the decision

maker's action versus the role of knowledge gained elsewhere; (2) the fact

that any retrospective analysis has a cut-off time, and actions oceurring

Evaluation Outcomes:

TABLE 3

Evaluation Outcomes

(1)
(11)

(111)

(iv)

(v)

The decisions influenced by the evaluation.
]

Decision by funding agency to fund, refund, modify or cancel program.

Decision by program staff to modify any of the program procedures.

Decision by members of

the client group ,
in the program. group fo alter participation patterns

Decision by one or more members of the resear

ch community t :
the questions/issues raised in the evaluation Y £o study further

Decision by one or more other funders and

/or rogram
Jurisdictions) to initiate, modify, PLoE personnel (in other

or terminate similar programs.

e
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after than time cannot be included in the assessment of decision impact;

(3) retention of the status quo 1s itself a decision, but one particularly

difficult to attribute to knowledge gained from an evaluation.
"rhe funding agency's decision" (to fund, refund, modify or cancel the
program) is an obvious one, especlally since program funding agencies fund

so many evaluations for this very purpose. And problems of attribution

and causality are not realiy 86 i'roublesome here as they are with other
decisions listed in Table 3. That is, it is not a rare event for a funding
agency to refund, modify or cancel a program based on information from an
evaluation of that program.

Likewise, '"the program's staff operational decision" (to modify any
of the program procedures) can in many cases be linked directly with an
evaluation, particularly when elements of evaluations process are known.

More difficult to 1link ciusally to the cvaluation is "the program clidnt
group's decision" to alter participation patterns in the program . Evaliidtions
are usually funded by agencies or groups other than program clients, and Lﬁus
in many (1f not most) instances the evaluation findings may not even be avail-
able to the clients; if available, the findings may not be widely known
throughout the client population. And even 1f they are known, it is not
clear how that knowiedge would influence participation patterns. For instance,
clients oﬁ a human services program that received a primarily negative evdlua-
tion ma;Tﬁgve no choice about where to receive that service, and thus
they would continue their participation even with knowledge of program flaws.

Perhaps the final two decision types listed in Table 3: '"the research
community's decision" and “the decision of those involved in related programs"
have the longest term dmpact. Each of these types of declsdons appears often

to be made on the basis of collective knowledge, any one evaluation contributing

26~

perhaps only marginally to the knowledge pool. (See, for example, the litera-
ture on "metaevaluation" research, e.g., Glass [1976] and Rosenthal [19781.)
Researchers and agency administrators in other Jurisdictions must at best

be called "second-order decisioq:bakers," since they are not directly involved
with the program being evaluated or the evaluation. But given our decision
framework, to exclude them would preclude any finding of long term or wide

spread consequences of an evaluation. As an example, perhaps the largest

*
ultimate impact of the 1236 Literary Digest Poll, which predicted Alf Landon

to win over Franklin Delano Roosevelt in a landslide, was a commitment by
the evaluation and survey research methodology communities to learn more

about the threat of selection bias. (The Salk Polio Vaccine trials in the

1950's also had this effect.)

Evaluation Documentation Requirements §

‘ust
s
The frameworkkdescribed in.the Section-2.2 has implications for documen-

tation of program evaluations. Given our definition of comprehensive evalua~
tion and—our-listing of Lnputs, processes and outcomes, the information

required to do a comprehensive eyaluation of evaluations can become considerable.
Whether or not an independenttut;&uatioa~o£uan«ovaluacioa-is to be performed,
documentation in the final report of inputs, processes and outcomes (as far

i
as possible) of the evaluation would seem-to-be essential to increase its

utility to decision makers.

As we discovered in an empirical study of criminal Justice program
evaluations (Larson et al, 1979), current evaluation documentation practice
is uneven oxr sorely lacking. Of the roughly 200 studies in the sample, only
4 percent indicated the percentage of the program budget allocated for the

evaluation, and only 2 percent indicated total evaluation budget.

*The Literary Digest, Vol. 121, No. 1, January 4, 1936, Funk & Wa nalls Co
354-360 Fourth Avenue, New York, New York, ! ’ B 04y
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Thirty-one percent of the reports in the sample reported the total dura-
tion of the evaluation, while 8 percent at least indicated (though not
always explicitly) the timing of the evaluation with respect to the progrdm
being evaluated. None of the reports described the professional or other
attributes of either program staff or evaluation personnel. Finally,

while 90 percent of the reports made at least some reference to the context
or purpose of the effort, actual potential users of the evaluations were
rarely identified explicitly. Only 58 percent of the reports contained

an analysis of program goals, and only 47 perceuat discussed the program's
client group in any wa&.

Evaluation process components fared much worse than evaluation inputs
in the sample of final reports. The constituent parts of evaluation process
1isted in Table 2 were rarely if ever included in the final reports. In bur
review of the evaluation research literature, we have found that elements
of evaluation process do’éppear in the growing number of anecdotal reports
on non-utilization (e.g., Welss, 1977). But there appears to be little
tradition of evaluators routinely reporting on thelr own evaluatlon process,
Such lack of self-reporting reduces the ability of decision:@akers to assess
the quality of information produced by the evaluation. And;y 3nformncion on
evaluation process could only serve to enhance evaluators' and program
managers' awareness of evaluation limitations and pitfalls, thus leading Eo

improvement of evaluation practice.

Evaluation outcomes in terms of decisions influenced by the evaluatiofi

“are rarely documented in the final report, due in part to the timing of the

And
final report with respect to decisions yet to be made. 4 ﬂ&en after decisioris

are made, it is often exceedingly difficult to estimate what influence (Lf

|

i\

any) the evaluation had on the decisions. Here, it seems we need new me thods

for informition feedback during the evaluation, follow-up, attribution and

documentation.

Thus, we can at present only make a plea for more complete self-

reporting of evaluation inputs and process. Self-reporting is open to

criticiam on grounds of objectivety, particularly in the area of evaluation
process. Yet even imperfect information in this area would be more valudble

than the present state of nearly no information. Particularly for those

second~order decisioq{ﬁakera not directly affiliated with the program
being evaluated, it seems that at least rudimentaxy knowladge of evaluatioh
inputs and process would be necessary to assess the possible relevance of

the findings to them.




IV. SUMMARY AND SUGGESTED RESEARCH

We have proposed that evaluation is a process producing information that can
be evaluated on the basis of its relevance and anticipated benefit to decision
makers; in times of fiscal constraint, there can be no other justification for
program evaluation.

We have proposed two simple constructs that we believe may be of assistarce
in the evaluating of evaluations. In the first, we utilize a simple decision
tree approach to demonstrate certain properties of the situation confront-
ing a decision maker who is anticipating paying for an evaluation. This example
demonstrated that the decision to evaluate is itself an allocatiun of resources
which can only be justified if the expected benefits outwelgh the expected costs
of the evaluation. It also showed how imperfect evaluations reduce the antiii-
pated benefits for the decisiéd—hmker, but that even imperfect information is ]
often useful in carrying out improved deciaioﬁ:ﬁaking. It can also be a ratignaL
allocation of resources to spend money to evaluate an evaluator. And, when 1dok-
ing at past decisions to conduct evaluations, one must attempt to replicate the
state of information available to the decisioq:haker at the time of the evaludtion
decision. This first simple construct also was shown to be a generalization of
the classic two alternative hypothesis svaluation design. Issues of costs of
evaluation error, cost of evaluator, and biasing of the evaluation design in
various ways, can all be addressed within such a simple decision analytic frane-
work. But also as discussed in Section I, most often evaluations are much more
complicated than those illustrated by the simple decision trees in Figures 1 dnd
2, thereby relegating these copstructs more to the realm oﬁfcnnceﬁﬁunlizution

than to implementation.

R i S
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Paralleling program operation, an evaluation can bz characterized by
inputs, process, and outcomes. In our second construct, we provide lists
of each, arguing that the only ultimate outcomes of an evaluation are
decisioﬁs influenced by the evaluation, Thus, however difficult to measure,
the~§g$§§£ of an evaluation must be judged on the basis of resources
(re)allocated as a consequence of evaluation information provided. Evalua-
tions og ésﬁluationa per se have several potential purposes: to provide an
independent assessment to decisioq:hakera of the quality of information
contained in an evaluacioni to provide guidance in selecting an evaluator;
to assimilate 'research knowiedge" from a number of separate but similar
programs;{to provide a vehicle for examining the evaluation enterprise
itself. Our concern for evaluation inputs, processes, and outcomes extenée
to recommendations for improved evaluation documentation in these areas.

Further work is qgeded to devise methods for carrying out comprehen-
sive evaluations of evaludtions, within time and budget constraints that

are acceptable to potential decision makers., Numerous important questiods

abound: Who should conduct evaluations of evaluations? When is self-repottihg

of evaluation inputs and process adequate? How do we measure the effect of
evaluation information on a decision? How do we historically recreate a
decision maker's state of (imperfect) knowledge at the time of decision?
Should different evaluation criteria be applied: to evaluations that were
performed after program implementation and to those done during program
implementation? In the latter case, is it failr to expect greater "decision-
impact”? How much greater? If a follow-on program is instituted to measite
an evaluation's ultimate impact, who should fund it and who should do 1it?

Each of these questions provide fruitful areas for future study.
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