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Efforts to apply these clustering methods to real data regarding juvenile
delinquency were not successful. Several clustering methods were applied to this data
set, but we were unable to identify homogeneous subgroups of delinquent youth. This is
not so muich .a failure of the clustering methods as an indication that this data set does

not warrant cluster aralyses. We are currently seeking alternative data sets upon which
to further test these clustering methods.
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INCREASING THE STATISTICAL POWER OF
EMPIRICALLY DERIVED TAXONOMIES IN CRIMINAL JUSTICE RESEARCH

I. Classification in Criminal Justice

A. Importance of Classification

Classification is of central importance in criminal justice, so much so
that the evoiution of the field has paralleled the development of more diver-
gified and refined taxonomies of criminal offenses and offenders (Clinard and
Quinney, 1967; Ferdinand, 1966; Gibbons, 1975; Warren, 1970). Classifications
serve many purposes in criminological research, theory, and practice including
the reduction and ordering of the complex phenomena of deviance and the
provision of gonceptua] frameworks for decision making. The role of classifi-
cation in summarizing complex data is particularly relevant to criminological
research and theory construction. Glaser (1974), for example, has argued that
the development of reliable and valid classifications is essential to improve
the epidemiological mapping of crime, the evaluation of treatment programs,
and the explanatory value of theories of criminal behavior. The importance of
classffications is further underscored by their use in decision making in all
phases of the criminal justice process.

B. Inadequacy of Current Classifications

Despite the importance of classification in criminal justice, there is
consensus regarding the inadequacy of current taxonomies. The entire classifi-
cation enterprise has been assailed for its lack of cumulative and convergent
findings and failure to produce taxonomies having practical or theoretical
utility (Ferdinahd, 1966; Gibbons, 1975; Hood and Sparks, 1970; Opp, 1973).
Criminological taxonomies have been critcized for their subjectivity, inad-
equate reliability, illogical structure, ambiguous nomenclature, impracticality,
and lack of predictive validity. The lack of predictive power is perhaps the

most debilitating criticism of criminological taxonomies because of the

é
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implications this carries regarding decision making, If classifications are
not predictive of the etiology of criminal acts, offender personality, behav-
for, risk, recidivism or treatment response, their value in decision making
regarding the ajudication, sentencing, management, parole, and release of
?ffenders is severely limited.

This presents a disparaging view of the current state of criminological
classification, but the situation is not necessarily any better in the other
areas of the behavioral and social sciences. The most widely used taxonomy of

psychiatric disorders, for example, is that embodied in the Diagnostic and

Statistical! Manual of the American Psychiatric Association (APA, 1968, 1980).

Although this is taken to represent the state-of-the-art taxonomy in psychiatry,
it has been widely criticized by psychiatrists, and ofher mental health
professionals on the same grounds as criminological taxonomies (cf. Achenbach
and Edelbrock, 1978; Phillips and Draguns, 1971; Zigler and Phillips, 1961).
Numerous additional examples of the inadequacies of current classifications

can be drawn from the literature of psychology, education, psychiatry, énd
sociology.

c. Promise of Taxometric Methods

As much as social and behavioral scientists agree regarding the short-
comings of current classifications, there is also agresment among professionals
in all fields regarding the potential of numerical taxometric methods to
overcome these inadequacies. These methods, variously known as numeriqé]
taxonomy, cluster analysis, association analysis, and pattern recbgnitién,
have been used in the biological sciences for many years (i.e., Sneath,

1957) but only recently have been added to the methodological armamentarium of

social and behavioral scientists. Blashfield (1977), for example, in a

comprehensive review of the use of taxometric methods, cited a veritable




"explosion" in the use of numerical clustering and classification methods in

the social and behavioral sciences since 1970.

The ability of these methods to summarize and order complex multivariate
data has made them a valuable tool for the construction of taxonomies. (For
reviews of the myriad applications of taxometric methods in various disciplines
;ee Anderberg, 1975; Bailey, 1974; Blashfield, 1976; Sneath and Sokal, 1973).
Numerous researchers in criminal justice have recognized the value of taxo-
metric methods for data description, reduction, and management; and experi-
mental design and evaluation research. Brennan (1979) has compiled a biblio-
graphy of criminological studies employing multivariate taxometric methods. A
wide variety of methods have been used in these studies including hierarchical

cluster analysis (Megargee, 1977), Lorr's non-hjerarchical clustering technique

(Blackburn, 1971), inverse factor analysis (Butler and Adams, 1966; Collins,

Burger, and Taylor, 1976) and iterative K-means analysis (Brennan, Huizinga
and E1liot, 1973).
Taxometric methods show great promise for the construction of valid and

reliable taxonomies of criminal offenses and offenders. However, the use of

these methods in criminal justice rescarch has just begun an many difficulties
Several problems stem from the fact. that many of

This has far

have yet to be ironed out.
these methcds have been adopted from the biological sciences.

reaching implications, not the least of which is that some taxometric methods

are conceptually and methodologically inappropriate for criminal justice

applications. Thus, in order to derive more useful and predictive taxonomies
in criminology and crimfnal justice, it may be necessary to develop innovative

methods tailored to applications in the social and behavioral sciences.
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. reliable or valid.

II. The Issue of Coverage

A.  Role of Behavioral Taxonomies

The value of any taxonomy is related to its coverage, which is the

proportion of subjects it can classify.

~

In the biological sciences, where
many taxometric methods were developed, 100% coverage is an important goal

&

because taxonomies are intended to correspond to definitive classifications of
bio]ogicaTSpeciesr Such taxonomies represent "real" groupings which have
been validated against definitive criteria, such as morphological, physio-
Tcgical, and genetic characteristics, that are reliably assessed and have

unquestioned validity as taxonomic criteria. In criminal justice, and other

sciences in an earlier “natural history" stage of development, there is a lack
of definitive criteria against which to validate empirically derived taxono-
mies, Thus, rather than constructing definitijve taxonomies, taxometric

methods are used as a heuristic device for summarizing complex relationships.

In most applications, classifying everybody is not necessary, possible, or
even desirable, It is recognized, for example, that there is a diversity of
causes and modes of expression of criminal behavior, and that the personality
and behavioral measures available for deriving taxonomies are not perfectly
Thus, it is not always possible to reliably classify all
offenders into categories. The issue of coverage, however, extends beyond

the simple fact that some subjects cannot be classified.

B. Bootstrapping - An Example

Oying to the lack of definitive criteria, most attempts to validate
taxondﬁies in the behavioral and social sciences involve "bootstrapping--
whereby investigators attempt to "1ift themselves by their own bootstraps" by
relating taxonomies to other measures known to be imperfect. Megargee, for

example, has identified ten types of criminal offenders based on their Minne-
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sota Multiphasic Personality Inventory (MMPI) Profiles (Megargee, 1977). The
identification of profile types is not an end product in itself.
As Megargee stated:

“The MMPI-based taxonomy is worthless unless it can be established that
Ehe ten MMPI-defined groups differ significantly in other respects". (Megargee
and Bohn 1977: p. 150).

Thus, in an exemplary fashion Megargee and his coworkers have proceeded
to determine how their types differ in demographic characteristics, academic
pérformance, intellectual ability, and social, developmental, and persona]ify
characteristics (Megargee and Bohn, 1977). Noreover, they have extended their
research Fo determine how the types differ in long-term prognosis, recidivism,
and differential response to treatment.

The value of the Megargee typology, therefore, does not 1ie in the ident-
ification of types but rather in the degree to which the typology relates to
other criteria--particularly criteria that are informative regarding possible
predisposing causes of criminal acts, management and treatment of offenders,
and treatment outcomes. It is at this step of relating typologies to such

criteria that the issue of coverage becomes important because of its effact on

statistical power,

C. Coverage and Statistical Power.

The ability to detect significant differences among empirically derived
groups is a complex function of the number of groups, sample size, separation
and homogeneity of groups, and the size of effects under study. In the
behavioral and social sciences, some assumptions can be made which simplify
this complex set of interre]étions. Most empirically derived taxon;mies deal
with relatively few types (i.e., ten for the Megargee taxonomy) and researchers

can generally obtain samples Targe enough to permit rigorous statistical
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analyses within each group. Furthermore, many of the effects examined in the
behavioral and social sciences are small.

Whereas there is no absolute rule for defining "small", "medium", or
"large", effect sizes, Cohen (1977) has suggested that a small effect size
qefer to a difference accounting for less than 10% of the variance in a
variable; a medium effect size accounts for 20-25% of the variance; and a
large effect size accounts for 40-50% of the variance. In criminal justice
research, and other areas of the behavioral and social sciences, most effects
are small due to less than perfect reliability and validity of the measures,
multiple causation, and the lack of experimental control of many impinging
sources of variation. This is not to say that small effects are trivial--quite
the opposite. Some of the "small" effects in criminal justice research, such
as differences in long-term recidivism rates among groups, are of the utmgst
importance in decision making.

If we assume that samples are sufficiently large relative to the number
of groups and that the effects under study are relatively small, statistical
power when validating taxonomies is largely a function of the degree to which
the grohps are distinct from each other, yet homogenous. As a statistician

might phrase it, statistical power is optimized when the within-group vari-

ance on the taxonomic criteria is small and the between group vartance is

large, It is important to emphasize that statistical power in this context
refer§ to the ability to detect differences in external criteria, that is,
criterfa not inciuded in the construction of the taxonomy.

In a taxonomy, small within group variance implies that groups are similar
to one another. Large between group variance implies that the types, and hence
the groups representing the types, are distinct from one another on the

taxonomic criteria. The ideal taxonomy would, therefore, group subjects into




homogeneous, yet distinct groups. Such grougs would be 1lkely to differ in
external criteria.

Unfortunately, subjects do not align themselves into stereotypical "pure
types". In the Megargee taxonomy, for example, only 63% of the MMPI Profiles
could be classified using computerized classification rules (Megargee and
5orhout, 1977). The remaining 37% were more difficult to classify because
they had invalid scores, did not resemble any types, or met inclusion criteria
for more than one type. Eventually, however, a total of 96% of the profiles
were classified on the basis of clinical inspection and judgement.

D. The Continuum of Classifiability

A high degree of coverage is an important taxonomic goal, but classifying
everybody is not always necessary. Moreover, for those sciences in a "boot-
strapping" stage of development, attempting to classify everybody may have
deleterious effects on the statistical power and reliability of the taxonomy.
That is, in most c]agsification efforts in the behavioral and social sciences,
there is a "continuum of classifiability." At one end of this continuum are
subjects who are easy to classify because they bear close resemb{ance to
empirically derived types. In the Megargee taxonomy, for example, 63% of the
sample could be classified on the basis of operationalized classification
rules. Moving towards the middle of the continuum, subjects become more
difficult to classify because they do not resemble pure types or resemble more
than one type. Thus, in the Megargee taxonomy, 33% could not be classified by
operationalized classification rules but required clinical inspection and
judgment. At the opposite end of this continuum are those who cannot be
classified because of invalid scores or lack of resemblances to any of the

types (i.e., the 4% unclassified in the Megargee taxonomy).

Thus attempting to classify everybody requires the classification of
subjects who are difficult or impossible to assign to groups. As one mcves
down the continuum classifying subjects who are less and less similar to the

“types" the within group variance increases while the between group variance

. decreases. In other words, the groups become more heterogeneous and begin to

overlap, This, of course, dilutes the statistical power of comparisons

among groups. Moreover, the continuum of classifiability parallels a "contin-

uum of reliability". Thus, moving down the continuum from pure types to

unclassifiable subjects, the reliability of assignment decreases. Subjects
resembling pure types can be reliably classified because slight changes on
their classification criteria (i.e., behavioral or personality scores) do not
substantially alter their similarity to the types. On the other hand, among
subjects who are less similar to types, or resemble more than one type, a
slight change in scores may result in a different group assignment.

The Thesis of This Research

The thesis of this research was that in criminal justice and other
behavioral and social sciences, classification should be viewed as a continuum
rather than as a purely discrete phenomenon (as in the biological sciences).
Thus, based on the continuum of classifiability, the coverage of classifica=-
tions can be varied to fit the purposes of the research. In an epidemological
study, for example, the goal may be to classify as many subjects as possible,
including subjects who are difficult to assign to groups. This procedure
results in more heterogeneous groups and decreased reliability of classifica-
tion but serves a major purpose of epidemological surveys--namely, accounting
for the generality of a phenomena. Alterhatively, evaluations of a focused
treatment may require small homogeneous groups for study. In this situation,

perhaps only 10% of the subjects can be classified according to rigorous
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which classify fewer individuals, if the benefit is increased statistical

'power and reliability. Unfortunately, conventional taxometric methods avail-

9
criteria, but the reliability of assignment to groups is high and the subjects
represent relatively “pure types". This low level of coverage has the advantage

of increased statistical power for comparisons among groups but carries with

it the disadvantage of decreased generalizability of findings. Thus, findings

cannot be extrapolated to the population as a whole but only that portion who |
resemble pure types. 3
In simple terms, therefore, the issue is whether it is better to "classify
some of the people some of.the time," or attempt to classify everybody. In
order to resolve this issue, it is necessary to determine if the ?enefits of
reduced coverage outweigh the costs. In this "bootstrapping" stage of criminal 1

justice research, however, it may be more valuable to construct taxonomies

able to researchers in criminal justice do not permit the manipulation of the

Jp——.

coverage of the resuliting taxonomy. Most methods are aimed at simply parti=-
tioning (or amalgamating) subjects into a discrete set of groups--despite the
fact that the group members differ widely in the degree to which they represent
“types". Thus, in order to resclve the issue of coverage, it is necessary to

develop, evaluate, and apply new taxometric methods.

In the following section, some innovative methods for manipulating the
coverage of empirically derived taxonomies are proposed. These methods

represent modifications and extensions of conventional taxometric procedures

which have been used by researchqrs in criminal justice and other areas of the
behavioral and social sciences.

I1I. Methods of Varying Coverage

A. Introduction

Most taxometric methods are not designed to manipulate the coverage of a

classification, but rather to identify groupings of individuals based on some

i}
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statistical criteria. This is not to say that these methods produce taxonomies
having 100% coverage. Many empirically derived taxonomies include a subset of
subjects who are "unclassified" (i.e., Carlson, 1977; Megargee, 1977).

These unclassified groups represent only a tiny proportion of multivariate
gutliers and do not result from manipulating coverage along a continuum of
classifiability. Many taxometric methods, however, are amenable methocological
changes that would permit manipulating coverage along this continuum.

In this program of research, innovations are proposed for three methods
which have been used successfully to create empirical taxonomies in the social
and behavioral sciences. The three methods inciude (a) a method called
centroid analysis (Edelbrock and Achenbach, 1980). (b) Lorr's nonhierarchical
clustering technique (Lorr, Bishop,. and McNair, 1965; Lorr and Radhakrishnan,
1967), and (c) inverse factor analysis (Monro, 1955; Ryder, 1964: Stephenson,
1936). These methods are not the only candidates for such innovations, but
they cover a range of taxometric approaches used in the social and behavioral
sciences, have produced useful taxonomies, and have direct applications in
criminal justice research. The goal of comparing a range of methods is to
determine the degree to which the principle underlying the manipulation
of coverage is valid, apart from the idiosyncrasies of one particular method.
In the following section, each method is outlined and the innovations proposed
to manipulate coverage are described in detail.

B. Centroid Analysis

Centroid analysis is a new taxometric procedure and has several advantages
over previous methods, including the abilities. to (a) construct hierarchical
taxonomies, (b) determine the reliability of profile types, and () classify

new subjects who were not in the original analysis. Moreover, centroid
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analysis embodies a mechanism for manipulating the coverage of the classifi- 5 |
cation - although this feature has not yet been fully explored. | :

Centroid analysis involves three steps:

Step 1 Identification of profile types.
Step 2 Determining the reliability of profile types.
Step 3 Classification of subjects according to the profile types. f

1. Identification of profile types. In centroid analysis a conventional E

hterarchical clustering algorithm is used to identify subgroups of individuals

¢

having similar characteristics or patterns of scores. The pattern% charact-
erizing such subgroups are termed "profile types". Specifically, the centroid

clustering method, also known as the weighted pair group method (Sokal and

3

Michener, 1958), is used. Several issues are involved in the identification

of profile types. For one, clustering algorithms will identify homogeneous
subgroups of individuals even when applied to random data. That is, to some
degree clustering algorithms impose structure on data as well as reveal

inherent structure. Thus, some profile types are likely to be methodological !{ u

e o) bt T NS,

artifacts rather than representing reliable profiie patterns that characterize

subgroups of individuals. One way to deal with this problem is replicate §

profile types across samples, retaining only those profile types identified in
two or more analyses, In almost all applications where this is done, some

profile types are identified in one sample that do not replicate in subsequent

samples.

2. Measure of similarity. A second issue involves the choice of the

measure of similarity among individuals. A variety of similarity measures are

available for use in cluster analysis (of Cattell, 1949; Cronbach and Gleser,

1953; Gregson, 1975; Tatsuoka, 1974) and they determine, to a large extéﬁgc

the nature of the profile types that are identified (i.e., whether the prof}ﬂg
. ’\
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types differ predominantly in elevation, shape, etc.) Some parametric compar-

isons of clustering methods using different measures of similarity have been
performed on computer generated data sets. The results indicate that certain
similarity measures (i.e., corralation, intraclass correlations) result in
more accurate clustering soldtions than other measures (Edelbrock, 1979;
édelbrock and Mclaughlin, 1980; Mezzich, 1978). Two measures of similarity
will be systematically explored when using centroid analysis, including
correlation, and the one-way intrac]as; correlation (cf. Edelbrock, 1979;
Edelbrock and McLaugﬁlin, 1980). These measures cover a broad range of
approaches to quantifying profile similarity and are sensitive to various

aspects of profile elevation, shape, and scatter.

3. Clustering Algorithm. Assuming that the sample size is large enough

to permit replication of profile types and that an appropriate measure of
similarity has been chosen, Step 1 of centroid analysis involves separate hier-
archical cluster analyses of the data using the centroid method. The centroid
algerithm proceeds by first calculating the similarity between each possible
pair of profiles in the sample. Next, the two profiles which are most similar
to each other are located and combined into a cluster. These two profifes are
then replaced by their centroid which is the profile created by averaging the
two subject's scores on each scale. On the next step, this centroid is

treated just like the profile of a single subject and the similarities between
all possible pairs of profiles are recomputed. In each cycle, the two.profiles
which are most similar to each other are located, combined into a cluster, and
replaced by their centroid. Whenever an individual profile or cluster is
combined with anothar cluster, the centroid is computed using a "weighted"

procedure. That is, the centroid is obtained by calculating the average
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As cycles proceed, larger and larger clusters are formed and combined in a
hierarchical manner. The result is a hierarchical clustering of all profiles,
in which groups of subjects having similar profile patterns, and the hierarch-
jcal relations among these groups, can be identified. At low levels in the
hierarchy, profile types are identified which have very specific patterns
;haracterizing small subbroups of subjects. At higher levels, these groups
are combined into larger groups of subjects representing more global patterns.
Thus, hierarchical taxonomies permit-comparisons among groups of various
levels of generality. Many small groups having very distinct profile patterns
may be compared or a few larger groups representating more global patterns may

be analyzed. These multiple levels of analysis are extremely valuable in

research. For example, it is difficult, time consuming, and expensive to
obtain long-term recidivism data on offenders receiving different treatments.
It is possible tha£ significant differences among groups may be detected at
one level of the taxonomy but not at other levels. It is a mistake, there.
fore, to invest research resources in a study wherein the taxonomy permits
only one level of analysis.

4, Classification of new subjects. Most taxometric methods classify’

only those subjects included in the original analysis and do not embody
procedures for assigning new cases to groups. This is unfortunate because if
empirically derived taxonomies are to have any applications %é;decision making
it will be necessary to classify new subjects. Step 3 of cénﬁ}bid analysis,
therefore, involves procedures for classifying new subjects. In order to
classify an individual, the similarities between the subject's profile and the
reljable centroids identified in the previous two steps are éa]cu]ated. The
subject is then classified according to the profile type with‘which his/her

profile is most similar. Thus, if correlation is the similarity measure, the
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subject's profile is correlated with each profile type and is classified
according to the type having the highest correlation.

5. Manipulating coverage. The procedure of assigning subjects to groups

permits direct manipulation of the coverage of the classification. A minimum
similarity required for classification can be specified, such that profiles
;hose similarities to any of the profile types are less than the minimum
cutoff point are not classified. By changing this minimum cutoff point, the
coverage of the classification can be varied. That is, the use of the high
cutoff point will result in a small proportion of subjects being classified
into relatively homogenepus, non-cveriapping groups that represent "pure
types". Conversely, the use of a low cutoff point results in the classifica-
tion of a higher proportion of subjects into larger and more heterogeneous

groups which have a higher degree of overlap.

C. Lorr's Technique

1. Introduction. Lorr has developed a non-hierarchical taxometric

method that has been used to construct a variety of taxonomies (Berzins, Ross,
tngiish, and Haley, 1574; Goidstein and Linden, 1969; Lorr, Bishop, and
McNair, 1965; Lorr, Pokorny, and Klett, 1973; Lorr and Radhakrishnan, 1967).
In most applications of Lorr's technique, Q-correlations were used to measure
similarity among profiles, although a variety of similarity metrics could be
used. In this research, two measures of similarity (correlation, and the
one-way intraclass correlations) will be systematically compared using Lorr's
technique. .

2. Clustering Algorithm. To illustrate this method, assume correlation

is used as the similarity measure, The first step in {dentifying clusters is
to calculate the Q-correlations between all possible pairs of profiles.

Considering only those correlations above a certain cutoff point, the profile
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having the highest average correlation with other profiles becomes a "pivot"
profile. A pivot profile is essentially the "seed" or foundation for building
a cluster. To build the first cluster, all profiles with correlations greater
than a cutoff point (Cjn) with the pivot profile are combined into one

cluster. Among the remaining profiles, those with average correlations with

é]uster members that are greater than a lower cutoff point (Cex) are removed
from the sample and are not classified. Those with average correlations
of < Cex are candidates for other clusters,

In each cycle, all profiles having correlations with the pivot profile
Cin are combined into a cluster. Profiles with correlations Cjp but
> Cax are removed from the sample and are not classified. This is because
even though they may qualify for membership in another cluster, such profiles
would still be relatively similar to the first cluster --which would result in
overlapping groups; Profiles with correlations < Cex are considered for
other clusters. In each cycle, a pivot profile is identified and cluster
membership is detefmined by Cin. Those profiles with correlations between
Cin and Cax are removed and those with correlations < Cex remain for
another cycle, Cycles proceed until all profiles are either classified or
deemed inappropriate for classification.

3. Manipulating Coverage. Due to the use of the dual cutoff criteria,

this method does nﬁt result in taxonomies having 100% coverage. Moreover, the
cutoff criteria ar§ a convenient mechanism for manjpulating the coverage of
the c]assificationf By vérying Cin and Cex the coverage (as well as the
homogeneity and degree of overlap) of the groups can be directly manipulated.
Specifically, coverage is decreased by setting a high Cj value (implying

that cluster members are highly similar to the pivot profile) and a low Cey

(implying that cluster members are not very similar to other clusters). To
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increase coverage, Cip is decreaseﬁ and Ceyx is increased. Coverage of 100%
can be achieved when Cjp is Tow and Cip = Cex. This would, of course,
produce relatively heterogeneous, overlapping groups. '

Although this mechanism for manipulating coverage is built into Lorr's
technique, most researchers employing this method have chosen a single set of
61n and Cqy values to construct taxonomies and have not systematically
explored the effects of varying Ci, and Cay On the statistical power of
their taxonomies. In most applications, Cj, has been chosen according to
some significance criterion (i.e., p .05 at the degrees of freedom determined
by the number of variables), and Cex has been chosen to represent a lower

significance criterion (i.e., p .10 or .20)., This is a rational appruach

‘that produces useful taxonomies, but does not take advantage of the bujlt-in

mechanisms for manipulating coverage.

D. Inverse Factor Analysis

A. Introduction. Inverse, or Q-type, factor analysis is one of the

oldest taxometric methods and has been widely used to construct taxonomies in
psxcho]ogy (Monrc, 1985; Overall and Klett, 1972; Stephensori, 1936) and
criminal justice (i.e., Butler and Adams, 1966; Collins, Burger, and Taylor,
1976). Although the inverse factor analysis has been criticized as a taxopomic
tool (i.e., Baggaley, 1964; Fleiss, Lawlor, Platman, and Fiede, 1971; Fleiss
and Zubin, 1969; Jones, 1968; Lorr, 1966), it remains a popular method for
taxometric problems and has produced useful taxonomies. Since factor analysis
methods have become somewhat standardized and have been discussed in detail
elsewhere (Harman, 1976; Fruchter, 1954; Mulaik, 1972) they will not be
described in detail here. Instead, the focus of the following section will be
on methods for manipulating the coverage of taxonom{es constructed using

inverse factor analytic methods.
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B. Grouping Procedure. Factor analysis is typically used to summarize

the matrix of correlations among variables in terms Qf the 1imited number of

"factors". Each factor is a vector of weights or factor loadings which

indicate the degree to which each item is associated with that factor. Since
one factor only accounts f;r a proportion of the variance in a correlation
éatrix, most applications of factor analysis yield many factors which account
for more and more of ‘the remaining variance. Each’ factor is determined by a
group of items which are highly intercorrelated and thus have high-loadings on
that factor.

As typically applied, factor analysis identifies. grouping of items.
Simple modifications of the factoring procedure result in the identification
of groupings of individuals. In Q-type factor analysis, profile data describ-
ing individuals is inverted and intercorrelated producing a correlation matrix
representing similarities among individuals, rather than similarities among
items. Thus, the factor analysis identifies groups of individuals having
similar patterns of scores, rather than identifying groups of intercorrelatea
items. The factor loadings indicate the degree to wnich the subjects are
similar to the "type" represented by the factor.

C. Manipulating Coverage. In Q-type factor analysis, the factor loadings

sarve as a way to manipulate the coverage of classification. That is, the
loadings represent the continuum of classifiability whereby subjects with high
loadings Are very similar to the "type" represented by the factor. As loadings
decrease, subjects become less similar to the "type". Thus, coverage of the
classification can be manipulated by varying the minimum loading required to

be classified. A high cutuff point classifies relatively few subjects into
homogeneous groups, whereas a low cutoff point classifies more subjects into

more heterogeneous groups. Although this is an obvious way to vary cbverage,
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previous researchers employing factor analysis as a taxometric method have
simply chosen a single cutoff point (i.e., > .30) for determining groups.

One problem with using minimum loadings to vary coverage is that subjects
may have relatively high loadings on more than one factor. This is because a
single factor does not account for all of the variance in a subject's pattern
éf scores. One solution to this problem is to adnpt dual cutoff criteria in a
manner similar to Lorr's technique. Spezcifically, in order to be classified a
subject must have a Toading greater than a cutoff point on one factor and the
Toadings on all other factors must be below a second cutoff point. By varying
the magnitude and relative difference between the cutoff points, the coverage
of the classification can be effectively varied.

.

IV. Evaluation and Comparison of Methods

A. Goal of this Research. The goal of this research involved the evaluation

and comparison of these previzusly described taxometric methods. Computer
generated data sets were used because they have the advantages of having
predetzrmined groups with known correlates. This makes it possible to compare
and evaluate the taxometric methods on their ability to recover the groups or
“types" built into the data and determine if the resulting taxonomies are
predictive of predetermined differences among the groups. One goal of these
analyses is to determine, for each method, if systematically reducing coverage
improves the statistical power of the taxonomy. That is, we seek to establish

the general relations between coverage and statistical power. However,

between-method comparisons are also important. Thus, we seek to identify

which methods produce the most accurate and predictive taxonomies having the
highest coverage.
In the following section the statistical model, data sets, evaluative

criteria, and strategy for this phase of the research will be outlined.
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B. The mixture model. The mixture model has been proposed as a statis~

tical model for evaluating taxometric methods (Blashfield, 1976; Sclove, 1977;
Wolfe, 1970). According to this model, the task of taxometric analysis is to
resolve a mixture of populations into its components when the underlying
populations and their parameters are unknown. In statistical terms, suppose X
;s a mixture of k populations, such that

X = (X1, X2, X3500XK),
where xi denotes an nj xp matrix based on nj entities samples from the
ith population measured on p variates. Each populétion has an associated
probability distribution, f(x3), and is defined by parameters u and s
where u is a p-length vector of population means, and is a p x p population

covariance matrix. The probability distribution for the mixture X is

K
fK) = (/) F (),
K
)= (n1/n) £ (x4),
where
K
ns= ni.
i=1

The taxonomic problem is to resolve the mixture X into its component popula-

) and members of each
A

tions (x ) such that the parameters (ni, u, and
population can be specified. :

Drawing an exampie from research, suppose a sample of criminal offenders
js described in terms of their scores on a personality inventory (e.g.,

Megargee, 1977). The total sample (X) is assumed to be composed of several

" underlying populations or "types" of individuals (X1, X25 X3ewoXk)s

Each type is defined by a particular personality pattern , which can be
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described in terms of an average pattern of scores (u) and a covariance
structure ( ). Unfortunately, the underlying populations and their para-
meters are unknown. Thus, a taxometric méfhod, such as hierarchical cluster
analysis, would be used to identify the underlying types in the sample.

The mixture model provides a basis for evaluating and comparing taxomet-
ric methods. Using "Monte Carlo" procedures, computer generated data sets can
be constructed which simulate a mixture of populations. Unlike real data, the
parameters of the underlying populations are predetermined and known. Thus,
taxometric methods can be evaluated and compared on their ability to resolve
mixtures into their component populations (Blashfield, 1976; Edelbrock, 1979;
Edelbrock and Mclaughlin, 1980; Gross, 1972; Kuiper and Fisher, 1975; Mezzich,
1978; Mojena, 1977; Rand, 1971). Mixture model comparisons are extremely
valuable because a wide variety of taxometric methods are available for
use and different methods are likely to produce different results when applied
to the sme data. Such comparisons help identify those taxometric methods
which are most 1ikely to produce fruitful® research results when applied to
real data.

C. "Benchmark" data sets.

Comparisons are planned for computor generated data, including
20 multivariate normal mixtures generated by Blashfield (197). Each mixture
consists of two or more multivariate populations representing underlying
groups or "“types" which differ in their profile characteristics and external
correlates. These mixtures simulate the type of taxonomic problem encountered
in the behavioral and social sciences. The profile data consists of scores on
continuous, quasi-normal distributions which correspond to the type of data
provided by many behavioral and persopality measures. The scores on each

profile dimension also embody a certain degree of error, which simulates the
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less than perfect reliabiljty of real data. This error variance implies that
the underlying populations overlap to seme extent and that population members
represent a range in similarity to the population "type". This corresponds to

the continuum of classifiability encountered in research applications.,

Finally, the populationc are constructed to differ in external criteria
and these differences represent small to medium effects. This is analogous to
a researcher validating a taxonomy of criminal offenders against external
criteria such as background variables, recidivism, etc.

These data sets represent a range of parameters describing mixtures and
their underlying populations, as well as a range in difficulty of solution.
They were selected in preference to generating new mixtures because they have
been well characterized, extensively studied, and are available to other
researchers (cf. Blashfield, 1976; Ede?brock,ﬂ1979; Edelbrock and MclLaughlin,
1980; Mojena, 1977). The advantage of using these previously analyzed "bench-
mark" data sets is that the results of this study can be directly compared to
previous studies of di¢fferent taxometric methods. The generation of new
mixtures would preclude direct comparisons to previous work. That is, differ-
ences due to methodological innovations would be confounded with differences
among the data sets analyzed.

D. Evaluative criteria. The taxometric methods will be eva]uated‘and

compared in terms of their accuracy and statistical power.,

Accuracy refers to the degree to which a taxonomy recovers the underiying
groups in the mixtures. Thus, an accurate taxometric solution is one that
groups together members of the same underlying populations fn the mixture,
whereas an inaccurate solution would group together hembers of different
populations. A variety of measures of accuracy have been used, most of which

are based on quantifying the degree of agreement between the empirically

22

derived groups and the underlying populations. " In this research, the statistic
lambda was used to calculate accuracy.

The statistical power of taxonomies refers to the degree to which differ-

ences among taxonomic groups can be detected. This involves detecting differ=
ences in external criteria, that is criteria not involved in the construction
of the taxonomy. This would correspond to a researcher validating a taxonomy
based on behavioral or personality measures against external correlates

such as background variables, recidivism, etc. In this research, statistical
power is estimated by testing differences among the empirically derived groups
on artifically generated data. These differences will be tested using one-way
analyses of variance (ANOVAs) with group membership serving as the classifica-
tion variable. These ANOVAs will reveal the degree to which the groups

differ on the external criteria. These differences will be quantified in
terms of “effect size". Based on the effect size and sample size, statistical
power can be derived using tables provided by Cohen (1975)., Statistical power
is measured on a scale from zero to 1.00, which represents the probability
that the null hypothesis will be rejected if it is in fact false. In other
words, statistical power is the ability to detect a significant difference if
the difference is real.

E. Evaluation strategy. The strategy of this research was to determine the

effect of manipulatiné coverage on the accuracy and statistical power of the
taxonomies produced bx each method. For each method, mean accuracy and
statistical power values calculated separathy for the multivariate normal
mixtures at varicus levels of coverage. Since coverage can be directly
manipulated, the levels of coverage to be analyzed can be determined in
advance, Analyses were made at levels between 100 and 0% coverage at various

intervals., These levels thus cover the broadest possible range of cover-
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-age. For the multivariate data sets, mean accuracy and statistical power

values were based on 20 mixtures.

. Application of Methods

The mixture model comparisons described above will contribute to a more
comprehensive theory and statistical model of taxometric analysis. Moreover,
ghey will identify those methods that are most likely to produce fruitful
research results when applied to real data. However, even if the advantages
of these innovative methods can be demonstrated on computer generated data
sets, these methods will not automatically be used by researchers in criminal

justice. In order to be used, the advantages of these methods must be demon-

strated on real data relevant to criminal justice. Thus, the third phase of

this research involves the application of these new methods to criminal

justice data.

Delinquency data. Data collected in a longitudinal study of delinquency

and dropping out of school will be analyzed. Data on 2,617 junior and senior
high school students were collected using teacher reports, parent interviews,
student questionnaires, and school records. The dependent variables were
dropping out, self-reported delinquency, juvenile offense record, and adjud-
ication as delinquent. These data and the ‘design of study are described in
detail in Elliot and Voss (1974). The taxonomic problem is to determine if
subgroups of youth, differing in patterns of scores on such variables as

success at home, success af school, normlessness, punitiveness, commitment to

[

peers, and commitment to parents, differ in subsequent school failure, delin-
quent behavior, criminal offenses, and’ adjudication. The strategy will be to
systematically evaluate the effect of manipulating the covarage of such

taxonomies on the ability to detect significant differences in self-reported

delinquency.
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RESULTS
VI. Within Method Comparisons

A. Inverted Factor Analysis

1. Procedure. Data were double-centered according to the rationale and
grocedure given by Overall and Klett (1972; pp. 203-204). Variables were
standardized (mean = 0, sd = 1) and scores were then standarized equivalently
across objects. Each of the 20 (object X variable data sets was then inverted
(i.e., to represent a variable X object matrix) and subjected to principal-
components factor analysis using the BMDP4M - program. It is importhnt to
note that double-centering the data results in bipolarity of.the unrotated
factors. However, it does not necessarily result in bipolarity in‘the rotated
factors, which were used here.

Two procedures were used to determine the number of factors. First, for
each mixture, the number of factors was set to equal the number of underlying
populations. Since the rotated factors were not bipolar, each factor comprised
only one group of objects having high Toadings in the same direction. Thus,
determining the number of factors in this way is tantamount to setting the
number of groups (J) equal to the number of underlying populations (k). These
20 analyses are subsequently designated by the notation j = k.

Second, the number of factors was determined by examining eigen values.
For these data sets, the commonly used eigen value greater than 1" rule
resulted in considerable over-factoring. A few factors having large eigen
values were obtained followed by several having eigen values slightly greater
than 1.00, This problein was also encountered by Blashfield and Morey (1980).
Following their procedure, Cattell's (1966) scree test was used to determine
number of factors. In this study, two investigators examined the eigen value

plot for each mixture and independently selected the number of factors,
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Although we agreed for all 20 mixtures, the number of factors indicated by the
scree test did not always equal the number of underlying populations. For
eight mixtures, the number of factors equalled one more than the number

of underlying populations (i.e., k + 1), These 20 analyses are subsequently
designated by the notation j # k (i.e., the number of groups did not neces-
sarily equal the number of populations).

One issue in factor analysis is whether to construct orthogonal (uncor-
related) or oblique (correlated) factors. This i; an important consideration
when deriving typologies becausé rotational procedures substantially affect
final factor loadings, which are the basis for constructing groups. Most
previous applications of inverted factor analysis (e.g., Blashfield & Morey,
1980; Collins et al, 1976; F1éiss et al, 1971; Katz & Cole, 1965) involved the
varimax rotation--an orthogonal procedure. In this study, both varimax
korthogona1) and direct quartimin (oblique) rotations were compared. This
yields four analyses of 20 mixtures each: j = k and § # k with either
varimax or direct quartimin rotation.

A crucial issue that arises in inverted factor analysis involves trans-
-lating factor loadings into discrete groups of objects or individuals. A
common procedure has been to assign individuals to groups on the basis of
highest factor loadings (in terms of absolute value). Some investigators have
specified a minimum loading required for classification. Fleiss et al
(1971), for example, selected a minimum loading of .40. Individuals whose
highest loadings were less than .40 were left unclassified. In their Monte
Carlo study, Blashf1e1q and Morey (1980) selected a minimum loading of .60,
with the additional criterion that an object could not have a loading of .60
or higher on any other factor. These rather stringent criteria reduce cover-

age substantially, but result in more distinct and homogeneous groups.
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In this study, objects were assigned to groups on the basis of their
highest loadings. This is a simple procedure for constructing groups, but the
coverage of the resulting classificaticn can be manipulated by simply changing
the minimum loading required for assignment. A low cutoff point results in
Ehe classification of a high proportion of objects into relatively heterogenous
groups, whereas a high cutoff point'resu1ts in the classification of a Tow
proportion of objects into more distinct, non-overlapping groups. This
assignment procedure therefore makes it pessible to evaluate classifications
at several levels of coverage.

2. Calculating Accuracy. The accuracy of the inverted factor solutions

was defined as the agreement between the obtained groups and the underlying
populations in the mixtures. A wide variety of statistics have been used to
measure accuracy in mixture model studies, and there is little regarding the
“best" accuracy meaeure, Kapps (Cohen, 1960) and Rand's statistic (Rand,
1971) have been used in many studies (e.g., Blashfield, 1976; Edelbrock, 1979;
Edelbrock & McLaughlin, 1980; Kuiper & Fisher, 1975; Milligan & Isaac, 1980;
Mojena, 1977; Rand, 1971). Both of these measures have drawbacks. Kappa nas
the advantage of correcting for chance level of agreement in a cross-classif-
ication, but it is appropriate only for square matrices (i.e., j = k).
Rand's statistic does not require that j = k, but the scale is not uniform
from matrix to matrix. That is, the lower bound of Rand's statistic is not
zero but is determined by the marginal distributions of the cross-classifica-
tien,

" One way to overcome the idiosyncracies inherent in individual measures is
to use multiple criteria for evaluating accuracy. Six measures, including

kappa, Rand's statistic, asymmetric lambda, tau, Kramer's v, and the contin-

gency coefficient were used in this study. We chose to report our main
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findings in terms of asymmetric lambda for several reasons. This statistic is .

appropriate for nominal level cross-classifications, has a range of zero to
1.00, and can be used with either square (j = k) or rectangular (j # k)
matrices. The "asymmetrical" aspect of this statistic also seems well suited
to the task of measuring accuracy. The term "asymmetrical” refers to the fact
ghat lambda indexes the degree to which one classification predicts another,
and not vice versa. In mixture model studies, the underlying populations
comprise a fixed or dependent classification, predicted by empirically derived
groups that are free to vary.

Finally, it is worth noting that our conclusions regarding the relative
accuracy of varicus methods were identical for all six measuées we explored.
This is not surprising, since such measures are all founded on the same
information extfacted from the cross-classification matrix (cf. Hubert &
Levin, 1976)., Furthermore, in these analysis, the six measures of accuracy
correlated > .95 with one another. '

3. Statistical Analyses - Accuracy. for each of the 80 inverted factor

solutions, objects were classified according to levels of coverage dictated by
the following minimum loadings: .0, .4, .5, .6, .7, .8, and .9. These minimum

loadings between were selected because: (a) all objects had highest 1oadings

" (b) very few objects had highest loadings between .0, and .4 so accuracy and

coverage varied little in this interval, and (c) there were too few loadings
above .9 to calculate accuracy. .

Accuracy and coverage values were analyzed in separate 2 x 2 x 7 analyses
of variance representing: number of factors (Jj = k vs. j # k) rotational
methods (varimax vs. direct quartimin), and minimum ]oading (.0 to .9),

respectively.
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Main results are portrayed graphically in Figures 1 and 2. These figures
show the relations between the minimum loading reverage (right axis). Figure
1 depicts accuracy and coverage results for the j # k solutions. Overall,
accuracy and coverage were significantly related to the minimum loading
(p. < 001), but in opposite ways. Raising the minimum loading uniformly
}ncreased accuracy, but decreased coverage to a greater and greater extent.

No significant differences (F < 1.00) were detected between varimax and direct
quartimin rotations for either j = k or j # k solutions. Varimax solutions
resulted in consistently higher accuracy and coverage, however.

Paradoxically, j # k solutions resulted in significantly higher
accuracy and coverage than j = k solutions (p. < 0i), This was the case for
both rotational methods. Figure 3 portrays accuracy differences between j = k
and j # k solutions in a manner that equates them for verage. Accuracy is
shown as a function of coverage, rather than as a function of the minimum
loadings as in Figures 1 and 2. At all levels of coverage, j # k solutions
resulted in significantly higher accuracy and j = k solutions. Examination of
the eight mixtures whare J # k confirmed that constraining the number of
factors to equal the number of underlying groups substantially reduced accuracy.
For these mixtures, higher accuracy was achieved when the number of groups was

determined empirically by Cattell's scree test.

4. Effect Size and Statistical Power. To evaluate statistical power of

the inverted factor analyses, we analyzed one of the computer generated data sets
(Blashfield's Data set #17, See Appendix A) in depth. This data set includes
seven external criteria. That is, seven variables which were not included in

the cluster analyses, but are statistically related to the clustering variables.
These external variables thus serve as "validity" criteria against which to

evaluate the empirically derived classifications. This would be analagous to
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Table 1 - Mean Accuracy and Coverage Values for Inverse Factoring Procedures

J=k (#clusters=#populations)

Cutoff point (loading)

.0 .4 .5 .6 i .8 .9
Varimax
Accuracy .66 .68 J1 .74 .80 .83 .88
Coverage (%) 100 90 83 71 52 30 9
Direct Quartimin
Accuracy .61 .66 .69 .73 .78 .82 .83
Coverage (%) 100 88 8l 70 54 33 13
Jj#k (#clusters determined via Cattell’s scree test)
Varimax
Accuracy 73 .76 .78 .81 .85 .90 .95
Coverage (%) ‘500 93 87 76 58 34 11
Direct anrtimin
Acchracy 71 74 7 .80 .84 .88 .90
Coverage (%) 100 92 86 75 59 37 15
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b Table 2
to a researcher evaluating an empirically derived taxonomy based on MMPI data
against external criterias such as recidivism, subsequent violent behavior, atc.
¢ In other words, statistical power is the degree to which the empirically derived Effect Sizes for Inverse Factor Analysis (Varimax rotation)
clusters differentiate among subjects in terms of external criteria. Statistical
power is thus an index of the “"predictive power" or "predictive validity" of a Cutoff point (loading)
¢ classification.
One-way analysis of variance procedures were used to evaluate effect size and =0 ) =5 =6 =L =8 -9
statistical power for the clustering solutions obtained via the inverted factor )
External criteria
e procédure. Since results were almost identical for the varimax and direct
1 .12 .09 .07 .08 .14 .35 .70
] quartimin procedures, findings based on only the varimax procedure are reported
\ 2 22 .29 .42 .46 .45 .60 .68
here. This seemed warranted because the varimax procedure produced slightly higher
3 .32 .30 .31 .27 .46 .48 .35
¢ accuracy values than the direct quartimin procedure in the previous comparisons. )
4 41 .47 .48 .52 .54 .64 .92
Thus, we sought to obtain an estimate of the optimal statistical power of the
_ | 5 .34 .35 .38 .40 .48 .53 .57
inverted factoring procedure. E
1 | 6 44 .50 .57 61 71 76 .75
h ¢ In each of the seven one-way analyses of variance, the empirically derived
J 7 .19 .27 .28 .29 .44 .48 .35
clusters served as the independent variable and the seven external criteria
. {‘ ) Mean ES .29 .33 .36 .38 .46 .55 .62
€i§$ served as dependent variables. One question we sought to answer was the degree of
R Coverage (%) 100 92 87 83 70 50 22
€ separation between clusters on the external criteria at various levels of coverage.
The statistic f (Cohen, 1977) was used as an index of effect size. The statistic f %K
B \
serves as an index of the degree to which the clusters explained or accounted for “ﬁ}
€ variance in the external criteria. As a rule of thumb, f=.10 is considered a small .
effect size; f=.25 is considered a medium effect size; and f=.40 is considered a
large effect size. Thus,‘effect size is greater than .40 reflect large differences
& between clusters on the dependent variables.
Table 2 reports effect sizes for each of the seven external criteria for the '
variméx grouping procedure. Effect sizes are given at each cutoff point ranging
6 from 0 to .9. This encompasses a range of coverage from 100 to 22%. As shown 1in

Table 2, most effect sizes were in the moderate range. Moreover, there were
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differences between the dependent variables. External criterion #1, for example,
demonstrated Tow effect size at all levels of coverage and particularly for

high levels of coverage. The most important finding, however, is the relationship
between effect siie and coverage. Averaging across all seven dependent variables,
there is a linear and inverse relationship between coverage and effect size. As
coverage decreased, effect sizes increased. In other words, as one classifies
fewer and fewer subjects into groups, differences in the external 2riterja became
more pronounced. This can be interpreted in terms of the ﬁcontinuum 6f classifi-
ability." At 100% coverage many subjects were grouped into ciusters even though
they bear little resemblance to other cluster members and do not differ in the same
manner on the external criteria. Thus, effect sizes are diluted. At lower levels
of coverage, cluster members resemble each other to a greater extent and the
clusters themselves are more representative of fpure types.ﬂ Thus, differences

in external criteria become more pronounced.

Considering the linear relationship between coverage and statistical power,
one may conclude that the lowest levels of coverage offer the best chance of
detecting significant differences in external criteria. This is clearly faulty
reasoning. Statistical power, which is the ability to detect significant differ-
ences among groups, is a function not only of effect size, but also sample size.
As sample size decreases below a certain threshold statistical power also
decreases. Given a cutoff point of .9, for ;xamp1e, one would obtain a large
effect size (.62) but only 22% of the subjects would be classified. With such .

a small sample size the probability of detecting signifjcant diffe;énces in the
external criteria is low, despite the fact that the differences among clusters

are relatively ?1arge." Thus, it is important to distinguish between:the size

of differences between clusters and the significance of these differences,

To evaluate the effects of coverage on statistical power} the probability of
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detecting significant differences among groups was calculated according to the
procedures provided by Cohen (19}7). The p > .01 level of significance was
used in these statistical power calculations. Results for the inverse factor
analysis procedure (varimax rotation) are reported in Table 3. As shown in
€his table, there was a curvilinear relationship between statistical power and
coverage. For these analyses, 100% coverage yielded a .52 prcbability of
detecting a significant difference in external criteria. In other words, one
had about a 50/50 chance of finding a significant difference among clusters.
However, statistical power increased substantially as coverage decreased. Leaving
only 8% of the subject unclassified, for example, boosted statistical power to .60.
Laaving 30% of the subjects unclassified boosted statistical power to .78. At
Tower levels of coverage (e.g., 22%), statistical power again declin;d to only .51.
These results suggest that classifying all subjects will not result in optimal
statistical power. They further suggest that the optimal Tevel of statistical
power may be obtained in the range from 70-83% coverage. Reducing coverage from
70 to 50% resulted in negligible gains in statistical power. Moreover, classifying
too few subjects had a deleterious effect on statistical power, even though this
results in larger effect sizes (See Table 2).

B. Lorr's Technique

1. Procedure. Lorr's non-hierarchical clustering procedure, called
"Build-Up," was also evaluated on Blashfield's 20’mu£tivariate normal mixtures.
Special computer software was written to perforﬁ thege cluster analyses and permit
us to manipulate the inclusion and exclusion cutoff points as described previously.
Lorr's clustering technique was evaluated using 11 combinations of inclusion ana
exclusion cutoff poihts, ranging in significance levels from .10 to .001. We
expected the lowest levels of coverage to arise from high inclusion cutoff points

(.001) and Tow exclusion cutoff points (.10), as explained previously, The
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)
highest Tevels of coverage would arise from inclusions/exclusion cutoff points
Table 3 that were low and close together (.10/.10).
L 2. Calculating Accuracy. The accuracy of Lorr's clustering solutions were
evaluated using asymmetric lambda as described previously for inverse factor
- Statistical Power for inverse factor analysis (VARIMAX) analysis. Additional accuracy measures were also employed, but they yielded
¥ . Cutoff point (loading) the same conclusions. Accuracy results were reported in terms of asymmetric
lambda because this statistic has conceptual advantages and this would permit
=0 24 . =3 =8 =L =8 =2 direct comparisons with the results obtained for the inverse factoring solutions.
& External criteria ”3. Accuracy Results. Mean accuracy results for the 20 multivariate normal
1 .05 .03 .03 .03 .05 .36 .65 mixtﬁres are reported in Table 4. This table reports'mean levels of coverage and
2 .21 .54 .90 .94 .84 .95 .60 accuracy for each of the 11 combinations of inclusion/exclusion cutoff points, for
g 3 .65 .54 .52 .40 .85 .73 10 both the product-mement correlation and the intraclass cerrelation. Unexpectedly,
, 4 .91 .95 .94 .99 .97 .97 .99 there was a curvilinear relationship between accuracy and coverage. In general,
5 .70 .74 .80 .84 .90 .82 42 accuracy was relatively Tow at both high and low levels of coverage. For analyses
€ 6 .95 .99 .99 .99 .99 .99 .74 employing the product-moment correlation, accuracy was maximized in the range from
7 19 .40 42 47 .84 73 _io 49-72% coverage. For analyses emnloying the intraclass correlation, the highest
-~ Mean SP 52 .60 .66 .67 .78 .79 51 accuracies were obtained in the range from 48-68% coverage. The two measures of
¢ Coverage (%) 100 92 87 a3 70 50 ' 29 profile similarity (product-moment correlation and intraclass correlation) did
not differ significantly in either accuracy or coverage. These results are
similar to those previously reported for inverse factor analysis in that high
;“ L 3 levels of'coverage produced Tow accuracy.
| These accuracy results differ from thos obtained for inverse factor analysis
in that low levels of coverage did not produce increasingly higher accuracy values,
E This can be attributed to the idiosyncratic way in which Lorr's ciustering
procedure Builds clusters. In ord;r to achieve Tow levels of coverage the inclusion/
exclusion cutoff points must be extended beyond reasonable and recommended range.
L
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Table 4 ' ‘
Mean Accuracy and Coverage values for Lorr's Non-hierarchical Clustering Technique.
Cin .001 .01 ,025 .05
G« .01 L5 .05 .0 .28 05 0 .05 D .10
Intraclass correlation
Accuracy .74 .74 .74 J1 .96 .95 .96 .94 .93 .88
Coverage (%) 31 29 27 25 5G 53 48 68 61 75
, "
Product-moment
Accuracy .73 .73 .7}3 .69 .95 .95 .94 .92 .91 .87
Coverage (%) 34 31 %’ ?‘»\ . 26 62 55 49 72 62 77
Note: Table entries are mean values based on the analysis of 20 mixtures.
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That is, the inclusion value must be set exeeed%ngly high while the exclusion
value is §et exceedingly low. This results in the construction of very
peculiar clusters which are not representative of the "pure types" that

would be expected at Tow levels of coverage.

. Another unexpected finding was that not combination of inciusion/exclusion
criteria resulted in 100% coverage. Even the Towest combination of inclusion/
exclusion criteria (.10/.10) failed to classify all subjects. It is possible
that 100% coverage could be achieved with even tower inclusion/exclusion
criteria, but such cutoff points are not recommended, given the rationale of the
grouping procedure. *

4. Effect Size and Statistical Power. Effect size and statistical power

for Lorr's technique were evaluated on the same multivariate data set used with
the inverse factor analysis described previously. Again, clusters defined on the
basis of Lorr's grouping procedure served as the independent variable and each of

“~

the seven external variables served as the external criteria or dependent variables.m g
One-way aha]yses of variance were used to evaluate effect size and statistical «ai‘
power according to procedures described previously. Since results for the product-
moment correiation and one-way intraclass correlation were almost identical, only
results for the product-moment correlation (the measure originally recommended by
Lorr) are reported here.

Effect siie, as méasured by Cohen's f statistic, are reborted in Table 5. The

effect size, coverage, and number of clusters obtained for each of the 11 combin-

ations of inclusion/exclusion criteria are given. Overall, the effect sizes were

high, mostly in theﬂmedium to large range and showed a linear/inverse relationship ¥

to coverage. That is, high levels of coverage resulted in lower effect sizes. As &
coverage decreased there was a general increase in effect size. These results are

similar to those previously reported for inverse factor analysis.

.:“*-1




External criteria

1
2
3
4
5
6
7
E

Mean ES
Coverage (%)

#Clusters

Cin

Cex

e & o ) 5 ] % : 3
lable b
Effect Size for Lorr's Non-hjerarchica] Procedure (correlation) .
.001 .01 .025 .05 .10
.01 .025 .05 .10 .025 .05 .10 .05 .10 .10 .10
.74 7 .74 .72 .40 .39 .40 .34 .38 .35 .30
.88 .88 89 .90 .64 .62 .63 .56 .59 .60 .40
.56 .58 51 .53 .57 .58 .50 .51 .50 .54 .39
.86 85 .86 .88 .66 .67 .63 .61 .62 .54 .39
.57 .49 32 .22 .54 .51 .29 .43 .39 .41 .39
.58 67 .69 .44 .65 .65 .66 .51 .54 .50 .4
45 40 gl 38 a4 42 36 42 . 46 .30
.66 65", 62 .58 .56 .55 .49 .48 .49 .49 .37
§
32 30 \\ 26 22 64 56 52 78 71 84 95
\
6 6 } 5 4 8 7 6 8 7 7 7
har
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Table 5 also shows an unexpected relationship between the inclusion/exclusion
criteria and the number of clusters obtained. With Lorr's technique, the number of
clusters is not determined a priori, but is free to vary and is determined by the
inclusion/exclusion criteria. Overall, the number of clusters ranged from 4 to 8
and was clearly dependent upon the relative values for inclusion and exclusion.
Specifically, combinations of inclusion and exclusion criteria which were close
togefher resulted in more clusters than combinations that were far apart. This
can be explained easily, in that the closer the cutoff points, the fewer the
subjects excluded from the clustering in each clustering cycle. This leaves
more subjects available in subsequent cycles for constructing more clusters. In
addition, the number of clusters appear to be related to the absolute value of the
inclusion criterion. In general, the lower the level of the inclusion cutoff
paint the greater the number of clusters.

Statistical power for each of the seven external criteria were also calculated
for the 11 runs bf Lorr's technique. Statistical power results are reported in
Table 6. 0vera11§ statistical power values were high, reflecting a high probability
of detecting a sfénificant difference among clusters. Statistical power was also
related to coverage. Statistical power was relatively low at extremely high (< 85%)
and low (> 55%) coverage. For these data, statistical power was maximized in the
range of 64-84% coverage. There were clear disadvantages to reducing coverage
below 50%. Classifying only 22% of the sample, for example, resulted in only a .49
probgbility‘of detecting a significant difference in external criteria. This can
be comparedﬁia the .82 probability of detecting a significant difference at 84%
coverage.

C. Centroid Clustering.

1. Procedure. The 20 benchmark mixtures were also analyzed using the centroid

clustering/nearest centrnid assignment procedure previously described by Edelbrock
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External Criteria .
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Mean SP
Coverage (%)

#Clusters
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Table 6
Statistical Power for Lorr‘; Non-hierarchical Procedure (correlation)

.01 .05 .10

.01 .025 .05 .10 .025 .05 .10 .05 .10 10 .10
.90 .73 .86 .74 .49 .39 .46 .44 .55 .50 .41
.99 .95 .95 .95 .95 .90 .94 .93 .95 .99 .76
.52 .48 .38 .40 .90 .86 74 .90 .85 .95 .74
.99 .93 .94 .93 .97 .94 .94 .98 .98 .95 .74
.60 .31 .10 103 .86 .70 .20 .69 .57 .68 74
.61 .62 .76 .25 .97 .92 .95 .90 .90 .92 77
.32 i}gg A2 14 .60 .48 .32 .69 .62 .79 A1
.70 .60 .59 .49 .82 .74 .65 .79 77 .82 .65
32 30 26 22 64 55 52 -+ 78 A 84 95
6 6 5 4 8 7 6 8 7 7 7
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and Achenbach (1980). The strategy by which this method constructs clusters was
described previously. One practical problem with this method is that it does not
yield a discrete number of clusters, but rather a hierarchical arrangement of
objects and groups. Determining the appropriate number of clusters in a hierarchical
golution is a difficult and thorny problem (cf. Mojena, 1977). In this research,
the number of clusters was set to equal the number of underlying populations in the
mixture. Outliers were excluded from determining the number of clusters to avoid
the problem of a single outlier being considered a "cluster" (See Edelbrock, 1979
for a discussion of this methodological problem).

Two measures of profile similarity were tested using the centroid clustering
procedure: the product-moment correlation and the one-way intraclass correlation.
Previous research or the centroid clustering procedure (Edelbrock and McLaughlin,
1980) had suggested that the intraclass.correlation would result in higher accuracy,
but it was necessary to explore this question further here. Running analyses on

both of these measures would also maximize comparability with Lorr's technique as

Each of the 20 multivariate normal mixtures was analyzed separately using the
controid clustering technique employing either the product-moment correlation or
the one-way intraclass correlation as the measure of profile similarity. For each
clustering solution, the appropriate number of clusters was determined (excluding
outliers) and the cluster centroids were calculated. Each object was then classified
accdrding to the cluster centroids, using the nearest centroid assignment procedure
described previously. The minimum value required for classification could be
varied to manipulate coverage. Six minimum cutoff points were used, ranging from
.0 to .9.

2. Calculating accuracy. After objects were assigned to clusters using the

nearest centroid procedure, asymmetric lambda was calculated as an index of the

L 4
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accuracy of the clustering solution. Again, cluster membership served as the
“independent variable" in the cross-classifications, while true population
membership served as the "dependent variable." The accuracy values thus reflect
the degree to which the true population membership could be predicted by the

¢lustering solution.

3. Accuracy Results. Mean accuracy results for the 20 multivariate normal

mixtures are reported in Table 7. This table shows mean accuracy (lambda) for
.the centroid method using either the product-moment correlation or the intraclass
correlation. Mean accuracy and coverage values are given for cutoff points of .0,
.1, .3, .5, .7, and .9--corresponding to coverage levels ranging from 100 down to
9.4% As shown in Table 7, accuracy values were moderately high and were related
to coverage in the expected way. That is, accuracy increased relative to declines
in coverage in a quasi-linear way. Thus, accuracy was lowest at 100% coverage and
increased monotonically as coverage decreased. Unlike Lorr's technique, accuracy
did not deteriorate at the lowest levels of coverage. For the centroid clustering
procedure, accuracy continued to increase even below 15% coverage.

Table 7 also indicates that the intraclass correlation yielded higher accuracy
values than the product-moment correlation. For example, at 100% coverage, the
intraclass correlation resulted in an accuracy value of .73, whereas the product-
moment correlation resulted in an accuracy value of .68. This difference is
significant (p > .05) by the paired t-test. Although the cutoff points did not
yield perfectly comparable levels of coverage for the product-moment correlation

and the intraclass correlation, the results in Table 7 indicate that the intraclass

correlation resuited in consistently higher accuracy values at lower levels of

coverage. This {s consistent with previously reported comparisons between these

two similarity measures (Edelbrock and McLaughlin, 1980).
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Table 7 4, Effect Size and Statistical Power. The effect siie and statistical power

ey

of the centroid clustering procedure was evaluated on Blashfield's data set #17,

’

in a manner described previously for inverse factor analysis and Lorr's non-
Mean Accuracy and Coverage Values for the Centroid Clustering Procedure.

hierarchical clustering technique. The results for the product-moment correlation

Cutoff Point dnd the intraclass correlation were similar. We chose to report the results for

: 3 ; , 9 the intraclass correlation since this measure produced significantly higher levels
00 N — M = —

Intraclass correlation of accuracy and appeared to be the similarity measure of choice for this clustering
ntrac

}
Accuracy : 725 733 .762  .807  .905  1.00 ‘ | * method.
coverage (%) 100 96.1 84.9 56.3 25.6 1.3 F Mean effect sizes for the clustering procedure are reported in Table 8. This

; table summarizes effect size as measured by Cohen's f statistic, for each of the
Product moment correlation |

f j seven external criteria at six levels of coverage dictated by the cutoff points.
£ Accuracy .688 .690 715 .778 .853 .968 i: z

As shown in Table 8, effect sizes were predominantly in the high range. As
Coverage (%) 100 97.9 92.7 73.0 38.8 14.9

rma———

expected, effect size had a curvilinear relationship to coverage: effect size

-
-
7

. was lowest at 100% coverage and increased as coverage declined to about 30%.
i \
€ NOTE: Table entries are mean values based on 20 mixtures.

Below 30% coverage, effect size dropped slightly.

e St A 3

Statistical power results are reported in Table 9. As shown, statistical

power was very high for all cutoff points and showed a moderate relationship

to coverage. A pronounced curvilinear relationship is also evident. Statistical

e svare-adr e =t .
]

power was relatively high at 100% coverage, increased'moderately as coverage
decreased to 60%. Below 50%, statistical power'deterjorated rapidly. At
extremely low levels of coverage (6%) statistical po@ér was extremely low (e.g.,
indicating only a .02 probability of detecting a sigﬁ%ficant difference). Overall,

2? ’ ,statisticai/power was maximized at 60% coverage although it was high even at 100%

coverage.

D. Between Method Comparisons

A major goal of this research was to document relations between coverage and

both accuracy and statistical power for a variety of clustering procedures. An
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Note:

Table 8

Effect Sizes for Centroid Analysis (intraclass correlation)

Cutoff point (ICC)

=01 =1 =3 =5 i -9
1 criterion
1 .49 .50 .55 .87 .79 .99
2 .16 .16 .31 .54 .99 .99
3 .65 .64 72 .63 .25 .10
4 .67 .65 .80 .86 .99 .82
5 .76 .75 .80 .99 .99 .99
6 .34 .34 .37 .56 .96 .99
7 .52 .52 .53 .50 .43 .21
ES .51 .51 .58 .71 .77 .72
rage (%) 100 98 87 60 29 6

Table entries refiect effect size (f) calculated from analysis of

variance according to procedures described by Cohen (1977).
Separate one-way analyses of variance were used, with clusters

(k=4) serving as the independent variable and the external criteria

serving as the dependent variable.
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Statistical Power for Centroid Analysis (intraclass correlation)

Table 9

Cutoff point (ICC)

.0 .1
External criteria

1 .98 98

2 .08 .07

3 .99 .99

4 .99 .99

5 .99 .99

6 .72 .69

7 .98 .98

Mean SP .82 82
Coverage (%) 100 38

.3

.99

.99
.99
.99
71
.99
.88

87

.5

.99
.89
.96
.99
.99
.97
.99
97

.7

.84
.99
.05
.99
.99
.99
.20
72

29

.10
.10
.01
.09
.06
.10
.10
.02

49

Note: Table entries reflect probability of detecting significant differences

(p<.01) in external criteria between 4 clusters.
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equally important goal, however, was to compare clustering methods against each
other on the same data sets. Thus, three clustering methods--inverse factor
analysis, Lorr's non-hijerarchical clustering technique, and centroid clustering--
were Ebmpared in terms of (a) accuracy in solving 20 multivariate normal mixtures
th (b) effect size and statistical power these methods afford on exterpa]
criteria on the test data set: Our goal was to be able to judge the relative
merits of different clustering procedures on the same criteria, even though they
construct clusters in vastly different ways. These comparisons provide a basis
for selecting the best clustering procedures in future research using real data.

1. Accuracy comparisons. Direct comparisons among the three best clustering-

procedures (inverse factor analysis-varimax, Lorr's technique-product-moment
correlation, and centroid clustering-intraclass correlation) is complicated by

the fact that these procedures do not necessarily produce the same number of

clusters or identical levels of coverage. Nevertheless, some comparisons between
methods are possible, despite the fact that they construct clusters in different : 3
ways and employ different mechanisms for manipulating the coverage of the resulting i!k
classifications. These comparisons were possible here because the thrze grouping
procedures were evaluated on the same 20 data sets and identical measures of
accuracy and statistical power were employed.

Accuracy results for the three grouping procedures are reported in Table 10.
This table reports mean accuracy values (lambda) and levels of coverage based on
the analysis of the 20 multivariate normal mixtures. Table values reflect some
minor interpolation between raw data points to permit comparisons across methods
(i.e., coverage values were grouped according to 5% levels). Among the four
inverse factoring procedures j # k solutions were consistently more accurate than
j = k solutions for both the variman and direct quartimin rotations. In addition,

varimax solutions were consistently more accorate than the direct quartimin solutions

x:%, .
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Table 10
Accuracy Results for Inverse Factor Analysis, Lorr's Technigue and Centroid Clustering.
COVERAGE (%)
Method 100 90 80_ 70 60 50 40 30 20 10
Inverse Factor Analysis
Varimax (j=k) .66 -- .68 -- JY - 74 - -- -- .80 -- -- -- .83 -- - -- .88
D-Quart (j=k) 61 - -- 66 .69 -- .73 -- -- .78 -- - - .82 -- - == .83 --
Varimax (J#k) 73 .76 .78 -- -- 81 -- -- .85 -— - - -—- .90 -- -— - -- .95
D-Quart (j#k) Jir .74 76 -- -- 80 -- -- .84 _— - -- -- B8 -- - - -~ .90
Lorr's Technique
Correlation -~ 75 a=  —= = 87 .92 -- .92 -~ .94 -- -- .73 ..73‘ .89 -- -— -
Intraciass r SR 7 AR S E‘Ba 94 -- .95 .95 .96 = -=  -= 74 71 -= - -
%
Centroid Clustering v
Correlation .69 .69 .72 -- -- 78 .- - -- - e= == 85 - .- “—— -- .97 --
Intraclass J3 .73 - 76 -~ L -1 _— e= ee e - 91 .- - -- 1.00
NOTE: Table entries represent mean accuracy results (lambda) for 20 multivariate normal mixtures.
a

v s A —

i e e g o



52

at all levels of coverage. Thus, the most accurate inverse factoring procedure
was the varimax rotation with the number of clusters determined empirically

via Cattell's scree test. For both Lorrfs technique and centroid clustering,

the one-way intraclass correlation yielded slightly higher accuracy than the
;roduct-moment corvelation. This is presumably because the intrac]ags correlation
utilizes information based on elevation and scatter of profile scores in addition
to shape (cf. Edelbrock and MclLaughlin, 1980).

Considering the most accurate of each of the three grouping procedures (inverse
factor analysis-varimax, Lorr's technique-intraclass correlation, and centroid
clustering-intraclass correlation), differences in accuracy are negligible in the
range from 90-100% coverage. For example, the varimax procedure yielded clustering
solutions Qith a mean accuracy of .76 for approximately 95% coyerage, whereas Lorr's
technique resulted in a mean accuracy of .77 and centroid clustering produced a
mean accuracy of .73. These differences are not statistically reliable. At
medium levels of coverage (50-85%) there was significant differences among the 3
procedures. Lorr's technique proved to be the most accurate method at medium
levels of coverage, with accuracy values ranging from .88-.95. Inverse factor
analysis was the next most accurate, with mean accuracy values ranging from .81-.85.
Cantroid clustering proved to be the lease accurate of the 3 procedures, with mean
accuracy values ranging from .76-.81 at medium levels of coverage. At lower levels
cf coverage (10-45%) the situation was reversed, with inverse factor analysis and
centroid clustering (.90-.95 and .91-1.00, respectively) performing better than
Lorr's technique (.71-.74),

This finding indicates that comparative evaluation ¢f clustering procedures
depends upon level of coverage at which comparisons are made. At high levels of

coverage, the three best clustering procedures were comparable in terms of

accuracy. However, at medium levels of coverage, Lorr's method proved to be the

R I T e
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most accurate method, followed by inverse factor analysis, and finally the centroid

clustering procedure.

2. Statistical Power Comparisons. Mean values for statistical power,
§veraged across the seven external criteria on Blashfield's data set #17 are
reported in Table 11. These mean accuracy values are reported for the most
accurate of each of the three grouping methods: (a) inverse factor analysis-varimax,
(b) Lorr's technique-intraclass correlation, and (c) centroid clustering-intraclass
correlation. As shown in Table 11, centroid clustering produced the highest levels
of statistical power, whereas inverse factor analysis produced the lowest. The
inverse factoring procedure produced lower levels of statistical pcwer with one
exception: af 50% coverage inverse fgctor analysis produced a higher level of
statistical power than Lorr's technique (.79 vs. .65, respectively). However,
in the range of coverage in which accuracy is maximized (55-85%), the centroid
technique was clearly superior to the other two procedures in terms of statistical
power. This suggests that the centroid technique is more likely than other methods
to construct clusters that will differentiate among subjects in terms of external
criteria. This is particularly true if the procedure is used to construc class-
ifications having coverage in the range of 55-85% coverage. If classifications
having high coverage ‘are to be constructed (< 95% coverage), inverse factor analysis
and Lorr's technique would appear: to be promising methods.

E. Summary and Conclusions

Our research results have documented a strong relationshp between level of
coverage and both accuracy of clustering solutions and the statistical power of
cluster based classifications. For each of the three clustering procedures
tested heve, 109% Coverage resulted in less than optimal accuracy in recovering
predetermined populations from computer generated mixtures. For all three methods,

the accuracy of c1gstering solutions was substantially boosted by 1eav{ng a portion
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Table N

Statistical Power Comparison for Three Grouping Methods

COVERAGE
100 2 80 0 60 50 40 30 20 10
Method
A . 52 .60 -- .66 .67 - .78 e e we 79 em em e ee e= Bl e e
B - .57 -- .82 -- .79 .77 .82 -~ 72 .65 -~ -- 70 .60 .59 .49 -- --
C 82 -- -- .88 -~ —_— - - .97 -- - - e - 712 «e - -- .02
v 4

NOTE: Method A: Inverse Factor Analysis - Varimax rotation, j#k.
Method B: Lorr's non-hierarchical clustering technique - intraclass correlation.

Method C: Centroid clustering - intraclass correlation.
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.suggest that tyopologies or classifications having levels of coverage in the medium

. |

55

of subjects unclassified. In fact, leaving only 15-25% of the subjects unclass- |

ified resulted in a substahtia1 jncrease in clustering accuracy for all methods. ;
These results further suggest that the accuracy of clustering solutions can be

maximized in the range of 55-85% coverage. For all of the methods we tested,
{hcreasing coverage above 85% had deleterious effects on clustering accuracy. In
other words, pushing the level of coverage above 85% is likely to result in an
increasing probability of misclassification.

Taken together, these results support the concept of a "continuum of classifi-

ability" in the behavioral and social sciences. Based on these findings, we would

not recommend that behavioral and social scientists attempt to classify 100% of

their subjects into mutually exclusive groups. Alternatively, taxonomists should

experiment with the heuristic and predictive value of classifications having less

thar 100% coverage. Our results further suggest that predictive power of empirically

derived taxonomies can be maximized by constructing classifications having coverages ‘ i

of approximately 55-85%. i »
The statistical power results further indicate that the level of coverage of

classifications is strongly related to the probability of detecting significant

correlates of cluster membership. For all of the methods we tested, 100% coverage

produced less than optimal probabilities of detecting significant differences

among clusters. Instead, statistical power was maximized in the range of 55-85%

coverage. At the other extreme, statistical power also deteriorated at Tow Tevels

of coverage (at least for sample sizes in the range of 100-150). These results

range will be optimally predictive of external criteria, Although a high level

e o

of coverage may be desirable when constructing classifications, it is clear that
attempts to classify everybody will result in increasing misclassifications and

reduced predictive power.
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An additional point to be emphasized, however, is that with the development
of methods for manipulating the coverage of empirically derived taxonomies, it is
not necessary to derive a single classification of subjects with one level of
gpverage. Researchers should be encouraged to experiment with variou;‘levels of
coverage (using procedures such as thosedeveloped and presented here). Researchers
should also attempt to determine the optim.? level of coverage for the classifi-
cations they derive. Of course, the level of coverage one seeks is also related
to the purpose of the classification, If the goal is to optimize statistical power
of a typology, coverage in the medium range may be warranted. Alternatively, if the
goal is to characterize "pure types", lower levels of coverage would be useful.

In an epidemiological study aimed at accounting for the generality of a phenomena
in a population, very high levels of core coverage may be warranted.

The between method comparisons reported here indicate that the clustering
procedures we tested are not equivalent in terms of their accuracy in grouping
objects drawn from computer generated populations or in terms of predictive
power. Lorr's non-hierarchical clustering procedure performed exceptionally well

in both respects and should be given serious consideration in future clustering

_ efforts. For Lorr's technique, both the product-moment correlation and the

intraclass correlation resulted in high accuracy and high predictive power.
Nevertheless, the intraclass correlation performed slightly better. In evaluating
inb!uéion and exclusion criteria for Lorr's technique, inclusion criteria no
higher than .01 and exclusion criteria no Tower than .05 were optimal. The
inclusion/exclusion combination of .01/.025 is recommended as the best compromise
in terms of accuracy, coverage, and statistical power. This is, of course, only

a general guideline, and the optimal inclusion/exclusion combination will depend
upon many factors, including the number of clusters one seeks to derive, the

sample size, etc.
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Results on the inverse factoring procedures are also encouraging, considering
that this method has been widely criticized as a grouping procedure. In our
comparisons, varimax procedures performed quite well, both in terms of accuracy
and statistical power. This was particularly the case when the number of clusters
was determined empirically via Cattell's method. In fact, at high levels of
coverage, the va}imax procedure produced clustering solutions that were as accurate
as those produced by Lorr's teachnique and the centroid clustering procedure.

The centroid clustering-neura centroid assignment procedure performed
exceptionally well in terms of both accuracy and statistical power. Overall, this
method produced very high levels of accuracy and statistical power. A major obstacle
to this method, however, is the difficulty in‘detennining the appropriate number of
clusters. The other two procedures (inverse factor analysis and Lorr's technique)
determine the number of clusters empirically. The centroid method, which is a
hierarchical clustering procedure does not. Future research is clearly needad to
operationalize reliable and objective rules for determining number of clusters.in
a hierarchical clustering solution (e.g., Mojena, 1977). Unfortunately,
comprehensive research on various stopping rules for hierarchical clustering
algorithms was beyond the scope of this research. It is possible that the
development of objective stopping rules for the centroid clustering procedure
would result in even greater accuracy and statistical power. Thus, we would
recommend that the centroid clustering procedure be seriously considered, by
cluster analysts doing methodological investigations as well as by applied

researchers.
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9,390 52,419 46,759 58,380
8,029 50,951 54.924 42,081

9,328 358,239 35,312 43,519
7
98,081 69,181 42.962 52,039

564041 58,656 92,327 60,795
464974 61,617 51,904 55,4601
34,089 50,966 37,095 44,458

54,137 57,855 50,011 58,143
4,207 56,863 50,762 55,171

49,242 54,764 49.490 39,181
94170 3584712 37,358 58,929
31657 48,203 60,184 59,437

41,451 98,297 346,975 48,247

42,060 55,306 37,810 47,362
46,464 54,341 50,351 §9.580

52,458 58,253 48,287 42,359
2,482 41,321 48.781 44,081
61,125 58,841 54,749 71,342

50,082 53,843 59,544 44,315
49,581 61,753 45,672 54,602

4,315 57,294 20,398 52,
4

9,921 63,114 34,331 4
38,797 53,724 25,405 57,423
45,424 S8.358 39,164 63,394
50,488 57.44% 46,114 63.994
0,638 56,298 51,784 62,414
45,703 59,224 46,519 56,838
1,102 $5.110 35,325 49,713
35,690 61,332 43,662 51,949
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Appendix B
FORTRAN Listing for Lorr's non-hierarchical clustering technique

3

t

4.0

219

>
L

61846 35,245 59,035 48.93¢
9,100 40,552 51,8738 42,509
40,557 43,397 53.470 48,418

44,010 48,175 54,254 7
46,062 45,432 55,758 45,278
45,696 43,208 52,200 66,100

39.703 48,4846 52,188 51,982
36,4545 44,839 48,054 46,749
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Abstract

Inverted factor analysis was evaluated on 20 previously studied multi- -
variate mixtures. Two methods of determining number of factors and “wo
rotational methods--orthogonal varimax and oblique direct quartimin--were
Fompared. Objects were assigned to groups on the basis of highest absolute
factor loadings, with the mimimum loading required for assignment systematically
varied. Rotational methods did not differ significantly in either accuracy or
coverage of the resulting classifications. Paradoxically, setting the number
of factors equal to the number of underlying populations resulted in less
accurate solutions than determining the number of factors empirically by
Cattell's scree test. More importantly, the inverted factoring technique was
found to be as accurate as the best hierarchial clustering algorithms previ-
ously tested on these mixtures. Thus, despite the implausibility of the
factor analytic model for generating typologies--and numerous other problems

and criticisms--inverted factor analysis appears to be a useful taxonomic

tool,




Inverted Factor Analysis: An Evaluation using Benchmark Data Sets
Inverted factor analysis, also known as Q-factor analysis, inverse factor
analysis, and profile factor analysis, is one of the oldest and most widely

used procedures for constructing typologies in the behavioral sciences. The

,basic rationale of this procedure has not changed since Stephenson introduced

the "inverted factor technique“.in 1936. In fact, Stephenson's original

articles (1936a,b) still provide a lucid introduction to the method. In the

past 30 years, inverted factor analysis has bezen used in numerous studies to ‘

identify subtypes of individuals, particularly in the areas of psychiatry and
deviant behavior (Butler & Adams, 1966; Collins, Burger & Taylor, 1976;
F]eis§, Lawlor, Platman & Fieve, 1971; Guertin, 1952, Katz & Cole, 1963;
Monro, 1955; Overall, Hollister, Johnson & Pennirgton, 1966; Raskin & Crook,
1963). The inverted factor technique has also been discussed in several
methodological treatises (Baggaley, 1964; Broverman, 1961; Cattell, 1952;
Morf, Miller and Syrotuik, 1976; Overall and Klett, 1972; Ross, 1963; Ryder,
1966; Stephenson, 1953).

Despite its historical precedence and diverse applications, inverted factor
analysis has been strongly criticized as a method of generating typologies
(Baggaley, 1964; Fleiss et al, 1971; Fleiss, 1972; Fleiss & Zubin, 1969;
Jones, 1968; Lorr, 1966)." A standard criticism has involved the use of the
product-moment correlation index similarity between individuals. The correla-
tion coefficient indexes similarity only in profile shape, not elevation ar
scatter., Moreover, a correlation of 1.00 does not necessarily indicate thét
two profiles have identical shape, but only that they are linear functioné
of one another (see Edelbrock & McLaughlin, 1980; and Fleiss & Zubin, 1969 for
more detailed discussions). This critiéism is not Unique to inverted factor

analysis, however, in that a variety of clustering methods can employ the
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correlation coefficient as the measure of profile similarity (e.g., Carlson,
1972; Edelbrock, 1979; Lorr, Bishop & McNair, 1965; Lorr & Radhakrishnan,
1967).

Several other criticisms have been raised that are more pertinent
to the inverted factoring technique. Fleiss and Zubin (1969), for example,
have questioned the appropriateness of the linear model underliying factor
analysis to the task of generating typologies of individuals. 1In particular,
they have asked whether it makes any sense to say that an individual represents
*X" amount of one type ﬂ]us "Y® amount of another type, and so on. Lorr
(1966).has further questioned the rationale of rotating Q-factors. Even if
unrotated factor loadings represent similarity to underlying "types", what is
the meaning of transforming such loadings so as to better approximate simple
structure?

Fleiss and Zubin have also objected that the number of types one may
identify is limited bj&theﬁnumber of variables in the analysis. The maximum
number of factors that Cgﬁ,be extracted from a correlation matrix is equal to
the rank of the matrix. For a matrix of Q-correlations, rank is at most p -
1, where p equals the number of variables. Fleiss and Zubin therefore reasoned
that the maximum number of types one can identify is equal to the number of
variables minus 1. This is obviously a problem when one has few variables
with which to work, but seeks to identify several types of individuals.

Achenbach and Edelbrock (1981) have noted an additional problem involving
procedures of factor extraction. Since the first factor typically extracts
the most variance from the correlation matrix, it will encompass more indiyi-
duals ha§1ng high 1oadings than subsequent factors. This bias towards con-
structing one large group followed by successively smaller and smaller groups

is rarely justified in taxonomic research. Clearly, the relative size of the
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groups should be determined by the data, not the taxometric procedure. Other
methodological problems and issues include: (a) translating factor scores
into discrete groups of individuais, (b) determining the appropriate number of
factors, and (c) selecting a rotational procedure. The latter two problems
also arise in regular R-factor analysis and have been discussed in detail

el sewhere (cf. Mulaik, 1972; Harman, 1976).

Given these problems and criticisms, one would expect inverted factor \
analysis to have been laid to rest long ago--but this is not the case. More
than 40 years after its inception, the technique is still in use. Furthermore,
it has generated heuristically valuable and predictive typologies. A parti-
cularly gocd example is the nosology of depression constructed by Overall et
al (1966). Using an inverted factoring procedure (Overall & Porterfield,
1963), three subtypes of depressed patients were identified, based on scores
on the Brief Psychiatric Rating Scale. In a subsequent double-blind comparison,

the three subtypes (Tabelled Anxious, Hostile, and Retarded) were found to

differ markedly in terms of response to anti-depressant drugs. The value of
inverted factor analysis in taxonomic research has been corroborated by
several other recent studies (Collins et al, 1976; Evenson, Altman, Sletten &
Knowles, 1973; Kunce, Ryan & Eckelman, 1976; Meyer & ﬁjine, 1977; Raskin &
Crook, 1976).

A Reconsideration

There are several compelling reasons for reconsidering inverted factor
analysis as a taxonomic tool. For one, fruitful applications of the technique
wouid appear to mitigate any methodological criticisms. Second, some points
of criticism are patently wrong. For example, although the number of factors
may be limited to p - 1, the number of types is not limited to the number of

factors. In practice, inverted factor analysis may yield bipolar factors
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comprised of both positive and negative loadings. Such bipolar factors have
been taken to represent two underlying types manifesting opposite patterns of
scores. Carlson et al (1976), for instance, obtained only four factors, but

because each was bipolar, eight subtypes were identified. Third, some

, criticisms are based on dogma, not empirical facts. Some recent studies

suggest that long-established psychometric dogma is in desperate need of
revision. For example, despite thea so-called "superiority" of distance
measures for indexing profile similarity (e.g., Eades, 1965; Fleiss & Zubin,
1969: p. 239), recent Monte Carly studies of hierarchical clustering methods
have shown that correlation yields substantially better recovery of underlying
mixture populations than Euclidean distance (Edelbrock, 1979; Edelbrock &
McLaughlin, 198C). Finally, there have been very few attempts to test. the
inverted factoring technique empirically against other methods. One exception
is the recent study by Blashfield and Morey (1980). Using Monte Carlo proce-
dures, data sets designed to mimic MMPI psychotic, neurotic, and personality
disorder patterns were generated then analyzed by‘inQerted factor analysis,
Lorr's non-hierarchical clumping procedure (Lorr et al, 1965), a hierarchical
clustering algorithm called average 1inkage, and Ward's (1963) minimum variance
technique. Blashfield and Morey concluded that the average linkage method
yielded the best clustering solutions. For some daté'sets, however, the
inverted factoring technique resulted in substantially feWér miscTassifications

than the other three methods.

Purbose of this Study

The purpose of this study was to evaluate inverted factor analysis on a
;;andard set of multivariate mixtures. This research builds on Blashfield and
Morey's recent study in the following ways: (a), a broad range of multivariate

mixtures differing in number of variables, number of under]ying'pOpulations,
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difficulty of solution, etc., were analyzed, (b) two methods of determining
number of factors were tested, (c) two rotational procedures--one orthogonal

the other oblique--were compared, and (d) the effects of varying fhe minimum
loading required for classification were systematically evaluated. In addition,
comparisons between the inverted factoring technique and several hierarchical
clustering algorithms were made.

Methods

Data Sets

It has been argued previously (Edelbrock, 1979; Edelbrock & MclLaughlin,
1980) that evaluations of taxometric methods should inciude test on “benchmark"
data sets--that is, data sets have been well-characterized, are available to
other investigators, and have been used in previous mixture model studies.
chh henchmark data sets provide a common standard against which to compare
clustering and classification methods and thus increase the generalizability
of‘mixture model tests. With this in mind, 20 multivariate normal mix-
tures generated by Blashfield (1976) were selected for this study. These
al data in many ways, including (a) representative range of
number of variables ang>ﬁ;pulations, (b) quasi-normal distribution parameters,
(c) addftion of “measurement" error to scores, and (d) varying strength and
complexity of the covaviance structure of %hg underlying populations. These
data sets have also been used in previous te;ts of hierarchical clustering
algorithms (Blashfielid, 1976; Edelbrock, 1979; Edelbrock & McLaughiin, 1980),
so direct comparisons across studies are possible.

Procedures .

Data were doub?e-cehtergd accori%ng to the rationale and procedqre

given by Qverall and Klett (1972; pp. 203-204). Variables were standardized

(mean = 0, sd = 1) and scores were then standardized equivalently across objects.
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Each of the 20 (object X variable) data sets was then 1nvefted (i.e., to
represent a variable X object matrix) and subjected to principal-components
factor analysis using the BMDP4M - program. It is important to note that
double-centering the data results in bipolarity of the unrotated factors.

, However, it does not necessarily resuit in bipolarity in the rotated factors,
which were used here.

Two procedures were used to determine the number of factors. First, for
each mixture, the number of factors was set to equal the number of underlying
populations. Since the rotated factors were not bipolar, each factor'comprised
only one group of objects having high loadings in the same direction. Thus ,
determing the number of factors in this way is tantamount to setting the
number of groups (j) equal to the number of underlying populations (k). These
20 analyses are subsequently designated by the notation j = k.

Second, the number of factors was determined by examining eigen values.
For these data sets, the commonly used “eigen value greater than 1" rule
resulted in considerable over-factoring. A few factors having large eigen
values weére obtained followed by sevérai having eigen values slightly greater
than 1.00. This problem was also encountered by Blashfield and Morey (1980).
Following their procedure, Cattell's (1966) scree test was used to determine
number of factors. In this study, both investigators examined the eigen value
plot for each mixture and 1ndepeﬁdently selected the number of factors.
Although we agreedeor all 20 mixtures, the number of factors indicated by
the scree test did not always equal the number of undegﬁying populations. For
eight mixtures, the number of factors equalled one more than the number of
underlying populations (f.e., k + 1), These 20 analyses are subsequently
designated by the notation j # k (i.e., the number of gtoups did not neces-

" sarily equal the number of populations),
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One issue in factor analysis is whether tc construct orthogonal (uncor-
related) or oblique (correlated) factors. This is an important consideration
when deriving typologies because rotational procedures substantially affect
final factor loadings, which are the basis for constructing groups. Most
previous aﬁplications of inverted factor analysis (e.g., Blashfield & Morey,
1980; Collins et al, 1976; Fleiss et al, 1971; Katz & Cole, 1965) involved the
varimax rotation-~an orthogonal procedure. In this study, both varimax
(orthogonal) ind direct quartimin (obliqua) rotaticns were compared. This
yields four analyses of 20 mixtures each: j = k and j # k with either
varimax or direct quartimin rotation.

A crucial {ssue that arises in inverted factor analysis involves translat-
ing factor loadings into discrete groups of objects or individuals. A common
procedure has been to assign individuals to groups on the basis of highest
factor loadings (in terms of absolute value). Some investigators have speci-
fied a minimum loading required for classification. Fleiss et al (1971), for
example, selected a minmum loading of .40. Individuals whose highest loadings
were less than .40 were left unclassified. 'In their Monte Carlo study, '
Biashfield and Morey (1980) selected a minimum loading of .60, with the
additional criterion that an object could not have a loading of .60 or higher
on any other factor. These rather stringent criteria reduce coverage substan-
tially, but result in more dis¢inct and homogeneous groups.

In this study, objects were assigned to groups on the basis of their
highest loadings. Thts is a simple?procedure for constructing groups, but the
coverage of the resulting classification can be manipulated by simply changing
the minimum 1bad1ng required for assignment. A léw cutoff point results in
the classification of a high proportion of objects into relatively heteroéenous
groups, whereas a high cutoff point results in the classification of a Tow

proportion of objects into more distinct, non-overlapping groups. This
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assignment procedure therefore makes it possible to evaluate classifications
at several levels of coverage.

Calculating Accuracy

The accuzracy of the inverted factor solutions was defined as the agreement

between the obtained groups and the underlying populations in the mixtures. A
wide variety of statistiés have been used to measure accuracy in mixture model
studies, and there is 1ittle corsensus regarding the "best" accuracy measure.
Kappa (Cohen, 1960) and Rand's statistic (Rand, 1971) have been used in many
studies (e.g., Blashfield, 1976; Edelbrock, 1979; Edelbrock & McLaughlin,
1980; Kuiper & Fisher, 1975; Milligan & Isaac, 1980; Mojena, 1977; Rand;
1971). Both of these measures have drawbacks. Kappa has the advantage of
correcting for chance level of agreement in a cross-classification, but it is .
appropriate only for square matrices (i.e., J = k). Rand's statistic does not
require that j = k, but the scale is not uniform from matrix to matrix. That
is, the lower bound of Rand's statistic 1s not zero but is determined by the
marginal distributions of the cross-classification. ‘

One way to overcome the idiosyncracies inherent in individual measures is

to use multiple criteria for evaluating accuracy. Si1x measures, including

kappa, Rand's statistic, asymmetric lambda, tau, Kramer's v, and the contingency

coefficient were used in this study. We chose to report our main ffndings’ﬁﬁ&

terms of asymmetric lambda for several reasons. This statistic is appropriate
for nominal level cross-classifications, has a range of zero to 1.00, and can
be used with either square (J = k) or rectangular (J # k) matrices. The
“asymmetrical” aspect of this statistic also seems well suited to the task of
measuring accurdcy. The term "asymmetrical" refers to the fact that lambda
indexes the degree to which one classification predicts another, and not vice

versa. In mixture model studies, the underlying populations comprise a fixed

.
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or dependent classification, predicted by empirically derived groups that are
free to vary.

Although we report our main findings in terms of asymmetric lambda, we
also report summary statistics in terms of kappa and Rand's statistic. This
, permits direct comparisons with previous studies. Finally, it is worth noting

that nur conclusions regarding the relative accuracy of various methods were
identical for all six measures we explored. This is not surpcising, since
such measures are all founded on the same information extracted from the
cross-classification matrix (cf. Hubert & Levin, 1976). Furthermore, in these
analysis, the six measures of accuracy correlated >.95 with one another.

Statistical Analyses

For each of the 80 inverted factor solutions, objects were classi-
fied according to their highest loadings. Accuracy was then calculated
at seven levels of coverage dictated by the following minimum loadings:
.0, .4, .5, .6, .7, .8, and .9, These minimum loadings between were selected
because: (a) all objects had highest loadings greater than .0, thus a cutoff
point of .0 yields 100% coverage, (b) very few objects had highest Toadings
between .0, and .4 so accuracy and coverage varied little in this interval,
and (c) there were too few loadings above .9 to calculate accuracy.

Accuracy andkfﬁyerage values were analyzed in separate 2 x 2 x 7 analyses
of variance represeﬁ@ing: number of factors (J = k vs. j # k) rotational
methods (varimax vs. direct quartimin), and minimum loading (.0 to .9),
respectively.

Results

Main results are portrayed graphically in Figures 1 and 2. These figures
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show the relations between the minimum loading required for classifica-
tion and both accuracy (left axis) and coverage (right axis). Figure 1
depicts accuracy and coverage functions for the j = k solutions, whereas

Figure 2 despicts results for the j # k solutions. Overall, accuracy and

, coverage were significantly related to the minimum loading (p <.001), but in
opposite ways. Raising the minimum loading uniformly increased accuracy, but

decreased coverage to a greater and greater extent. No significant differences

(F <1.00) were detected between varimax and direct quartim1h rotations for
either j = k or j # k solutions. Varimax sclutions resulted in consistently
nigher accuracy and coverage, however.

Paradoxically, j # k solutions resulted in significantly higher
accuracy and coverage than j = k solutions (p <.01). This was the case
for both rotational methods. Figure 3 portrays accuracy differences between j
'= k and j # k solutions in a manner that equates them for coverage. Accuracy
i1s shown as a function of coverage, rather than as a function of the minimum
loadings as in Figures 1 and 2. At all levels of coverage, j ¥ k solutions

resulted in significantly higher accuracy and j = k solutions. Examination

------------

------------

of the eight mixtures whére J # k confirmed that constraining the number of
factors to equal the number of underlying groups substantially reduted accuracy.
For these mixtures,vﬁigher accuracy was achieved when the number of groups was
determined empirically by Cattell's scree test.

Comparisons with Other Methods

In a previous study (Edelbrock & McLaughlin, 1980), 18 hierarchical

clustering algorithms were tested on the 20 benchmark mixtures. The algorithms
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included single, complete, average, and centroid linkage using either Euclidean
distance, correlation, or the one-way or two-way intraclass correlation as the

'simi1arity measure; Ward's minimum variance technique; and a random algorithm
used to establish a baseline control for evaluating methods. Two problems
,arise when making comparisons between inverted factor analysis and these
hierarchical methods. First, the accuracy of each hierarchical method was
calculated for j = k. That is, the number of clusters alwiys equaled the
number of underlying populations. To make direct comparisons, it is necessary
to select inverse factor solutions were j = k. This is unfortunate because j
= k solutions were significantly less accurate ‘than j # k solutions.
Comparisons are therefore based on a conservative estimate of the accuracy of
the inverted factoring technique.

The second problem involves selecting the level of coverage at which to
make comparisons. Whereas both inverted factor analysis and the hierarchical
methods can yield classifications varying in coverage, this occurs in quite

" different ways. For invarted factor analysis, coverage depends upsn the
minimum loading required for assignment. For the hierarchical methods,
coverage depends on the selection of the best j clusters at variousnlevels in
the hierarchical tree. This differénce appeaks to represent a bias in favor

.of the hierarchical methods. For each mixture, the accuracy of the inverted
factor soluﬁ?on is based on the same set of f&ctors--only the minimum loading
is vaéied. :ihe accuracy of each hierarchical solution, on the other hand, is
based on diﬁfecent sets of clusters, selected so as to maximize accuracy at
each level 1n/<he hierarchical tree. This bias is evidencaed by the fact

that the‘accuraéy of even the random hierarchical algorithm increases as

coverage delcines (see Edelbrock & McLaughlin, 1980: p. 310).

Inverted Factor Ana}§sis

To make comparisons between methods, accuracies of the j = k varimax
solutions were calculated at 100% coverage. Focusing on 100% coverage
eliminates the biases that can arise at lower levels of coverage. Furthermore,

inverted factor analysis and the best hierarchical methods show uniform

.1ncreases in accuracy as coverage declines. Thus, differences at 100% coverage

are 1ikely to be representative of differences at lower levels of coverage.

The mean kappa value for the varimax solutions equaled .65, which
compares quite favorably with accuracies previously reported by Edelbrock &
McLaughlin (1980: p. 310). Specifically, the inverth factoring technique
was substantially more accurate than 10 of the 18 hierarchical algorithms:
single and complete linkage using any of the four similarity measures, average
and centroid linkage using Euclidean distance, and the random algorithm.

The j = k varimax solutions were also compared with the most accurate
hierarchical algorithm--average linkage using the one-way intraclass correla-
tion. Mean values for kappa, Rand's statistic, and asymmetric lambda, as well
as paired t-test results, are shown in Table l. According to all three
measures, the average linkage algorithm was siightly more accurate than

inverted factor analysis, but not significantly so.

As a final test, Rand's statistic was calculated for varimax j # k
solutions: which represent the highest accuracy attained by inverted factor
analysis. Edelbrock and McLaughlin previously used Rand's statistic to
evaluate éhe "best possible" clustering solutions attained by the 18 hier-

archical methods they examined. Direct comparisons between methods are
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therefore possiple. The avarage Rand value for the inve}ted factoring tech-
nique was .862. This is higher than 11 of the 18 hierarchical methods, and
not Significant]y different than the most accurate hierarchical algorithm (see
Edelbrock & McLaughlin, 1980: p. 311).
Discussion

Inverted factor analysis is one of the most widely used and widely
criticized procedures for constructing typologies in the behavioral sciences.
Unfortunately, some critics of the method have simply argued: "It shouldn't
work, therefore it doesn't." Few commentators have backed up their criticisms
with empirical evidence. In this evaluation, the inverted factoring technique
yielded more accurate recovery of underlying populations than many previously
studied hierarchical algorithms. Moreover, the inverted factor technique was
found to be among the most accurate methods yet tested on these benchimark
mixtures. These results agree with the previous study by Morf, Miller and
Syrotuik (1976) who, on the basis of an objective comparison, concluded that
inverted factpr énalysis was superior to the complete 1inkage algorithm in
1dgnt1fying(subtypes of individuals. Thus, inverted factor analysis appears
to be a useful taxonomic tool--despite the implausibility of the factor
analytic model for generating typologies, the “ynferfority" of the correlation
coefficient as a measure of profile similarity, and numerous other probiems
(etg.ﬁadetermining number of factors, assigning objects to groups, etc.).

,ﬁﬁrterms of recovering underlying mixture populations, differences
between rotatiénal methods were minimal. The more crucial methbdolog1ca1
problem invoived selecting the appropriate number of féctorse Determining
the ﬁumber of factors empirically via Cattell's scree test resulted in

more accurate solutions than the alternative procedure of setting the
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number of factors equal to the number of populations. B8lashfield and Morey
(1980) also reported that the scree test was quite accurate in determining

the correct number of populations in their MMPI Monte Carlo data. This is a
potentially important finding because the scree test does not depend upon a

. priori knowledge regarding "“true" underlying populations. Thus, this procedure
may be useful in determining number of undgrlying groups in applications to
real data. This is a major asset of the inverted factor technique. Hie;-
archical clustering algorithms, by contrast, do not produce a discrete number
of clusters, but rather a hierarchical arrangement of objects and groups.
Determining the appropriate number of clusters is an unsolved problem, although
some work has been done on deye1oping objective criteria for making this
decision (e.g., Mojena, 1977). w

The inverted factor technique also embodies a simple mechanism for

manipulating the coverage of the resulting’classifications. In this study,

for example, objects were assigned to groupsﬁsn the gasis of their highest
factor loadings. Raising the minimum loading required for assignment decreased
coverage, but increased accuracy. The ability to vary coverage may be valuable
in research applications. In an epidemiological study, for instance,shigh
coverage may be desirable in order to account for the generality and distri-
bution of phenomena in a population. In other situations, it may be advantage-
ous to construct extremely homogeneous groups. This would dictate low coverage,
but the resulting groups would encompass individuals representing relatively
“pure types". Future research should explore different methods of translat-
ing factor loadings into groups. The dual cutoff criteria used by Blashfield
and Morey‘(1980), for example, appear promising, Such stringent assignment

rules result in reduced coverage, but yield more hémogeneous and distinct
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groups. Moreover, such assignment rules may yield typologies that are more
predictive of external criteria.

Finally, additional comparisons among clustering and classification
methods are needed. There are few standard procedures for constructing

empirically based taxonomies and little is known about the relative merits of

' different methods. Objective comparisons are necessary, not only to combat

dogmatic arguments for or against specific approaches, but also to identify
those procedures best suited to behavioral research. The results obtained
here indicate that inverted factor "analysis yields accurate recovery of
underlying populations from multivariate normal mixutres. Evaluations on
other types of mixtures and avaluations involving other criteria (e.g. repli-

cability, sensitivity ta data perturbation, etc.) would be valuable.
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TABLE 1

Comparison between inverted factor analysis (varimax rotation)

and the average linkage algorithm

. Method
Measure. hnalysie
Kappa .655

Rand .789

Lanibda .656

Average Paired

Linkage t-valued
.793 1.49
'864 1. 44
.801 ‘ 1.20

Note: Table entries are mean values for 20 mixtures. 9df=19, None of the

paired t-tests were significant (p ».10).
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