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MEASURING ASSOCIATIONS WITH

RANDOMIZED RESPONSE

Abstract

The view of many in the social science research community, it
appears, underestimates the scope and potential of the randomized response
technique, particularly witﬂ regard éo its analytic capabilities. That
is, there seems to be some concern that this data collection strategy is,
by its nature, analytically restrictive. However, in this note we demon-
strate how the quantitative, unrelated question model of randomized response
can be reformulated into a measurement error model, which in turn allows a
wide range of multivariate approaches. Last, we illustrate through a
simulated correlation experiement the type of adjustments that need only
be made to manipulate randomized response data more powerfully than has

been the practice in the past.
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Since its introduction by Warner (1965) the randomized response
approach has been the focus of considerable theoretical literature but
has not been readily welcomed by survey researchers. The reluctance to
utilize randomized response is perhaps rooted in the fact that the de-
cision to employ the technique 1s_irreversible. That is, unlike analytic
innovations which can be experimented with and then discarded by the re-
searcher without altering the quantity or quality of survey response data,

the researcher cannot recapture information that is lost or altered by

using a randomized response data collection strategy. It is easily under-

stood, therefore, why randomized response is considered by some to be more
of a validation check than a primary method of collecting data (see, e.g.,
Penick and Owens, 1976). ‘

Skepticism over the randomized response technique appears to sur-
round two principal issues: whether ﬁhe reduction in bias earned through
randomized response outweighs the inefficiency of the technique and the
extent to which the technique limits analytic caﬁabilities. The former
issue has been the topic of a number of validation efforts (see, e.g.,
Folsom, 1974; Locander, 1S74; Locander'et. al., 1976; Bradburn and Sudman,
1979; and Tracy and Fox, 1981) which seem to suggest that the randomized
respongse technique has value in reducing systematic response error. The
second concern, more particularly, that multivariate statistics are not
possible with data gathered through randomized response methods, is still

an issue around which there is considerable confusion. The application

of univariate summary measures (e.g., proportions and means) and the
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- comparison of these measures across subgroups are obvious. However, the richer
multivariate approaches (e.g., correlations, ANOVA, logit analysis

) require
individual level data which are seemingly unavailable with the randomized

response technique. Sudman and Bradburn's (1982:81) recent comment reflects this
view:

By using this procedure, you can estimate the undesirable
behavior of a group; and, at the same time, the respondent 's
anonymity is fully protected.

With this method, however, you
cannot relate individual characteristics of respondents to in-
dividual behavior.

That is, standard regression procedures are
not possible at an individual level. TIf you have a very large
sample, group characteristics can he r

elated to the estimates
obtained from randomized response. For example, you could look
at all the answvers of young women and compare them to all the
answers of men and older age groups.
Information is lost w

On the whole, however, much
hen randomized response is used.

In this note we show how unknown individual level data can be estimated for
use in multivariate analyses without loss of information,

explicating mathematically
an approach recommended comceptually by Boruch (1972:410) (see also Boruch and
Cecil, 1979:142).

More precisely, we demonstrate that randomized response obser-
vations can be treated as inaf

vidual level scores that are contaminated by
random measurement error and, consequently,

that multivariate measures need
only be corrected for or purged of the effects of this error.

As 1s true of most of the theoretical and applied literature concerning
randomized response, efforts to develop bivariate and multivariate approaches
for randomized response data have focused mainly on dichotomous (or polytomous)
data in multiway contingency tables (see Boruch, 1971; Barksdale, 1971; Drane,
1976; Clicker and Iglewicz, 1976; Chen, 1979; Kraemer, 1980; and Tamhane, 1981)

with only limited attention to quantitative responses (see Rosenberg, 1979;

Kraemer, 1980; and Himmelfarb and Edgell, 1981). The "errors in variables"
approach to quantitative randomized responée data presented here, like Chen's
(1979) misclassification perspective in the qualitative case,

is sufficiently
general to apply to a variety of data collection strategiles and analytic techniques.,
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Thus, although individual scores on the sensitive question

known, we can estimate

Distribution of Measurement Error in Randomized Responses

Consider the quantitative, unrelated question model employing an

alternative question having a known distribution (see Greenberg et al.,

1971). More particularly, a survey respondent is instructed to manipulate

a randomizing device following a bernoulli distribution with known para-

meter p, and then either to answer a sensitive question having unknown

a random digit
mean and variance, }_. and cx , or to report innocuously

(or nonsensitive response) having known location and scale parameters,
¥ and 02, depending on the outcome of the randomizing device.
y y

Let z, represent the verbal (observed) response given by the ith
' itive

respondent, and let Xy and vy be the underlying (unobserved) sens

and nonsensitive scores. As dictated by the randomizing device with

selection probability p,

Xy with probability »p

: (1)
i
Yy with probability 1l-p
.
Conditional on fixed Xy
= Lt . (2)
E(zilxi) px, + (1-p) My

(x) are un-

Ry = 2y = (=) wl/p - 3




We can define, further, the measurement error introduced by random-
ized response as

(4)
Alternatively, the estimated individual scores derived from Equation (3)

can be viewed as the actual score plus a disturbance term, i.e.,

xi =x. 4+u

Considering next properties of the disturbance u, , we sub~
stitute Equation (3) into Equation (4) ,
u,= [z, - (1-p) uy]/p - %, .
From Equation (1)
[x:L ~ (1-p) uy]/p - % W.p. P
u, = (6)

[yi - (l"P) Hy]/P - xi w.p. _]_-p

For simplicity, set

r, = [xi - (1~-p) uy]/p - Xy

_ (-p) ,
’—ER" (xi— uy)s

and

8, = [y, = (1-p) uy1/p - X; .

fol

g

s
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Thus,
_ Q-p)

Mo p.(ux T I

2 a-p? 2

o o

r 2 x

P

£nd

us=uy-ux s

2 _ 2,2 2
oy Oy/p + o

Substituting r and s back into Equation (6) ,

it can be shown that

W, =pr_+ @-p) u =0,

(7)
and
Oi = p[ci + G- uu)z] + (1-p) [05 + Gy - uu)z]
2 2 i
- - 2
= p [—-P—-(l 2) oi + 2-p) 2) (g - IJ},) ]
P P
+ (1-p) [o;/p2+ °:2< + (uy - ux)z]
- ngnl [ci + Oi/p + 0 - uy)z] , (8)

producing the desired expressions for the mean aad variance of the dis-
turbance term..

Next, the covariance between Xy and u, can be obtained in a simi-

lar fashion. We have
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| possible so long as the summary statistics (e.g., correlations) are
o, = E(xu) - E(x) E(u) = E(xu)

corrected for attenuation produced by the randomized response procedure.

because E(u) = 0. Multiplying Equation (6) by X and collecting ‘ ? ' That is, the randomized response estimated scores are unbiased and,
x; terms, ' although containing measurement error, the effects of this unreliability
, 2 can be corrected, as we demonstrate in the next sectiomn.
(A-p) (x; - x; uy)/p W.p. p
xgu, =
[x; v, - (1-p) x4 uy]/p - xi w.p. 1-p

Next, we take expected values and collect covariance terms,

DS NG i

(1-p) (2 4 2 . %
> C My = My uy) w.p. p :
E(xu) = .
(c._+pu_wn)p-~ (‘02 + uz) w.p. 1-p
Xy X'y X X
Thus, ;
[}
g = E(xu) = _(_]£P_2_ g =0 (9)
xu P Xy
i
since, by design of the randomized response procedure, X and its
1
alternative y;, are independent. .
In sum, the randomized response procedure in effect contaminates a
response by a random disturbance term having a zero mean, a variance |
: 1
) given in Equation (8), and, most importantly, a zero covariance with the
variable under investigation. Therefore, since the distributional pro- , { .
s !

perties of this type of measurement error are known and are quite trac~—

table, any multivariate approach using the estimated scores in (3) are

Ao, o £ b i
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Correcting Summary Statistics for Measurement Error from Randomized Response

In order to demonstrate the correction procedure, consider, for ex-

ample, estimating the correlation betweern two sensitive variables Xy and

x, which are surveyed under alternative question randomized response de-

signs. The estimated individual scores, given by

o>
§

(10)
X, = [z;, - (1-py) uyzl/p2
can, as before, be re-expressed As
Ryp = Egy Fugy
Xjp = gy * gy
where U and u;, are uncorrelated with their respective "true" scores

as well as with each other.

Because of this strict independence of the error terms,

%>

% =g , and the correlation bétween the estimated scores becomes
12 %1% ‘

+ ci ﬂ 1/2 ’
2

i
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Thus, the correlation between the unobserved true scores is

p. = P = 1+ oi /ci Y1+ ci /oi ) 1/2 (11)
X1¥2 *1%2 1 %1 2 %2

Since the sample correlation of ﬁl and ﬁz is available directly, we

2 2 .
need only construct estimates of the ratios /02 and Gi /cx in order

u,’ x
171 9 2 72 2
to achieve an estimate of o . Further, because G and o are
*1%2 41 )

known and ai and az are observable, we derive below estimates of

2 2t 2 2 2
o} and o© and then, using Equation (8), estimates of o and o

X X u u

1 2 1 2
follow.

Generalizing Equation (1), the observed scores

X, . W.p. .
ij P, pl

WePe 1-
Yij P P3

where j = 1, 2. The mean and variance of zj are easily shown to be

U =

P Pj Iix + (l"pj) Uy ’ (12)

J 3 i

and

2 2 2 2 2
o =p, {o° + (u ~u )+ @-p) Jo. + @ ~u )| . @13)
S ["j 5 ] 3 [Yj i ]

Substituting (12) into (13) and simplifying algebraically,

4

2 2 2
= - - aad - 14
ozj Py oxj + (1 pj) 9% *+py (1 pj)(uxj uyj) (14)

.

3

o m———— . g Fe KW g




2
Solving for ox »

2 2
o =[cz - pj a - pj)(gx

2 2
- - - N, e 15
: ; uyj) 1 pj) oyj] /Lj (15)

We have, as a result, sample estimates :

~2 FA2 a 2 2
o= |o. -p. W-po, -u ) -(@-p ) o /p (16)
xy lzj 3 3T Y5 b yj- 3
2 5* = 2%/ (1) and
where p,, 4., and o© are known; 0. = E(zi.— z.) /(n-1); an
| Y. y oz J ]
3 b 3
i o=lz, - @-pu, | /p, .
Xy [‘j 37y 3
Also, given ai from Equation (16), we can generalize from Equation (8),
]
(1-p,) 2
85 = —1 oi + 05 /pj + G, - My ) @an
i P i 7 173
In sum, we arrive at a corrected estimate of o % the correlation
172
of two randomized response measures, by expressing Equation (11) in sample
form
b =h e |+ &R ya st el 1/z. (18)
12 1%2 “1. 11 2 %2

where ai and 35 are provided respectively in (16) and (17), and
k| h|
p~ ~ 1s the sample correlation of the scores estimated in Equation (10).

*1%2
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To illustrate this correction procedure, we have simulatea random-
ized response data for estimating the correlation between two randomized
response measures as well as between a randomized response and a direct
question measure. For both cases the true correlation between the two
"sensitive" measures Xy and x, was set at .6. Both measures as well

as their respective alternative responses, vq and Y, » were drawn from

normal distributions. The location and scale parameters in each random-

ized response pair were purposely set close but unequal (i.e., B = 20,
1 2

2 2 2 2

o =9; 4y =18, g =10; u_ = 50, o_ =100; pu_ = 55, o_ = 105),

X b4} 1 *2 ) 2 Y2

In the first simulation the probabilities of éelecting the sensitive
question, P, = .6 and P, = .7. The observed (attenuated) correlation
and the corrected correlation computed from Equation (18) are shown in
Table 1 for varying sample sizes. ‘As expected the correlations, after
correction for substantial attenuation, hover around the true value of .6
and, more importantly, the standard errors of the corrected coefficients,
although inflated, grow acceptably small in moderately sized samples.

Next, we considered the more usual case where one of the variables is
measured directly (e.g., age), that is, where Py = 1.0. Further, we re—

duced the selection probability, s, to .5 (which increases respondent

Pa
protection) as we would recommend in a highly sensitive inquiry.3 The

simulated correlations under these conditions are given in Table 2, again
revealing that these correlations can be satisfactorily corrected for con-
taminatica produced by the randomized response procedpre. As before, the

corrected correlations are unbiased and have standard errors which become

reasonably small for most applications.

11



TABLE 1% % \

Simulated Correlation of Two
Randomized Responses

© Attenuated Correlation Corrected Correlation
‘ 'Sdmple Size Mean e S.E. Mean ‘S.E.
100 .2297 .0974 .6195 .2768 f
250 2322 L0611 .6203 .1697 ?
500 .2301  .0450 .6119 1194 ;
750 .2292 L0347 .6063 .0901 f
1000 .2310 .0302 - .6120 .0818
1500 .2310 .0274 .6099 .0722
2000 ~ .2290 .0220 .6049 .0586
2500 2264 0212 .5969 .0545

*Selection probabilities P = .6 and Py = .7;.true correlation

p = .6, Simulation includes 100 trials,

12
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TABLE 2

Simulated Correlations of a Randomized

and a Direct Response

‘‘Attenudted Correldtion

Correctéd Correlation

‘Sample Size Méan S.E. Mean 'S.E.

100 - 2751 .1058 .6002 .2512

250 .2793 .0654 .5923 .1374

500  .2880 .0436 .6033 .0968

750 .2907 .0355 .6069 .0734
1000 .2914 .0319 .6074 .0683
1500 .?842 - .0299 <5942 .0652
2000 .2912 .0230 .6109 .0508

. 2500 - .2889 .0207 .6030 .0445

*
Selection probability p = .5; true correlation p = .60.

Simulation includes 100 trials.

13




Conclusion

We have demonstrated how estimation with the unrelated question ran-
domized response model can be treated as gimply a problem of measurement
error. As a result, the sizable literature on analysis of variables with
error can be invoked to fashion analytic techniques for randomized response
data. Also, the measurement error model derived here is structurally equi-
valent to Warner's (1971) additive randomized response model in which re-
spondents verbally report the sum of their sensitive score and a random
number. Although we feel that Warner's additive contamination model is
problematic as a data collection strategy (see, Fox and Tracy, 1980),
Rosenberg's (1979) full exposition of multivariate methods for the additive
randomized response model can be extended directly to data collected
through the unrelated question approach as well.4 Therefore, although we
have illustrated here only the use of correlations for unrelated question,

randomized response data, a full range of multivariate techniques, both

categorical and quantitative, can be adapted in similar fashion.
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1.

Notes

On occasions, the condition that the sensitive scores and their
associated disturbances are uncorrelated, which is central to this
derivation and is assured here by the use of random digits for non-
sensitive responses, may be restricting. For example, one may wish

to employ, rather than random digits, a substantively méaningful, yet
innocuous, alternative question (see Greenberg, et al., 1971), perhaps
even one that elicits socially aesirable responses in order to
neutralize the embarrassing nature of the sensitive question (Zdep and
Rhodes, 1976; also see Miller, 1981; and Fox and Tracy, 198l1). Because
the sensitive and nonsznsitive responses would no longer be necessarily
uncorrelated, the derived disturbance term would be correlated with

the true sensitive score. Nevertheless, more complex interview designs,
involving multiple samples and multiple alternative questions (e.g., see
Folsom et al., 1973), will permit an estimate of the covariance of Xy and

ui so that the measurement model can be identified entirely.

2. There are certain statistical advantages to using a distribution for

' the alternative response that is the same as that expected for the

sensitive response. However, we tried here to approximate the usual case

‘'where these expectations are fallible.:

3. For discussions of, choosing selection probabilities as well as other

design parameters, see Fox and Tracy (1980), and Greenberg et al. (1977).

4, Unlike the unrelated question design (which we prefer for data

collection) the additive randomized response model, because it can be

-15-



deéigned with random digits that are distributed normally, produces
estimates that enjoy certain desirable statistical properties (e.g.,
maximum likelihood). Nonetheless, both plans permit usual hypothesis

tests as a consequence of the Central Limit Theorem (see Rosenberg, 1979: 91).
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