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orT2 is an interact~ve PL/t program written under National Institute of 

Jus~ice Grant Number 80-!J-CX-004S. rne program is desi~ed to assist evalua-
. 

tors in selecting dedsion rules for simple hypothesis tests involving normal 

~strlbutions. !lnORS is likewise an ince'!."sctive PL/I program 'Nritten under 

this grant. The products of PRIORS may be useful in formulating decision rules 

with OPT2. 
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R,,:iothesis testing is no longer simply a laboratory tool. Today i; effects 

. the courses of thousands of lives and millions of dollars. FDA regulations are an 

especially eangible ~le of the present power of hypothesis testing. Admissions 

policies to pubL~c assist8tlce programs, special education programs, ~ted medical 

facilities and psychiatric:..institutions are, intentionally or not, decision rules 

for h,,:iothesis tests. 

The problems involved in formulating such decision rules not ~o mention 

tneir consequences set hypothesis testing iu social institutions apart from 
. 

testing in laboratories. It is neither politically acceptable nor economically 

feasible to determine which citizens will receive public assistance accordiug to 

the same formulas used to determiue the effectiveness of malathion against Drosophila. 

Consider the problem of formulating requirements for admission to the following 

pubUc:. aesistanc:e program. 

The law requires we admi~ people solely on the basis of their present assets. 

We are however left with the problem of deciding how valuable a clients assets may 

be. Wainitiated att extensive retrospective study to determine the distribution 

of assets among applicants. I Case workers judged whether each client was actually 

deserving of assistance. Extensive investigation of the histories of rejected 

applicants was undertaken as well. W'e found that half of all applicants could, 

denied admission, go on to support themselves. Unforeunately however there was 

no level of assets which could unambiguously distinguish these people. In fact 

the study showed the following distribution: 

Frequency 

$800 
Figure 1 

..,-..Otherwise 
capable 

Assets 
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I 
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It 1 .. s clear from Figure 1 that regardless of what level we choose we will reject 

deserving applicants, accept otherNise capable applicants or boeh. In this si:ua­

cion Classical S~atistics would prescribe either the .05 alpha-level dacision ~e 

or the .05 beta-level decision rule. !he .05 alpha-level decision rule is, roughly 

ed. that ~t..e chances of tu. ming away a deserving applicant speaking. design to ensure ~ 

~e .05 beta-level decision rule on the other hand remain below one ill twe~ty. J,U 

ensures that the chances of llccepting an applicant capable of supporting himself 

remain below the same figure • 

Straight fO~fard as these rules may seem. their consequences may be intolerable 

to many planners and decision makers. In our case the .05 alpha-level decision 

rule would admit people.. with assets not e.."<:ceeding $840. Anyone else would be rejected. 

It is clear from Figure 2 that some applicants who could otherHise support themselves 

would be accepted into our' program. III fact 72~ of this group would be accepted. 

If each client in the program costs us $1,200.00 then these people ~lone will cost 

four -~lli' . 0" dollars for every tell thousand applicants. our program over ~ ... 

Frequency DeServing/ 

~ 
/ I 

/ / 

'~/". LL.. 

.05 Alpha Level Decision Rule: 
accept applicants with assets 

/'\. not exceeding $840 

/(",.. "' ..•. \. Otherwise 

I 72%'~ capable 

:\J 

\t~ 
$800 $825 

Figure 2 
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(Fiaonre 3) -·'e will on. the other hand prevent this 
'!he . as beta-level 0- I;u.io 

J_-ni 's that nearly Rowever che consequence of being so pars~ ous ~ situation. 

eightY deserv.ing aptllil'!ants wiJ.l be turned out in the cold for every one 

hundred atltllying. 
!he cases of this policy are' certainlY no less than ~hose 

of the overly generous .05 alpha-level rule. 

Frequency , 

\ 

\ 

/\:~ 
78~' 

............. 

.05 Beta-level Decision Rule: 
accept a~plicants with assets 
not ~ceeding $781 

Otherwise 
capable 

.c//, '>~ )", 

$800 $825 787. 

Figure 3 

'!he obvious difficulty with classical statistical decision rules is that 

they ignore the consequences of the various possible outcomes. 
OPT2 incorporates 

1 ~~ value associated with various outcomes 
policy-makers' estimates of the re a~ve 

into the formulation of decision rules. In this example we might estimate the 

1200 This number. need not be inter-
value of accepting ti deS41rving aptllicant at • 

d t il
v ie might for example represent years or lives -- anything. 

p'rete mone ar ~ - . 

It is only a relative me8SUr& of the value of admitting a deserving applicant. 

We might s:Lm:f.larly estimate the value of turning away someone who will as 

, 1 t: ti t 2000 'The penal ty on the 
a result of our de~sion become se .... -suppor ng a • 

other ha,nd fat:' accepting such a person must reflect not or.ly the expense to our 

rogram bue also the lost otlPortunity costs to the individual. We might. estimate 
p , . 

this at -3200. FinaJJ
1
y we estimate the tragic consequences of turning away a 

V 
I 
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deserving aptllicant at -5000. Given these values, OPT2 -Nill determine a decision 

rule which ho;s the largest e:tpected value. The best decision rule based on the 

values we assigned is pictured ill Figure (~. !his rule plays off the penalty for 

acc:ep.d.ng an applicant fNho would otherwise support himself against thae of rej ect­

ing a deserving applicant. As shown in Figure 4 the best rule accepts approximately 

forey per cent of the applicants who could otherwise support themselves in order 

to ensure that no more ~ twenty-two per cent of the deserving appli~ants are 

rejected. 

The values we assigned to the various possible outcomes of a decision are 

by no means absolute. In fact if we halve or even double all of our estimates 

we will arrive at the same decision rule. These estimates are as we mentioned 

before only measures of relative value. In the case outlined above the expected 

value of ~ decision based on: 

the .05 alpha'!""level decision rule 

the .05 beta-level decision rule 

the optimal decision ~e 

is 

-422.81 

-933.22 

256.98 

'!he difference between the expected value of the optimal deci:;ion rule in one­

thousand applications 256,980 an~ that for say even the .05 alpha-level decision 

rule -422,810 should certainly make one reconsider classical statistical rules. 

trsing OP'l:'2 

Once you have logged au and. loaded OPT2 you will receive a short descrip­

tion of the program. In order to use OPT2 correctly you must be making a Simple 

hypothesis test be~een two known normal dist~butians. Should you noe know the 

distributions involved we recommend you to the related program PRIORS to help 

with estimating them. 

Now that you,know the normal distributions you wish to select between you 

must choose one to be the null hypothesis. Whereas this distinction is crucial 
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to classical sta1:is1..~ical d'ecision rules, it is only a matter of convenience in 

for.:ulacing a bes~ rule. In the ~le above, the null hypothesis ~as that an 

applicant ~as deserving. 

OPT2 will first ask for the mean of the !:WO distributions. Simply type 

your responses after each question and hi.t the return key. The mean of the 

distribution under the null hypothesis in the previous example TNas 800. Cia. It 

is not important what units you use as long as you are consistent. 
" 

Next: OPT2 will ask for the variances of the distributions. '!he variance 

of a distribution is some, number greater than zero which measures the dispersion 

of the- distribution about: its mean. The variance of the distribution under the 

alternative hypothesis was 700.00 in our example. 

Now that you r.~ve cnaracterized the choices OPT2 will ask you to estimate 

the values of the pOlssibl.e outcomes of a decision. Your answers to these questions 

may. be any numb.er- ne~gativ'e or positive. However OPT2 will interpret your answers 

to reflect the relat~ve values of the outcomes -- that with the most positive value 

being the,mos~ desirable. In our ~~le the value of correctly selecting the null 

hypothesis was the value 10£ accepting a deserv.Lng applican:i: - 1200. f.o1hereas the 

value of incottectly rejei:.t1ng the null hypothesis was the value of turning such 

an applic:aut away - n.ame~Ly -5000. 

Finally OPT2 will ask you to estimai:e the a priori probability that the 

Ilull hypothesis is true. In our e:talI1ple, since half of all the applicants were 

deserving, this was .5. ~nrl3 probability need not always be so objective. It is 

often bot~ necessary and ~rudent to incorporate more subjective information such 

as advice of ~~erts or past experience with related situations into your estimate 

of this probability. Again, Should you have trouble, we recommend you to PRIORS 

for assistance. 
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The decision rules OPT2 fo~ates are (assuming the means of che dis tti!J u-

tions are different) t:hJ:eshold decision rules. The four poss:f.bilities a.re: 

l. Accept the null hypothesis always. 

2. Accept the nul~ hypothesis never. 

3. Accept the nuJ..l hypothesis if the sample is less than: X. 

4. Accept the c.u.ll hypothesis if I:he sample is greater than: :c 

Should the !:Wo distributions have the same mean, OPT2 ~ill formulate rules: 

1 .. Accept the n~~ hypothesis always. 

2. Accept the null hypothesis never. 

3. Ac'cept the null hypothesis if the sample is less than: I 

: or-~eater than: Y 

4. Accep.t the null hypothesis if the sample is less than: X 

and greater than: Y 

The follOwing diagrams illustrate the- different rules. 

Acce,pt the null hypotheSis if the sample is greater than: X 

Null hypothesis 

Alph~-level Beta-level 
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Accep~ the null hypoehesis if the sample is less than: X 

/-...., .. -----\ 
~ull hypaehesis 

, 
\.......,: 

Beta-level 

Alternative !~ 
hypothesis ,i \ 

\ ; I 

,--+.. 1 

I \ 
f. \ 

Alpha-leve~ 

,f 
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: 

.~ I 
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x: 

, 
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~ Alterna:ive hypoenesis 
/' 

\.. Alpha-level 

Accept the null hypothesis if 
the·:.sample is less than: x: 
or greather' than:. Y 

/" • I "-~
/ ., ......... , 

.' i I,', ~ Null hypothesis 
," ,I i.\ ~ 

I ' . ~ 

1'/ I \." .~\ 
I I ~, '\ 

Beta-level 

; . L '~ \ 
I /' ;d' .J/";.~ // ~ . ;/ '''", 
~_ _ f •• ~ •• 

--~~",~,--~-- ~---
x 

:!thesiS n 
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Accept the null hypothesis if 
~~e sample is less than: I 
and greater than: Y 

Beta-l~v~ll I Aleernative hypothesis 

( r /\ I ~ 

I r
l" \'~ " 

j , /~. \ Alpha-level 

". 

y X 
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CAL DECISION RULES AND A BAYESI~N DECISION RULE BASEJ ON CCS73. 
THE SIMPLE HYPOTHESIS TEST CCNSIDERED HERE !'3; DOES l~i·1 OBSEF:I,.'.!,T:':;'! C":;':E 

.---j&F~~~Q~IJJ...~l=-:roN--#OR~Y-r-ts+R-R.l.~~i!.:'JJ+-UQ.-J.J.I-'P4-UA~:;;·LAN~;;.::::-:..tG -L::L-{£,_­
,NULL HYPOTHESIS) OR DOES IT COME FROM A POPULATION NORMALLY DISTR!3UT~r 
ABOUT Ul WITH VARIANCE 'J1 ( THE ALTERNATIVE HYPOTHESIS). 

THE PROGRAM W-ILL ASK YOU FOR SPECIFIC INF":RMAT!Oi'!,~ r!tFTEF: ~i;C:~ CWESr:ON 
IT WIL~ TYPE A PE~IOD INDICATING IT :3 READY FOR YOUR A~S~ER, TYPS f~ 

--.. ¥9lJR ANSWER US~N6-£lECIMAL POIN-l=S-WHE-NEJ.;E.'R-AFPROPR!ATE. ¥9~¥-GORREC"F-­
ANY MISTAKE BY TYPING 'e' TO ERASE YOUR LAST DIGIT AND THEN TYPING THE 
CORRECT DIGIT. WHEN YOUR ANSWER IS COMPLETE HIT RETURN. 

IF YOU DO NOT UNDERSTAND A QUESTION TYPE '?'. 

WHAT IS THE MEAN OF THE DISTRIBUTION UNDER THE NULL HYPOTHESIS? 
• .. 
• GOO.QO 

WH~T IS THE MEAN OF THE DISTRIBUTION UNDER THE ALTERNATIVE HYPOTHESIS? 
-.. ..... - ..... 

• 
.825,.00 

WHAT IS THE VARIANCE OF THE DISTRIBUTION UNDER THE NULL HYPOTHESIS? 
• • 
.&00 .. 00 

" 

WHAT IS THE VARIANCE OF THE DISTRIBUTION UNDER THE ALTERNATIVE 
HYPOTHESIS? 
• ; 

.700.00 

WHA~ IS THE REWARD ~OR CORRECTLY SELECTING THE NULL HYPOTHESIS? 
• 
.. 1200-.00 

WHAT IS THE REWARD FOR CORRECT~Y SELECTING THE ALTERNATIVE HYPOTHESIS? 
• ; 

.2000.00 

.. - ---- -,-----, 
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WHAT IS THE RSWARD FOR INCORRECTLY S2LZ:T!i'IG THS ,;L TEF~NH'-;-!',n:: 
----~I~Hy~9~Q~T~~7~----------------------------------------------------------

• • 
.-5000.00 

-_._--------------------- --------------------

'--WWAT IS TJ.JE APRIOP:I PIi:C2A2ILI:"J:'Y T~AT THE /'lUll H'fPO+J:IESIS r~ .. :;;+7----1 
• • 
•• 5 

THE .05 ALPHA-LEVEL DECISION RULE IS: 
i'tCGEFT :fHE NULk--H¥,I-'P~g+T++Ht:oEe_S*'I c.iS-""------------------------------­
IF THE SAMPLE IS LESS THAN: 
THE BETA-LEVEL IS: 
THE EX~ED REWARD FQ~E-I8t 

840.294 
. 0.718387 
- 1 ':!:2 i '30~e;io---

--+HE 4rOS· BE"rA-b.EVEl:.- -DEG-~SIm+-=-RULs.· -IS:" -----.------.. --
---+A;.-e:Ci-e'CEY'T THE nULL II,(POTHES! G 

IF THE SAMPLE IS LESS THAN: 
THE ALPHA-LEVEL IS: 
THE EXPECTED REWARD FOR THIS RULE IS: 

'. 
THE OPTIMAL DECISION RULE IS: 
ACCEPT TIlE /'lULL II'fPO"Fi lEGIS 

781.477 
0.775231 

-933.217 

IF THE SAMPLE IS LESS'THAN: 818.457 
THE ALPHA-LEV€l IS: 0.225576 

---+TH6-BETA-LEVEb-I-SH-t----,-----------0 • 40 :233).0,41----------- . --
THE EXPECTED REWARD FOR THIS RULE IS: 256.979 

DO YOU WANT TO CONTINUE? TYPE 'YES' OR 'NO': .~ 

I 

.. 
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