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1. Introduction

Does the program work? Is it worth the cost? Can and should it be
implemented elsewhere? It is the purported purpose of evaluation to
provide answers to these and related questions. Unfortunately, program
evaluation has not lived up to its expectations. The field of evalua-
tion is littered with efforts which do not adequately address the
important issues or objectives; which do not employ valid controls for
comparison purposes; which rely on inadequate measures or include
expensive collection of data on measures that are in fact never used in
the evaluation; which rely on inappropriate measurement methods; or
which employ inadequate analytic techniques. Most, if not all, of the
above cited problems could be mitigated by developing -- at the begin-
ning of an evaluation effort -- a valid and comprehensive evaluation
design. Although there is no stock design that can be taken off-tie—
shelf and implemented without revision, there should be an approach or
process by which such designs can be developed.

Indeed, Tien (1979) developed such an approach. The objectives of
this study were, first, t¢ extend ™len's earlier work, and, second, to
demonstrate the viabili:y of the extended approach by applying it to at
least two on-going evaluation efforts. The first objective has been met
primarily through the development of statistical models which extend
Tien's approach by detailing certain critical links in the approach,

(As an example, an enlightening linear statistical model ig presented
herein.) The second objective has been achieved through the application

of the extended approach to three actual evaluation efforts (Colton et

al. 1982, Cahn and Tien 1982, Cahn and Tien 1983). In regard to the




study's products, it should be noted that in addition to this summary

i Program > Planning [>Im i > on 1=
report and evaluation-oriented write-ups for the three applications, an C:::::::::::}i \ g plementation Operation l
invited paper =-- entitled "A Systems and Model-Based Approach to . ( Refine )
Evaluation Design™ — has been submitted to the Encyclopedia of Systems : 4
and Coatrol (Edited by M. Singh and A.P. Sage, which should be published ieci;:::x_,

Transfer maker -7 Evaluation =€

in mid 1984 by Pergamon Press. Furthermore, it should be noted that the —///
results of this study has contributed to a graduate level course ==
entitled "Evaluation Methods for Decision Making —— which the author ! Reject

teaches every spring semester at Rensselaer Polytechnic Institute. (a) Development

.Before summarizing the results of the above stated study, it is

helpful to provide some background information and terminology. Figure . Program
- Intervention(s)

1 details a program's conduct in terms of its development and evaluation

Y

steps. Figure 1(a) assumes, first, that the program design and its

Test Units, Subjects, Gro ]
. evaluation design are developed concurrently (so that the program is ’ ! , ¥F, PAtes ov Tine Feriod

indeed amenables to evaluation), and, second, that the traditional

paradigm of evaluation is in effect (i.e., evaluation provides feedback i ~

Pretest

Posttest
Measurement (s)

to the program administrator or decisionmaker, who decides whether the

Measurement(s)

program should be refined, rejected, and/or transferred). In terms of

the evaluation process, Fig. 1(b) notes that, in general, every unit

(i.e., subject, group, site or time period) can be designated as being \ Qpntrol Units, Subjects, Group, Site, or Time Period

elther test or control. During the period of evaluation, pretest

R | Evaluation Period o]

measurements are first made of both sets of units, followed by the

(b) Evaluation
administration of the program intervention on each test unit, and

concluding with appropriate posttest measurements. There may, of Lo Figure 1 Program development and evaluation

course, be several test units, control units, program interventions,

pretest measurements, and posttest measurements.
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Tt should also be recognized that Fig. 1 best depicts a social

%‘ . Design Elements Threats to Validity [ o Program
‘ aracteristices °

program. This depiction is not by coincidence but reflects the fact

that evaluation as an area of research interest has its roots in the

;

social sciences, especially in the discipline of psychology. Obviously,

Sy

Figure 2 Design fraume . .
the conduct of evaluation has extended beyond social programs, and & work: a dynamic roll-back approach

includes, for example, technology assessments OT evaluations (Porter et ™
— . e ur - ”
oll-back” aspect of the approach is reflected in the ordered

1., 1980 d luation of ut ids (8 1981). -
e ) and eva on computer & (Sage ) i sequence of steps which are identified in Fig. 2 .
; ' . n Fig. 2: the sequence rolls
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evaluation designe. The report identifies a design framework which links

program characteristics to design elements; defines five related design final
n 3 8
ngs); to ii) a prospective consideration of the threats (i.e
.. *

components which contain the essential design elements; and develops a L
. i robl
N P ems and pitfalls) to the validity of the final evaluation; and iii)
?

1inear statistical model which highlights some of the key underlying

logi
gic of this sequence of steps should be noted; that is, the antici

issues in program evaluation. The report does not, however, address

{ssues relating to the conduct and management of an evalution effort;

nor does it give advise about how to communlcate the evaluation find-
which 1
n turn point to the design elements that are necessary to miti

ings. In these respects, it ig different than other evaluation-related

s R S R TSN L IR

guides and manuals —— see, for example, Rossi and Freeman (1982).

Stated in terms Of two sets Qf 1inks Which relate, respectively an
’

The remainder of this report is divided into four gections which
anti ,
cipated set of program characteristics to an intermediate set of

address, respectively, the design framework, the design components, a
threats to validity to a final set of design elements

1inear statistical model, and some concluding remarks. .
The "d "
ynamic" aspect of the approach reiers to its nonstationary

2, Design Framework

-

th
e evaluation design. In this manner, the design elements can he

- concurrently. The framework iz based on a dynamic roll-back approach
) / refined, if ne

which consists of three steps leading up to a yvalid and comprehensive , ’ cessary, to account for any new threats to validity which
may be caus
evaluation design. ed by previously unidentified program characteristics. In

AR




sum, the dynamic roll-back approach is systems-oriented; it represents a

purposeful and systematic process by which valid and comprehensive
evaluation designs can be developed.

The firsc two steps of the design fremework are elaborated on in
the next two subsections, while the third step is considered in Sect. 3.

Program Characteristics

In general, the characteristics of a program can be determined by
seeking responses to the following questions: What is the program
rationale? Who has program responsibility? What is the nature of
program funding? What is the content of the program plan? What are the
program constraints? What is the nature of program implementation?

What is the nature of program operation? Are there any other concurrent
programs? What are the anticipated evaluation findings?

Again, according to Fig. 2, it should be noted that the purpose for
understanding the program characteristics is to identify the resultant

problems or pitfalls that may arise to threaten the validity of the

final evaluation. .

Threats to Validity

After almost two decades, the classic monograph by Campbell and
Stanley (1966) is still the basis for much of the on-going discussion on
threats to validity. However, as listed in Table 1, the original 12
threats by Campbell and Stanley (1966) have been expanded to include 7
additional threats. The 20 threats to validity can be grouped into the

following five categories.

* Internal validity refers to the extent that the statistical

asgsociation of an intervention and measured impact can reasonably

be considered a causal relationship. )
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Threats tc Intermal Validitv ¢

1. Zztramecus events (i.e., hisctory) may occur during the period of evaluation, inasmuch as toctal cest
or experimental isolacion cannot be achieved in social experimencation.

2. lemporal maTurztion of subjects or processes (e.g., growing older, growing more tired, becoming wiser,
ezc.) == including cyclical maturation =~ may influence observed impacts.

3. Jesign instzbility (i.e., unrellabilicy of measures, fluctuations in sampling units or subjects, and
autonomous instability of repeated or equivalent measures) may inzroduce biases.

4, Pretess ezperience, gained from a response to a pratest measurement (e.3., questionnaire test,
observation, etc.), may impact the nature and level of response to & subsequent posttest measurement.

5. Instrumercation changes (e.g., changes in the calibration of a messurement instrument, changes in the
observers or evaluators used, etc.) may produce changes in the obtained measurements.

6. Fegression crtifacts may occur due to the identification of test or control subjects (or time periods)
whose dependent or outcome measures have extreme values -- these extreme values are artificial and
will tend to regress toward the mean of the population from which the subjects are selected.

7. Differentizl selection -- as opposed to random salection -- of subjects for the test and control
groups may introduce biases.

8. Mfferencziacl loss (i.e., experimental mortality) of subjects from the test and control groups may
introduce biases.

9.

Setection-ralated interacction (with extraneous events, temporal maturation, etc.) may be confound:-]
with the impact of the intervention, as, for example, in the case of a self-selected test group or
in che case of test and control groups which are macuring at different rates.

Threacs cto External Validice

10.

13.

Precest-intervention interaction (including "halo" effect) may cause a pretest measurement to increase
or decrease a subject's sensitivity or responsiveness to the intervention; thus rendering the results
obtained for a pretested population unrepresentative of the impacts of the incervention for the
unpretescad universe from which the test subjects are selected.

Seleovion-tntarvenzion intercerion may introduce biases which render the test and/or control groups
unrepresentative of the universe from which the test subjects are selected.

Test-getting gensitiviiy (including "Hawthorne" and "placebo" effects) may preclude generalization
about the impact of che intervention upon subjects being exposed to it under non-test or non-
experimencal settings.

sidirie-intervencion irnserierence may occur whenever mulriple incerventions are applied to the same
subjects, inasmuch as the impacts of prior interventions are usually not erasable.

Threats to Construct Validitvy

14,

15.

Tnservensiorn gensitivity may preclude generalization of observed impacts to different or related
interventions -~ complex interventions may include other than those components responsible for the
observed impacts.

leasures sewsitivity may preclude generalization of observed impacts to different or related impact
measures = (omplex measures may include irrelevant components that may produce apparent impacts.

Threats to Statistical Conclusion Validicy

l6.
17.

’

E=xtroneous gcurces of error (including "post hoc' error) may minimize the statiscical power of analyses.
Inzervantion integyity or lack thereof may invalidacte all statistical conclusions.

Threats to Cornduct Conclusion Validiev

18,

19.

20,

Degign corplexity (including technological and methodological constraints) may preclude the complete
and successful conduct of the evaluation.

Bolisieal infeastdility (including institutional, environmental and legal constraints) may preclude
the complete and successful conduct of the evaluation.

Tacnomie infeqeitility (iacluding hidden and unanticipated costs) may preclude the complete and
successful conduct of the evaluation.

Source: Tien 1979, p. 498,

Iy

Table 1 Design considerations: threats to validity




parme;

* External validity refers to the extent that the causal ‘relationship

can be generalized to different populations, settings, and times.

e Construct validity refers to the extent that the causal relation-

ship can be generalized to different interventions, impact

measures, and measurements.

* Statistical conclusion validity refers to the extent that an

intervention and a measured impact can be statistically associated
—= error could be either a false association (i.e., Type I error)
or a false nonassociation (i.e., Type II error).

¢ Conduct conclusion validity refers to the extent that an interven-

tion and its associated evaluation can be completely and success-—

fully conducted.

In evaluation terms, the threats to validity can be regarded as

plausible rival hypotheses or explanations of the observed impacts of a

program. That is, the assumed causal relationships (i.e., test hypoth-
eses) may be threatened by these rival explanations. Sometimes the
threats may detract from the program's observed impacts. For example,
the model in Sect. 4 shows how a regression artifact may result in such
a detraction. It is therefore the purpose of an evaluation design to
minimize the threats to validity, while at the same time to suggest the
causal relationships.

In conclusion, it should be stated that the evaluation design
framework presented in this section is very much dependent on the
threats to validity. It is through these threats that program charac-

teristics are linked to design elements.

il
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3. Design Components

This section provides both a summary of and an update to the
earlier work by Tien (1979), who found it Systematically convenient to
describe a Program evaluation design in ‘terms of five components, |
including test hypotheses, selection scheme, measures framework,
measurement methods, and analytic techniques.

Test Hypotheses

The test hypotheses component is meant to include the range of
1ssues leading up to the establishment of test hypotheses. 1In practice
and as illustrated in the dynamic roll-back approach in Fig, 2., the
tast hypotheses should be identified only after the program character-
istics and threats to validity have been ascertained.

The test hypotheses are related to the rationale or objectives of

. the program and are defined by statements that hypothesize the causal

relationships between dependent and independent measures, and it is a
purpose of program evaluation to assess or test the validity of these
statements. In order to be tested, a hypothesis should i) be expressed
in terms of quantifiable measures, ii) reflect a specific relationship
that is discernible from all other relations, and iii) be amenable to
the application of an available and pertinent analytic technique.

Finally, it should be stated that while the test hypotheses them-
selves cannot mitigate or control for threats to validity, poor
definition of the test hypotheses can threaten statistical conclusion
validity, since threats to validity represent plausible rival

hypotheses.




Selection Scheme

The purpose of this component is to develop a scheme for the
selection and identification of test groups and, if applicable, control
groups, using appropriate sampling and randomization techniques. The
" selection process involves several related tasks, including the
identification of a general sample of units from a well~designated
universe; the assignment of these (perhaps matched) units to at least
two groups; the identification of at least one of these groups to be the
test group; and the determination of the time(s) that the intervention
and, if applicable, the placebo are to be applied to the test and
control groups, respectively. A more valid evaluation design can be
achieved if random assignment is employed in carrying out each task.
For example, random assignment of units to test and control groups
increases the comparability or equivalency of the two groups, at least
prior to the program intervention. The statistical model in Sect. 4
shows how the equivalency of the two groups can affect the net observed
imbact of the program intervention.

Tien (1979) identifies numerous selection schemes or research

designs, including experimental designs (e.g., pretest—posttest

equivalent design, Solomon four-group equivalent design, posttest-only

equivalent design, factorial designs), quasi-experimental designs (e.g.,

pretest-posttest nonequivalent design, posttest-only nonequivalent
design, interrupted time=-series nonequivalent design, regression-

discontinuity design, ex-post facto designs) and non-experimental

designs (e.g., case study, survey study, cohort study). In general, it

can be stated that non-experimental designs do not have a control group

10

.

gy o

e ey STy | e e s

T S

TS U T e

]

gt Ry T T G

TP

sy it

i e

S Py A e S s
- = -

At a1

iof

R iy RS T

s

11

or time period, while experimental and quasi-experimental designs do
have such controls -— aven if it is just a before-after control. The
difference between expgrimental and quasi-experimental designs is that
the former set of designs have comparable or equivglent test and control
groups (i.e., through randomization) while the latter set of designs do
not.

Although it is always recommended that an experimental design be
employed, there are a host of reasons which may prevent or confound the
establishment -- through random assignment —-- of equivalent test and
control groups. One key reason is that randomization creates a focused
inequity because come persons receive the (presumably, desirable)
program while others do not. Whatever the reasons, the inability to
establish equivalent test and control groups should not preclude the
conduct of an evaluation, Despite their inherent limitations, some
quasi-experimental designs are adequate. In fact, some designs (e.g.,
regression-discontinulity designs) are explicitly nonrandom in their
establishment of test and control groups. On the other hand, other
quasi-experimental designs should only be employed if absolutely
necessary and 1f great care is taken in their employment. Ex-post facto
designs belong in this category. Likewise, non-experimental designs
should ¢y be employed if it is not possible to employ an experimental
or quasi-experimental design.

In terms of selection scheme factors which could mitigate or
control for the various threats to validity, it can be stated that
randomization is the key factor. In particular, most, i1f mnot all, of
the internal and external threats to validity can be mitigated by the

experimental designs which can be achieved through randomization.
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Measures Framework

There are two parts to the measures framework component. First, it
is necessary to specify the set of evaluation measures which is to be‘
the focus of the particular evaluation. Second, a model reflecting the
linkages among these measures must be constructed.

In terms of evaluation measures, Tien (1979) has identified four
sets of measures -- input, process, outcome and syétemic measures. In
general, the input and process measures serve to “explain” the resultant
outcome measures. Input measures alone are of limited usefulness since
they only indicate a program's potentﬁal - not actual -~ performance.
On the other hand, the process measures do identify the program's per-
formance but do not consider the impact of that performance. Finally,
the outcome measures are the most meaningful observations since they
reflect the ultimate results of the program. In practice, as might be
expected, most of the available evaluations are fairly explicit about
the input measures, less explicit about the process measures, and
somewhat fragmentary about the outcome measures.

An increasingly popular outcome measure of social programs is the
multiattribute utility measure (Keeney and Raiffa 1976). In a multi-
attribute utility framework, each outcome measure is considered an
attribute which can be combined with other measures or attributes by
means of an aggregation rule, most often simply a judgmentally weighted
linear combination or an additive aggregation. The resultant combina-
tion or aggregation is a value of the utility which may be used to
compare the outcomes of different programs or alternative versions of

the same program, The attraction of belng able to compare Lo outcomes

e mas e g ST

o

e g

SR

13

of one program with those of another will undoubtedly hasten the
{ntroduction of utility theory into evaluation research.

The fourth set of evaluation measures —- the systemic measures --
can also be regarded as impact measures but have been overlooked to a
large extent in the evaluation literature. The systemic measures allow
the program's impact to be viewed from a total systems (i.e., organiza-
tional, longitudinal, programmatic and policy-oriented) perspective.

The second part of the measures framework concerns the linkages
among the various evaluation measures. A model of these linkages should
contain the hypothesized relationships -- including cause-and-effect
relationships —-- among the measures. Thus, the model should help in
identifying plausible test and rival hypotheses, as well as in
identifying critical points of measurement and analysis. In practice,
the model could simply reflect a systematic thought process undertaken
by the evaluator, or it could be explicitly expressed in terms of a
table, a block diagram, a flow d%agram, or a matrix.

In conclusion, concise and measurable measures can mitigate the
measures-related threats to validity. Additionally, the linkage model
can help to avert some of the other threats to validity.

Measurement Methods

L3

The list of issues and elements which constitute the measurement
methods component include measurement time frame (l.e., evaluation
period, measurement points, and measurement durations), measurement
scales (i.e., nominal, ordinal, interval, and ratio), measurement
instruments (lL.e., questionnaires, data collection forms, data collec-

tion algorithms, and electromechanical devices), measurement procedures
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(i.e., administered questionnaires, implemented data collection instru-
ments, telephone interviews, face-to-face interviews, and observations),
measurement samples (i{.e., target population, sample sizes, sampling
technique, and sample representativeness), measurement quality (i.e.,
reliability, validity, accuracy, and precision) and measurement steps
(i.e., data collection, data privacy, data codification, and data
verification).

Measurement methods which could mitigate or control for threats to
validity include a multi-measurement focus, a long evaluation period
(which, while controlling for regression artifacts, might aggravate the
other threats to internal validity), largé sample sizes, random
sampling, and pretest measurements.

Analytic Techniques

Analytic techniques are employed in evaluation for a number of
reasons: to conduct statistical tests of significance;
to combine, relate or derive measures; to assist in the evaluation
conduct (e.g., sample size analysis, Bayesian decision models); to
provide data adjustments for nonequivalent test and control groups; to
model test and/or control situations.

Next to randomization (which is usually not implementable), perhaps
the single most important evaluation design element (i.e., the one which
can best mitigate or control for the various threats to validity) is, as
alluded to above, modeling. Unfortunately, wost evaluation efforts to
date have made minimal use of this powerful tool. However, more recent
efforts have begun to recognize the importance of adopting a model-

based approach to evaluation. Larson (1975), for example, developed

3
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some simple structural models to show that the integrity of the Kansas
City Preventive Patrol Experiment was not upheld during the course of
the experiment =- thus casting doubt on the validity of the resultant
findings. As another example, Willemain (1978) developed a Bayesian
model to assist in the implementation of a contingent experimental
design.

Finally, in order to hightlight some of the critical evaluation- '
related issues, a linear statistical model is developed in the next
section. A variation of the model was recently employed by Cahn and
Tien (1983) to characterize a retrospective "split-area" research désign
or selection scheme which was used to evaluate the impact of security
surveys on commerclal burglary.

4. A linear Statistical Model

To begin with and for simplicity, it is assumed that:
i) There is a single selection measure X (e.g., "before" crime rate)
11) There is a single impact measure Y (e.g., "after” crime rate)
iii) There are two groups: j =t (test), c (control)
0, j =c¢
iv) There 1is a single intervention Zj, where Zj =
1, j=t¢t
v) There i1s a disturbance or error term e, which is uncorrelated
with other wmeasures and which possesses an expected value of
Zero.

vi) There is a linear causal relationship between Yj4 and Xjj; that

is,

Yi4 = a + b2j +dj(Xij -X..) + ei] (L)



where Yij = value of impact measure for unit i in group j
Xij = value of selection measure for unit i in group j

eij = value of error associated with unit 1 in group j

N
.
1]

value (i.e., presence) of intervention in group j
'f.. = Xij averaged over both i and j (1.e., the "grand mean" of

the selection measure )

In the above equation, it should be noted that 1) b reflects the (net)

impact of the intervention; 11) X, # flc reflects the presence of a
regression artifact threat to validity; iii) dj # 0 reflects the
presence of a selection-regression artifact interaction threat to

validity, and iv) d¢ # dc reflects the presence of a selection~-

intervention interaction threat to validity.

In deriving the impact b, it is first helpful to determine
Y. -= E[Yi|j=c] = a + bE[ZC] +de(X,c - X,.) + Elege]

=a+d.(X,.-X,) , (2)
Similarly,

Y, = E[Yij]i=t] = a + bE[Z¢] + de(X,¢ = X,,) + E[eqy]
=a+b+d(X,p - X ) (3)
Subtracting Eqn. (2) from Eqn. (3) and solving for b, one can show that
* *

b=Y¢"ic (4)

where

Yoe = Yt -deXe - X..) (5)

16
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and
- — — -
Yo=Y~ de(X o = X)) (6)

The above expressions can perhaps be better understood by a
graphical presentation, as contained in Fig. 3. As indicated in Fig. 3,
b is actually the net impact of the intervention on a unit with i;. as

its selection measure. In general, for a unit with a different

selection measure -- say X, —- the net impact would be

_k _k

blXa = ¥,¢|%a - V,c|Xa (7
where

-* —— a—

Y.elXa = Yp - de(X¢ - Xa) (8)
and

—* — —

Y.clXa = ¥,¢ - de(X.c - Xa) (9)

It can also be seen from Fig. 3 that if d¢ = dg, then b|X, = b|X,, = b;
that is, the impact of the intevention is the same for all units, even
if they possess different selection measure values ~- thus, in such a
situation, there is no selection-intervention interaction threat to
validity. Moreover, if dp = d, = 0, then not only is b|X, = b|X,, = b
(i.e., no selection-intervention interaction threat to validity), but,

in combining Eqns. (4), (5) and (6), b 1is also equal to
b=Y¢ -7, | (10)

which implies that there is no selection-regression artifact interaction
threat to validity, Further, b can likewise be defined by Eqn. (10) if
the test and control groups are equivalent (i.e., X,. = X.c = X..), in

which case there is no regression artifact threat to validity.




Value of Impact Measurement For Unit i in Group 3

Yij’

In general, Eqn. (4) can be used to determine the net impact b;
however, such a determination would first require calculating the other
measures identified in Eqms. (5) and (6). Alternatively, one could
determine b in terms of several covariance measures. Further, one
could use a t-test of the difference between two sample means to
determine if the net impact b is statistically significant.

In sum, it should be noted that the model developed in this
section, aithough relatively simple, is able to adjust for three
critical threats to validty. Further, the resultant adjustment is a

consequence of the assumed linear relationship between the impact

!

|

{

xot ‘xnﬁ x-C
14° Value of Selection Measure for Unit i in Group J

4

X

Pigure 3 Analytic techniques: & linear statistical model
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measure and the selection measure. Finally, in a situation where there
are H selection measures {i.e., Xj,X...Xy), then Eqns. (5) and (6) can
be extended and replaced by
* _ H _ _
T4=7, —hzl dpy K,y = %,,) forj=t,c (11)

where dnj 1s the slope of the regression of the Yjj's on the Xpjij's.
5. Concluding Remarks

In conclusion, three remarks should be made. First, although the
focus of this report has been on program evaluation, the systems and
model-based approach considered herein is, for the most part, applicable

to the design of any analysis effort. According to Webster's

Dictionary, to evaluate means "to examine and judge"; thus, evaluation
includes the step of analysis (i.e., examination) and can be thought of
as a more judgment-oriented form of analysis.

Second, while this report provides a purposeful and systematic
approach or guide to the development of an evaluation design, it does
not constitute a "cookbook"” or handbook. The author feels that an
adequate handbook will not be forthcoming in the near future; it will
require many more years of evaluation experience and careful analysis of
that experience.

Third, the need for evaluation 1s growing in the U.S., and it will
continue to grow in the foreseeable future. Government at every level
is being increasingly required to justify the value of its programs.

Cn the other hand, increased federal deregulation, increased domestic
and foreign competition, and high interest rates have resulted in

similar pressures on the leaders of private industry. Given a growing
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need for evaluation, it is critical and necessary that proper procedures
exist for the development of evaluation designs which are valid and
comprehensive. Certainly, the systems and model-based approach
summarized in this report attempts to provide such procedures.
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