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PREFACE 

This draft has been prepared for the purpose of revie,,' by the 

National Institute of Justice. 
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ABSTRACT 

In this Report, a theoretically rigorous deterrence model is 

developed, In its philosophy, structure and choice of variables, 

the model builds upon and extends past deterrence research. In the 

empirical implementation of this model UCR Index offense rates are related 

to four sanctions instruments: the probability of being arrested, the 

probability of being incarcerated, the length of prison sentence, and the 

length of post-prison probation. These variables are treated, 

theoretically and empirically, as part of an interacting system of 

equations. The empirical analysis provides measures of the crime-control 

impact of these sanctions on individual UCR offense rates. It is argued 

that the principal contribution to crime-control derives from deterrence, 

and th&t incapacitation's impact on offense rates is minimal. The 

empirical analysis also provides, as subsidiary results, an explanation 

for variation in arrest and incarceration probabilities and in the 

length of incarceration. 

The statistical model incorporates most of the demographic and 

socioeconomic control variables which have been shown in the deterrence 

literature to maintain a consistent and theoretically plausible association 

with offense rates. The empirical analysis uses aggregate (judicial-

district-level) cross-sectional data, as well as data relating to 

individual UCR offenders newly admitted to prison. The data are drawn 

from Georgia and North Carolina and relate to the years 1978 and 1979, 

respectively. Conventional econometric procedures are used to estimate 

the model's parameters. 



~--.~~;~----~9~¥~-------------------------------------- -----~------ -- -

iv 

ACKNOWLEDGEMENTS 

We are indebted to numerous officials of the states of Georgia 

and North Carolina, who gave generously of their time and resources. 

We wish especially to thank James Peters and J. Willi~~ Holland of the 

Georgia Crime Information Center, Michael Sherberger of the Georgia 

State Crime Commission, Benjamin Wyckoff and George Cox of the 

GeDrgia Department of Offender Rehabilitation, William C. Corley and 

Douglas H. Kappler of the North Carolina Police Information Network, 

and Mr. Jeff Williams of the North Carolina Department of Correction. 

The author is most appreciative of the research assistance provided by 

Polly Fisher, who was responsible for data acquisition and for the 

development of the macro-data elements used in the empirical analysis. 

v 

TABLE OF CONTENTS 

PREFACE .............................................................. 1.1. 

~ ... ABSTRACT •••••••.• 0 0 0 •••• 0 ••• 0 ••• 0 0 0 0 • 0 •• '0 •• 0 •• 0 • 0 •• 0 ••• 0 0 •• 0 0 .\ ••••• III 

l¥k-"\ ' 0; 
~. _e"! '-\11 R § . ACKNOWLEDGEMENTS .• 0 ••• 0 ••••••••• 0 ••••• \~;:. 0 • oN ''';'';' oJ. o;IlWi' •••••• ~ •••• l V 

t ~ ~ TABLE OF CONTENTS 
• • • • f'I • • • • • • • • • • • • • • • • • \~ ' ••••••••••••• ',,' I, • • • ••••• ~ •••• v 

Chapter frO' jfl,T-'1 16 \984 ' 

1. THE RESEARCH CONTEXT A CQ U1 91.'l.'tO 1'1 S 

Introduction ................ ~ __ , .... ",-.'-. " •..................... I.l 

Review of the Literature ................. ~ .............. I.7 

Research Obj ecti yes ... '" " .......... ~ ..................... I. 35 

2. THE THEORETICAL MODEL •••.•.••••.••.• 0 •••••••••••••••••••••• II .1 

3. THE EMPIRICAL MODEL: GENERAL CONSIDERATIONS 

r~odel Specifi cation ..................................... III .1 

Data for the Model ........... 11 ••••••••• r •••••••••••••••• • III. 6 

Estimation Procedure ......... II •••••••••••••••••••••••••• III .10 

Crime and Criminal Justice Ratios for Georgia 

and North Carolina ................................... III.l1 

Format for the Presentation of the Empirical Results III.18 

4. EMPIRICAL RESULTS FOR GEORGIA 

Results for the Principal Equation Within the 

Bas i c Model ....... D ••••••••••••••••• tI ••• (I (I ••••••••••• IV II 1 

Alternative Specification of the Principal Equation ••••• IV.13 

Variant One: The Incapacitation Effect •••••.••••• IV.14 

Variant Two: The Conditional Probability of 

Incarceration ......................••......•. j; • I1.T .16 



i. ...; .. 9* 

vi 

Variant Three: The Distributed Lag Assumption •••• IV.20 

The Marginal Impact of the Risk of Incarceration ••.••••• IV.27 

Other Equations in the Basic Model •....•••...•.••••••••• IV.33 

Sentence Length . - ... _ . e - • ___ •••••••••••••• _ •••• _ •• IV. 33 

The Demand for Law Enforcement Services ••••••••••• IV.37 

Aggregate Arrests .. - - ... _ .. _ . _ .. CI •••• _ • ___ ••• e ___ • IV _ 40 

The Incarceration Rate ••••...•.••••••••••.•••..••• Iv.46 

5. EMPIRICAL RESULTS FOR NORTH CAROLINA 

Results for the Principal Equation: The Basic Model •...• V.l 

Alternative Specification of the Principal Equation ••... V.ll 

Variant One: The Basic Equation Corrected for 

Mul ticollineari ty .... - . _ .......... e: •• _ •• _ •••• e • V.12 

Variant Two: The Conditional Probability of 

Incarceration •••.••••••.•..•••.••..••••.••••••• V.15 

Variant Three: The Distributed Lag Model ••••..••• V. 20 

The Marginal Impact of Incarceration ..••••••••••••••••• v.24 

Other Equations in the Basic Model ••.••••••....••.••••• V.29 

Sentence Length .. If ••••••••••••••• _ It •• _ •••••••••••• V. 29 

The Aggregate Arrest Rate ••••••••••••••••••••••••• V.33 

The Incarceration Rate ••••••.•.••••••••••••••••••• v. 34 

6. Sln4MARY AND CONCLUSIONS 

The Report in Overview ............... _ ............. _ .... VI.1 

Extensions of the Analysis ..•••••••••••••••••.••••••••••• VI .15 

The Basic Model Derived from a Pooled Data Set ••••• VI.16 

The Marginal Impact of Incarceration •••••••••••••• VI.21 

Directions for Future Research •••••••••••••••••••• , ••••• VI.26 

c( 

.j 
t 
I 
1 
i 

/ 
! 
! 
\ 
'I 
Y 

~ 
i 
I 
1 
I Ii 

~ 
! 

I 
I 

I 
I 

-r'. 

vii 

REFERENCES ••...•.•••••.••.••••••.•••••••..••••••••••.•. ••••••••••••• R • 1 

APPENDIX 

A. DATA SOURCES, DEFINITIONS, AND ESTI~~TION PROCEDURES .. , ••.• A.l 

B. MISCELLANEOUS DATA 'rABLES ••••..•.•.•.•.•••••••.•.•..••••••• B.l 



"'" 

, 
'-

CHAPTER 1 

THE RESEARCH CONTEXT 

A. INTRODUCTION 

The thesis that the certainty, severity, and celf:!rity 

of sanctions act as a deterrent to criminal behavior has had a 

long and varied history. Its first formal presentation is usually 

credited to Cesare Becarria (1767). In recent years, the deterrence 

doctrine has been shown to belonq to a more 1 - genera theory, predicated 

on rational, voluntary, individual cho,·ce. B k (19 ) ec er 68 provided 

the initial micro-theoretic foundation. His formulation, later extended 

by Ehrlic~ (1973), Block and Heineke (1975), Heineke (1978), and 

others, has for its basis the brute assumpt,'on that potential offenders 

and victims behave as though they are rational, and that they strive 

to maximize their own individual wellbeing. 

~rom the rational choice model of Becker and Ehrlich one may 

readily deduce the existence of a deterrent effect from the imposition 

of sanctions, as well as an economic status relation to criminal 

activity. In the Recker-Ehrlich model, it is a~sumed that the 

individual maximizes his wellbeing by maximizing his wealth. Wealth 

is defined as a composite of both assets and income, and is made to 

deoend upon both present values of assets and income as well as 

anticipated future values. One maximizes wealth by allocating one's 

time between legitimate and illegitimate activities. Leisure is 

assumed to be constant. It follows, therefore, that an increase in time 

spent in illeqitjmate"activ5ty must be at the expense of time spent 

1.2 

in legitimate activity. The model also assumes: (i) that legitimate 

and illeg~timate work are substitutable (explicit consideration is not 

given to the moral/ethical value, irksomeness, etc. of illegitimate 

work vis ~ \I;s legitimate work); (i1) that the returns to both activities 

are positive; (iii) that the returns to one activity do not affect 

the returns to the other; (iv) that illegitimate returns are stochastic 

(Bernoulli-distributed), depending upon the probability of being 

sanctioned, whereas legitimate returns are non-stochastic; (v) that 

sanctions can be expressed in monetary values and are otherwise un

restricted; (vi) that the potential offender's estimates of his returns 

to legitimate and illegitimate activity and of the cost of sanctions are 

mon::>toni ca lly related to their objective values; and (vii) that 

persons with more wealth are more willing to undertake risk. 

From these assumptions it can be shown that a decrease ;n legitimate 

returns, an increase in illegitimate returns, a reduction in the 

probability of being sanctioned, or an increase in the severity of the 

sanction received will induce a transfer into illegitimate activity 

and, therefore, an increase in the crime rate. The results derived 

from this model are unambiguous: sanctions deter criminal activity. 

The Becker-Ehrlich model has been widely applied. Indeed, 

implicitly or explicitly, most of the studies to be reviewed in the 

next section of this chapter are premised upon, or presume to test, 

this version of the rational choice model. 
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Rece~tly, the Becker-Ehrlich model has been subjected to critical 

reanalysis (Block and Heineke, 1975; Block and Lind, 1975; Heineke, 

1978). It has been shown that when some of the assumptions underlying 

the Becker-Ehrlich model are changed, the behavioral lmpiications 

emanating from the model are no longer unambiguous. The direction 

taken by the newer theory involves the relaxation of the assumptions: 

(i) that legitimate and illegitimate work are devoid of moral content, 

are equally irksome, etc.; (ii) that all. activity and all sanctions may be 

reduced to monetary equivalents; (iii) that one's wealth nay be reduced 

to zero through the imposition of sanctions; and (iv) that leisure 

time is a constant, 

The more general theory that has evolved from the work of Block, 

Lind, and Heineke asserts that one cannot predict a priori whether a 

decrease in returns to legitimate activity, an increase in returns to 

illegitimate activity, a reduction in the probability of being sanctioned, or 

a reduction in the severity of the sanction will induce an increase in 

illegitimate activity. Most particularly, the Block-Heineke model 

removes the theoretical presumption that sanctions deter criminal 

activity. In the context of the less restrictive assumptions of their 

model, theory becomes agnostic. 

Generally speaking, theoretical indeterminacy adds complexity to 

empirical analysis. This would be especially true if empirical 

analysis supported the view that no relation exists between sanctions 

and offense rates. Assuming that one's statistical procedures are 
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impeccable~ that the data are fully trustworthy, and that the many 

problems attending empirical investigation of the deterrence issue, 

such as those enumerated by Orsagh (1979), have been successfully 

overcome, the absence of a statistical relation would have to be 

ascribed to one of three mutually exclusive possibilities: (i) A 

relation exists but, due to chance variation, the analysis fails to 

detect the relation. (ii) The theory is, in fact, incorrect. 

(iii) The theory is correct, but the configuration of empirical values 

for the model's parameters negates the existence of a relation. 

In this instance, the evidence is "correct" and the empirical 

conclusion would be sustained under repeated sampling from this 

particular environment. 

If the empiricist concludes from his evidence that the theory 

is incorrect; but, in fact, and unknown to him, the first of the three 

propositions is true, he commits an "alpha error. II One reduces 

alpha risk by increasing the size of one's sample or by conducting 

more studies. Normally, one would become increasingly confident 

that the theory is incorrect if, under repeated sampling, one 

were to fail to discover an empirical association between the two 

variables under consideration. However, when one's theory yields 

indeterminate results, disbelief in the first proposition does not 

automatically require belief in the second. Rather, more testing may 

be demanded, testing conducted, in this instance, in environments in 

which the model's parameters may assume different values. 
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Suppose, on the other hand, that empirical investiqation provides 

strong evtdence to support the existence of a relation between the 

two variables -- the situation that typifies the deterrence issue, as 

we shall show. Suppose, also, that one's statistical procedures and 

data are both faultless. In this case, we would be led to choose 

between t'NO pro"'nsitions: (i) There is, in fact, no relation between 

the two variables. The observed relation is spurious, and arises 

from chance variation. (ii) The theory is correct, at least with 

reference to the environment from which the sample was drawn. 

If the empiricist concludes from his evidence that the theory is 

correct; but, in fac~ and unknown to him, the first of the two 

propositions is true, he commits a "beta error." Since one's risk of 

committing a beta error diminishes with increasing sample size, i.e. 

hy conducting more studies, a statistical relation that continues to 

manifest itself through repeated sampling (more studies) would cause 

one to become increasingly confident that, in fact, a true relation 

exists. However, this conclusion would only be applicable to the 

environment from which the sample was drawn. Generalization beyond 

the tested environment would be wholly inappropriate. 

Therefore, ceteris paribus, more data will always be preferred. 

It permits a reduction in aloha (or beta) risk with no necessary 

attendant increase ln beta (or alpha) risk, thereby increasing the 

likelihood that the empiricist will make a correct decision with 

respect to the validity of the null hypothesis, concernin~ sanctions 

and the offense rate. But beyond this obvious advantage, the in

determinacy that characterizes the more general theoretical model must 

certninly enhance our interest in, heighten the value of, and supply 

1.6 

additional justification for, further empirical investigation of the 

deterrence issue. It is gratifying, therefore, to note that enormous 

research effort has been devoted to the question of the efficacy 

of sanctions as a deterrent to criminal activity, particularly in 

recent years. To illustrate: Beyleveld (1980) provides an up-dated, 

extraordinarily complete, and exceptionally well annotated bibliography 

of, and extensive commentary upon, deterrence studies published in 

English between January 1946 and December 1978. He lists 568 items 

in all. Of these, 419 (or 74 percent) have appeared since 1970. 

Most deterrence studies have been concerned with the effects of 

legal sanctions. The sanctions that derive from the response of private 

individuals and agencies, and that have their impact on the offender's 

career, his present and future earnings, and his status with family, 

friends, and the wider community have received little attention. 

Moreover, the extensive work which has focused on legal sanctions has 

been directed to a consideration of ,'ts certa,'nty d ' an sever,ty dimensions. 

The celerity di~ension has been almost totally ne~lected. For example, 

Beyleveld's (1980) bibliography contains just four references, all of 

which utilize perceptual data derived from small samples of individuals. 

Indeed i the scope of deterrence research is even more li~ited, havin9 

dealt almost exclusively with five sanctions: the probab'llities of 

arrest, conviction, incarceration, and execution, and the length of 

prison sentence. Finally, quantitative analysis has been largely, 

though by no means exclusively, confined to the effect of these sanctions on 

UCR Index offense~. 
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In the following section of this chapter, we shall review the 

more relevant literature that relates legal sanctions to Index offenses. 

B. REVIEl~ OF THE LITERATURE 

In this section bf the report we shall summarize the results of 

recent studies of the deterrent effect of legc1 sanctions on the crime 
,,!;. 

rate. In develoring our review we were guided '~"'the following 

criteria: The studies must be quantitative, must have been published 

since 1970, must relate to one or more of the seven Index offenses,l must 

relate to the certainty or severity of sanctions as measured by the 

arrest or incarceration rate, or to the length of incarceration, and 

must be methodologically sophisticated, in the sense defined below. 

The subset of deterrence studies formed by the intersection of these 

conditions is im~ortant in three respects: First, for evaluation 

rurposes, the suhset is mnna0eahly small. Second, in its theoretical 
. 

and methodoloaical orientation, as well as in its subject matter, this 

subset is in the mainstream of curr2nt empirical research. And, third, 

this subset is most immediately concerned with the issues and concerns 

motivating this report. 

Most deterrence studi es fall far short of meeti n9 the foregoi ng 

lHomicide (including non-riegligent m~nslaughter),rape, assault, 
robbery, burglary, larceny, and motor v2hicle theft. For brevity, the 
latter shall often be referred to as ~uto theft. 
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selection·criteria. On the other hand, our subset would have 

included many additional studies had the criteria been slightly 

modified. These marginal studies deserve some attention. Ry 

identifying these excluded, almost relevant studies, we provide, b,' 

indirection, a clearer definition of the scope and boundaries of this 

review ~nd of this report. Therefore, it is useful to note the 

following particular exclusions from our review: 

(i) Studies that encompass broader crime aggregates, such as 

those that deal with all felony offenses (Orsa9h, 1973; Tittle and 

Rowe, 1974; Phillips and Votey, 1975; Carr-Hill and Stern, 1979;2 

et al., or even broader aggregates, such as that of Witte, 1980). 

(ii) Studies concerned with particular non-UCR offenses. As 

recent examples, we have the quantitative analyses of tax evasion (Mason 

and Calvin, 1978), shoplifting (Kraut, 1976), illegal drug use (Burkett 

and Jensen, 1975), and driving under the influence (Zabor, 1976; 

Johnson, et al.,1976). 

(iii) Studies that measure deterrence variables indirectly __ 

for example, the use of law enforcement expenditure to represent the 

risk of being sanctioned (Greenwood and Wadycki, 1973; McPheters and 

Stt'onge, 1974). 

2 Burglary offenses are also analyzed by Carr-Hill and Stern, and are 
included in our tables. 
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(iv) _ Studies that are exclusively concerned with the probability 

of being executep -- for example, the rear,alysis of the Ehrlich (1975) 

study by Rowers and Pierce (1975). HmoJever, some studies.--· for example, 

Ehrlich (1975) and Passell and Taylor (1977) -- address the death 

penalty issue, but also provide evidence concerning the deterrent 

effect of other sanctions on the homicide rate. This evidence will 

be reported below. 

(v) Studies that use neither control variables nor a multiple 

equation system to develop their estimates. (Most of these use simple 

correlation analysis.) Included among these studies are the Gibbs's article 

(1968) that initiated the modern deterrence controversy, as well as 

studies by Gray and Martin (1969), Bean and Cushing (1971), Logan (1972), 

Tittle (1969), and Chiricos and Waldo (1970).3 These have been excluded 

because later analyses (Ehrlich, 1973; Black and Orsagh, 1978; 

3Rean and Cushing (1971) do utilize control variables,in thei~ 
analysis -- specifically, a region~l No~t~/South dum~y varla~le WhlCh 
operates by itself and in interactl~n wltn t~e sa~ctl0ns varlable~. 
We reqard this advance in model deslgn as qUlte mlnor. In comparl~on 
to the more technically sophisticated analyses reported below, thelr 
work is clearly outdated. 

The panel models of Logan (1975) ,and G~eenberg, et a~. (1979) 
include no control variables, but thelr estlmates are derlved from a 
system of simultaneously determined crime-sanctions relations. 
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Vandaele, ·1978b; and others). using the same "1960 (and "95.0)" cross~sectional 

data, improve upon the former studies by introducing control variables 

to neutralize the confounding effects of omitted non-sanctions factors 

on the crime rate. Moreover, the latter studies explicitly account 

for the possibility that crime and sanctions are interdependent. In 

our view, these technically more advanced analyses render the earlier 

work obsolete. 

Our summary of the empirical evidence concerning the linkage 

between UCR offenses and sanctions is presented in the following four 

tnbles. The observations in these tables are derived fr.om the coefficients 

Of particular sanctions variables, and refer to their signs and their 

orders of magnitude. Each observation consists of an alphabetic 

character, which mayor may not be preceded by 

The alphabetic character indicates the sign of the coefficient and 

whether or not it is "significant." The alphabetic character is 

derived from the ratio of the coefficient to its standard error. 4 The 

following tabulation relates this ratio, !, to the character appearing 

in the table: 

4In ordinary least squares this ratio is, of course, Student's !
statistic. In two-stage least squares, the ratio approaches! 
asymtotically as the sample becomes large. 
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Sign of the Ratio, t 

Positive Negative 

Value Character Value Character 

t > 3.0 vp t < -3.0 v 

3.0 > t > 2.0 sp -3.0 < t < -2.0 s 

2.0 > t > 0.0 P -2.0 < t < OJ) n 

We shall refer to ~ as "significant" and y.... as livery significant." 

However, because the number of degrees of freedom used to estimate the coefficients 

varies from study to study, and because the small sampling distribution of ! 

is not known when the coefficients are estimated for some of the simultaneous 

equations procedures, it is not possible to assign a particular, precise 

level of significance to sand v. Hence, "significant" and livery 

significant" should be viewed e.s very crude approximations to levels of 

significance in the neighborhooG of 0.05 and 0.01. Alternatively, the 

reader might think of the alphabetic characters as a simple rank ordering 

of ! values from livery positive ll to livery negative. II 

The numerical value preceding the alphabetic character indicates 

the number of coefficients associated with the particular alphabetic 

character. (A blank preceding the character indicates a single observation.) 

For example, according to Table 1.1, the relation between homicide 

offenses and arrest rat.es was tested by Study No.8 (Ehrlich, 1975). He 

est'imated the arrest rate coefficient using fifteen different specifications 

of his basic model. Nine of the coefficients were simply negative, 

five were negative and significant, and one was very si9nificant. 1'_1-

l? r 

~t_. I, 
f'-
1j 
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The data in these tables must be interpreted with care. While 

signs of coefficients and significance levels (in the sense used here) 

provide a useful basis for summarizing and evaluating the mass of 

data reported in these studies, a mechanistic, face-value acceptance 

of these data is likely to engender serious misinterpretation. 

Three interpretative issues are of considerable importance, and 

deserve particular attention: 

(i) The models used in these studies vary greatly in structure 

and specificity, and defy simple, meaningful categorization. Some 

empiricists presuppose a single crime/sanction relation, in which the 

crime rate is alleged to depend upon one or more sanctions, as well 

as certain control variables. Other empiricists presuppose the 

existence of multiple relations, and develop models that are supposed 

to account for the simultaneous interaction of offenders and the criminal 

justice system. Here, the crime rate is a function of one or more 

sanctions and one or more of these sanctions are, themselves, assumed to 

be a function of .the,~rime rate. t~hile the evidence emanating from the more 

sophisticated, simultaneous-equation models appears to carry more 

authority, it is not clear, in principle, that this should be so, 

particularly when the evidence is based on small samples (Johnston, 1963: 

275-295; Christ, 1966: 464-481; Namboodiri, et al., 1975i·~Sl7). Nonetheless, 

it is useful to dichotomize studies by model s~ructure -- sin~le equation (SE) 

vs. simultaneous equations (SIM) -- just as it is expedient to exclude 

from our survey those studies that do not employ control variables in 

their model. 
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(ii) .·Many of the coefficients reported i~ the literature are 

derived from the same basic data set. The extent to which these 

coefficients can be treated as independent observations raises complex 

theoretical and empirical issues whose analysis is beyond the scope 

of this report. However, intuition suggests that the ~reater the 

difference in model specification, the more independent the test is 

likely to be. ~1easuring "differences in model specification" is, itself, 

an extremely complex problem. We propose to beg the issue, and adopt 

a simple, but probably fairly reasonable working principle; viz., that 

differences in model specification existing between any two studies is 

likely to be greater than differences existing within a particular 

study. (The raison d'etre of yet another study is, after all, that it is 

different from its precedessors.) Thus, in Table 1.1, the agreement of 

the homicide coefficients of Study 8 with those of Study 9 

is viewed as more significant than the agreement of the coefficients 

of Study 8 among themselves. 

(iii) Table 1 provides no evaluation of other dimensions of 

research quality: whether the appropriate variables are included in t and 

excluded from, each of the equations of the model, whether the correct 

functional form has been adopted, whether the model is robust with 

respect to changes in model specification, whether the choice of 

statistical proxies for the model's theoretical variables was sound, 

whether the data actually measure what they purport to measure, whether 

the results of the analysis are presented with the care, circumspection, 
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and qualification that the model and data necessitate -- these and other 

important qualitative considerations are necessarily absent from the 

tables. For a full evaluation of the empirical evidence, one must 

return to the literature itself. In the tabular data reported below, aside 

from criteria relating to model structure and independence of data 

sets, each study's results are treated as being of e~ual importance. 

A final comment: In the survey presented below, attention is 

directed to the qeneral pattern of coefficients associated with specific 

sanctions. Variations within or between subsets of these coefficients 

shall not be analyzed. In particular, we shall not comnare the coefficients 

associated with one offense with those of another. While such comparisons 

would be of considerable interest, permitting one to evaluate the 

hypothesis tnat deterrence is more effective for some offenses than for 

others, the evidence presented below is too meagre to warrant such 

comparison. As the reader shall see, empirical research has been very 

uneven in its coverage of UCR offenses. Attention has been directed 

largely to homicide and, second~rily, to one or another of the Index 

offense aggregates. Relatively little evidence is available concerninq 

the effect of legal sanctions on the other individual Index offenses, 

certainly not enough to warrant the application of inferential statistical 

analysis. 

1. Arrest Rates 

Our literature review includes fourteen studies which examine the 

relation between UCR offense rates and arrest rates -- the latter 

defined as the ratio of the number of arrests or clearances to the 
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number of "crimes known to the police. The data from these studies 

is summarized in Table 1.1. All told, these studies report 198 

individual arrest coefficients. The distribution of these coefficients, 

by sign and significance level, is given in the following tabulation. 

As the reader can see, the overwhelming proportion of coefficients --

Si1n and Significance Level of Arrest Coefficients 
Value of Coef icient Distribution 

Number f'e-rcentagea 

Positive 23 12 

Very s;9nificant 1 0.5 
Si ~mi f; cCl.nt 0 n.o 
~~ot significant 22 " .1 

Negative 175 88 

Not s i gnifi cant 83 42 
Significant 29 14 
Very significant 63 32 

Total 198 lOr) --

aOeta;l may not add to total or subtotal due to round;nq. 

88 percent -- are negative. 5 Moreover, approximately one-third of all 

5This observation is reinforced when it is realized that most 
of the positive coefficients derive from just two studies -- those using 
the "panel model" procedure. This imbalance suggests the possihility 
that the panel orocedure may be biased toward positive values. 
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TABLE 1.1 

EFFECT OF ARI~ESTa RATE~ OM UCR OFFENSE ~ATES: 
Sur·1:'oIARY OF REr.E~T 0UAt-lTITATIVE EV I GENCE 

,)ffp.nse 
~tudv Data Method- All All All 

NI). .~ut:I'cr !:lase olO9Y Homicide Rape Assau11: Robbery Burglary Larceny Auto ViOl entC rropertl menses ----
R~9ion!; II . 

Knorr c;tates. 1350, SE p, 3n, 
(1979 ) 1 tI(-jn Don} 3s, v 

2 Sjoquist Cities. SE 8vd 

( 1973) 1960 

3 '1l1rte1 States, S~ n, v 3n,4s n, 3s, 5ve 

(1979 ) 1970 sm 2n 2n, v 

'1reenberg , Cities, Sill p, 2n 2p, n p. 2n 3n 3n 2p, n p, 2n 2p, n 
et al. 1964-
TIm) 1970 

5 LO!lan States, SIM f 2p, 2n tln 411 p, '3n 3D, n Jp, n 4n p, 3n 
( 1975) 1964-

1968 

6 Avio ~ Canadian sm 3n,4s 9v 9v 
Clark Districts, 2v 
(1978) 1971 

7 Carr-Hi 11 & U.K. SIM vr, 5n, 
Stern Di::trict5 5 
( 1919) 

8 Ehrlich U.S. , SI"! 9n, 55, 
(1971j ) 1933-1969 v 

....... 

...... 
0) 

\ 
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Table 1.1 (continued) 

Stl;:!v 
Author 

Passell & 
Taylor 
( 1977) 

Bripr " 
Fifm!lerQ 
(1980) 

K1p.in. 
et a1. mm 
Vandae1ed 

(197Ba) 

Fox!) 
(E'7n) 

OrsClghh 

(19/31 ) 

Oata 
Rase 

u.s. , 
1933-
1969 

US. , 
1933-
1969 

U.S., 
1933-
1969 

U.S. , 
1933-
1969 

U.S .• 
1950-
1974 

U.S. , 
1951-
1977 

Offense 
Meth')d- Homi ci de Rare Assault RO~P~2 Burg1a ry larceny Auto 
ology 

SIH 6n, s 

SI~ p, 2n 

SIM p, 4n 

SItt s. v 

SE 
SIH 

SE 
sm 

3s, 13v 

n 

aOefined as the ratio of the number of arrests or clearances relative to the number of crimes I:nown to the ro1 ice. 

All - c Property 

4s, 12v 

n 

All 
Offenses 

2n 

n 

bThe cell entries are based on the ratio of the variable's coefficient to its standal'd error. The ratio, ,!., was assigned the symho1 r. n, s, etc. 
according to t:le fo11owin!) rule: 

t < - 3. 0: v t > 3.0: vp 
-3:-,., < t < -2.0: s 3.'0 > t > 2.0: sp 
-2.0<t"<D.0: n 2.0>t-;-O.O: p 

cRobbery is excluded from All Violent offenses and included in All Prooerty offenses except where indicated. 

dExc1udes motor vehicle theft. 

eTwo morle1s in this grou~ exclude larceny. 

fpane1 model 

9!lobbp.ry included in r,ll Violent and excluded from All Property cate'lor,v. 

hllses aggregate arrp.sts less those resu1tinlJ in incarceration relative to cril'1p.s !:nown to the pol ice . 

. , 

" 
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coefficients are both negative and statistically very siqnificant. 

As w~ indicated above, many of these coefficients were generated 

from models that are very similar in structure and estimating procedure. 

Hence, the foregoing tabulation exaggerates -- and perhaps grossly 

exaggerates -- the true number of independent tests of the deterrence 

hypothesis. Hence, the application of a formal statistical test to 

these data cannot be justified. As a partial correction for this linear 

redundancy," we propose to treat all coefficients pertaining to one 

study and one offense as a single observation. For example, Sjoquist's 

eight homicide coefficients and Greenberg's three homicide coefficients 

each will be reduced to a single observation. In effect, this procedure 

computes an unweighted mean of the coefficients occurrinq within the 

intersection of an offense and an individual study. r10re precisely, 

sample . . t b . assumed to be related to the true coefficient, coeff1c1en ij lS 

S. 
J hy the eouation b .. = S· + E., wherein E. is a random variable with - , 1J J 1 1 

zero expectation and finite variance and j refers to the intersection 

of a particular offense and particular study. The b .. values are 
lJ 

ohtained by testin~ one or more variants of a basic model, using one or 

more estimating procedures. The mean of bij , then, is intended to 

express the lIaverage li performance of that basi c model, appl ied to a 

particular data set. 

To quantify the data of Table 1.1, we shall ignore significance 

lp.vels and shall simply assign th~ values plus and minus one to each 

respective positive and negative coefficient. (An alternative 

procedure, which would have permitted a more powerful statistical 

I 
I 

Of'! • r" ~ 
l , 
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test than 'that employed below, would have had the coefficients ranked 
-

across the spectrum from positive to negative value, by order of 

siqnificance.) Using our simple sign procedure~ the values are summed, 

then divided by the number of coefficients contained within the 

observation. As an example, we note that the value assigned to Knorr's 

(1979) homicide study is -.75. We also note that the value of an 

observation is bounded by plus and minus one. 

We shall test the one-sided null hypothesis that there is either 

no association or that there is a positive association between the 

arrest rate and the offense rate. The alternative hypothesis is that 

the relation is Degative. The mean and standard deviation obtained 

from the sample data are -.618 and .518, respectively. The t-statistic, 

estimated with 32 degrees of freedom, is -6.85, and is, of course, 

hiqhly significant. If these 33 observations are independent, we may 

conclude that a negative association exists between arrest and offense 

rates -- at least within the 2nvir'onments from which these data have 

been drawn. If, in addition, the incapacitation effect associated 

with arrest is negligible, we would regard these results as very stronn 

evidence that arrest acts as a deterrent for UCR offenders. 

2. Incarceration rates 

Our literature survey includes twelve studies which examine 

the relation between UCR offense rates and the incarceration rate 

the latter defined as the ratio of the number of prison admissions for a 
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particular UCR offense to the number of these offenses known to the 

police. The data relating to the incarceration rate coefficients are 

summarized in Table 1.2. Three of the studies cited in the table used 

more than one data set. \~e have chosen to treat these individual data 

sets as independent events, thereby increasing the effective number of 

studies to sixteen. The data of Table 1.2 refer to 442 individual 

incareeration coefficients. The distribution of these coefficients, 

by sign and significance level, is presented in the following tabulation: 

Sign and Significance Level of Incarceration Coefficients 

Value of Coefficient 

Positive 
Very significant 
Significant 
Not significant 

Negative 
Not significant 
Si~nificant 
Very significant 

Total 

Distribution a 
Number Percentaqe 

24 
f'j" 
o 

24 

418 
240 

89 
89 

442 

5 
'0 
o 
5 

95 
54 
20 
20 

100 

aDetail may not add to total or subtotal due to rounding. 

Almost all of the coefficients -- fully 95 percent -- are negative. 

Over half of all coefficients are both negative and very significant. 

J, 
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___ Stu<!L Data Method-
No. .Author """BaSe ology- Homicide ---

Ehrlich States 
(1973 ) (a) 1940 & SE 5 

1950 
States SE 5 

(b) 1960 SIM SIV 
Ehr1 ich States 

2 (1977) (a) 1940 SE 2s,llv 
States SE 3n,2s, 

(b) 1950 10v 
SIM 2v 

States 
(c) 1940, SE 8v 

1950 
~001 

Black & States SE 7s 
3 Orsagh (a) 1950 SIM 2p,n 

(1978 ) 
States SE 7s 

(b) 1960 SIM SIV 
Vandaele States SE 45 

4 (1978b) 1960 SIM 30.16n, 
7s 

Nagin States SIM 
5 ~1978b) 1960 

oftin States SE 5n 
6 (1980) 1960 

Forst, Sta tes SE 7n 
7 ( 1977) 1960-70 

differ- SIM n,v 
ence 

\ 

TABLE 1. 2 

F.FFECT OF INCARCERATION RATESa ON UCR OFFENSE b 
RATES: SUMMARY OF RECENT QUANTITATIVE EVIDENCE 

!!MJ.!!. ~sault F_o~.l BurJJ..!!l..!:.l Larceny Auto 

25 25 2s 2s 

s 5 5 S 5 5 
2v 2v 2v 2v 25 2v 

v v 

2v 2v 

4v 4v 4v 4v 2n.2s 4v 
8n,s. tip,n. 3n.6s. 4s.22v 19n.6s. 4n.22v 
17v 16v 17v v 

.hlL c llic All 
Violent Prop~ Offenses 

25 2s 

S s 
\' v 

2v 2v 4v 
3n.6s. 24v 2n.24v 
15v 

5p,2n. 
5 

...... . 
N 
--' 
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Table 1.2 (Continued) 

No. 

B 

9 

10 

11 

12 

Studl Data Hethod- All llic All 
Author Base ~ Homicide Rape I\s~ault Robbery BurgI ary h.arceny Auto VTOTentC Propertl Offenses 

Forst, States 
(1976) 1970 SIH n 

Wadycki & States 
Balkin 1970 SIH S,Y 
( 1979) 
Brier & States 
Fienberg 1970 SIH 3p 
(1980) 
Bartel States SE 2n 3p,3n 3n,5s, 
(1979) 1970 y 

SIH 2p 2s 
Orsagh U.S. SE , 2n 
(19B1) 1951-

1977 SIH n 

aOefined as the ratid of number of first admissions for a particular UCR offense to number of these offenses known to the police. 

bSee footnote b, Table 1.1. 

cSee footnote c, Table 1.1. 

. 
N 
N 
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As the reader will note, however, these results are dominated by 

Vandaele's data in Study no. 4 which account for over half of the 

values appearing in the table. Although the oattern of coefficients 

obtained when this study's results are omitted remains much the same, 

the study's dominance points up the hazard involved in i~terpreting 

data that are not altogether independent. The evaluation technique 

outlined in the preceding section of this report is specifically 

desi9ned to neutralize this kind of dominance. By application of this 

technique, which yields 43 synthetic observations, we substantially 

reduce this study's influence on the overall analysis. From the sample 

we obtain a mean, standard deviation, and ~statistic of -.871, .400, and 

-14.4, respectively. If we accept the assumption that these 43 

observations are independent events, we may assert the existence of a 

relation between incarceration rates and UCR offense rates -- at least 

within the environments from which the sample data were derived. 

Assuming, in addition, that the incapacitation effect is negligible, 

this assertion is tantamount to the conclusion that incarceration acts 

as a deterrent to UCR offenders. 

3. Length of Incarceration 

Our literature survey includes fourteen studies which examine 

the relation between UCR offense rates and the length of incarceration 
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the latter defined as the average time served by UCR offenders. 6 Some 

studies irtvolve more than one data set. Each of the individual data 

sets are treated separately, resulting in an additional four "studies." 

The pertinent coefficient data are presented in Table 1.3. These data 

refer to a total of 487 coefficients. The distribution of these 

coefficients, by sign and level of Significance, is given in the following 

tabulation: 

Sign and Significance Level of Sentence Length Coefficients 

Value of Coefficient 

Positive 
Very s-i !lni fi cant 
Si gnifi cant 
Not significant 

Negative 
Not si!lnificant 
Si ~nifi cant 
Very significant 

Total 

Distribution 
Number ?ercentage 

47 10 
0 0 

0 0 
47 10 

440 90 
236 48 
102 21 
102 21 

487 laO 

As was true of the two preceding sanctions, we observe that the 

overwhelming proportion -- 90 percent -- of all coefficients are 

negative. Moreover, one fifth of all coefficients are both negative 

and very significant. It should also be observed that, as was true of 

6Except for Avio and Clark, time served is measured ex post: 
it is time actually served to first release. Avio and Clark use an 
ex ante measure; viz., the time that a newly incarcerated offender can 
expect to serve. 
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TABLE 1.3 

EFFECT OF SENTENCE LENGTH iI ON UCR OFFENSE RAbES: 
SUMMARY OF RECENT QUANTITATIVE EVIDENCE 

Data Method- Offense 
Study Base ology Homicide R~.~ Assault Fobb~~ ·Bu!JL~ Larcen1. Auto All Violent C All Propert/ All Offenses 

Ehrl ich States SE 5 25 n,s 25 n,s 25 5 
( 1973) (a) 1940 & 

1950 
States SE n n n n 5 5 n 5 5 

(b) 1960 SIM 2n 25 2s 2n 2v 2n 2n v v 
Ehrlich States SE 6n,5s, 

2 (1977} (a) 1940 2v 
States SE 3n,6s, 5 5 

(b) 1950 6v 
SIM SIV 25 25 

States 
(c) 1940, SE 2n,6v 

1950, 
(!ooled 

Black and States SE 2p,4n, 
3 Orsagh (a) 1950 5 

{1978} SIM 2(! 
States SE n,6s 

(b) 1960 SIM 35 
Vandaele States SE ~,5 p,3n 4n p,3n s,3v 3n,s 4n 2s,v 3v s,3v 

4 (1978b) 1960 SIM 11 p, 14n, p, 19n, 6p,3n, 23n, 65, 24n, 25n, 10n,3s, n, 3n,6s, 
5 65 14s 35 20v 25 V llv 23v 17v 

Na9i n States 
5 {1978b} 1960 SIM 6(!,2n 

Loft in States SE p,3n, 
6 (19801 1960 5 

Sjoquist Cities SE 9n, sd 
7 ~19731 1960 

orst States SE p 
8 ( 1977) 1960-70 SIH p ~ . 

difference N 
01 

\ 

" 



.. 4 . 9. 

J 
~\ 

r~ 

~ i 1 r 

\ 

TABLE 1.3 (Continued) 

9 

10 

11 

12 

13 

.14 

Data Hethod- Offense 
Study Base Pl2.91. Homicide Rape Assault Robberi: Burg1ari: Larceni: Auto An VfolentC All Propert,l 

Forst States 
~1976) 1970 SIH 
adycki and States 

Balkin 1970 SIH 
( 1979) 
Bart!!1 States SE 6n p,7ne 
(1979) 1970 SIH 2n n,s 
Brier & States 
Fienberg 1970 SIH 
(1980) 
Avio and Canada SIH 9n 2p,7n 9p 
Clark districts 
{1978} 1971 
SWimmerf Cities SE n 11 s n s n n 
(1974} 1960 SIH 2n 2n n,s 2n 2s 2n n 

aOefined by Avio and Clark as sentence rece1ved upon admission to prison; by all others as time served to first release. 

bSee Footnote b, Table 1.1. 

cSee footnote c, Table 1.1. 

dSee footnote d, Table 1.1. 

eSee footnote e, Tab 1 Ii 1.1. 

All Offenses 

P 

S,v 

p,2n 

fThe sanction is expected sentence length; i.e., the probability of being sanctioned times the average sentence served to first release. 

, . 

...... . 
N 
O"l 
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incarceration rate data, fully half of the coefficients derive from one 
-

study, that of Vandaele. Again, we apply the weighting scheme described 

above, treat the individual coefficients within the intersection of one 

offense and one study (using the expanded definition of th~ latter) 

as equally valid, unbiased estimators of the true coefficient for that 

study and that offense, and obtain thereby a sample of 55 synthetic 

observations. The mean, standard deviation, and t-statistic derived 

from this sam~le are -.781, .526, and -11.0, respectively. Assuming 

that the observations represent independent events, we are led to 

reject the null hypothesis of no association between UCR offense rates 

and the length of incarceration. Assuming, in addition, that the 

incapacitation effect ascribable to incarceration is ne~li~ible, we 

would conclude that the length of prison sentence acts as a deterrent 

to UCR offenders. 

4. Conditional Probability of Incarceration 

Our literature survey includes ten studies which examine the 

relation between UCR offense rates and the conditjonal probability of 

incarceration -- the latter defined as the ratio of the number of prison 

admissions for a particular UCR offense to the number of arrests or 

clearances for that offense. 7 The data representing the coefficients of 

7The Avio and Clark study uses the number of convictions, 
rather than the number of incarcerations in the numerator of the 
ratio. 
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this sanction variable are presented in Table 1.4. These data involve 

104 individual conditional probability coefficients. The distribution 

of these coefficients, by sign and significance level, is presented in 

the folJowing tabulation: 

Sign and Significance Level for Conditional Probability Coefficients 

Value of Coefficient 

Positive 
Very significant 
Significant 
Not significant 

Negative 
Not significant 
Si gnifi cant 
Very significant 

Total 

Distribution 
Number Percentage 

29 28 
0 0 

0 0 
29 28 

75 72 
4T 39 
13 13 
21 20 

104 100 

Three-quarters of the coefficients are negative, and about a fifth of 

all coefficients are both negative and very significant. By application 

of the evaluation technique described above, these 104 coefficients 

were reduced to 14 synthetic observations. These observations, in turn, 

yield a mean, standard deviation, and j-statistic of -.496, .692, and 

-2.68, respectively. If one adopts the one-sided null hypothesis, 

and a 0.01 level of significance, one is just able to reject the null 

hypothesis (prob. (t ~ -2.650) = .01); d.f. = 13). Thus, the evidence 

suggests that an association exists between the conditional probability 
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5 
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TABLE 1. 4 
EFFECT OF INCARCERATION/ARREST RATIOa ON UCR OFFENSE RATES: 

SUMMARY OF RECENT QUANTITATIVE EVIDENCEb 

Data Hethod-
Base ~ Homicide Rape Assault Robbery Burgl ar~ Larcen.l Auto 

Stud.l 
Author 

Knorr Regions, 
(1979) States SE 6p,n 

1950, 
1960 
pool 

Sjoquist Cit i es SE 
1960 
States SE 2n 

(1973~ 
8arte 
(1979 ) 1970 

SIH 
Canadian 
districts SIH 9n 2p,7n 9p 

Avio t 
Clark 
(1978) 1971 
Carr-HOI U.K. , 

districts SIH 4p,3n & Stern 
(1979 ) 
Ehrlir.h U.S. , n,s 
(1975) 1933- SIH 13v 

1969 
Passel1 & U.S. n,2s, 
Taylor 1933- SIM 4v 
(1977) 1969 
Klein, U.S. 

1933- SIM n,3s, 
1969 v 

et.al. 
IT978) 
Brier & U.S. 3p,8n, 
Fienberg 1933- SIM v 
(1980) 1969 
Vandaele U.S. 
(1978a) 1933- SIM v 

1969 

aDefined as the number of incarcerations relative to the number of arrests or clearancr.s. 
bSee footnote b, Table I. I. dSee footnote d, Table I. I. 
cSee footnote c, Table 1. I. eSee footnote e, Table I. I. 

llic fic All 
Violent Pro~ert:i Offenses 

2nd 

3p,3n 3n,5s, 
ve 

2p 2s 

fThe data refer to the ratio of convictions to charges. 
While the denominator should approximate the number of 
arrests, the numerator is more encompassing than the 
number of incarcerations. 

, 
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of incarceration and the UCR offense rate, but the strength of this 
-

evidence is substantially weaker than that relating to the other three 

sanctions variables. 

5. Summary and Conclusions Concerning the Deterrenc~ Literature 

All four sanctions have been shown to be inversely related to one or 

another of the seven Index offenses. The degree of association is so 

strong, at least with respect to the first three sanctions, that chance 

variation can be ruled out as a source of the inverse relation. 

Assuming that the incapacitation effect does not have a siqnificant 

effect on this relation,8 and that the observations used in the 

statistical tests reported above are statistically independent, the 

logical inference from this survey and analysis would be that these 

sanctions -- certainly the first three -- act as a deterrent to UCR 

offenders. 

Despite the strength of the evidence, the hypothesis that these 

sanctions deter is subject to several important qualifications: 

(i) The statistical test that was used to establish the existence 

of an inverse relation is but one of many possible tests that could 

have been conducted. Its selection was based on compromise. On the one 

hand, a more restrictive assumption concerning the statistical independence 

8We shall argue below that there is good reason to believe that 
the incapacitation effect is, indeed, negligible. 
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of the coefficients could have been adopted. For example, instead of 

assuming that the individual property offense coefficients were in

dependent of each other, one might have broadened the definition of the 

synthetic observation to include all coefficients within the intersection 

of a particular study and all property offenses. As another example, 

one might have combined all studies usin~ a common data set into a single 

ohservation -- e.g., all studies based on 1960 state data. Had one or 

another of these more restrictive assumptions been adopted, the foregoing 

statistical tests would have been conducted with substantially fewer 

de9rees of freedom, and the statistical significance of the inverse 

relation might not have been established. 

On the other hand, one might have adopted an alternative procedure 

for quantifying the coefficient data that underlie Tables 1.1 to 1.4. 

Among many possibilities, one might have ranked the coefficients from 

most positive to most negative, or one might have simply used the 

i-statistic associated with each coefficient as an index. Our subjective 

impression is that these more discriminating alternatives would have 

generated stronqer support for the deterrence hypothesis than the 

dichotomous valuation procedure actually used. 

The objecti ve of thi s 1 iterature survey \.,ras not to provi de a 

thorough, comprehensive statistical analysis of past research findings, 

however. Rather, it was simply to show that this body of research can 

be interpreted, with good justification, as providing stron~ evidence 

that the sanctions of arrest and incarceration exert a deterrent 

force on individuals contemplating the commission of an Index offense. 
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(i i) "Most of the sampl e data were drawn from the United States, 

10,50 to 10,.70 and to large geographical units and refer to the years . 

cities, states, or the entire United States. In view of our early 

cautionary remarks concerning the conclusions that may, and may not, be 

drawn from the more general theoretical model, we must leave open the 

possibility that analyses similar to those which have been reviewed, 

but which use data drawn from different environments -- e.g., from 

smaller geographical units, such as counties, sitlBted within one of 

these larger units, or from a sample of inner cities -- might not 

yield results that support the deterrence hypothesis. 

( ... ) Fisher and Nagin (1978) have argued that some of the 11 1. 

studies which we have reviewed have failed to solve the identification 

problem even though they resort to multiple-equation systems in deriving 

their empirical coefficients. According to the authors, the failure 

comes about because important variables were excluded from the equation 

used to explain the offense rate, and has, as its consequence, the 

potential for imparting serious bias in the estimated coefficients. 

In principle, if one's theory is correct and complete, this omission-of

variables problem would not arise. The fact that the problem does 

arise can be attributed in large measure to the practical difficulty 

in empirical research of finding appropriate statistical surro~ates for 

one's theoretical variables. Extremely important in this regard is the 

omission of informal sanctions and the incapacitation effect from the 

studies that have been reviewed. The magnitude of the bias introduced 

I 
!' 
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by this omission is not known, but could be substantial. 

(iv) Nagin (1978b) has shown that the use of crime rates and 

sanctions rates, coupled with large measurement error in the number of 

crimes reported, can produce a substantial, but spurious, inverse 

relation between crime rates and sanctions. This criticism is 

oarticularly directed at the studies appearing in Tables 1.1 and 1.2. 

(v) Everyone of the studi es reviewed can be faul ted for measurement 

error ascribable to the use of inappropriate statistical measures. To 

illustrate: 

(a) Strictly speaking,.a proper test of the deterrence 

hypothesis requires estimates of the level of sanctions perceived by 

potential offenders (Gibbs, 1975). Because these perceptual data do 

not exist, "objective" sanctions have been used in the studies reviewed. 

Moreover, the objective sanctions are obtained from a subset of the 

population of actual offenders and may not be representative of the 

sanctions that would have been imposed on those offenders who successfully 

avoided being sanctioned, or the sanctions that would have been imposed 

on those potential offenders who opted not to commit an offense. 

(b) A proper test of the deterrent effect of incarceration 

requires an estimate of the offense rat~ for those who are eligible for 

incarceration and a probability of being sanctioned which applies only 

to that population of eligibles. Relating the probability of imprisonment __ 

an adult sanction -- to a combined juvenile and adult offense rate 
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violates this requirement. Given the present extraordinary contribution 

of juveniles to the crime rate, this violation is especially significant. 

(c) A proper test of the deterrent effect of the length of 

incarceration requires that one estimate the length of incarceration that 

potential offenders expect to receive. Instead, the studies which we 

have reviewed, with the exception of Avio and Clark, use estimators 

which refer to past experience, viZ. the length of incarceration 

experienced by offenders just released from prison. 

(d) It is essential that one neutralize, or correct for, the 

effect of the offender's economic status and of his expected rate of 

return to illegitimate activity. Accordingly, one requires indicators 

that closely approximate the status of potential offenders and the 

illegitimate returns available to them. The more careful deterrence 

studies recognize this requirement; but, data deficiencies being what 

they are, these studies seem compelled to rely on broad aggregates such 

as the overall male unemployment rate a.nd median family income. Neither 

variable may approximate the economic status experienced by, or the 

returns available to, potential offenders. 

(e) At the basis of all deterrence resealch -- natural 

variation, experimental, or what have you -- is the crucial, but 

altogether unrealistic premise that one can detect or observe a non

event. In particular, we presume to observe, admittedly indirectly, 

a potential offender who decides not to offend hecause the expected 

consequence of offending is worse than the consequence of not offending 

(hibbs, 1975). 
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One might easily extend this list of deficiencies in the research 

literature. The motivation for presenting this litany, however, is 

not to provide a complete enumeration, but to identify the more 

important ·and troublesome issues irr the researcn., Nor do \'If! pretend that 

we can repair all of these deficiencies. Gibb's ph"llosophical point 

is fundamental and unanswerable. Nagin's systematic measurement error 

may be avoided by resorting to models that use numbers of offenses, 

arrests, etc. rather than rates; but that strategy has its own 

difficulties, as we shall argue below. However~ we do believe that some 

of the difficulties cited above can be resolved through the conjunction 

of better modelling and a better data base. The present research is 

motivat~d by the desire to produce that better model and to exploit a rich 

data base that has only recently become available for empirical research. 

C. RESEARCH OBJECTIVES 

In this research we propose to develop a theoretical model which 

explains offense rates as part of an interacting system of relations. 

The model ;s specifically designed to test for the existence of a 

deterrent effect. The model considers the seven Uniform Crime Report 

Index offenses and four deterrence instruments: (i) the probability 

of being arrested, given that the arrestee is not incarcerated, (ii) 

the probability of being incarcerated, (iii) the length of incarceration, 

and (iv:. the length of post-prison probat.ion. 
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The ~mpirical version of the theoretical model provides another 

test of the deterrence hypothesis. By developing and analyzing another, 

independent sample of observations on UCR offenses and UCR offenders, 

the test augments our knowledge of the crime/sanction relation. 

Moreover, the test will be directed at all seven of the Index offenses. 

As our literature survey revealed, ~ost prior research has been concerned 

either with homicide or with one or another of the offense aggregates. 

Relatively little information is available concerning the deterrent 

effect of sanctions on the other Index offenses. 

The data utilized in this research have the advantage of being 

drawn from a different environment than that used by the studies 

reviewed above. The population is that of an individual state, the 

unit of observation is a judicial district. Judicial districts are 

smaller, on the average, and likely to be more homogeneous than the 

observational units used in most studies. Hence, this research extends 

the range of environments within which the deterrence hypothesis has 

been tested. 

The model which is developed and estimated in this report bu~lds 

upon and extends past deterrence research. In so doing, every effort is 

made to incorporate into the model those demographic and socioeconomic 

control variables which have been shown to maintain a consistent and 

theoretically plausible association with offense rates. By so doing, 

we hope to minimize the likelihood of producing seriously biased 

regression results through the omission of some crucial "factor X." 

.;t" • 
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The e~pirical model has three desirable design characteristics: 

(i) The data available for this research permit time served for 

individual UCR offenses to be explained by a combination of individual offender 

and community-level characteristics. Because of their unusual detail, 

these data possess the special advantage that the explanatory system 

can be fashioned to test the hypothesis that sentence length is~ itself, 

dependent on the offense rate. We believe that this treatment of 

sentence lengt~, as an endogenous variable, embedded in a large criminal 

justice model, is unique. 

(ii) Because the model uses within-state, cross-sectional data, 

prison canacity is a constant. Thus, we avoid Nagin's (1978a) 

trenchant criticism of past deterrence research, and meet his requirement 

that one explicitly account for, or neutralize, the effects of this 

variable on the deterrence estimators. 

(iii) One of our data sets permits an evaluation of the judiciary's 

split-sentencing option. Two analyses are of particular interest. 

First, it Js possible to compare the effectiveness of in-prison time 

served as a crime-control instrument with that of post-release probation 

time. Second, it is possible to measure the court-established trade-off 

(marginal rate of substitution) between these two sanctions and to do this 

by offense type. 

Finally, the empirical model strives to minimize systematic error 

and random measurement error, thereby minimizing bias and estimator 

variance, through the use of statistical surrogates that more nearly 

approximate their theoretical counterparts. We believe that the general 
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quality of the data used in this study is at least as good as that used 

in other deterrence research. ~any of our statistical variables are 

derived from the same sources used in these other studies and are, 

therefore, of comparable quality. The data that emanate from less 

conventional sources tend to be better, in part because they are 

based on individual observations. With individual observations, we are 

able to develop sanctions estimates for very small geographical 

regions, to develop a superior, ex ante sentence length measure, t~ 

endogenize the sentence length variable, to develop a quite different 

proxy for legitimate employment opportunities available to potential 

offenders, and, finally, to develop a unique measure for evaluating the 

effect of incapacitation on the offense rate. 
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CHAPTER 2 
-' 

THE THEORETICAL MODEL 

A. NOTATION 

In the following, lower case names refer to observations on individual 

incarcerated offenders, upper case to regional averages of offender and 

other data. 

Symbol 

CRM, CRH_
l

, 
CRM 

w 

AR 

PI 

SLit PBTN, 
sl.- pbtn 

P15-29, 
P15-l9, 
NW, EXCON 

Theoretical Variable Statistical Counterpart 

The offense rate, its value lagged, Per capita number of offenses 
and an offense aggregate weighted known to the police 
by severity of the individual 
offenses 

Probability of being arrested, 
given that an offense was 
committed 

Probability of bedng arrested 
and incarcerated (of being 
arrested and not incar
cerated), given that an 
offense was committed 

Probability of being in
carcerated given that one has 
been arrested 

The severity of the sanction of 
incarceration: length of 
incarceration (SL) and length of 
post-release probation (PBTN) 

Population subsets having 
differentially greater "tastes" 
for criminal activity and/or 
receJ.VJ.og differential 
treatment by the CJS 

Arrests relative to crimes 
known to the police 

Incarcerations (arrests less 
incarcerations) relative to 
crimes known to the police 

Incarcerations relative 
to arI'ests 

SL: Expected term of 
incarceration to be served by 
adults at time of admission. 
PBTN: Expected term of 
probation upon release from 
incarceration 

P15-29, P15-l9: Proportion of 
the population of age 15-29 and 
15-19, respectively. 
NW: Proportion of non-whites in 
population 
EXCON: Offenders released from 
incarceration relative to the 
non-incarcerated population 
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Symbol 

EMPLOY 

INCOME 

COP 

REV 

SIZE 

score, SCORE 

prior, PRIOR 

age, sex, nw 

Theoretical Variable 

Labor force status indicator 

Index of illegitimate income 
opportunities and of community's 
ability to buy law enforcement 
services 

Public security services 

Indicator of a community's 
ability to buy crime 
prevention services 

An index of the size of the 
community in which the 
typical individual resides 

Index of severity of 
present offense(s) 

Index of severity of past 
offense (s) 

Demographic attributes of 
incarcerated offenders 

--~------~~-----------------

II.2 

Possible Statistical Counterpart 

Offender-based employment index 
based on scores such as: 
3: Employed full-time 
2: Employed part-time or has 

been unemployed for a short 
time 

l~ Unemployed for long time or 
has never worked {but is 
capable of working) 

Per capita income of families 
and unrelated individuals 

Per capita number of full-time 
equivalent police and sheriffs, 
sworn and civilian 

Per capita local government 
revenues 

The index for the ith observation 
is: 

n n 
SIZE. = .E(c .. p, .)/1: Pl'J" 

1 lJ lJ 

wherei~ c, the size of the 
community, is weighted by p, the 
number of persons living in that 
community, ther.e being n 
communities in all in a given 
distr ict 

Sum of sever ity for all offenses 
for which offender was 
sentenced to present incarceration 
(uses Georgia Dept. of Correction 
scores) 

Same as above, but for prior 
offenses; or number of prior 
convictions 

Offender's age, sex, and race 

....... -. 

Symbol Theoretical Variable Possible Statistical Counterpart 

MV Index of demand for police 
services for traffic 
s uperv is ion 

Per capita number of motor 
vehicle registrations 

B. THE BASIC THEORETICAL MODEL 

CRM = CRM(ARNI , ARI , SL, PBTN, SIZE, p15-29, NW, EMPLOY, INCOME) 

AR= AR +AR 
NI I 

AR = AR(CRM, COP, p15-19, NW, SIZE) 

ARI = AR (CRM, COP, P'15-19, NW) 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

SL = SL(CRM, ARI , score, prior, age, sex, nw, pbtn) (2.5) 

COP = COP(CRM , REV, INCOME, NV) (2.6) w 

The model focuses on offense rates rather than numbers of offenses. From a 

theoretical point of view, the choice between rates and numbers is a matter 

of indifference., From a statistical viewpoint, however, rates are preferred. 

A model whose variables are expressed in numbers, rather than rates, is 

likely to encounter serious problems of multicollinearity. (The number of 

offenses, of course, may be derived from the model by simply multiplying 

the offense rate by its corresponding population aggregate
o

) 

1. The Principal Equation 

The first equation of the model explains the offense rate. Embedded 

in the equation are four explanatory variables whose function it is to assess 

the existence of, and magnitude of, the deterrent effect of legal sanctions. 
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This equation fs, therefore, of central interest for this study. The three 

deterrence instruments discussed above -- the probability of arrest and 

incarceration and the length of incarceration -- are represented in the 

model by ARNI , ARI , and SL. One of the data sets to be used provides 

information on a fourth deterrence variable, post-incarceration probation. 

PBTN appears in the model to appraise the significance of this component of 

the sentence var iable. Thus, sentence sever ity will be treated as a two-

dimensional variable at times. 

The rational choice model justifies the inclusion of the nonwhite and 

youth variables in the equation. Nonwhites -- practically equivalent to 

blacks in this study -- and young persons have lower incomes and, therefore, 

experience greater relative gains from successful criminal activity; while, 

on the other hand, they experience a smaller loss in earnings from being 

apprehended and sanctioned because of un/successful cr iminal activity. The 

social class hypothesis (Miller, 1958; Bancroft, 1968) provides additional 

support for the introduction of the nonwhite variable, and Mertonian strain 

theory for both the nonwhite and youth variables (Cloward and Ohlin, 1960). 

Empirical evidence overwhelmingly supports the contention that younger 

persons are more criminogenic, at least with respect to Index offenses 

1 (Sutherland and Cressey, 1978: 124-130), and offers strong support for the 

existence of higher black offense rates (as evidentiary examples we offer: 

NCJISS, 1977 for burglary; Vandaele, 1978a for auto-theft; and, more 

generally, Ehrlich, 1973; Elliot and Ageton, 1980; Hindelang, 1978; Orsagh, 

1981; Renshaw, et al., 1978). However, studies which consider the 

IThe peak age for arrests for the seven Index offenses is between 
15 and 20 (Greenwood, et al., 1980) •. I 

rl' 
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confoundi~g influence of socioeconomic status, age, and urbanization some

times report no statistically significant "race" effect (Bartel, 1979; 

SWimmer, 1974; Wadycki and Balkin, 1980). 

The rational choice model has also been used to justify the inClusion 

of an employment variable in the crime equation (Becker, 1968; Ehrlich, 

1973; Sjoquist, 1973). However, theoretical extensions of the rational 

choice model by Block and Heineke (1975) and Heineke (1978) have shown that 

the employment-crime relation is indeterminate; that, for example, improved 

employment opportunity may simply induce a transfer from leisure to legi

timate activity with no corresponding reduction in criminal activity. 

The empirical evidence concerning the 1 t . unemp oymen -cr1me relation is equally 

inconclus ive. (See tn' f' e surveys 0 th1s literature by Braithwaite, 1978; 

Gillespie, 1975; and Orsagh, 1981). Indeed, the evidence is so confused 

that the latter is led to conclude that "the effect of unemployment on 

crime rates is minimal at best." 

Community size is included because of the well-known, often reported 

association between urbanization and five of the Inde:: offenses (the 

exceptions are rape and, possibly, homicide). Explanations for this 

phenomenon emphasize variables that are largely sociological in nature: 

"extensive conflicts of norms and values, rapid social change, increased 

mobility of the population, emphasis on material goods and individualism and 

an increase in the use of formal rather than . f 1n ormal social controls." 

(Clinard and Abbott, 1973: 85) In addition, Boggs (1965) suggests that 

urbanization may be a determinant of the extent of exposure of offenders 

arid victims to each other or, in the context of the . rat10nality model, of 

the search costs associated with criminal activity. 
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The basic equation also contains a theoretical variable to 

represent the expected gains from crime. (Search costs would, of 

course, be a component of this variable.) Earlier versions of the 

rational choice model deduced the existence of a positive relation 

between offenses and expected gains: where the potential rewards from 

illegitimate activity are higher, potential offenders will be more 

likely to commit a criminal act. The driving force is economic gain. 

Hence crimes against property (inclL~ing robbery) are to be explained by 

this variable. Its linkage to rape, assault, and homicide would be tenuous 

at best, notwithstanding the fact that some homicide is motivated by a 

desire for economic gain. Heineke (1978) has shown, however, that there is 

not even a necessary linkage between economic gain and property crime if one 

adopts a IOClre general and more realistic IOCldel of the criminal choice. 

In the more general IOCldel, neither the rewards from legitimate labor nor 

the economic payoff from crime unambiguously influences the criminal 

choice. 

Empir icists are equally ambiguous in the ir interpretation of the 

"gains" variable. Gains are usually indexed by per capita income, or an 

analogous variable such as the manufacturing wage rate. Although many 

empir icists have chosen such a var iable to represent the potential payoff 

from crime (Reynolds, 1971~ Ehrlich, 1973, 1975a; McPheters-and'Stronge, 1974; 

Forst, 1976, 1977), these writers have not deIOClnstrated that their variable 

measures what it pretends to measure. It is difficult to see, for example, 

how the highly aggregative, average income measure found in these models 

II.7 

can represent the utypical economic circumstances that very likely 

characterize potential offenders, or can be relevant for their economic 

calculus (Orsagh, 1981). More significantly, many empiricists have 

interpreted these same measures as reflecting not the attractiveness of 

criminal activity -- IOClre income, more crime -- but as a reflection of the 

unattractiveness of legitimate activity -- less income, more crime (Fleisher, 

1966~ Weicher, 1970; Grieson, 1972~ Sjoquist, 1973~ Beasely and Antunes, 

1974; Swimmer, 1975, Witte, 1980). 

The ambiguity in the empirical representation of the gains variable 

has deeper implications for the rational choice IOCldel. Income undoubtedly 

covaries with important sociological determinants of the crime rate. For 

example -- and th is is simply pro fer red as one example -_. it is probably 

true that the pace of socioeconomic change is greater where per capita 

income (or the wage rate) is higher. This is certainly exemplified in the 

contrast between urban and rural environments. The ultimate consequence 

of rapid change iS f of course, a diminished propensity to conform to 

traditional, lawful standards of behavior on the part of those experiencing 

such change. Conversely, one anticipates a diminution in the extent and 

intensity of the informal response to deviant behavior, emanating from family, 

neighborhood, and community institutions, by lawful members of the society 

who, themselves, have experienced such change. Thus, according to this 

view, per capita income covaries with the "taste" for deviant and criminal 

behavior across communities, and also with the informal societal response 

to deviant and criminal behavior. Consequently, the influence of these 

sociological factors on the crime rate will find its expression in a positive 

relation between income and the crime rate. In short, income is deficient 
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as a gains variable because it captures too many confounding forces 
-

within its net. 

Nevertheless, the fact remains that the income variable, whatever 

it measures, is often found to be statistically significantly related to 

the offense rate and, therefore, appears to qualify as a bona fide independent 

variable. We feel compelled to treat it as such. But how shall it be 

interpreted? If EMPLOY and NW perform as expected, they ought to provide 

indices of legitimate income opportunities. If, in addition, the 

coefficient of INCOME is significantly positive, we could then accept 

Ehrlich's (1973) view that INCOME represents the potential returns to 

illegitimate activity. However, we insert, and insist upon, the important 

caveat that in such an eventuality, we shall not have demonstrated this to 

be true; that, indeed, var iation in the potential rewards to cr iminal 

activity may have little to do with the crime rate; that, in fact, a 

positive coefficient for the INCOME variable may just as likely signify 

that the foregoing sociological variables have had a significant effect on 

the crime rate. 

2. Variations in Eguation·{2.1) 

The foregoing variables comprise and define the basic equation, Together 

with Equation (2) - (6) , they constitute the bas ic model. We propose to 

examine three variants of the basic model, derived from three modifications of 

Equation (1). These are: 

II.9 

-Variant One: The Effect of Incapacitation 

To appraise the hypothesis that imprisonment reduces the 

crime rate by incapacitating potential offenders, we shall introduce the 

variable EXCON into the basic equation. EXCON is defined as the ratio of 

the number of offenders recently reintegrated into the general population 

relative to the number of persons in the general population. If these 

ex-offenders are similar in their criminal proclivities to persons still 

incarcerated, the coefficient of EXCON should approximate the offense rate 

that would be obtained for those offenders still incarcerated, were they 

released into the general population. Two measures of the incapacitation 

effect may then be obtained: (i) The coefficient provides a direct measure 

in itself. It implies that, by virtue of their imprisonment, these persons 

were prevented from committing the entire number of offenses given by the 

coefficient. (ii) An alternative measure would be to subtract from this 

coefficient the coefficient of the offense rate ascribable to the general 

population. The resulting measure would be an indicator of incapacitation's 

It marg inal lt contr ibution to the cr ime rate. It would provide an alternative 

interpretation of the reduction in the offense rate ascribable to 

incarceration. 

Because the quantitative evidence -to date agrees Itthat the present 

incapacitation effect of prison is minimal lt (Cohen, 1978), one does not 

expect either measure to indicate the existence of a substantial 

incapacitation effect. Nor does one expect the introduction of EXCON int0 

the basic equation to have a sig~ificant effect on the estimates relating 

to the deterrent effect of sanctions. 



,,0:: Efif 

IIoIO 11.11 

variant Two: The Conditional Probability of Incarceration 'variant Three: Sanctions With A Distributed Lag Effect 

Following Ehrlich (1973), most writers who have used arrest ~he basic model assumes that this year's crime rate is only 

and incarceration data have defined the probabilities of arrest and influenced by this year's sanctions, not those of prior years. An 

incarceration as, respectively, the ratio of the number of arrests to alternative assumption is that sanctions exercise their effect on the 

number of offenses and the ratio of the number of incarcerations to the crime rate over a period of years. In particular, letting S signify one or 

number of arrests. While this formulation may possess theoretical and more of the sanctions under consideration, we might specify a general linear 

mathematical appeal, it cannot claim empirical validity. The relation of the form: 

question is, how does a potential offender actually view the risk of being 

sanctioned? Does he think: "If I do this, I'll either get away with 

it, get caught and get off lightly, or get caught and go to prison." Or 

does he think: "If I do this, I might get caught. If I get caught, I might Becoming less general, let us assume that sanctions have a distributed lag 

go to pr ison." The latter thought process presumes much more sophisticated effect. That is, assume that an immediate sanction has a greater effect 

reasoning on the part of the potential offender. He cannot simply on the crime rate than a sanction meted out some time ago. To be more 

allocate probabilities (1/3,1/3,1/3; 80,20, zero; etc.) as he implicitly specific, let us assume that the present effect of a sanction meted out 

does in the former proces=. Rather, he has to consider the risk of getting i per iods ago is: .... 
caught (i.e., arrested), with its probability -- 50, 50; 80, 20; etc. --

and then he must consider the risk of going to prison, assuming that he o < A < 1 (2.8) 

has been caught -- 50, 50; 70, 30; or what have you. We find it difficult 

to believe that potential offenders engage in such a process. We find it Now let Equation (8) be placed in (7), ferming an equation, E*. Let E* 

particularly difficult to believe that potential offenders would think in then be lagged one period and then be multiplied through by A. Let the 

rnarginalist terms, as the last of the calculations requires. Nevertheless, 

because we cannot, ourselves, demonstrate that our view of reality is more I resulting equation then be subtracted from E*. When this is accomplished, 

one obtains the quite simple expression 
! 

correct, and because we cannot reject the possibility that this alternative 

view has validity, we propose to consider a variant of the basic mod~l in 

which AR and PI are substituted for ~I and ARI • 
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Thus, the-lagged value of the offense rate appears in Equation (9) -- and 

could appear in Equation (1) -- as a direct result of the distributed lag 

assumption. This variant of the basic model consists, therefore, of the 

addition of CRM, lagged one year, to the set of regressors in the 

pr inc ipal eq';;a t ion. 

3. The Model's Other Equations 

The research focuses on Equation (1). Equations (2)-(6) appear in 

the model to assure the empirical identifiability of the principal equation. 

'd the ;nstrulnental variables and the wider context that They simply prov~ e "-

are necessary to assure 'the consistency of the empirical estimates to be 

derived for Equation (1). Because the individual specification and 

estimation cif these equations are peripheral to the estimation of Equation 

(1) and to the evaluation of the deterrence hypothesis, discussion of their 

role in the model may be confined to the following brief rerrarks. 

Equations (2.2)-{2.4) 

These equations are concerned with the probability of being legally 

sanctioned. Equation (2) simply expresses the fact that aggregate 

arrests are deco~osed into those that result in incarce~ation and those that 

do not. An explanation for aggregate arrests is provided by Equation (3). 

COP appears in the aggregate arrests equation because of the assumption that 

I 
'II , 
!, 

II.l3 

.' 
the marginal output of law enforcement is positive: with more police, more 

offenders may be identified, located, and apprehended, and more arrests 

will be made. CRM appears in the equation because of the presumption that 

the (positive) marginal productivity to law enforcement activity (captured 

by the COP variable) diminishes as "output" increases. Diminishing marginal 

productivity implies that an increase in the crime rate results in a 

reduced probability of be ing sanctioned, assuming that the level of law 

enforcement effort remains constant. Empirical justification for the 

inclusion of CRM and COP in the equation may be found in Ehrlich (1973), and 

Forst (1976). P15-19 and minority status appear in the equation to express 

the hypothesis that these two variables influence the likelihood of one's 

being arrested (Orsagh, 1981). SIZE permits 0J1~ :to .test the hypothesis that 

the larger the community, the more difficult it is to identify and apprehend 

an offender. Thus, it is expected that SIZE and AR will vary inversely. 

Equation (2.5) 

This equation explains the term of incarceration received by a newly 

convicted defendant. Except for CRM and AR
I

, the variables in the equation 

relate to individual, not regional-level, observations. Most of the 

variables leceive theoretical and empirical support in the very large 

"sentencing var iation" 1 iterature. This evidence overwhelmingly supports 

the contention that the severity of the offense (score) and the offender's 

prior criminal history (prior) are important determinants of the length of 

sentence received. Sex, race, and age are also frequently cited as determinants 
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of sentenGe length. Because data relating to the length of post-

incarceration probation happen to exist, we are offered a unique opportunity 

to appraise the practice of split sentencing. Specifically, one of the 

data sets available permit an appraisal of the tradeoff (the marginal rate 

of substitution) between incarceration time and post-release probation 

time. The expectation is that, ceteris par ibus, where pbtn is higher, 

SL will be lower. 

The equation indicates that the sentences meted out to individual 

offenders are also determined by the crime rate and incarceration rate 

prevailing within the region (court district) of conviction. The mechanism 

through which these variables are presumed to affect sentence length is 

complex, involving the balancing of costs imposed upon the victims of crime 

with the costs associated with incarcerating convicted offenders. The 

following brief development, which is based on the rational choice model, is 

used to indicate under what conditions the coefficients of CRM and ARI 

may be expected to be negative. 

Notation 

TC 

CRM 
s1 
ADD 

STK 

Total societal costs 
Average cost to victims of crime and for maintenance of 
pr isons 
Average costs are assumed to be constant. 
The offense rate 
Mean sentence length 
Number of admissions to prison for convictions related 
to CRM 
Total prison population 
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The Sentence Length Model 

Societal costs derive from two sources: the costs incurred by the 

victims of crime, and the costs borne by the members of society to 

maintain a prison system. 'rhat is, 

TC = (2.10) 

In a steady state, the inmate population would be a function of the annual 

flow of inmates into the prison and the average length of sentence served. 

More precisely, 

STK = ADD • SL. (2.11) 

We assume that sentence length has a deterrent and, possibly, an 

incapacitativ~ effect. Thus, 

CRM = CRM (SL) , (2.12) 

We assume that the effectiveness of sentence length in reducing cr ime is 

subject to diminishing returns -- adding one year to a normal ten-year 

sent.ence, for example, has less deterrent impact than adding one year to a 

two-year sentence ~- and that the deterrent effect is independent of the 

cr:i";ne rate itself. More precisely, 
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= o. (2.13) 

;ncrease ;n crime leads to an increase in the number of We assume that an • • 

persons arrested t convicted and sent to prison; i.e. 

ADD ADD (CRM), (2.14) 

We assume that the marginal productivity associated with arresting, 

. offenders diminishes with increases in the convicting, and incarcerat~ng 

offense rate, and that ADD is independent of SL: 

ADD II < 0, 
CRM 

= o. 

Finally, we assume that a relation exists between the crime rate and 

sentence len~th in the sense that the court varies sentence length in 

response to the crime rate. The direction of this effect is positive or 

negative, depending on judicial policy and available resources. 

(2.16) SL = SL (CRM) , SL' > O. 
CRM -

that society attempts to minimize The rational choice model assumes 

cost with rE:spect to sentence length. Hence, we have 

G = ClTC 
aSL 

= c CRH' + c [ADD' • ~RM~L v SL P CRM 
SL + ADD] = o. 

.i 

,I 
.I 
1 
;1 
'I 

! 
] 
~ 
i 
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We assume that a finite ~inimum sentence, greater than zero, exists, and has 
" 

for it~ solution the values SLO' TC
o

' etc. 

The effect of an increase in the crime rate on sentence length, given 

that the system has the equilibrium valu("'3 SL
O

' TC
O

' etc. is given by 

aSL 
aCRH 

Cp[ADD~RM . CRMSL . SL + ADDCRM . CRMSL • SL
CRM 

+ ADD
CRM

] 

CRM~ [c + c .• ADD' • SL] + 2c • ADD' • CRM' 
--SL v P CRM P CRM SL 

As the model is now specified, the sign of Equation (2.18) is indeterminate. 

To anticipate the empirical results reported below, we note that the sign 

will be negative -- sentences will be shorter where crime rates are higher 

if both numerator and denominator are positive. The numerator_will be 

positive' if SLCRM < 0, as would happen if heavy caseloads forced more 

concessions from the court. The denominator will be positive if the first 

• (2.18) 

expression (which is positive) exceeds the second expression (which is negativ~). 

The effect of an increase in prison admissions on sentence length is 

given by 

aSL 
aADD = 

Equation (2.19) will have a negative sign if the denominator is positive, 

i.e., if the first term is greater than the second. 

Equation (2.6) 

Expenditure for law enforcement services is hypothesized to vary 

directly with the number of crimes committed, with the value of property 
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to be protected, with the community's ability to purchase these services, 

and with the demand for services other than crime prevention. Willingness 

and ability to pay an e va ue d th 1 of property at risk are assumed to depend 

upon the communlty s pres en an " t d past l'ncome level and on local government 

revenues. Reasonably good proxies for these variables are per capita income 

and per capita government revenue. We assume that the demand for protection 

t pay -- also varies directly with the degree of potential harm willingness 0 

that would be forthcoming from an offense. Accordingly, the offense variable 

weights offenses by a seriousness-o -0 ense • f ff score Finally, an index of 

vehicular traffic is added to the equation as a proxy for the demand for 

police services for traffic supervision. 

CHAPTER 3 

THE EMPIRICAL MODEL: GENERAL CONSIDERATIONS 

This chapter is concerned with general issues concerning the 

development, presentation, and interpretation of the empirical results 

that will be presented in later chapters. The issues to be discussed 

are (i) the specification of the empirical model, (ii) the nature and 

sources of the data, (iii) the representativeness of the Georgia and 

North Carolina data samples, (iv) the procedures to be used t.o obtain 

empirical estimates for the model's coefficients, and (v) the format 

in which these estimates will be presented. 

A. • MODEL SPEC IFICATION 

The endogenous/exogenous relations eXisting among the variables 

appearing in the empirical model are as follows: 

Endogenous 
Variable 

~bles Related to Primary Endogenous Variai.Jle 
Other Curre~t Lagged 

CRM 

Endogenous Endogenous Exogenous 

ARNI , ARr 
(AR, PI)a 

CID1 b 
-1 PBTN, P15-29, NW, INCOME, 

SIZE, EMPLOY, EXCO~c 

AR, AR
I

, PI CRN, COP P15-19, NW, SIZE, INCOME 

SL 

COP CID\.i 

score, prior, age, sex, 
nw, pbtn 

MY, REV, INCOME 

a Substitutes for ARNI , ARI in the model's second variant. 

blntroduced to form the model's third variant. 

Clntroduced to form the model's first variant. 
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In its structure and choice of variables, the model builds on the 

work of those who have used simultaneous estimation procedures, beginning 

with the work of Ehrlich (1973). 

It should be clear from the foregoing description of the theoretical 

model and from the above tabulation that the theoretical model's crime 

equations are properly identified, and that the choice of excluded 

variables satisfies the criteria set down by Fisher and Nagin (1978). 

th;s respect because (;) of Vandaele's We are especially confident in ~ ~ 

(1978b) finding that Ehrlich's model, which resembles ours in many 

'f' t· 1 respects, is quite insensitive to major variation in model spec~ ~ca ~on; 

and because (ii) our own results, reported below, are relatively in-

sensitive to variations in model-specification. 

Several comments are in order concerning the model's empirical 

specification: 

(i) For many of the model's theoretical variables there exist two 

or more alternative statistical measures. The following examples 

illustrate the variety of possibilities available: Sentence length may 

be measured using either expected sentence length at time of admission, 

time to be served to first consideration for pa~ole, maximum possible 

sentence length, minimum possible sentence length, or actual time 

served by those just released from incarceration. It is possible to 

IThe Ehrlich model is not insensitive to the introduction of a 
prison capacity variable (Nagin, 1978b). However, our model is based 
on intrastate, cross-sectional data. Hence, the capacity variable is 
held constant. 

- -- --.---~ ----------
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index illegitimate income opportunities by using family, 

individual, or family and individual income data, or by more offense-

specific indices such as per capita number of motor vehicle registrations 

(for motor vehicle theft), by per capita number of commercial 

establishments and residences (for burglary), etc. The employment 

! 
1 index and the index of the severity of the offense(s) occasioning the 

present in~arceration were each constructed using one out of a very 
I 
~ 

I 
t 

I 

I , i' 
~ I, 
~ [, 

~ 

I 
51 

~ 
I 

! t 
f 

large number of reasonable, alternative weighting systems. 

Even if one were to reduce the choice of indices to just two 

alternatives in each instance, one would still be faced with a very 

large number of combinations of the basic model that would require 

estimation. Because the resource costs associated with estimating so 

! II 
r, 
~ 

~ 

many models would be prohibitively high, and because it would be 

extremely difficult to comprehend and make sense of the mass of 

I 
I 
" 
M 
~ 
~ 

coefficients which would be generated if these models were, in fact, 

estimated, we have confined ourselves to the use of a single index in 

I 
I; 

each instance, an index that, we hope, closely approximates the variable 

appearing in the theoretical model. 
~ 
" H 
\' 

R 

(ii) In an early formulation of the sentence length equation 

~ 

I 
(Equation 2.5), we hypothesized that the court would be influenced by 

the offender's marital status, IQ, education, occupation, and employment 

" 
~ status. Early regression runs indicated very clearly that none of these 
IT 
II 
l't 

I: 
variables was statistically related to sentence length. Furthermore, 

[, 

J 
1 I' 

11 r 
l' i' 
:1 f r 

j 

their presence in, or absence from, the empiriCal equation had 

virtually no effect on the other coefficients in the equation. Con-

sequently, these variables were deleted from the model. 
i J 

1 
t. 

f 1 
I 

l I ;.> 
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(iii) The basic model and two of its variants were estimated for 

the seven Index offenses and also for two offense aggregates: All 

Violent offenses and All Property offenses. We chose to include 

robbery in the former and to exclude it from the latter because robbery 

does involve violence, or the threat of violence, and because this 

categorization is the one conventionally used in criminal justice. 

We are aware of no theory that proscribes this categorization and of no 

empirical evidence that shows that robbers are more like other UCR 

property offenders than they are like other UCR violent offenders. 

Nevertheless, we recognize that robbery is, prima facia, an offense 

motivated by pecuniary considerations, that many econometric studies 

include robbery in the property offense aggregate, and that our decision 

to include robbery in All Violent offenses was, t' 11 b' essen la y, ar ltrary. 

Therefore. in the early stages of the empirical work, we estimated 

several regressions using the alternative aggregate measures. As one 

might expect, the addition of robbery to a particular crime aggregate 

affected that aggregate in much the same way that adding observations 

to an existing data set affects the mean of that data set. Specifically, 

ifR, PI, and P2 represent the coefficients of robbery and of property 

offenses, with and without robbery, respectively, then PI can be explained 

as a linear combination of R and the P2 aggregate; vi~., Pl=(1-a)P2 + aR where 

a is the ratio of the number of robbery observations to the combined 

number of homicide, rape, assault, and robbery observations. In the 

I 

\ 

\ , 
~, 

! 
r,.'.j .. 

;1 
:\ 

t , 
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North Carolina and Georgia data sets used, the value of a with respect 

to proper~y offenses and property arrests is in the order of 2-7 

percent; that for violent offenses and violent arrests 12-35 percent. 

Thus, because robbery is small relative to the th o er property offenses, 

we expected, and found, that the alternative property measures yielded 

very similar results. The same was true for violent offenses when the 

robbery coefficients were similar to the t 1 aggrega e that exc uded robbery. 

In the other instances, robbery's effect on the larger violent crime 

aggregate was that which the relation given above would have led one to 

expect. Thus, the choice of crime aggregate is immaterial with respect 

to property offenses, but occasionally has a significant, predictable 

effect on the violent off t f ense aggrega e, an e fect that the reader may 

infer for himself. 

(iv) The effect on the offense rate of the incapacitation of 

convicted offenders shall only be reported for Georgia, for the two 

crime aggregates, and for the basic model. A wide choice of statistical 

measures were available as proxies for the theoretical concept, EXCON. 

We rejected the matching of released offenders to offenses by narrow 

offense categories -- for example, the use of released robbery inmates 

as the variable in the robbery equation because we believe that the 

rate of crossover in offense categories is significant. 2 Hence, it 

,2In their study of adolescent delinqu.ents Wolfgang, Figlio, and 
Se~lln (1972: 244-2~5) show that an offender is just as likely to switch 
crlme ~ypes as commlt another offense of the same type. In their study 
of habl~ual felons,/etersilia, Greenwood, and Lavin (1978: 19-21) found that 
the habltual felon did not specialize in a certain type of crime but 
switched crime types frequently." (p. vii) 
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would seefu that a broader aggregate would be more appropriate. 

In our initial regression runs we used the broadest aggregate, i.e., all 

persons released within a particular time period. The empirical results 

that were derived using this aggregate were so inconclusive -- almost 

half of the coefficients of EXCON were of perverse (negative) sign, and 

the coefficients were never large in magnitude, whether the equation was 

estimated for individual offenses or for the offense aggregates -- that 

we were discouraged from examining the association of offense rates with 

alternative subsets of the population of prison releasees. 

B. DATA FOR THE MODEL 

The model uses aggregate cross-sectional data for the states of 

Georgia and North Carolina. Except where otherwise noted, the data 

refer to the year 1978 for Georgia and to 1979 for North Carolina. The 

year 1978 was chosen for Georgia because it wa.s the latest year available 

for OBSCIS data at the time this research project began. The year 1979 

was chosen for North Carolina because the 1978 data set lacked information 

on key variables -- in particular, employment data for North Carolina for the 

individual offender. 

Some of the data were obtained as observations on individual 

incarcerated offenders. Other data were obtained as data aggregates, 

usually reported at the county-level of aggregation. Except for the 

sentence length equation (Equation 2.5), the unit of observation for 

III.7 

estimation purposes is the judicial district, which comprises one or 

more counties. The judicial dhtrict is the elemental unit to which the 

probability and length of incarceration variables relate. The Georgia 

sample contains 42 districts, the North Caro_l~na 1 ~ samp e, 30 districts. 

The judicial district was chosen for the un;t of -
~ observation for these 

equations because the alternative, smaller geographical unit, the county, 

often contained too few observations to permit meaningful statistical 

analysis. 

Equation (2.5) is based on observations of individual incarcerated 

UCR offenders. The smallest number of observations is for the offense 

of rape for the state of Georgia (n=91). F or one offense categories, 

the sample size exceeds 3000. Table 3.1 indicates the size of sample by 

state and type of data. 

Table 3.1 

SAMPLE SIZE BY TYPE OF DATA AND STATE 

Unit of Observation 

Judicial district 

Individual inmates 

Type of Data 

Upper case variables 
in the theoretical 
model of Chapter 2 

Incarcerations for 
Homicide 
Rape 
Assault 
Robbery 
Burglary 
Larceny 
Auto 
All Violent 
All Property 

Sample Size 
Georgia North Carolina 

324 
91 

334 
685 

1457 
613 
209 

1434 
2279 

30 

.3C)3 
104 
535 
679 

1440 
1613 

188 
1711 
3241 
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Most'· of the empirical variables derive from conventional data 

sources: CRM, COP, and AR are obtained from state police information 

network source agencies; REV from the biennial Census of Governments, 

and SIZE, P15-29 , P15-19, NW, and INCOME from Census of Population 

documents. Not all data can be obtained for the specific year desired. 

For example, the age distribution of the population is based on the 

1970 census, its racial composition on an extrapolation of 1960-1970 

trends. Since the model utilizes cross-sectional data, relative values, 

not absolute values, are relevant. It may be safely assumed that the 

former are reasonably stable over the time intervals considered here. 

Moreover, the data that are likely to be most out-dated are exogenous 

variables, are of minor importance for policy-making; and, therefore, 

are not crucial to the analysis. 

The s~nctions variables (AR, ARNI , ARI , SL, PBTN, PI), the offender 

release variable (EXCON), the criminal history variables (score, prior), 

and the demographic and socioeconomic variables (~~LOY, sex, nw, age) 

were obtained from the departments of correction of Georgia and North 

Carolina, and were derived from their Offender-Based State Corrections 

Information System (OBSCIS) data sets. These data sets constitute a 

unique and very important source of criminal justice data, permitting 

estimation of an Ehrlich-type econometric model at a smaller level of 

aggregation than has hitherto been possible. Moreover, the OBSCIS 

data make possible: 

III.9 

(i) Estimates of both the probability of incarce~ation and of the leng~h 
, 

of incarceration for a large data set disaggregated to the state 

judicial district level. Moreover, sentence length can nOW-be given its 

appropriate measure. Instead of being defined as the mean length of 

sentence served by those just released from prison, which all studies 

except that of Avio and Clark (1978) have used, it can be measured as the 

sentence that is expected to be served by those who have just been 

consigned to prison. The distinction is particularly important since, 

at the present time, sentences appear to be undergoing significant 

change. Note, also, the OBSCIS provides sanctions estimates for very 

specific offense categories. 

(ii) Estimates of the number of offenders newly released from 

prison, under conditional and unconditional release, at the judicial 

district level, by specific offenses, thereby enabling one to estimate 

the incapacitation effect using a very different statistical procedure. 

(iii) More accurate estimates of the potential offender's economic 

status, thereby permitting a very different estimate of the effect 

of unemployment on the crime rate. (OBSCIS provides employment data 

for offenders at the time of their arrest.) 

The availability of such rich and precise statistical detail for 

deterrence research is unprecendented. 
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C. ESTIMA.TION PROCEDURE 

The ~resence of current endogenous variables as independent 

variables in a regression equation implies that the equations are inter-

dependent and that ordinary least squares estimating procedures can 

produce seriously biased estimates of the model's coefficients (Orsagh, 

1973). Standard procedures exist for dealing with this bias. The most 

common approach, and that to be adopted in this project, is to estimate 

the coefficients by means of two-stage least squares (TSLS). Alternative 

approaches exist, such as three-state least squares and full information, 

maximum likelihood. But there is no compelling theoretical reason for 

choosing one of these instead of TSLS, We have, therefore, adopted the 

most common procedure employed in the econometric literature. 

The results derived from estimating the model will be used to 

evaluate the theoretical model. These results also permit an appraisal 

of the appropriateness of the chosen statistical surrogates. The presence 

of coefficients that are not statistically significant, or that have 

perverse signs are often a signal that the theory is deficient, that 

the model has been improperly specified, or that inappropriate surrogates 

have been used to represent the model's theoretical arguments. An 

important objective in developing the empirical model and in presenting 

and interpreting the results of the empirical effort will be to reconcile 

potential conflicts between our theory and the empirical evidence. 

That is, our objective is to produce an empirical model whose results, 

when correctly interpreted, do not grossly and irreconcilably contradict 

theory. 

IlL 11 

Bec~se of time constraints, we have not developed a formal 

analysis of the residuals of the regression equations. Such analysis 

would provide a useful commentary on the model's specification __ 

whether functions to the natural numbers are "better" than log-log 

or log-linear transformations, whether the prinCipal equation is, indeed, 

identified, whether there is evidence of heteroskedasticity, etc. Such 

analysis is, of course, essential to a full evaluation of the 

empirical model. Until this analysis is conducted, the empirical results 

must be viewed as provisional. Accordingly, in the reportage that 

follows, we shall focus on the g~p.cral pa.tterns formed by the signs of 

the coefficients and shall judge the coefficients and their standard 

errors in terms of rough orders of magnj.tude. We do not believe it 

advisable to impute greater reli~bility and precision to these estimates 

lmtil the extended residual analysis is completed. 

D. CRIME AND CRIMINAL JUSTICE RATIOS FOR GEORGIA AND NORTH CAROLINA 

Tables 3.2 and 3.3 present summary offense rate and sanctions 

data for Georgia for 1978 and for North C~~olina for 1979. Table 304 

presents comparable data for the United States for two of these ratios. 

(Data for the other ratios are not available for recent years.) Although 

the years do not exactly correspond, they are close enough to allow 

meaningful comparisons. The data show that the offense and arrest 

rates for Georgia are comparable to those prevailing in the nation at 

large. Georgia's homicide and rape rates are higher than the national 

'i 
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average, but its larceny and motor vehicle theft are below the average. 

Because of the latter two indi vid.ual offense rates , its rate for all 

I,r':)'perty offenses is also below average. Except for the very high and 

puzzling value for assault, Georgia's arrests rates are remarkably similar 

to those of the United States at large. 

Thus, the evidence of Tables 3.2 and 3.4 suggests that Georgia's 

crime rates and the response of its police agencies to the crime rate 

approximate that of the nation as a whole. ~~ile we do not infer from 

these data that Georgia is a microcosm of the United States, we do 

believe that the results that have been obtained from the Georgia sample 

have some applicability beyond the State of Georgia. 

Except for homicide and assault, offense rates in North Carolina are 

below the national average. We suspect that the exceptional assault 

rate is a statistical artifact. We note two facts: (i) North Carolina's 

ratio of robbery to assault rates is very low compared to the United 

States' and Georgian l'atios, and (ii) that North Carolina's offense 

rates are lower than Georgia's except for assault. We suspect that, 

to a significant extent, discretion determines whether some offenses are 

classified as assault rather than as robbery, and that in North Carolina 

discretion is biased heavily toward defining these offenses as assaults. 

If our surmise is correct, the aberration disappears. Certainly, when 

robbery and assault are combineJ, all of North Carolina's offense rates 

are lower than Georgia I s, and all but its homici de rate are lower t.han 
.~. 

those for the United States. 
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CRTMr~ liNn CRIMtNIII, ,TtIG1'lrE \"l/lTIOr.: r;F.OIlr.IIl. lO7"ri 

Offens!'s Arrest.a Non-· ncarcer'll. ion Incllrc!'ral.ions 
Offp.n~e Per lO,orJO l'!:!: /lrr,.::l." Jl!'r ['1'1' 

l'''E!uJal.illll llrren"p nrr("IIf;t' Orf"n,,!' 
(CIl~I) (/Ill) (AIl'lr-)- (1II1

t
) 

-(-1)- ~ '(TI""- (T.1-

lIomicide 1.h .'1/t .ltn .h" 

Rnpe 3.8 .1. 1 .1" .0"7 

A'1Sllult ;>6 .110 .5/\ ,11?<; 

Robbery 17 .1? .<,h • o III 

Burp;lllry 11,8 .1" .1? .01r} 

Larceny ?115 .17 .111 .00'i 

Auto 35 .15 .11, • ()1? 

1\11 Violent 48 .51) .hll .011 

.Ul Property h;>f\ .1 (, .1'i .010 

~he ratios uppeRring l.n columns (1) throu~h (6) ure defined more complet.ely In the notRlion section 
accompanying the presentation of the model. present,ed in Chnl't,.r ? 

Sources: 
Offenses and arrests: Georgill. State Crime r.ommission, StatlsticRl I\nnlYflls Cent.er, (r~n,v J'1Bn); 
Georgia Crime Infonllntinn CpntJ,I'r (computl'r prl nt.out nnd other Rl'enrT-"UppJ 1 ed dl\l.R). 
IncllrcerRtions nnd Columns (5i nnd (6) from r;porp;ill nrpllrl,mrnt, of Corr,.r\,iom;. nllr;Cm tnpe-n. 
Column (3) = Column (;:»-Cn);llI1n (It). (OlscrepRnC'ies nrc riU,. to roun(linp:.) 

'1 
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Sentence Post-Prison 
LenBth f'robution 
WL) (l'lJ'l'lI) 

( 5) (6) 

8.1 0.8 

6.5 1.6 

C.O 1.~ 

1,.2 1.2 

?1 1.3 

1.3 1.0 

1.5 0.8 

h.8 1.2 

1.B 1.2 

.A 

,,. 
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TABLE 3.3 

CRIME AND CRIMINAL JUSTICE RATIOS: NORTH CAROLINA, 1979a 

Offenses Arrests Non-Incar- Incarcerations Sentence 
per 10,000 per ceration per Offense Length 

Offense Population. Offense Arrests (SL) 
(AR) per Offense (ARI ) 

(AR
NI

) 

(1 ) (2) (3) (4 ) ( 5) 
Homicide 1.1 1.06 . llO .67 13.4 

Rape 2.1 .57 .47 .093 16.1 

Assault 34 .76 .73 .029 2.7 

Robbery 7.8 .48 .32 .1(, 9.3 

Burglary 131 .20 .18 .020 3.5 

Larceny 242 .19 .18 .012 1.9 

Auto 23 .20 .18 .015 1.9 

All Violent 45 .71 .64 .070 8.6 

All Property 396 .19 .18 .015 2.6 

a See footnote, Table 3.1 
J 

\ Source: Offenses and arrests from North Carolina, Department of Justice, Police Information Np.twnrk (lQ79). 
Incarce'rations and Sentence Length from North Carolina, Department of Correction. OBSCIS tapes. 
Column (3) = Column (2)-Column (4 ) . (Discrepancies are due to rounding.) 
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TABLE 3.4 

CRIME AND CRIMINAL JUSTICE RATIOS: UNITED STATES, 1978 

Offenses Arrests 
per 10,000 per 

Offense Population Offense 

Homicide .90 1.02 

Rape 3.1 .44 

Assault 26 .49 

Robbery 19 .36 

Burglary 142 .16 

Larceny 274 .19 

Auto 46 • J. 6 

All Violent 49 .44 

All Property 462 .18 

Source: Federal Bureau of Investigation, Uniform Crime Heports, 1978. 
Table 24 and p. 25. 
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Except for larceny, North Carolina's arrest rates are higher than 

the nation's. The differences are particularly evident for violent 

offenses. The contrast between North Carolina and Georgia is also 

significant. North Carolina's arrest rates are higher than Georgia's 

for every offense category. Its incarceration rate __ colurrul (4) 

is also substantially higher, averaging seventeen percent higher for 

violent offenses and fifty percent higher for property offenses. 

The pattern of higher sanctions levels in North Carolina is 

repeated in the sentence length data, Sentences for the violent 

offenses, homicide, rape, and robbery, are especially noteworthy in this 

respect, with inmates in North Carolina expected to serve about twice as 

many years for the latter two offenses as i~ates in Georgia. Of course, 

some of the recorded variation in sentence length, and in the other 

sanctions, as well, is likely to be artifactual. Concepts are not always 

equivalent, definitions are not completely uniform, between the two 

states. For example, "expected sentence length" is deyeloped in each 

state from a formula adapted to the laws and practices of that state's 

criminal justice system. It may be that North Carolina's estimates 

systematically overstate, and Georgia's understate, the actual sentence 

to be served. 

An alternative, but not mutually exclusive, hypothesis 

is that Georgia's police agencies over-report Index offenses relative to 

North Carolina. Were this to be true, and were the additional recorded 

offeI:'.ses to be less serious, Georgia would be shown to have higher 

offerlse rates, lower arrest and incarceration rates ~ and shorter prison 

sentences, which is precisely what one does find in these data, The 
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point of these examples is to suggest that, until conceptual and 

mensuration issues such as these are resolved, these data, alone, should 

not be used to assert the existence of higher sanctions levels in 

North Carolina. Leisure permitting, these issues might, with profit, 

be explored. For the purposes of this report, however, it is 

sufficient, and reassuring, to note that, despite these potentially 

very serious problems, the general pattern of results reported for 

North Carolina closely resembles that for Georgia. 
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E. FORMAT OF THE PRESENTATION OF THE EMPIRICAL RESULTS 

The e~uations were estimated as linear functions to the natural 

numbers. To facilitate comparisons among variables having different 

units of measure, all coefficients were transformed into elasticities. 

The elasticity was estimated at each variable's mean value, and is defined 

as follows: if the coeffici.ent of variable Z has an elasticity of S, then 

a one percent increase in Z, in the neighborhood of ZI S mean, is associated 

with a S percent change in the d~pendent variable, all other variables 

in the e~uation being held constant. 

The e~uations were estimated with the inclusion of an intercept 

tenn. The intercept values shall not be reported, however, since tney 

have little interpretive value for this research. 

To evaluate the statistical significance of the elasticities 

reported below, each elasticity is accompanied by the ratio of its 

coefficient to its standard error. In the OLS procedure, this ratio 

defines the ,i-statistlc. In the TSLS procedure, the ratio approaches 

~ as the sample size becomes very large. We shall, for convenience, 

refer to all of these ratios as t:statistics. 

Estimates will be presented for each of the seven Index offenses 

and for the violent and property offense aggregates.. Note that the data 

relating to the latter two offense categories derive from the pool of 

individual observations, not from a simple mean of the individual 

offense coefficients. These violent and property offense data are, 
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therefore, weighted averages of the individual offense data, wherein the 

weights are the numbers of r::servations per offense. Hence, it follows 

that the coefficients of, say, violent offenses may differ substantially 

from a simple unweighted mean of the individual coefficients for homicide 

rape, assault, and robbery. (The data for PBTN in Table 4.5 nicely 

illustrate this pOint.) 

The next chapter provides empirical estimates for the model using 

the Georgia data set. The following chapter provides estimates using 

the North Carolina data set. 

, 
II 
f, 
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CHAPTER 4 

EMPIRICAL RESULTS FOR GEORGIA 

In this chapter we wish to present the results of our effort to 

estimate the nDdel developed in Chapter 2 with data derived from the state 

of Georgia. Equations (1), (3), (4), and (5) have been estimated for nine 

offense categories. Since two estimation procedures were used, there are 

eighteen regression equations associated with each of the enumerated equations. 

Moreover, Equation (1) was also estimated in three variants, described in 

Chapter 2. We begin by presenting the results obtained for the principal 

equation, estimated within the context of the bas ic nodel. We then present 

the results obtained for the principal equation within the context of the 

three variants of the basic model. The results relating to the other 

equations of the system are then presented. 

A. RESULTS FOR THE PRINCIPAL EQUATION WITHIN THE BASIC MODEL 

The following three sections are specifically concerned with the 

effect of the four sanctions instruments on the UCR offense rates. The 

last section describes the effect on these offense rates of the other 

variables in this equation: SIZE, NW, E~WLOY, etc. 

1. The Overall Pattern 

Analysis shall proceed from the general to the specific. At the most 

general level, we ask whether the four sanctions, A~I' ARI , SL, and PBTN 
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have a deterrent effect on the seven individual UCR offenses under 

cons idera't ion. To answer the question, we assune (1) that the sample space 

consists of. the joint distribution of the four sanctions and seven offenses; 

and (2) that the twenty-eight elenents in the sample space are independent 

events. We shall evaluate the one-sided hypothesis that sanctions have no 

effect on ~he offense rate against the alternative hypothesis that they 

have a deterrent effect. The null hypothesis is tested using the 28 OLS 

coefficients reported in Table 4.1, ~nd is also tested using the corresponding 

TSLS data reported in Table 4.2. (The OLS and TSLS data sets have not been 

pooled because it is not likely that they are independent of each other.) 

The probability distribution of the mean of these 28 observations will form a 

t distribution. Assuming that sanctions have neither a deterrent nor an 

incapacitation effect, the expected value of t will be zero or positive. 

The sample data are summarized for the two estimation procedures in the 

following tabulation: 

Procedure Mean Std. Deviation t 

OLS -.050 • 181 -1.47 

TSLS -.036 .215 -.90 ." 

' .. '. 

t .05 (27 d. f.) = -1. 70 

The results reported in this tabulation are inconclusive. The con-

figuration of coefficients derived from the OLS estimation procedure provides 

;~I .•. r 
i 
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'fABLE 4.1 

DETEIDUNANTS OF THE OFFENSE RATE, BY UCR OFFENSE: ELASTICITIES AND ASYMTOTIC t VALUES: GEORGIA, 1978, 
ORDINARY LEAST SQUARES PROCEDURE 

II 

De~nd. IndeEendent Variables 
Eqn. 

~. ARNI ARI SL PBTN SIZE P15-29 RACE EMPLOY INC 

(1 ) Homicide -.26 -.23 .44 -.02 .11 -.47 .14 1.92 -.45 
(3.78) (3.53 ) (1.63) (.43 ) (3.29) (.92 ) (.85 ) (1. 28) (1.12 ) 

(2) Rape -.13 -.17 .25 003 .14 1.02 .36 -1.11 1.28 (1.48) (1.89) (2.74) (.76 ) (3.88) (1. 83) (2.11) (.69) (3.10) 

(3 ) Assault -.52 -.07 -.20 -.04 .08 .99 .02 -2.23 .63 
(3.79) (1.66) (1.15) (.58) (1.96 ) (1.53) (.10 ) (1. 30) (1. 22) 

(4 ) Robbery -.08 -.00 .11 -.01 .51 .82 .22 -1.11 1.31 
(.69) (.04 ) (.71) (.13) (J.4.24) (1.55) (1.29) (.73 ) (3.22) 

(5 ) Burglary -.19 - .• 19 .15 -.01 .08 1.07 .17 -1.72 .96 (2.28) (3.76) (1.25) (.27 ) (,4 • 54 ) (4.00) (1.98) (2.27) (4.10) 

(6 ) Larceny -.14 -.14 .03 -.02 007 1.93 .31 -2.04 1.35 (.91) (2.12) (.27 ) (.37 ) (3.12) (5.56) (2.59) (1. 85) (4.58) 
" 

(7 ) Auto -.04 -.06 .20 -.10 .16 078 -.17 -1.92 1.15 
(.54 ) (1.38) (2.27) (2.79) (6.91) (2.48) (1.64 ) (1. 99) (4.04 ) 

(8) All Violent -.45 -.15 .16 .02 018 .56 .09 -1. 77 .61 
(3.33) (2.ll) (.71) (.30) (5.44) (1.04 ) (.51 ) (1.21 ) (1. 4 6) H 

<: . (9) All Property -.15 -.16 .11 -003 .08 1.51 .21 -2.03 1.18 w 
J (1.27) (3.12) (.75) (.57 ) (4.20) (5.24 ) (2.24) (2.35) (4.84 ) 

\ 

o 
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TABLE 4.2 

DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE: ELASTICITIES AND ASYMTOTIC & VALUES: GEORGIA, 1978, 
TWO STAGE LEAST SQUARES 

DeEend. 
Eqn. 

Var. A~I ARr SL PBTN SIZE P15-29 RACE EMPLOY 

(1) Homicide .11 -.19 -.15 -.11 .10 .09 .17 .54 
(.36) (.87) ( .15) (1. 24) (1.94) ( .11) (.67) (.i9) 

(2) Rape .32 -.23 .79 .01 .15 .82 .33 -.87 
(1.01) (1.21) (3.49) (.20) (4.16) (1. 26) (1.91) ( .45) 

(3) Assault -1.70 .08 -.08 -.24 .15 -.67 -.98 -3.55 
(1. 27) ( .58) ( .10) (1.13) (2.00) ( .43) (.92) (1.43) 

(4) Robbery -.09 -.04 -.08 -.04 .50 .76 .28 -.83 
(.34 ) ( .12) (.25) (.32) (9.28) (1.06) (. 75) (.52) 

(5) Burglary -.14 -.17 .20 -.01 .08 1.12 .16 -1. 7'7 
( .44) (1.07) (.63) ( .08) (3.73) (2.61) (1.43) (1.70) 

(6) Larceny -.36 -.04 -.04 -.01 .07 1.93 .28 -2.87 
( .53) (.14) ( .12) ( .12) (2.17) (4.04) (1.76) (1. 29) 

(7) Auto -.20 -.19 .07 -.02 .13 .37 .02 -1.52 
(" 80) (1.14) (.?O) (.30) (2.77) (.70) ( .09) (.97) 

(8) All Violent -.30 -.30 -.23 -.04 .19 .59 .07 -1.06 
(.52) (1. 52) (.37) (.35) (4.10) (.51) ( .18) (.55) 

(9) All Property -.63 -.41 -.53 -.06 .07 1.00 .30 -1. 73 
(.88) (1. 70) (.68) (.88) (1. 39) (1. 55) (1.94) (1.42) 

c 

-1 

INC 

-.26 
(.39) 

1.26 
(2.91) 

-.36 
(.32) 

1.29 
0.04) 

1.01 
(2.24) 

1.34 
(1. 94) 

~ 

1.33 
(2.19) 

.39 
(.48) 

H 

.62 
<l . 

,& -I='" 
(.95) 
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stronger l?upport for the deterrence hypothesis than does the TSLS estimation 

procedure, but in neither case is one justified in rejecting the null 

hypothesis. Thus, one may not assert the existence of a general deterrent 

effect operating across these four sanctions instruments. If a statistically 

significant deterrent effect exists, it is likely to reside in one or more 

of these instruments, but not in all of them. 

2. Differences Among Sanctions 

An inspection of the pattern of coefficients and of t-statistics 

suggests that the four sanctions may have very diffeient effects on the 

offense rate. To evaluate this hypothesis, the data were subjected to an 

analysis of variance. The results appear in Table 4.3. 

OLS 
Across Means 
Within 

Total 

TABLE 4.3 

ANALYSIS OF VARIANCE OF COEFFICIENTS RELATING 
TO SEVEN UCR OFFENSES AND FOUR SANCTIONS 

INSTRUMEt\1TS: OLS AND TSLS PROCEDURES 

Sum of Squares df Mean Square 

.440 3 .147 

.439 24 .018 

.879 27 

F ratio 

F = • 147 

.018 
= 8.02 

TSLS 
Across Means .558 3 .186 

3.353 .140 
F = :i~~ = L 33 

Within -1i_ 
Total 3.911 27 

l' 
~ 

~ 
[I 
1\; ---------------------------------------------1 

F.95 (3,24) = 3.01; F.99 (3,24) = 4.72 
§1 
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.' 
The evidence from Table 4.3 is somewhat inconclusive. On the other hand, 

the OLS data strongly support the inference that the four sanctions have 

significantly different effects on the offense rate; while, on the other han9, 

the TSLS evidence is consistent with the hypothesis that these sanctions 

have similar effects. None~heless, these results and a casual inspection of 

Tables 4.1 and 4.2 will probably incline the reader to support the view that, 

most likely, t:.e rank order of the four sanctions with respect to their 

effectiveness as a deterrent is: ARI , AR
NI

, PBTN, SL. Their .relative 

effectiveness can be best displayed, perhaps, by the following tabulation, 

in which the actual means of the coefficients, based on the seven UCR 

offenses, a're presented: 

Means for Sanctions 
Seven Offenses ARNI ARI SL PBTN 

OLS 
Elasticities -.19** -.12*** .14 -.02* 

TSLS 
Elasticities -.29 -.11*** .10 -.06** 

***, **, *: Significant at the 1, 5, and 10 percent significance levels, 
respectively, with six degrees of freedom • 

One sees that the mean value of ARI'S coefficients is negative, larg~, and 

highly significant, using either procedure. The means of ARNI and PBTN 

are also negative and generate approximately equal, but lower, significance 

levels, with A~Ics coefficients tending to be the larger. On the other 
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hand,' the 'means of SL's coefficients are unexpectedly positive. The means 

in this tabulation are, of course, unweighted. The weighted means reported 

for All Violent and All Property offense categories tell a somewhat 

different story. While the OLS coefficients reported in Table 4.1 are also 

positive, SL's TSLS coefficients for All Violent and All Property 

offenses, given in Table 4.2, are negative, though these, too, are not statistically 

significant. 

3. Sanction-Specific Analysis 

The Deterrent Effect of the Risk of Incarceration 

The evidence presented in the foregoing tabulation provides very 

strong support for the contention that, overall, the risk of incarceration 

has.a deterrent effect on UCR offenders: the unweighted mean of the 

coefficients is statistically highly significant using either estimation 

procedure, all seven OLS coefficients and six of the seven TSLS coefficients 

are negative, and the individual TSLS violent and property offense coefficients,are, 

themselves, 'statistically significant. 

. Finally, the pattern displayed by the coefficients of the individual 

offenses, as well as the summary data reported for violent and property 

offenses, supports the hypothesis that violent and property offenders are 

approximately equally responsive to the threat of punishment. 

The Deterrent Effect of Other Arrest Outcom~ 

The evidence concerning the effect of arrests whose outcome does 

not result in imprisonment suggests that this variable also has a deterrent 

I 
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effect on~UCR offenders, but this conclusion is slightly less persuasive 

than that relating to the probability of imprisonment. All seven OLS 

coefficients are negative, and their mean is statistically significant 

at the five percent level. However, two of the seven TSLS coefficients are 

positive, and the mean of this set of coefficients is only significant at 

the ten percent level. 

The pattern of coefficients for this variable suggests an interesting 

hypothesis. We note, fi=st of all, that the positive coefficients relate 

to the two offenses -- hom±cide and rape -- that carry the largest mean 

sentence length and also have the largest expected sentence (see Table 3.2). 

The hypothesis that we advance is this: Suppose that one is asked to choose 

between a legitimate and a criminal act and that the latter involves two 

potential outcomes. Let the consequence of one of the outcomes become 

increasingly important relative to the other. Beyond some threshold value, 

the consequential outcome will assume a dominant role in decision-making, 

and the inconsequential outcome will no longer affect one's choice between 

the legitimate and the criminal act. ~ 1 _or examp e, suppose one contemplates 

robbing a bank. If one is really at the margin between committing and not 

co~nitting the robbery, one is dealing in gains and losses of a relatively 

high magnitude. Under these circumstances, it is not likely that an increase 

or decrease in the probability of receiving a citation for double-parking 

while engaged in the robbery will influence the r.obbery decision. By the 

same token, those marginal offenders, consciously or subconsciously engaged 

in homicide or rape decision, are not likely to be influenced in their 

decision by variations in the risk of an arrest that would cause them little 

more than a minor inconvenience. 
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~The Deterrent Effect of Post-Prison Probation 

~Post-prison probation appears to have a deterrent effect on UCR 

offenders but,. like non-incarceration arrests, this conclus ion carr ies slightly 

less weight than that pertaining to the probability of incarceration. 

Except for rape, PBTN's coefficients are negative, and the means of the OLS 

and TSLS sets of coefficients are significant at the five and ten percent 

levels, resp€~ctively. Finally, we note that the magnitude of PBTN's 

coefficients appears to be significantly lower than that of ARNI and of 

The Deterrent Effect of Length of Incarceration 

The foregoing evidence provides no support for the contention 

that lengthening the term of incarceration has a deterrent effect on 

UCR offenders. The TSLS results are clearly inconclusive -- three of the 

seven coefficients are positive. The OLS results are more troubling: six 

of the seven coefficients derived by this procedure are positive. If, 

indeed, offenders are not deterred by longer prison sentences, we should have 

expected somewhat less positive coefficients. The results that have been 

obtained are disappointingly perverse. We interpret them as a signal 

that something may be wrong with the data or with this study's statistical 

des ign. 

We suspect that one source of the difficulty resides in our procedure 

for measuring sentence length. The rational choice model asserts that some 

potential offenders will be deterred from committing an offense if the cost 

of committing that offense increases. The cost referred to in the model is 

IV.IO 

unit cost: Unfortunately, SL does not measure unit cost in those instances 

in which an offender is incarcerated for more than one offense. In the· 

stati.stical model, SL is defined as the number of years to be served, whether 

it be for one offense or for many, rather than the number of years to be 

served per offense, as the theoretical model requires. Thus, increases 

in SL will reflect, in part, increases in the number of offenses committed. 

SL and the dependent variable are made to covary, in part, by definition. 

Consequently, SL's coefficient is biased toward POsitive values. 

A second source of positive bias in the sentence length coefficient 

exists. We will show below that in-prison time and post-prison probation 

time were treated as substitutes by the court. Thus, while one offender may 

have received a two-year prison sentence, another may have received a one-year 

prison sentence coupled with three years of subsequent probation. This being 

so, the measured effect of SL on the offense rate, CRM, assuming that Equation 

(2.1) is represented by a 1 inear funct ion, is given by 

~ 
aSL = b

SL 
+ b

pBTN 
aPBTN e_ 

aSL (4.1) 

where the b's are the true coefficients of the two severity-of45anctions 

variables. We believe that the abSOlute value of the right hand partial 

derivative is substantially greater than one (see the results relating to 

sentence length reported below). If b and b are both negat; ( 'f 
SL PBTN ... ve e. g",., ~ a· 

deterrent effect exists for each sanction), the second term on the right, 

which represents the bias in the estimate of SL's effect, will be positive. 

If, in addition, the two true coefficients are approximately equal, the measured 

" 
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effect of'SL on CRM could be large, positive, and statistically 

o of ° t I s ~gn~ ~can • 

Thus, our procedure for estimating SL provides two potentially 

serioul;) sources of positive bias, and may explain the existence of these 

counter-intuitive, positive coefficients. 

4. Other Variables in the Principal Equation 

The other five variables in the principal equation are of peripheral 

interest to this study. Hence, discussion of their contribution to an 

explanation of the offense rate may be limited to the following brief 

remarks. 

SIZE 

Of all the explanatory variables appearing in the principal equation, 

including the sanctions variables themselves, the size of community is most 

consistently statistically significant and of r.elatively large magnitude. 

There is no question but that, ceter is par ibus, la·rger cot!U\lunities have higher 

IBy contrast, while PBT.N's measured effect also has a positive 
bias derived from the first term in the expression, 

aCJU.l 
8PBTN = 8SL 

8PBTN + (4.2) 

an approximate equality of the two coefficients could preserve a small, 
statistically significant, negative measured effect, since the offsetting 
positive bias term will tend to be small. 

" I 
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offense rates. This generalization holds for each of the seven 

individuai offenses, and for All Violent and All Property offenses as well. 

P15-29 .and NW 

The population within the ages of 15 and 29 and the non-white population 

appear to have a greater propensity to engage in property crime -- especially 

burglary and larceny -- than is true of the rest of the population. It is 

not certain from these data that these two population subsets are more 

predisposed to violence, although the evidence does lean in that direction, 

and hence would incline one, as a best guess, to reject the null hypothesis 

of no relation for these offenses as well. 

EMPLOY ana INCOME 

The signs of the coefficients of EMPLOY and of INCOME are mostly 

consistent with the hypothesis that relate employment status and the income 

variable to the offense rate. Hence, this evidence supports the conclusion 

that such a relation exists. Because the relation appears to hold just as 

well for rape and assault as it does for crimes having an economic 

rnotivation, one cannot go much beyond an inference that the relation exis,ts. 

In particular, it would be inappropr ia.te to infer that EMPLOY demo,lstrates 

that economic need is a cause of crime, or that INCOME demonstrates that 

crime is motivated by opportunities for illegitimate income. The data are 

equally consistent with other interpretations. For example, El-1PLOY could 

as well reflect the degree of distaste for legitimate work among potential 

offenders, while INCOME might reflect the extent to which informal controls 
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deriving from family, neighborhood, and other social institutions are 

inoperative. Obviously, if EMPLOY serves primarily as an index of the 

1 't' t work, or if INCOME serves as an index community's "taste" for eg~ ~a e 

of social disorganization, one's etiological story would assume a quite 

different cast. 

B. ALTERNATIVE SPECIFICATION OF THE PRINCIPAL EQUATION 

Three variants of the basic equation have been examined and are 

reported upon below. Specifically: 

(1) The model has been modified to test for the existence of an 

incapacitation effect. As indicated above, the coefficients of ARI 

and SL in the principal equation measure a combined deterrent and 

incapacitat~on e ec. , ff t To "net out" the incapacitation effect, the 

variable EXCON has been added to the basic equation. 

(2) The model has been reestimated using, as alternative measures of 

the probability of being sanctione , aggrega e ar d t rests and the conditional 

probability of incarcerat~on, g~ven a , , th t an arrest has occurred. 

(3) The basic model presumes that this year's 'sanctions influence 

this year's crime rate and not that of subsequent years. The model 

has been reestimated on the alternative assumption that sanctions 

e::ercise their effect on the crime rate over a period of years. 

IV.l4 

~ 

1. Variant One: The Incapacitation Effect 3 

The Georgia data were used to evaluate the hypothesis that incapc~itation 

significantly reduces the offepse rate. The hypothesis was evaluated by 

introducing the variable, EXCON, into the e·quati(')fl where EXCON is defined 

as the time-weighted number of persons discharged from prison relative 

to all persons in the poPulation.
2 

EXCON will be an acceptable measure of the 

incapacitation effect, in the first sense of the expression given in Chapter 

2, if the criminal propensities of those just released from prison approximate 

those of persons still incarcerated, for in that case the offense rate 

ascribed to those just released would be equal to the offense rate of those 

not yet released. That is, the number of offenses committed by those just 

released would measure the number of crimes prevented by the incapacitation 

of those not yet released. 

The measure, EXCON, is subject to two potentially important sources of 

bias: 

. (1) If release occurs on the average after (or before) the age of 

maximum criminality, the coefficient of EXCON will overstate (understate) 

the incapacitation effect. However, because the majority of releasees 

serve relatively short sentences -- less than five years in Georgia, on the 

average, for violent offenses and less than two years for property offenses 

the difference in age-specific criminality is not likely to be all that 

great relative to the age of maximum criminality. 

2The index is more completely defined in Append ix A. 
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. 
(2) ;The incapacitation effect is based on the counter factual 

concept of the number of offenses that would have been committed had the 

incarcerated population been free to move about in the general population. 

Shaw and McKay (1942) have argued that ex-offenders tend to locate in 

relatively small geographical areas, and a~e likely to transmit their 

deviant values to others within such areas. If the authors are correct in 

their argument, the concept of incapacitation, may need to be broadened to 

include the number of offenses that would have been committed by free 

persons who become infected by the values of those incapacitated offenders 

who could have been released from prison. 

However one may wish to define thp. incapacitation effect, its emnirical 

estimation would be rendered considerably more difficult if Shaw and McKay 

are correct. If ex-offenders do locate themselves among the criminal population; 

then whether or not they infect others with their deviant values, their own 

recidivistic offenses will covary statistically with the off~nses of the more 

general, but, ~y hypothesis, more criminal population. Regression analysis 

would not be able to distinguish the separate effects of these two groups on 

the crime rate. Accordingly, EXCON will reflect the combined contribution 

of these twc; groups to the crime rate; a~d, therefore, will exaggerate the 

incapacitation effect. 

Thus, EXCON's coefficient may be biased toward or against the 

incapacitation effect. A priori, it is not possible to say which bias, if 

either, is consequential. But with these caveats in mind, we now observe the 

effect of introducing EXCON into the principal '=!Jllarion as an explanatory 

variable. The coefficients of the reestimated principal equation are reported 

IV.16 

• 
below in Table 4.4. The coefficients only relate to All Violent and All 

Property ~ffense categories. As was indicated in Chapter 3, we do not 

believe it is meaningful to relate EXCON to the separate UCR offenses. 

The data of Table 4.4 do not support the contention that 

incapacitation significantly reduces the offense rate. If there were an 

incapacitation effect, one would expect to find a positive relation 

between the offense rate and EXCON. The coefficients for All Violent 

offenses are positive, as hypothesized, but they are of very small 

magnitude and are not statistically significant. The property offense 

coefficients, on the other han9, have the wrong signs. Perhaps more 

significant for this research is the fact that none of the other 

coefficients in any of the four equations is materially changed by the addition 

of EXCON to the principal equation. Indeed, to two decimal places, most 

coefficients are identical to those reported for the basic model. 

Therefore, we conclude that the estimates of the deterrent effect presented 

in the basic model are not biased in favor of the deterrence hypo':~, ... sis by 

the omission of an incapacitation variable. The effect of incapacitation 

on the crime rate is, at best, minimal. 

2. ~iant Two: The Conditional Probability of Incarceration 

In this version of the basic model AR and PI are substituted for ARNI 

alld ARr The coefficients der ived from this version of the empir ical 

model are reported in Tables 4.5 and 4.6. As indicated above, AR and PI are 

derived from a conceptual framework that views the criminal choice somewhat 

differently with respect to the risk of being sanctioned. Thus, 
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TABLE 4.4 
VARIANT ONE OF THE BASIC EQUATION: 

THE INCAPACITATION EFFECT: 
GEORGIA, OLS AND TSLS PROCEDURES 

All Violent Offenses 
VARIABLE OLS TSLS --Coef. t Coef. t 

ARNI -.44 3.16' -.31 .65 

ARI -.15 2.03 -.31 1.90 

SL .15 .68 -.25 .40 

PBTN .03 .35 -.04 ~34 

SIZE .19 5.36 .19 4.58 

P14-29 .54 .98 .52 .59 

NW .09 .47 .05 .15 

EMPLOY -1.64 1.05 -.86 .44 

I NCOl>1E .60 1.40 .34 .52 

EXCON .02 .25 .02 .20 

\ 

'. 

o 

All Property 
OLS 

Coef. t 

-.16 1.22 

-.16 3.07 

.11 .73 

-.04 .57 

.08 4.04 

1.52 5.10 

021 2018 

-2.09 2.18 

1.18 4.76 

-.01 .15 

", .. ~ 
Offenses 

TSLS 
Coef. t 

-.66 1.14 

-.32 2.54 

-.55 .85 

-.10 1.18 

.05 1.18 

1.25 3.46 

.34 2.14 

-2.74 1.69 

.86 2.64 

-.09 .99 

H 
<: . 

... 
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TABLE 4.5 

DETERMINANTS OF THE OFF'ENSE Rl\TE, BY UCR OFFENSE, US ING AGGREGATE ARRESTS AND THE COND IT IONAL 
PROBABILITY OF INCARCERATION: ELASTICITIES AND ASYMTOTIC t VALUES: GEORGIA, 1978, ORDINARY 
LEAST SQUARES PROCEDURE '\ ". 

Depend. IndeEendent Variables 
Eqn. 

Var. ~~ PBTN AR ~ SIZE P15-22. RACE 

(1 ) TIOIllicin,e .42 -.02 -.49 -.09 .11 -.43 .14 
(1. 56) (.48) (5.29) (.72) (3,,34) ( • Po3 ) (.88 ) 

(2) Rape .19 .00 -.17 -.07 .14 1.10 .31 
(2.27) (.09) (1. 64) (1.03 ) (3 078) (1.91 ) (1. 76) 

(3 ) ARsault .,...21 -.05 -.59 -.02 .08 1.05 .03 
(1.19) (.65 ) (4007 ) (028) (1.88) (1.57 i ( .11) 

(4 ) Rohbery .11 -.01 -006 005 .51 .85 .22 
(.72) ( .11) (1012) (.40) (14.23) (1.61) (1.31) 

(5) .Bl\rr,lary .13 -.02 -040 -.17 .08 1.05 .16 
(1.15) (.40 ) (3.58) (3.43 ) (4.73) (4.07 ) (1. 91) 

(6 ) Larceny .03 -.04 -.32 -.19 .08 1.85 .28 
(.23 ) (.65 ) (2.21) (2.34 ) (3.49) (5.40) (2.38) 

(7 ) Auto .22 -.09 -.11 -.09 .16 .84 -.18 
(2.60 ) (2 _ 80) (1.90 ) (1.76) '{7.20) (2.76) (1. 77) 

(8) All .17 003 -.58 -.07 .18 063 .09 
Violent (.79) (.37 ) (J082) (070 ) (5.38) (1.16 ) (.51) 

(9) All .09 -.04 -.35 -.19 .09 1.44 .19 
Property (.65 ) (.67 ) (2.80) (3.24) (4.52) (5.14) (2.12) 

EMPLOY 

2.17 
(1.40) 

-1.30 
(.75 ) 

-2.28 
(1.30) 

-1.25 
(.81 ) 

-1.67 
(2.28) 

--1. 7 5 
(1. 58) 

-1.70 
(1. 80) 

-1.77 
(1.18) 

-1.96 
(2.35) 

-1 

INC 

-.46 
(1.15) 

1.:l6 
(2.83 ) 

.68 
(1.31) 

1.34 
(3.16) 

.87 
(3.74 ) 

1.20 
(3.92 ) 

1.04 
(3.54 ) 

.62 
(1.45 ) .A 

1. 04 
(4.21) 

H 
< . 
....... 
(Xl 
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TABLE 4.6 

DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE, USING AGGREGATE ARRESTS AND THE CONDITIONAL 
PROBABILITY OF INCARCERATION: ELASTICITIES AND ASYMTOTIC t VALUES: GEORGIA, 1978, TWO STAGE 
LEAST SQUARES '1, •• " 

De~nd. 
Eqn. SL PBTN AR PI SIZE P15-29 RACE EMPLOY 

Var. 

(1) Homocide -.33 -.10 -.32 -.52 .11 .16 .14 2.95 
(.35 ) (1.14) (.70) (1.31) (2.10) ( .19) (.57 ) (.91 ) 

{2 ) Rape .85 -.03 .34 -015 016 .77 .23 -.79 
(3.43 ) (.61) ( .93) (1.18) (4.11) (1.16) (1.31) (.37 ) 

(3 ) Assault .17 -.27 -1.77 c36 .17 -1.82 -1.17 -4.82 
(.24 ) (1.46) (1.57 ) (1 046) (2.28) (.96 ) (1.21) (1.83) 

(4 ) Robbery -.05 -.03 -.09 .06 .50 .82 .26 -1. 04 
(.16) (023 ) (.29) (.15 ) (9054) (.97 ) (.75 ) (.48) 

(5) Burlgary .26 -001 -.35 -.11 .08 1.10 .14 -1.93 
(.84 ) (.14 ) ~ 074) (.78 ) (3.76) (2.41) (1.28) (1.90) 

(6 ) Larceny -000 .00 -.35 003 .06 1.97 029 -3.l4, 
(.01) (u 03) (.47) ( .10) (1068) (3.64 ) (1 of D) (1.341 ) 

(7 ) Auto .65 -007 -.40 -.55 020 .56 _. r.~ 1.37 
(1.37 ) (086 ) (10 53) (1092) (3.28 ) (1.34) (04 '.') (.59) 

(8) All Violent - .07 -.02 -.64 -027 .19 .72 0(14 -1.QO 
(Q 12) (.16 ) (092) (1014 ) (4.06 ) (063 ) (.O!) (.48) 

(9) All Property -.99 -008 -1055 -047 005 060 .32 -1.75 
(1.07 ) (1.08) (1. 47) (2.03 ) (1. 05) (.79 ) (2.08) (1.46) 

INC 

-.39 
(.57 ) 

1.18 
(2.45) 

-.51 
(.47 ) 

1.34 
(2.50) 

.97 
(1.88) 

1.44 
(1.63) 

-.12 
(.12 ) 

.33 
(.37 ) 

,k 
.09 

( .10) 

H 
~ . 
f-' 
\Q 
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the coefficients of the first two variable3 cannot be compared, one to one, 

~. 

depends upon the essentially unknown behavior of the equation's disturbance 

with the coefficients of the latter two variables. Nevertheless, both 
term ('l'heil, 1971: 261). 

The following development illustrates the problem 

formulations were structured to address the same question; and, when their 
and the critical assumption that must be made 

concerning the disturbance 

variables are taken as a pair, they permit a test of the same deterrence (Note that ~ assumption must be' made about " l.ts behavior.) 
term. 

hypothesis. 
Let the stochastic relation be 

tween the offense rate, CRM, and the level 

It is apparent from a comparison of the data presented in Tables 4.5 
of sanctions, S, be given by 

and 4.6 with the data derived from the basic model (presented in Tables 4.1 

and 4.2), that the reformulation of the basic model produces almost no 

substantive change. The conclusions that have been advanced concerning the 

deterrent effects of the risk of arrest and incarceration and of the severity 

of the legal sanction are not materially affected by the new data; i.e., 

support for the deterrence hypothesis is in no way diminished by these 

1 i, 

I l 
I 

'1 

j 
.j 

~ 

CRNkt = SS + S S 
kt 1 k.t-l + S2 Sk.t_2 + ••• +Ekt , (4.3) 

where k and t refer to a particular region 
and a particular time period, 

respectively. 

We adopt the conventional assumptions: 

t , 
data. In addition, the conclusions that relate to the other variables 

in the principal equation stand approximately as before. The only 

changes of consequence are found in the TSLS procedure and concern the 

coefficients of the Auto equation: specifically, the coefficients of NW, 

1 

I 
;-1 

:~ 

! 
,1 

S, E are independent, 
(4.4) 

E(E) = 0 for all k, t, 
(4.5) 

2 
= a for k = j and t = s, and 

(4.6) 
1 

EMPLOY, and INCOME reverse signs. V (4.7) 

Thus, we conclude that the choice of variables to express the 

probability of being sanctioned does not alter one's conclusion concerning 

the efficacy of legal sanctions. 

i! 
r. 
~ 
R 

rr 
I 
\ 

In words, the disturbance is assumed to have 
a constant variance across 

regions and time, and the d" t b 
Ekt l.S ur ance is not related cross-sectionally 

or longitudinally to any other disturbance term. 

3. Variant Three: The Distributed Lag Assumption 
Using the Koyck transformation described l'n Equations (2.7)-(2.9), we 

obtain 
In this variant of the basic model, the lagged value of the 

dependent variable appears as a regressor in the principal equation. 

Whether the estimated coefficients of this equation are unbiased or not 

J 
(4.8) 

e r 
f' 
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wherein tpe k subscript is suppressed for convenience of notation, and 

(4.9) 

The sample is drawn across k regions at time t, but uses the CRM 

values from t-l. Let band r represent the OLS estimators of the true 

coefficients Sand >... The expecb:d values of the estimators, band r, can 

be shown to be rela ted to S and A by 

(4.10) 

where the summation is over the k regions, and X is the k~"2 matrix of the S, 

CRM_
l 

observations, Thus, band r will be unbiased estimators of S and A if 

both E(StSt) and E(CRM
t

_1St ) equal zero. The former is true by virtue of 

(4.4) and (4.9). If no restrictions are placed on the distribution of S, we 

have from Equation (4.3) and (4.4) 

E (CRMt _1 ~t) = E [(~S t-l + ~l S t-2 + ~2 S t-3 + ••• +<t-l )(~t)] = E [<t-l ~t]. (4.11) 

The last expression may then be transformed, using (4.9), (4.6), and (4.7): 

2 = -AO (4.12) 

Thus, if no restrictions are placed in the disturbance, S , the estimators 

b and r are shown to be biased. Suppose, instead, that we assume that sis, 

itself a random variable with 

~{ 
1 
~ 
I , 
! 
1 
I 
I 

·1 
'I 
,~ 

j 
I 
~ 
I 
1 
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(4.13 ) 

Then, using (4.9) to expand the last express;on ;n 
oO. oO. (4 .11), we obta in 

(4.14 ) 

In this case, the estimators are unb;ased. Th ' 
oO. us, us~ng this alternative and 

quite reasonable assumption, we might conclude that OLS procedures produce 

unbiased regression coefficients. 

Tables 4.7 and 4.8 present our regression results for this variant of 

the basic model. The best generalization that can be made from these data 

is that they diminish the strength with which conclusions concerning 

the components of the deterrence hypothesis may be advanced, but that the 

conclusions, themselves, need not be modified or withdrawn. The differences 

between the results of the basic model and those of its third variant 

are not dramat;c. On the a th' 'f' 
oO. • verage, e s~gn~ ~cance levels of the sanctions 

variables diminish, as one would expect, since the sanctions instruments 

covary with CRf.1 • 
-1 In addition, at the TSLS level, some changes in sign 

occur that diminish the overall strength of the hypothesis that AR and 
NI 

AHI have a deterrent impact. On the other hand, the conclusions reached 

concerning the other variables in the principal equation remain wholly 

intact. The most drastic d ifferenc,,: concerns the values of the coefficients 

in the TSLS homicide equation, and llere the observed differences may be 

described as minor variation in the neighborhood of a central tendency value 

of zero. 
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TABLE 4.7 

DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE, ASSUMING SANCTIONS HAVE A DISTRIBUTED 
LAG: 

ELASTICITIES AND ASYMTOTIC t VALUES: GEORGIA, 1978, ORDINARY LEAST SQUARES 

", . ,"" 

Depend. 
IndeEendent Variables 

Eqn. P15-29 NW 

~. ARNI ARI SL PBTN CRM-:-1 SIZE EMPLOY INC 

--
(1 ) Homicide -.22 -.23 023 -.04 .52 .10 -.47 -.09 2.88 -.53 

(3.64 ) {4. 02) (.94 ) (.93 ) (3.36) (3.30 ) (1.05 ) (.60) (2.16) (1. 53) 

(2 ) Rape -.10 -.13 .19 .02 .40 .13 .33 .15 .20 .66 

(1. 23) (1.53) (2.07) (.65 ) (2.17) (3.97) (.54 ) (.81 ) (.12 ) (1.36) 

(3 ) Assault -.38 -.04 -.09 -.07 .66 .07 ~13 -.26 -.69 -.03 

(3.38) (1. lr:' ~ ( .67) (1. 24) (4.76) (2.25) ( .25) (1.41) (.51) (.07 ) 

(4 ) Robbery -.07 -.00 010 -.01 .15 .48 .61 .13 -.74 .98 

(.61 ) (.02) (.63 ) ( 016) (1.13 ) (10.52) (1.10) (.66 ) (.48) (1. 96) 

(5) Burglary -.07 -.09 .06 .01 050 .08 .49 .08 -.95 .51 

(1. 08) (1.91 ) (.71) (.16 ) (4.88) (6.10) (2.08) (1.14 ) (1.58 ) (2.54) 

(6 ) Larceny -.06 -.05 -.05 -.01 .66 .08 .43 .01 -.56 .30 

(.62 ) (1.08) (.59) (.17) (7.05) (5.42) (1.43) (.08) (.76 ) (1.26) 

(7 ) Auto -.00 -.05 .11 -.06 049 .13 e37 -009 -1.26 .43 

(.05 ) (1.78) {1.76) (2.50) (6.24 ) (8.24) (1.64) (1.25) (1. 91) (1. 91) 

(8) All Violent -.34 ;-.11 .12 -.02 .51 .15 .00 -014 -.58 .03 

(2.89) (1.71) (.64 ) (.26 ) (3.53 ) (4.84 ) (.00 ) (.80) (.45) (.06) 

(9) All property -.04 -.07 .05 .00 .57 .08 .53 .05 -.81 .45 

(.50) (1.66) (.46 ) (.11) (5.72) (6011) (2 000) (.67 ) (1.25) (2.11) 

H J 
\ 

.~ . 
i'-' 
.J:'-
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TABLE 4.8 

DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE, ASSUMING SANCTIONS HAVE A DISTRIBUTED LAG: 
LEASTICITIES AND ASYMTOTIC t VALUES: GEORGIA, 1978, TWO STAGE LEAST SQUARES 

Depend. 
Eqn. ARNI AR SL PBTN CRM_

l 
SIZE P15-29 RACE EMPLOY INC 

I 
~. 

(1) HOMicide .20 -.26 .21 -.10 .64 .10 -.10 -.12 1.69 -.60 
(.73 ) (1.46) (.28) (1.37) (2.76) (2.24) (.15 ) (.53 ) (.72) (1.14 ) 

(2) Rape .32 -.18 .73 .00 .18 .15 .52 .23 -.46 1.00 
(1. 07) (.98) (3.03 ) (.06 ) (.81) (4.38) (.85 ) (1.15 ) (.25 ) (1.91) 

(3 ) Assault -.37 -.02 .17 -.08 .71 .09 -.23 -.34 -1.17 -.28 
(.35 ) (018) (.39) (.55 ) (2.05) (1.39) (.22 ) (.50) (.58) (.39) 

(4 ) Robbery -.09 .00 -.05 -.02 .16 .47 .61 .14 -.53 .95 
(.36) (.00) ( .18) (.25 ) (.98) (9.80) (.99) (.39) (.33 ) (1.71 ) 

(5 ) Burglary -.03 .03 .18 .02 .61 009 .44 .04 -1.12 .55 
(.13) (.19) (.81) ( .47) (3.23) (5.57) (1.74 ) (.46 ) (1.51) (2.37) 

(6 ) Larceny .01 -.05 -.04 -.01 .67 .OB .43 .00 ·°.35 .32 
(.03) (.42 ) (.23 ) ( .12) (4.84 ) (4053 ) (1.28) (.01) (025 ) (1013 ) 

(7 ) Auto -.11 -.03 007 -.05 .47 .12 .33 -.05 -1;. 71 .54 
(.67) (.22) (034 ) (.97 ) (4.59) (3.90) (.94 ) (032 ) (1062) (1.50) 

(8) All -.00 -.10 -.07 -.05 .62 .13 .36 -.01 ..,..28 .13 
Violent (.01) (.49) ( .15) (.48) (2.47) (2.78) (.46 ) (.05 ) (.17 ) (.21) 

(9 ) All .14 .07 .40 002 072 010 047 -.04 -.80 .46 
Property (.28) (.26 ) (.67 ) (.33 ) (2.14 ) (3.32) (1.55) (.22 ) (.85 ) (2.02) 

\ H .A 
<1 ',] . 
N 
Ln 
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The first-order correlation coefficients between CRM_
I 

and the other 

regressors in the principal equation are sometimes ~uite high. The-moTe 

extreme values occur with the TSLS procedure and are as follows: 

Equation Other Regressor Correlation Coefficient 

Robbery SIZE .83 

Burglary AR -.83 
I 

Auto INCOME .83 

All Property AR -.82 
I 

'I,le coefficients of ARI reverse sign, becoming positive in the 

burglary and All Property offense equations, when the lagged offense rate is 

introduced into the bas ic model· This result is not plausible if CRM_
1 

simply spreads out the sanctions effect over a period of years. The Robbery 

equation is always dominated by SIZE. The problem is compounded when, in 

addition, a correlation coefficient of .83 exists between SIZE and ROB_I. 

It then becomes exceedingly difficult through regression analysis to 

distinguish the separate effect of the sanctions variables on the offense 

r~te. Thus, we believe that the distributed lag model tends to understate 

the significance of the true relation between sanctions and the offense rate. 

IV.27 

C. THE ~GINAL IMPACT OF THE RISK OF INCARCERATION 

We have produced four directly comparable estimators of the deterrent 

effect of incarceration on UCR offenders. These are derived from the 

basic model and from the variant of the basic model in which it is assumed 

that sanctions operate with a distributed lag. If we view these four 

coefficients as equally valid estimators of the true coefficient of AR
I

, we 

may develop a range of values that reflects the marginal effect of the risk 

of incarceration on UCR offense rates. Table 4.9 provides estimates of the 

number of offenses and incarcerations that occurred in Georgia in 1978, as 

well as the range of the ARI coefficients, expressed, as always, in elasticity 

form. We have transformed reported offenses into actual offenses, using 

national victimization reporting rates. Then, by application of the simple 

computational formula given in the footnotes to the table, we have derived 

estimates of the marginal impact of incarceration on actual offense rates. 

These estimates appear in column (5). 

These estimates indicate the reduction in the number of actual 

offenses that would have occurred if, ceteris paribus, one additional person 

were to be incarcerated and were to receive a combined prison and post-prison 

probation sentence equal to the rrean value for that person's particular 

offense. 

The range of values appearing in column (5) is extrerrely wide for some 

offense classes, attesting to the critical importance of one's choice of 

model and estimating procedure, and forcefully arguing against imputing great 
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TABLE 4.9 

REDUCTION IN OFFENSES ASSOCIATED WITH ONE ADDITIONAL INCARCERATION: 
GEORGIA, 1978 

" , " .I~ 

Number of 
Offense ReEorted Incarcerations 

Re{?Orting 
Rate a 

(percent) 

Range of 
b Reduction in 

Offenses Coeff icients Number of 
(1000s) Offenses c 

(1 ) (2) 
(4 ) (5) 

(3 ) 

0.73 324 
.19-.26 .45-.62 

Homicide 
95 

1.93 91 
.13-.23 <1.9-8.7 

Rape 
56 

13.4 334 0-.07 0-6.2 

Assault 
45 

8.45 685 f)-.1')4 0-.S 

Robbery 
60 

75.0 1457 0-.1Q 0-17.8 

Burglary 
55 

124.9 613 0-.14 0-106 

Larceny 
27 

18.1 209 

24.5 1434 

218.0 2279 

.03-.19 3.7-23 

.10-.30 2.7-8.0 

0-.,.41 o-so 

Auto 
71 

All Violent 
64 

All Property 
49 

aBased on cr iminal victimization data for the United States in 1975 (Federal Bureau of Investigation, 1977). 
The homicide value is a pure guess. The robbery (Burglary) rate is a weighted mean of commercial establishment 
and individual (household) rates. 

b
The 

values a re de rived from Ta bles 4 .1, 4. 2, 4. 7 and 4. 8. Pos it i ve co e f. fi cien ts were ass igned • zero val u~. All other values in this colUmn are negative. 

cColumn (5) is derived from 100,000* Col. (1) * Col. (4) divided by Col. (2) * Col. (3). 

(7 

H 
< . 
N 
..:lO 
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precision or reliability to these (or to other) estimates of the deterrent 
.~ 

effect. ~evertheless, despite these wide ranges, some useful information 

may be derived from the data. First, we observe, not surprisingly, that the 

marginal impact of incarceration is probably lower for violent offenses than 

it is for property offenses. Second, the marginal impact of incarceration 

for property offenses may be very high, indeed. Note, for example, the 

extreme value for larceny. Third, the data permit some rough estimates of 

the marg inal productivity to be der ived from a reallocation of law 

enforcement effort, and offer the possibility that a reallocation of criminal 

justice resources would be in the public interest. The following 

development touches, very briefly, on this latter issue. 

In Table 4.10 we present the Sellin-Wolfgang severity-of-offense scores 

for UCR offenses, and based on their index, two indices of the "social 

saving" associated with an increase in the risk of incarceration. (The 

Sellin-Wolfgang index has been scaled so as to equal 100 for homicide.) 

The gross social saving index is derived by simply multiplying the valu~s 

of column (S) of Table 4.9 by those of column (l) of Table 4.10. The index 

thus assumes that one incarceration reduces the social cost of a victimization 

by the value of the offense score given by the Sellin-Holfgang index. The 

second social saving index accounts for a part of the social cost incurred 

by the criminal justice system as a result of increasing the rate of 

incarceration. It assumes that social cost is proportional to the expected 

length of sentence received by offenders for a particular offense, and is 

derived by dividing column (2) of Table 4.10 by the sente~~e length data of 

Table 3.2. This index explicitly, though imperfectly, accounts for the 

fact that the incarceration of a murderer demands a greater social outlay 

than the incarceration of a larcenist. Hence, the second index defines 

~ 
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Offense 

Homicide 

Rape 

Assault 

Robbery 

Burglary 

Larceny 

Auto 

All Violent 

All Property 

Table 4.10 

RELATIVE SOCIAL BENEFIT TO BE DERIVED THROUGH 
AN INCREASE IN THE INCARCERATION RATE 

Sell in-Wo~fgang Social 
Index Gross 

(1 ) (2 ) 

100.0 L!5-62 

31. 7 166-296 

22.8 :0-141 

12.0 0-10 

90S 0-170 

6.0 0--635 

9.9 163-229 

22.1 60-177 

7.S 0-603 

IV.30 

Savin:! 
Net 

(3 ) 

6-8 

26-45 

0-71 

0-2 

0-81 

0-439 

108-152 

12-37 

0-335 

aFrom Sellin and Wolfgang (1964), with their index scaled to 
Homicide = 100. 
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social saving as a reduction in the social cost of victimization per year 

of time served under the new incarceration. It is important to note that the 

latter social saving concept assumes that the costs of increasing the probability 

of incarceration are the same across offense classes -- i.e., that it would 

cost just as much to arrest, charge, convict, and incarcerate an additional 

murderer as it would an additional larcenist. This proposition is patently 

false, of course. For remedy, one could devise a more comprehensive index, 

one t.hai.: ~'lould combine sentence length with these other criminal justice 

system costs; but, in the absence of a sound theoretical underpinning, and 

without considerable detailed attention to various cost items, we doubt 

that this additional exercise would be productive. 

Crude though these approximations are, they carry some important 

implications, and raise some important questions. While the wide ranges of 

the social saving measure relating to individual offenses considerably limit 

the inferences to be drawn from these data, one may, at least, observe that: 

(i) The relative "pay-off" associated with increas ing the incarcerat ion 

rate for homicide and robbery, using either social saving concept, appears 

to be considerably less than that for some other offenses. When one 

considers that it costs more to apprehend, convict, and incarcerate homicide 

and robbery offenders, the relative pay-off, in terms of the net social 

saving concept, would be even less than that given in column (3). 

(ii) It seems likely that resources would be better spent incarcerating 

nd h ' 1 th' e When cr;m;nal J'ustice costs are more rapists a motor ve ~c e ~ev s. • • 

accounted for, the differential advantage with respect to rape is 

considerably reduced, but does not disappear. 

~. 
_ .t-_ 

t 
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(iii) It is intriguing to note the potentially very substantial 

social benefit to be derived from increasing the rate of incarceration 

of convicted larcenists relative to the rate for violent offenders. If this 

group of offenders is as sens itive to incarceration as some regress ions 

indicate, the relatively short pr ison sentences rreted out to such offenders 

become, in cost/benefit terms, an exceedingly powerful instrument for social 

policy. 

To conclude this brief section, two comments are in order: First, the 

foregoing estimates are meant to be suggestive. They are not quantitative 

lreasures of social benefit in the usual sense conveyed by numerical 

data. Better theoretical and empirical modeling, specifically addressed 

to the social benefit issue, could have provided more precise, quantifiable 

estimates, and would have been developed at this place had time and 

resource limitations not intervened. Second, the social saving concept refers 

only to the trade-off among VCR offenses at present overall levels of criminal 

justice expenditure. It does not address the broader question concerning the 

optimum allocation of criminal justice resources -- e.g. should more 

resources be allocated to police viB~vis c~rrections functions -- or of 

the yet broader questions concerning the optimum allocation of resources 

to criminal justice uses vis a vis, other social uses. Thus, we may 

conjecture that resources would be better allocated if fewer robbers were 

incarcerated and, in their stead, more rapists were incarcerated, but we have 

no way of knowing from these data whether or not the aggregate level of 

incarceration ought to increase or decrease. Conceivably, incarceration 
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rates for·'-both robbery and rape ought to increase; though, if that were 

true, we might wish that the former increased less than the latter. 

D. OTHER EQUATIONS IN THE BASIC MODEL 

1. Sentence Length 

The data presented in '.cables 4.11 and 4.12 are designed to explain 

variations in sentence length across jurisdictions. The data are 

consistent with the sentencing variation literature in supporting the 

contention that the most important determinant of the length of prison 

sentence is the seriousness of the offense (or offenses) for which conviction 

was obtained. For every UCR offense category, and for both estimating 

procedures, the coefficient of score is positive and statistically significant. 

The sentencing variation literature also leads one to expect that another 

important determinant of length of prison sentence would be the offender's 

prior criminal history. Our data clearly support this view. All of the 

coefficients of prior are positive, and only those for larceny and motor 

vehicle theft are not statistically significant. Note, also, that the 

difference in magnitude between the coefficients of score vis a vis prior 

is so large that no formal statistical test is required to conclL~e that 

prior1s effect on sentence length is smaller than that of score. 

Did the Georgia courts discr iminate among offenders on the bas is of the 

offender's race, sex, or age? There is in these data a suggestion that they 

diu. It appears that blacks were treated more leniently for violent ... 

offenses -- almost certainly for homicide -- and may have been treated sorne-

what more harshly for prope.rty offenses. (The latter observation is highly 



-:t TABLE 4.11 
C'"l . 

DETEilllINANl'S m' LENG'l'H OF P;USON SENTENCE: :> 
H 

GEORGIA, 1978: OLS PHOCElJURE 

-.--.-- ------- -- --.---------
Independent Var.iables 

Dependent 

Variable nw sex age score prinr pbtn CRI>1
a 

AR
a 
I 

---------
(1) Homicide -.34 -.24 -.13 .40 .03 -.07 -.13 -.04 

(3.59) (2.36 ) (1. 82) (6.22 ) (1.85) (7.55) (3.84 ) , (1.33) 

(2 ) Ra.pe -.05 -.11 .29 .10 -.11 -.28 -.07 
(.27 ) ( .• 52 ) (2.45) (2.90) (3.75) (2.73) (.65 ) 

(3 ) Assault -.21 -.22 -.02 .70 .08 -.12 -.18 -.07 
(1.35) (1:41) (.16) (7.34) (3 ~ 23) (4.09) (3.21 ) (1.59) 

(4 ) Robbery .11 -.24 .17 .23 .10 -.05 -.15 -.00 
(1. 25) (1.81 ) (1.68) (3.41 ) (6.48) (3. 96) (3.91 ) (.12 ) 

(5 ) Burglary .08 -.28 .09 .57 .13 .00 -.21 -.04 
(.94 ) (1.21) (.81 ) (7.95 ) (7.11) (.28) (3.81 ) (.85) 

«(j ) Larceny -.08 -.14 .44 .52 .03 -.09 -.39 -.17 
(.66 ) (1. 20) (3.65 ) (8.41) (1. 26) (4.32) (5.21) (3.33) 

(7 ) Auto .05 .51 .24 .86 .01 -.16 -.25 -.14 
(.35 ) (1.47) (1.47) (5.04 ) (.31) (4.92 ) (2.60) (1.61) 

(8) All Violent -. 07 -.12 .17 .61 • 07 -.10 -.17 -.04 
(1. 05) (1054) (3" 07) (14.18) (6.29) (9.93 ) (6.51 ) (1. 74) 

J 
\ (9 ) All Property .05 -.19 .13 ·.62 .10 -.01 -.25 -.07 

(~77 ) (1. 7 P) (1.64) (12. ]11) (6.52 ) (.89) (5.62) (2.00) 

\ 
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TABLE 4.12 

DETERMINANTS OF LENGTH OF PRISON SENTENCE: 
GEORGIA, 1978: TSLS PROCEDURE 

IJ"I 
C"'1 . 
~ / 

H Independent .Variables 
De~ndent 

Var iab1e nw sex age score prior pbtn CRM
a 

AR
a 
I 

(1 ) Homicide -.34 -.26 -.11 .38 .02 -.08 -.17 -.15 
(3.59) (3.08) (1.62) (5.75) (1.68) (7.79) (4.13) (2.,18) 

(2) Rape -.02 -.10 .29 .10 -.11 -.32 -.08 
(.11 ) (.50 ) (2.47) (2.97 ) (3.79) (2.69) (.53 ) 

(3) Assault -.20 -.23 -.01 .70 .08 -.12 -.20 -.06 
(1.26~ (1.45) (.12 ) (7.34) (3.28) (4.14 ) (3.07 ) (.79) 

(4 ) Robbery .12 -.24 .18 .23 .10 -.05 -.17 -.03 
(1.34 ) (1. 82) (1. 72) (3.36) (6.44 ) (4.01 ) (3.49) (.51) 

(5) Burglary .12 -~27 .12 .5'7 .13 .00 -.31 -.17 
(1.36) (1.16 ) (1. 09) (7.87) (6.89) (.16 ) (4.78) (2.68) 

(6) Larceny -.06 -.15 .44 .51 .03 -.09 -.50 -.28 
(.47 ) (1.31) (3.68) (8.30) (1.20) (4.49) (5.61) (3.68) 

(7 ) Auto .16 .63 .22 .87 .02 -.15 -.40 -.36 
(1.10) (1. 83) (1.38) (5.14 ) (.64 ) (4.94 ) (3.56 ) (2.86) 

(8) All Violent -.06 -.12 .17 .61 .07 -.10 -.19 -.02 
(.89) (1.57) (3.02 ) ( ltl. 20) (6 •. 45) (9.91) (5.84) (.58 ) 

(9) All Property .09 -.19 .15 .", .10 -.02 -.36 -.20 
(1.33 ) (1. 86) (1. 84) (12.2:7) (6.42) (1.34) (6.90) (3.98) 

\ .A' 
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tentative.) The data do indicate that, with the exception of motor vehicle 

theft, the courts treated females more leniently than males. Finally, it 

seems that, on the average, older offenders were given longer sentences. 

However, this latter generalization must recognize some puzzling in-

consistencies. We note, in particular, that some of the individual violent 

offenses have negative coefficients; and, most particularly, that older 

murderers appear to have received lighter sentences. 

There is no question but that the court treated time incar.cerated and 

time on post-prison probation as substitutable sanctions. All coefficients 

are negative; and, except for burglary and All Property offenses, they are 

all statistically significant. We have not had time to explore the theoretical 

determinants of the marginal rate of sUbstitution between incarceration 

and probation, nor to fully analyze the empirical trade-offs suggested by 

Tables 4.11 and 4.12. We do note in passing, however, that the marginal 

rate of substitution varies substantially across offenses: for example, 

the ratios of in-prison time to post-prison probation time for homicide, 

robbery, and larceny are 1:1, 6:1, and 8:1, respectively. 

In Chapter 2's theoretical development, we noted that the rational 

choice model did not provide a definite answer concerning the relation of 

sentence length to the crime rate, nor of sentence length to the 

incarceration rate. It is, therefore, of some inter,est to note that 

all eighteen coefficients of the CRM variable and all eighteen coefficients 

~ 
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of the inearceration variable are negative,' that those of the CRM variable 

are all statistically significant, and that almost one-half of the in-

carceration coefficients are also statistically significant. It is beyond 

the scope of this research t 'd ' o ~ ent~fy the factors with;n the ... sentencing 

length model, developed in Chapter 2, that might produce such a strong inverse 

relation, or to explore the' I' , ~p ~cat~ons of the existence of th;s ... relation, 

but we believe the strength f th o ese results and their stability across 

offense classes to be worth t' no ~ngr to be potentially of great theoretical 

interest in explaining se t ' n enc~ng variation, and therefore to be worthy of 

further investigation. 

2. The Demand for Law Enforcement Services 

The empirical version of Equation (2.6) calls for a weighted crime 

rate. We have used the weights suggested by Sellin and Wolfgang (1964). 

We have chosen two indices for C RM, corresponding to our All Violent and 

All Property offenses. We rejected the use of a weighted aggregate that would 

emcompass all seven offenses because that aggregate was dominated by, and was 

virtually indistinguishable from, the property offense aggregate. 

A very high degree of correlation exists among some of the regressors 

appearing in the empirical ve' f rSlOn 0 Equation (2.6), effectively 

frustrating any effort to derive meaningful coefficients for the full set of 

regressors appearing in the model. h T e correlation matr ix at issue is as 

follows: 
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Table 4.13 

REGRESSION RESULTS FOR THE DEMAND 
FOR LAW ENFORCE~mNT: GEORGIA, 1978: OLS 

AND TSLS PROCEDURES 

CRM 
W 

E,guation INcmm MV Violent Property 

PANEL A: OLS Procedure 

(1 ) .46 -.60 .12 
(1.98 ) (1.32) (1. 81) 

(2 ) .04 -.27 .28 
(.12 ) (.57 ) (2.48) 

(3 ) -.23 .29 
(.82 ) (5.74) 

(4 ) .06 .22 
(.20) (4.70) 

PANEL B: TSLS Procedure 

(5 ) .53 -.72 .10 
(1.41 ) (1.02) (.74 ) 

(6 ) .30 -.60 .18 
(.66 ) (.96 ) (:1,.09) 

(7 ) -.24 .28 
(.80 ) (4.92 ) 

(8) .16 .27 
(.49) (4.56) 
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c~.proE INCOME REV 

OLS TSLS OLS 'l'SLS OLS TSLS 

CRM . 1 
W.V~o 

.86 .94 .46 .54 .78 .92 

C~.prop .72 .76 .80 .84 

INCOME .53 .53 

Thus, in estimating t.he demand for law enforcem?nt services, it is not 

possible to separate the effects associated with: 

(i) violent offenses from those of property Dffenses; 

(ii) property offenses from those associated with the community's 

ability to pay, as indexed by government revenue; and 

(iii) violent offenses or property offenses from those associated with the 

community's ability and 'Ylillingness to pay, as indexed by per capita income. 

Acconlill'::liy, WI: have estimated the demand for law enforcement using 

either violent offenses, as in Equations (1) and ·(5) of Table l:,.l3, or property 

offenses, as in ECluations (2) and (6). Because '\ole cannot use both CRJ'-f'
H 

and REV in the 

sam? regression, we have dropped REV from the set of regressors. We believe, 

a priori, that the crime rate is a much more important influence on the 

demand for police services than is go" :.:nment: revenue. Unfortunately, but 

unavoidably, the exclusion of REV from the regression very likely imparts 

an upward bias to the coefficient of C~. 

In the four formulations of the model presented in Table 4.13, the 

signs of the offense coefficient and of INCOME are always as expected, 

those of rotor vehicle registrations are not. The ~veakeRt result for the 

coefficient of C~ is in Equation (6), and is probably due to the high 

degree of covariation that exists between INCOME and CRMw in that equation. 
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Pair~ise comparisons 

and their TSLS counterparts 

Equation (1) vs. (2); Equation (3) vs. (4); 

suggest that the coefficient of the property 

greater than that of the violent offense variable; i.e., offense var iable is 

that the demand for protection against property crime is somewhat greater 

than the demand for protection against violent crime. If, indeed, the 
3 

coefficients are significantly different, it would only imply that, at 

1 1 a small percentage increase in property present offense rate eve s, 

offenses would call for more police protection than an equally small 

. This interpretation of the coefficients percentage increase in violent cr1me. 

h marg in, and within the neighborb:)od assumes that the trade-off occurs at t e 

of existing rates for these two offense categories. The coefficients refer 

1 The total Value of police protection against violent to marginal va ues. 

. ~ v;s property v;ct;mization -- a concept analogous victimization V1S a • • • 
~-"'-.;;.;...--

• I not;on of consumer surplus -- is not given by, nor may to the cC8~om1st s • 

1 der ;ved from, the regressions of Table 4.13. it be legitimate y • 

3. Aggregate Arrests 

Tables 4.14 and 4.15 present a set of regressions designed to 

t t Initially, the empirical model was to explain the aggregate arres ra e. 

use the All Violent offense rate as the statistical proxy for CRM in the 

~we have not performed a formal statistical test for this. 
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first· four regressions, and the All Property offense rate as the proxy 

in the next three equations.
4 

Unfortunately,in the Georgia data set these 

offense aggregates display an unacceptably high degree of correlation 

with the other regressors in the equation. The more extreme correlation 

coefficients are presented in the following tabulation: 

Offense Other Regressor Correlation Coefficient 
OLS TSLS 

All Violent COP .61 .80 
All Violent SIZE .80 .90 
All Property COP .68 .90 
All Property INCOME .72 .76 

To resolve the multicollinearity nroblem, which is especially 

serious for the TSLS procedure, we have removed CRM from the set of 

regressors used to explain the aggregate arrest rate. The regression 

results for the model, so modified, appear in Tables 4.14 and 4.15. 

itrhese aggregate offense rates were chosen because we expect that 
police productivity associated with an offense, X, is not only affected 
by XIS offense rate, but also by the rates for those offenses that are 
somewhat "siIililar"; i. e., offenses that are likely to draw resources toward 
or away from X. For example, one would expect resource availability for 
the prevention and detection of robbery to be affected by the homicide 
rate. We chose to use two aggregates, one for violent offenses, the other 
;or property offenses rather than one overall crime aggregate because 
we believe it possible that law enforcement responds differently to 
violent crime than it does to property crime. (Because the overall crime 
aggregate and the property aggrega.te are so similar, the latter <),lso 
serves as a proxy for the overall rate.) 
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TABLE 4.14 TABLE 4.15 

DETERMINANTS OF THE AGGREGATE ARREST RATE: GEORGIA, 
j DETERMINANTS OF THE AGGREGATE ARREST RATE: 
I 

1978: OLS PROCEDURE I GEORGIA, 1978: TSLS PROCEDURE 

~ 
~ 
!I 

DeEendent Independent Variable ~ 
DeEendent IndeEendent Variable , 

i 

Variable SIZE P15-19 NW INCOflfE '.1 Variable SIZE P15-19 NW INCOME COP 
COP ;1 

1 
H 

Homicide -.00 -2.20 .06 -.31 
1 Homicide -.00 -2.18 .06 -.28 -.95 

-.91 'l 

( .04) (1. 34) ~ ( .04) (1.19 ) ( .19) ( .25) ( .20) (.37) (1. 90) d 
(.92) 

;i 

Rape -.06 -2.79 .43 .34 -.76 
Rape -.06 -3.27 .32 -.22 -.09 

(.99) (1. 70) (1.43) ( .41) (1. 58) 
(1. 00) (1. 80) ( .94) ( .20) ( .09) 

Assault .05 -.31 -.61 -.68 
Assault .06 .00 -.54 -.31 -1.41 

(1. 26) ( .25) (2.70) (1. 07) 
-.97 

~ 
(1. 23) ( .00) (2.07) (.35) (1. 78) 

(2.64) 

Robbery -.14 -3.06 Robbery -.14 -3.82 1.22 .68 -.94 
1. 39 1. 58 -2.02 ~ (1. 33) (1. 02) (2.57) (1. 04) (2.30) 

(1. 27) (1.12 ) (1. 90) ( .32) ( .49) 
~ 

Burglary -.02 -1.49 .18 -.66 -.40 
ij Burglary -.02 -1.68 .14 -.87 -.14 

( .77) (2.07) (1.40) (1. 81) (1. 88) I ( .77) (2.06) ( .93) (1. 69) (.29) 
I 

Larceny -.01 -.45 .21 -.43 
< f: Larceny -.01 -.60 .18 -.60 -.13 

( . 56) (.61) 
-.33 a (.57) ( .73) (1.15) ( 1.16) ( .26) 

(1. 57) (1.17) (1. 53) " ~ 

Auto -.09 -1.44 .88 .46 -1.16 
I Auto -.09 -1.94 .77 -.13 -.45 

(1. 60) ( .91) (3.10) (.58) (2.52) I (1. 51) (1. 06) (2.25) ( .11) ( .42) 

All Violent .01 -1.04 -.30 -.4'7 ~ All Violent .02 -.83 -.25 -.23 -1.21 
( .45) (1."09 ) (1. 72) 

-.92 ( .44) ( .75) (1.21) ( .33) (1. 94) 
~.99) (3.30) I All Property -.02 -.81 .23 -.46 -.38 

All Property -.02 -.96 .19 -.64 -.16 
( .89) (1. 22) (1. 89) (1. 39) (1. 94) 

(.88) (1. 28) (1. 38) (1. 35) ( .37) 
H 

I 
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For comparison, the regressions with CRM included among the regressors 

are presented in Appendix B, Tables 4.l4A and 4.l5A. As the reader can 

verify, when CRM is removed from the regressions, the coefficients become 

more stable and more consistent across offense classes. In particular, 

the extreme and perverse COP coefficient that appears in the homicide 

equation when the TSLS procedure is used is eliminated. In addition, the 

very large, negative COP coefficients that occur ~n the other violent 

offense equations when the TSLS procedure is used become more moderate. 

The results of the regression analysis may be summarized in the 

following brief remarks. Three of the regressors show little or no 

relation to the arrest rate. 'rhese are: INCOME, which appears to be 

totally unrelated to the arrest rate, and NW and SIZE, which offer minimal 

support for the contention that being black or living in a smaller 

community enhances one's chance of being arrested. On the other hand, 

the evidence suggests that a relation may exist between AR and P15-l9. 

There is some indication that being a teenager reduced one's chance of 

being arrested, and that the reduction may have been substantial for 

violent offenses. 

Finally, we ob~~rve a consistent inverse relation between law 

enforcement effort and the arrest rate. At first blush, the negative 

coefficient for COP appears to be counterintuitive. On closer 

consideration, however, one finds the empirical relation both plausible 

and instructive. If we let A and Q represent the number of arrests and 

t' 

f , 
1 

1V.45 

number of offenses, respectively; then, from a linear representation of 

the theoretical arrest rate equation (Equation 2.3), one may obtain 

a (A/O) = 
aCOp 

where S is, of course, the true coefficient of the COP variable. 

After differentiating the right-hand term, we obtain 

[(COP) (O/A)I-l _ ~] [ aCOp ] -1 
o COP = S • 

If higher offense rates induce the community to hi~e more police, and if 

more police produce more arrests, then S will be negative if, in addition, 

ao. . 
< () ; ~.e., ~f the percentage increase in offenses associated with, say, 

a one percent increase in COP is greater than the percentage increase in 

arrests associated with that same increase in COP. 

From Table 4.13 we have seen that a one ~rcent increase in COP has 

associated with it a three to ten percent increase in offenses. Thus, if 

a one percent increase in police services generated less than a three 

or ten percent increase in arrests, S would be negative. We have not had 

time to determine whether or not such a productivity condition existed, but it 

certainly would be a realistic one. Thus, the data of Tables 4.14 and 4.15 

do not deny the existence of a positive marginal product for law enforcement 

effort (more police, more arrests). Rather, these data suggest that a 

positive productivity effect could have been offset by a relatively weak 
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community response to an increase in the crime rate with respect to its 

demand for law enforcement services. If that demand were more elastic, 

the coefficient of COP would have been less negative. 

4. The Incarcerati~n Rate 

The empirica~ explanation for the rate of incarceration uses the 

same set of regressors as does the eQua.tion for the aggregate arrest rate. 

ConseQuently, the sam~ problem of multicollinearity among regressors 

exists; and, again, we have chosen to eliminate CRM from the set of 

independent variables. The results for the model, so modified, appear in 
5 

Tables 4.16 and 4.17. These data show that the size of community and 

its income level are not associated "'ith an offender's risk of incarceration. 

The same is true for the age varia.ble, except that its coefficient displays 

a much greater degree of variability. The results for the race variable 

are more mixed. Being black appears to increase one's chance of being 

incarcerated for robbery, may increase one's chance of incarceration for 

property offenses, and may reduce one's chance of incarceration for other 

violent offenses. Finally~ we observe a strong inverse relation between 

law enforcement effort and ARI , suggesting, again, that the community 

responds to an increase in the crime rate by purchasing more law 

SThe regressions with CRM included as an independent variable appear 
in Appendix B as Tables 4.16A and 4.17A. They differ from the regressions 
appearing in Tables 4.16 and 4.17 mostly in the TSLS procedure, and mostly 
for homicide. Without CRM, the other coefficients are more stable and 
consi.st.ent. 

: 
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enforcement services, but that the increase is small relative to the 

increase in "good" arrests -- viz. s arrests that lead to incarceration. 
aAI ao 

More formally, the results imply that ~ < () with respect to 
I 

acop , where A and 0 are the number of arrests resulting in incarceration 
COP I 

and the number of offenses, respectively. 
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\ TABLE 4.17 

I 
r DETERMINANTS OF THE INCARCERATION RATE: 
I DETERMINANTS OF THE INCARCERATION RATE: GEORGIA, 1978: OLS PROCEDURE I GEORGIA, 1978: TSLS PROCEDURE I I: 

I r 
I 11 Dependent Independent Variable ! ~ Dependent Independent Variable 
i , 

~~ P15-19 INCOME COP ~; Variable SIZE NW 
" 

COP Variable SIZE P15-19 NI-l INCOME ij 

~ 
Homicide .04 -1.58 -.21 -1.11 -.93 

I 
~ 
f ( .46) ( .67) (.50) ( .94) (1.35) 

l 
Homicide .04 -.36 .06 .32 -2.65 

I 
( • 54) ( .15) ( .13) ( .21) (1. 91) Rape .03 2.23 -.36 -.58 .32 ~ ( .28) ( .73) ( .65) ( .38) ( .36) I 

4.55 .16 -2.94 r Rape .04 2.13 
(.39) (1. 44 ) (.27) (1. 08) (1. 64) Assault .06 8.07 -.39 .43 -2.83 ;1 i ( .45) (2.17) ( .57) (.23) (2.60) l 

10.81 .22 3.64 -6.68 
i; Assault .07 ! ( .56) (2.80) ( .31) (1. 51) (3.06) u 

Robbery -.19 -2.16 2.13 2.47 -3.03 ! 
Robbery -.19 -2.58 2.04 1.98 -2.44 i (1. 09) ( .43) (2.37) ( .99) (2.08) 

I (1. 04) ( .46) (1. 96) (.57) (.771 Burglary .01 -.51 .21 -1. 34 -1.06 I Burglary .01 -.19 .28 -~98 -1. 50 ( .23) ( .. 30) (.71) (1. 60) (2.17) 
( .. 24) ( .10) ( .82) ( .83) (1. 38) u 

-1.40 
I I Larceny .00 .64 .51 -.38 

I * 
Larceny .01 .77 .54 -.22 -1.59 ( .08) (.38) (1. 68) ( .45) (2.86) 

( .08) ( .40) (L48) ( .18) (1. 40) Auto -.05 -2.68 .87 -.58 -1.06 I Auto -.05 -1.08 1.23 1.29 -3.30 ( • 52) ( .88) (1. 59) (.38) (1.19 ) 
( .46) ( .34 ) (2.06) ( .64 ) (1. 78) 

2.67 -.11 -.19 -1.66 /' 

4.57 .31 2.02 -4.32 

All Violent .02 
All Violent .03 (.29) (1. 28) ( .30) ( .18) (2.71) 

( .43) (2.19 ) ( .80) (1. 55) (3.66) All Property .01 -.54 .30 -1.13 -1.13 
All Property .01 -.08 .40 -.60 -1. 77 ( .16) (.33) (1. 03) (1. 38) (2.37) 

( .19) (.05) (1.19 ) (.52) (1. 67) 
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1. The Overall Pattern 

CHAPTER 5 At the most general level, we ask whether the three sanctions, 
EMPIRICAL RESULTS FOR NORTH CAROLINA 

In this chapter we present the results of our effort to 

estimate Chapter 2's theoretical model, using data for the state 

of North Carolina. The format of this chapter generally 

parallels that of the preceding chapter. Nine offense categories 

are considered. Three variants of the principal equation are 

estimated. Both OLS and TSLS procedures are employed. The 

other equations of the model are also estimated. The results 

of this effort are presented in more summary fashion. 

A. RESULTS FOR THE PRINCIPAL EQUATION: THE BASIC MODEL 

The North Carolina data differ from that of Georgia in three 

respects: (i) It is not l~nown whether the incarcerated offender 

received a split sentence. Hence, the variable, time to be 

served on post-prison probation (PBTN), does not appear in the 

. (;;) The past criminal history of the incarcerated regress~ons. ... ... 

offender (used as an instrumental variable in the TSLS procedure) 

is only known in terms of the number of prior convictions. The 

( ) k ( ; ; ; ) The nature of the offender's prior offense s is not nown. ... ...... 

data refer primarily to the year 1979. 

ARNI , AR1 , and SL have a deterrent effect on the seven Index 

offenses. We assume, as before, that the sample space consists 

of the joint distribution of the three sanctions and seven 

offenses, and that the 21 elements in the sample space are 

independent events. The data for the analysis consist of the 21 

OLS coefficients appearing in Table 5.1 and the corresponding 21 

TSLS coefficients appearing in Table 5.2. A one-sided null 

hypothesis is evaluated; viz., that sanctions either have no 

effect or have a positive effect on the offense rate. The 

alternative hypothesis is, of course, that the effect is negative. 

The sample data obtained from the two estimating procedures are 

presented in the following tabulation: 

Procedure Std. Dev. t 

OLS -.18 .29 -2.87 

TSLS -.26 1.02 -1.18 

t. Ol (20 d.f.) = -2.53 

The results reported in this tabulation are inconclusive. 

The set of c.;>efficients derived from the OLS procedure are significant 
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TABLE 5.1 

DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE: 
CAROLINA, 1979, ORDINARY LEAST SQUARES 

Depend. 
Egn. 

Var. ARNI ARI 

(1) Homicide -.03 -.29 
(.36) (1.73) 

(2) Rape -.46 -.14 
(2.41) (1. 6'n 

( 3) Assault -.41 -.22 
(1.45) (]. . 29 ) 

(4) Robbery -.20 -.43 
(1. 53) (2.30) 

( 5) Burglary -.28 -.30 
(1. 08) (2.76) 

(6) LarC'eny -.12 -.42 
( .58) (3.31) 

(7 ) Auto -.69 -.18 
(2.37) (1. 61) 

(8) All Violent -.32 -;38 
(1.14 ) (1.93) 

(9) All Property -.14 -.46 
( .51) (3.58) 

ELASTICITIES AND ASYMTOTIC t-VALUES: NORTH 

Inde~endent Variable 

SL SIZE P15-29 NW EMPLOY INC 

-.31 .03 .04 .30 -.68 .12 
(1.19 ) ( .75) ( .11) (2.64) ( .35) ( .21) t 

-.09 .00 1.67 .50 .95 1.60 
( .48) ( .05) (3.12 ) ( 3.49 ) ( .37) (2.33) 

.25 .01 -.01 .31 .49 -.08 
(1.23) ( .2).[) (.02) (2.28) ( .19) ( .13) 

.69 .18 2.42 .15 -2.77 .03 
(2.36) (2.70) (3.76) ( .76) ( .68) ( .03) 

-.29 .04 .66 .16 .30 .12 
(1. 44) (1.15 ) (1. 67) (1. )~2) ( .14) ( .19) 

-.02 -.00 .34 .26 1. 51 1.69 
( .11) ( .12) ( .89) (2.73) ( .78) (3.15) .., 

.13 -.00 .68 .14 2.09 1. 52 
(1. )'5) ( .02) (1. 37) (1.00 ) ( .80) (1.98)-

-.04 .02 .24 .31 -1.33 .41 
( .15) ( .52) ( .61) (2.52) ( .61) ( .78) 

-.12 .02 .37 .25 .56 1.01 J' (.66) ( .50) ( .96) (2.61) ( .30) (1. 88) 
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TABLE 5.2 

DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE: 
CAROLINA, 1979, TWO,~STAGE LEAST SQUARES 

Depend. 

E~ 
~. ARNI ARI 

(1) Homicide -.52 -1.34 
(1. 32) (1. 35) 

(2) Rape -.26 .33 
( .56) ( .78) 

( 3) Assault -.87 -.45 
( .79) ( .46) 

(4) Robbery -.01 -1.65 
( .01) ( .43) 

(5) Burglary -1.67 -.12 
(1.91) ( .36) 

( 6) Larceny 1.32 -1.69 
(1. 79) (2.71) 

(7) Auto -2.22 -.23 
(2.81) (1.13) 

(8) All Violent .84 -1.17 
( .21) ( .60) 

(9 ) All Property-2.58 .14 
( .52) ( .08) 

o 

ELASTICITIES AND ASYMTOTIC t-VALUES: NORTH 

= 
Independent Variable 

SL SIZE P15-29 NW EMPLOY INC 

-.37 .02 -.44 .40 -3.70 .75 

( .20) (.22) ( .52) (1.24 ) (1.01) ( .38) 

1.09 .03 3.37 .05 2.40 1.50 

(1. 36) ( .50) (2.15) ( .12) ( .64) (1.84 ) 

.75 -.01 -.46 .30 -1.08 -.24 

(.75) ( .20) ( .51) ( .82) (.21) ( .33) 

1.25 .24 1.04 -.00 -13.78 -3.25 

( .82) (1. 46) ( .22) ( .01) ( .42) . (.36) 

.41 .04 .20 -.02 -2.58 -.88 

( .66) (1.02) ( .34) ( .13) ( .80) ( .90) 

.61 .02 .06 .15 -5.24 -.72 

(1.89 ) ( .59) ( .13) (1.24 ) (1.41 ) ( .57) 

.13 .04 -.08 -.08 -.43 -.88 

(.95) ( .66) ( .13) (.47) (.15) (.71) 

.42 .01 .67 .65 1.00 1.07 

( • 2l~ ) ( .11) ( .28) ( .59) ( .07) ( .48) 

.23 -.01 -.45 .23 1.74 1.36 

( .54) ( .16) ( .35) (1. 23) ( .31) (.92) 
J 
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at the 0.01 level, inclining one to reject the null hypothesis. 

Thus, they provide strong support for the deterrence hypothesis. 

On the other hand, the mean derived from the TSLS sample is negative, 

as one would expect if these sanctions acted to deter UCR offenders, 

but its value is statistically non-significant. 

We note that these results are somewhat stronger than those 

obtained from the Georgia data set. The North Carolina means and 

~-statistics appearing in this tabulation are ell greater in 

absolute value than their corresponding Georgia values. 

2. Differences Among Sanctions 

From an inspection of the pattern of coefficients appearing 

in Tables 5.1 and 5.2, one derives the strong impression that 

the three sanctions have very different effects on the offense 

rate. One notes, in particular, that most of the positive 

coefficients are associated with the sentence length variable. 

To evaluate the hypothesis that the sanctions have different 

effects, the coefficients were subjected to an analysis of 

variance. The results appear in Table 5.3. The results reported 

in this table are fairly conclusive. At the five percent sig-

nificance level, the hypothesis that the three sanctions have 

similar effects must be rejected. 

i 
I 
! 
I 
1 
I 
i 

I 
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TABLE 5.3 

ANALYSIS OF VARIANCE OF SANCTIONS COEFFICIENTS FOR SEVEN OFFENSES: 
OLS ANn TSLS PROCEDURES 

Procedure 

Across Means 
Within 

Total 

Across Means 
Within 

Total 

F (2, 18) = 3.55 
·95 

Sum of 
Squares 

.572 
1.106 
1.678 

7.06 
13.90 
20.96 

d. f. 

2 
18 
20 

2 
18 
20 

Mean 
Square 

.286 

.061 

3.53 
0.77 

F.99 (2, 18) = 6.01 

The following tabulation presents the means of the coefficients, 

together with their significance levels, based on the seven UCR 

offenses. The means of A~I and ARI are negative, those of sentence 

lc~gth are positive. These data, taken in conjunction with the 

foregoing analysis of variance, support the view that, on the 

average, the risk of incarceration, and the risk of an arrest 

having a non-incarceration outcome are more likely to deter than the 

length of the prison sentence. The data also provide weak support 

for the belief that imprisonment is more of a deterrent than the 

other sanctions associated with arrest. Finally, we note that 

these results parallel those obtained from the Georgia data. 

F 
Ratio 

F = .2
6
86 = 4.66 

.0 1 

F = 3.53 = 4 57 o. Tr . 
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Heans for Seven Offenses 

Sanction 

Procedure ARNI 
SL 

OLS -.31** -.28** .05 

TSLS -.61 -.74* .55 

**, *: significant at the 1 and 5 percent level, respectively; 
one-tailed test, six degrees of freedom. 

3. Sanction.-Specific Analysis 

The Deterrent Effect of the Risk of Incarceration 

The primary evidence of Tables 5.1 and 5.2, taken in con-

junction with the derivative evidence presented in the foregoing 

tabulation provides strong support for the contention that, overall, 

the risk of incar~eration has a deterrent effect on UCR offenders. 

The unweighted means of the seven coefficients appearing in Tables 

5.1 and 5.2 are statistically significan't at the one and five 

percent level, depending upon the estimation procedure utilized. 

Moreover, all seven OLS coefficients, six of the seven TSLS 

c~efficients, and three of the four aggregate offense coefficients 

are negative. Moreover, we shall argue below that the one positive 

aggregate offense coefficjent misrepresents the underlying, true 

coefficient for this variable. Finally, the pattern displayed by 

v.8 

the individual coefficients supports the hypothesis that violent 

and property offenders are approximately equally responsive to the 

threat of punishment by incarceration. 

We also note that these results parallel those reported for 

Georgia. 

The Deterrent Effect of Other Arrest Outcomes 

The evidence concerning the effect of arrests whose outcome 

does not result in imprisonment suggests that this variable also 

has a deterrent effect on UCR offenders. However, this conclusion 

is slightly less persuasive than that which relates to the risk of 

imprisonment. While all seven OLS coefficients are negative and 

their mean is statistically significant at the one percent level, 

one of the TSLS coefficients is positive ar.d the TSLS mean is not 

statistically significant. 

These results parallel those reported for Georgia, except 

in minor detail. 

The Deterrent Effect of Length of Incarceration 

The foregoing evidence provides no support for the contention 

that lengthening the term of imprisonment has a deterrent effect 

on UCR offenders. Three of the seven OLS coefficients and all but 

one of the TSLS coefficients are positive, and, therefore, are 

~learly inconsistent with the deterrence hypothesis. The TSLS 
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coefficients for the offense aggregates are also positive. Because 

these results go beyond a simple negation of the deterrence 

hypothesis and almost affirm the existence of a positive CRM/8L 

relation, and because these data are so similar to those obtained 

for Georgia, they reinforce our suspicion that something is wrong 

either with the data or with the statistical design used in this 

analysis. In particular, we are made more intensely aware of 

the need to obtain a measure of sentence length that better 

approximates the unit cost associated with committing an offense, 

ar.d also of the need to account for the various sentencing 

trade-offs alluded to in the preceding chapter. 

4. other Variables in the Principal Equation 

The data of Tables 5.1 and 5.2 are only mildly supportive of 

the vie"~ that larger communities tend to generate more crime. 

Two of the OL8 coefficients and one T8L8 coefficient have contrary 

signs. Moreover, the magnitudes of the eighteen coefficients tend 

to be relatively small. These results stand in contrast to those 

reported for Georgia, wherein the CRM/8IZE relation was found to 

be consistently positive and relatively large. The only important 

parallel that we discover is that in both the Georgia and North 

Carolina regressions robbery rates show the largest response to an 

increase in commwlity size, suggesting the hypothesis that, indeed, 

there is some characteristic of larger communities, at least in this 

region of the country, that makes robbery more attractive. 

V.IO 

P15-29 and NW 

The data provide some support for the contention that non-whites' 

and the population between the ages of fifteen and twenty-nine 

have greater criminal propensities. The OL8 data are quite strong 

in this respect, the T8L8 data less so, particularly with reference 

to the P15-29 variable. 

These data parallel those for Georgia, except that, in the 

North Carolina sample, non-whites appear to be more predisposed to 

violent crime than to property crime. The Georgia data might 

incline one to the opposite view. 

Ef'.1PLOY AND INCOME 

The data do not support the view that better legitimate 

economic opportunities reduce crime. 8ix of the nine OL8 

coefficients and three of the nine T8L8 coefficients have contrary, 

positive signs. Moreover, if anything, the results are worse 

where they should be better. That is, if the economic deprivation 

hypothesis were correct, one would ex~ect potential offenders to 

resort to crimes that have an economic 'payoff, such as larceny and 

burglary. Yet these offenses seem just as likely to have perverse 

coefficients as offenses for which an economic paYGff is more remote. 

The income variable, which, in models such as ours, is 

customarily advanced as a proxy for the opportunities for 

illegitimate income, does not do much better than the legitimate 

opportunities variable. While eight of the nine OL8 coefficients 
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have the correct sign, five of the nine TSLS coefficients do not. 

Moreover, only one of the correct TSLS signs (All Property offenses) 

is associated with crimes from which one ordinarily expects an 

economic payoff. 

These results are less supportive of their respective hypotheses 

than those obtained from the Georgia data. One should recall, 

however, that the latter were by no means conclusive results.' 

B. ALTERNATIVE SPECIFICATION OF THE PRINCIPAL EQUATION 

The estimates presented above for the basic model for All 

Property offenses are not altogether satisfactory because of the 

existence of very high levels of multicollinearity among some 

regressors in the TSLS regression equation. In the next section 

of this report, the All Property .)ffenses regression equation is 

reestimated with one or another of the offending regressors omitted. 

The Georgia data were used to estimate three variants of the 

basic model. The first of -these, in which an incapacitation 

variable was introduced, produced regression results which we!!e so 

negative with respect to the existence of an incapacitative effect, 

that we have elected not to purs'le the investigation of this 

effect any further. The other two variants of the basic model, one 

using the conditional probability of incarceration, the other the 

lagged crime rate, have been estimated from the North Carolina 

data and the results of this effort are :reported below. 

V.12 

l. Variant One: The Basic Equation Corrected for I-1ul ticollineari tv 

In the basic model, the All Property offense coefficients 

show unusual instability between the OLS and TSLS procedures. 

In Table 5.4, in which columns (1) and (6) replicate the All 

Property offense data of Tables 5.1 and 5.2, it is seen that 

ARI and P15-29 change sign and that the coefficient A~I undergoes 

a substantial increase in absolute value. These results are 

consistent with, and strongly suggest the existence of, a high 

degree of multicollinearity among the regressors. The following 

tabulation indicates that this is, in fact, the case. 

Variable 

AH 
I 

P15-29 

1.00 

OLS 

.41 

l.00 

Correlation Coefficient 

TSLS 

P15-29 

-.48 1.00 .89 

-.38 1.00 

1.00 

P15-29 

-.77 

-.50 

1.00 

To reduce the ambiguities associated with, and engendered by, 

extremely high covariation among regressors, the All Property 

offenses regression was reestimated in several variants. Both 

OLS and TSLS results are provided in Table 5.4. The OLS data, which 

.' 
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present no problem in this respect, may be used to assess the 

sensitivity of the various estimates to changes in procedure and 

specification. 

~~en AR is omitted from the regression, ARI assumes a more 
NI 

likely, negative, possibly statistically significant coefficient 

in the T8L8 e~uation, and remains virtually unchanged -- negative 

and statistically significant -- in the OL8 e~uation. On the other 

hand, when ARI is omitted from the regression, ARNI retains its 

large, negative T8L8 value but assumes a much larger ~ ratio. 

We conclude from these e~uations that the aberrant, positive ARI 

coefficient of Table 5.2 is a result of multicollinearity, that both 

arrest-based sanctions are, in fact, negative, and that ARI's 

coefficient is, or comes close to being, statistically significant. 

We indicated earlier that the employment variable is not 

systematically related to the offense rate. We use this occasion 

to reinforce the argument. We note the unusual variation in, as 

well as the perverse, positive signs for, this variable in Table 

5.4, and we note, in addition, that the exclusion of.JNCOME from 

the regression converts the EMPLOY 00efficient of column (1) from 

a positive 0.56 to a negative 1.05, and the coefficient of column 

(6) from a positive 1.74 to a negative 2.88. Given that the 

correlation coefficient between EMPLOY and INCOME is a mere -.11, 

this substantial change reflects extraordinary sensitivity to model 

L 

.A 
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TABLE 5.4 

VARIANT ONE OF THE BASIC MODEL: ALTERNATIVE ESTIMATES OF THE ALL PROPERTY OFFENSES EQUATION: 
NORTH CAROIJINA, 1979 

-=t 
r-l . 
:> Independ. Regression Equation 

Variable OLS TSLS 

(1) (2) ( 3) (4 ) ( 5) ( 6) ('n (8 ) (9 ) (10) 

ARNI -.14 -.24 -.24 -.56 -2.58 -2.18 -1.02 -1.74 
(.50) ( .74) ( .99) (1. 84) ( .52) (2.15) ( .48) (3.67) 

ARI -.46 -.46 -.50 .14 -.71 -.33 
(3.58) (3.72) (4.25) ( .08) (2.07) ( .35) 

SL -.12 -.13 -.06 -.11 -.04 .23 .08 .21 .14 .18 
( .66) ( .78) ( .27) (.65) ( .16) ( .54) (.25) (.67) ( .42) (.61) 

SIZE .02 .02 .01 .02 .01 -.01 .02 -.01 .01 -.00 
(.50) ( .54) ( .19) (.52) (.16) ( .16) ( .42) ( .15) ( .11) ( .10) 

P15-29 .37 .44 .87 -.45 .15 -.37 
( .96) (1. 30) (2.00) ( .35) ( .28) (.49 ) 

NW .25 .25 .24 .25 .24 .23 .30 .24 .27 .24 
(2.61) (2.66) (2.03) (2.64) (1. 911 ) (1. 23) (2.5J.) (2.01) (1. 96) (2.11) " 

EMPLOY .56 .64 3.08 .04 2.34 1.74 -.77 1.32 .49 1. 78 
( .30) (.35) (1. 42) ( .02) (1. 03) ( .31) (.28) ( .60) ( .12) (.91) 

INC 1.01 1.04 1.84 .91 1. 79 1. 36 .73 1.25 1.05 1.'-10 
(1. 88) (1.98) (3.06) (1. 73) (2.80) ( .92) ( .87) (1. 87) (.90) (2.39 ) 

J 

\ 
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specification, and helps explain the instability of the coefficient 

in the basic model and in the two variants of the basic model whose 

results are presented below. More to the point, such sensitivity 

to model specification, as indicated in this table and elsewhere, 

coupled with frequent sign changes and wide variation in magnitude 

across offense categories, is inconsistent with the existence 

of an underlying, consistent, and strong relation between the 

offense rate and legitimate employment opportunity. 

2. Variant Two: The Conditional Probability of Incarceration 

In this version of the basic model AR and PI are substituted 

for ARNI and AR
I

• The coefficients derived from this version 

of the empirical model are reported in Tables 5.5 and 5.6. It 

is apparent from a comparison of the data p~esented in these 

tables with the data pertaining to the basic model (presented 

in Tables 5.1 and 5.2) that the reformulation of the measures of 

risk of arrest and incarceration produces almost no sUbstantive 

change. The conclusions that were reached concerning the deterrent 

hypothesis are not materially affected by the basic model's 

respecification: the significance levels associated with arrest 

and imprisonment become slightly higher, on the average; the OL8 

sentence length coefficients remain almost identjcal to those of 

the basic model; and the TSL8 sentence length coefficients change 

signs, in opposite direction, in the homicide and All Property 

offenses regressions. In addition, the conclusions that were 

'~'~t ,tlr .• 
-< 
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advanced concerning the other varJ."ables J."n th " 
e prJ.ncipal equation 

also remain essentially unchanged. 

The only issue of consequence with respect to this variant 

of the basic model concerns the T8L8 regression for All Property 

offenses (Table 5.6). The coefficients differ radically from 

their OL8 counterparts in Table 5.5, and also d 
iffer radically 

from both the OL8 and T8L8 regressions of the basic model. 
The 

pattern of these coeffiCients -- the perverse sign of AR, the 

extraordinarily large magnitudes for AR, PI, INCOME, and P15-29, 

and the reversal of sign for EMPLOY and INCOME __ recalls the 

difficulties experienced in estimating the All Property offense 

equation in the basic model and sugges+s a ""1 " 
u sJ.mJ. ar orJ.gin. 

The data confirm the expectation. The correlation coefficient 

between AR and PI is 0.85 and between PI and P15-29 is -0.76. To 

repair the difficulty, we follow the analytical procedure used 

for the other All Property offense equation. Column (6) of Table 

5.7 reproduces the T8L8 regression of Table 5.6, the other T8L8 

columns provide variants of that equation so as to assess the 

behavior of the deterrence variables under differing model 

specifications, and the OL8 columns provide comparative results for 

regressors not afflicted by extreme levels of covariation. The 

results of Table 5.7 strongly support the view that the aberrant, 

positive AR coefficient derives from covariation with PI; and that, 

in fact, both AR and PI vary inversely with the All Property offense 

---. .,- -

~l , 

rate. 
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TABLE 5.5 

DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE, USING AGGREGATE ARRESTS AND THE CONDITIONAL 
PROBABILITY OF INCARCERATION: ELASTICITIES AND ASYMTOTIC t-VALUES: NORTH CAROLINA, 1979, ORDINARY 
LEAST SQUARES 

t-
.-I . 
:> 

Depend. Independent Variables 
Egn. 

Var. SL AR PI SIZE P15-29 NW EMPLOY INC 

(1) Homicide -.31 -.35 -.21 .03 .05 .30 -.50 .21 
(L15) (1.45) (1. 37) ( .69) ( .14) (2.58) ( .26) ( .37) 

(2) Rape -.09 -.57 -.05 .00 1. 71 .50 1.08 1.61 
( .43) (2.55) ( . 4!~ ) ( .06) (3.18) (3.26) ( .ll2) (2.29) 

(3) Assault .27 -.62 -.21 .01 .00 .30 .60 -.12 
(1. 30) (2.78) (1. 35) (.33) ( .01) (2.37) ( .24) ( .21) 

(~ ) Robbery .61 -.45 -.16 .18 2.64 .14 -1.07 .33 
(1.95) (2.07) ( .66) (2.51) (l~.03) (.67) ( .26) ( .25) 

(5) Burglary -.33 -.51 -.34 .05 .66 .14 -.01 -.06 
(1. 62) (1. 94 ) (2.38) (1. 46) (1. 73) (1. 24) (.00) (.09) 

(6) Larceny -.03 -.58 -.45 .01 .28 .22 .99 1.40 
( .18) (2.30) (3.06) ( .15) ( .73) (2.23) ( .49) (2.37) 

( 7) Auto .14 -.89 -.18 .00 .75 .13 1.88 1.44 
(1. 55) (2.88) (1.41) ( .00) (1.53) ( .96) ( .73) (1.90 ) 

(8 ) All Violent -.08 -.72 -.33 .02 .23 .29 -1.27 .35 .a 

( .32) (3.47) (1. 77) ( .1'13) ( .(1) (2.58) ( .59) ( .69) 

(9) All Property -.13 -.60 -.50 .02 .31 .22 .06 .77 
(.77) (2.18) (3.57) ( .66) (.83) (2.36 ) ( .03) (1.40 ) 

\ 
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TABLE 5.6 

DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE, USING AGGREGATE ARRESTS AND THE CONDITIONAL 
PROBABILITY OF INCAF.CERATION: ELASTICITIES AND ASYMTOTIC t-VALUES: NORTH CAROLINA, 1979, TWO-STAGE 
LEAST SQUARES 

co 
r-l . 
:> 

Depend. Independent Variables 
Egn. 

Var. 8L AR PI SIZE P15-29 NW EMPLOY INC 

(1) Homicide 3.73 -4.06 -.78 -.21 -1.66 1.36 -2.38 5.65 
( .95) (1.44) ( .59) ( .97) ( .94) (1. 46) ( .60) (1. 22) 

(2) Rape .93 -.43 .24 .01 2.58 .18 .72 1.2U 
(1.11) ( .77) ( .70) ( .24) (2.19) ( .49) ( .22) (1. 41) 

(3 ) Assault .64 -1.12 -.31 -.00 -.31 .28 -.64 -.27 
( .77) (1. 08) ( .41) ( .02) ( .38) ( .86) (.11) ( .35) 

(4 ) Robbery 1.73 -.63 -2.64 .29 1.64 -.13 -6.35 -4.39 
(1. 55) (1. 38) (1.02) (2.24) (1. 21) ( .36) (.85) ( .91) 

( 5) Burglary .42 -1.86 .12 .04 .16 -.02 -2.69 -.89 
( .69) (2.14) ( .28) ( .86) (.27) ( .13) ( .85) (.92) 

(6) Larceny .50 -.86 -2.21 .07 -.51 -.07 -8.55 -2.55 
(1. 67) (1. 91) (2.57) (1. 1,2) (.83) ( .37) (1.73) (1.29 ) 

(7) Auto .13 -2.40 -.06 .01, -.03 -.08 -.39 -.83 
(1. 07) (2.88) ( .27) ( .66) ( .04) ( .46) ( .14) (.66) 

( 8) All Violent .31 -.10 -1.12 .03 .93 .60 2.82 .93 
( .33) ( .06) ( .98) (.53) ( .52) (1. 0'3) ( .27) ( .74) 

(9 ) All Property -.76 13.40 -10.06 .30 4.67 .42 -27.11 -7.54 .A 
(1. 24) (1.52) (1.711) (1. 70) (1. 61) (2.83) (1. 68) (1. 50) 

\ 

" 
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ALTERNATIVE ES'I'IMATES OF THE ALL PROPERTY OFFENSE EQUATION, USING VARIANT TWO: NORTH CAROLINA, 197'9 

TABLE 5.7 

Independent 

Variable Regression Equation 

OLS 
(1) (2) (3) (4) TSLS 

( 6) ( 8) (10) 

SL 

\ 

-.13 -.18 -.04 -.13 -.03 -.76 .Oh .17 .09 .16 
(. n) (.97) ( .20) (.78) ( .13) (1. 24) ( .22) ( .58) ( .30) ( .55) 

AR 
-.60 -.115 -.73 -.71, 13. 1W -1.85 -.56 -1.58 

(2.18) (1.33) (3.19 ) (2.52) (1. 52) (2.14) ( .39 ) (J.69) 
PI 

-.50 -.1/6 
-.511 -10.06 -1.30 -1.03 

(3.57) (3.02) (4.04) (1. 71,) (2.32) 
(.75) SIZE 

.02 .02 .01 .02 .01 .30 .04 -.00 .03 -.00 
( .66) ( .61,) ( .18) ( .70) ( .17) (1. 70) (.91) ( .02) ( .53) (.00) P15-29 
.31 .76 .71 

4.h7 .30 -.25 
( .83) (2.26) (1. 62) 

(1. 61) ( .63) ( .36) NW 
.22 .22 .24 .22 .24 .42 .27 .25 .27 .25 

(2.36) (2.22) (2.09) (2.38) (2.04 ) (2.83) (2.36) (2 .11~) (2.27) (2.21) EMPLOY 
.06 1.10 2.70 -.42 1.96 -27.11 -2.95 .81 -2.43 1.22 

( .03) (.56) (1. 26) ( • 2)~ ) ( .90) (1. 68) ( .89) ( .35) (.46) ( .62) 

.A 

INCOME 
·77 1.13 1.71 .66 1.61 -7.54 -.05 1.12 .11 1.25 

(1.1,0) (1.99 ) (2.87) (1.25 ) (2.62j (1. 50) (.05) (1. 59) (.07) (2.09) 
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We might take advantage of this o:.!casion to note the unusual 

instability of the employment coefficient compared to the other 

coefficients in the principal equation -- a characteristic of that 

variable which manifested itself, as well, in the basic model 

and to apply this evidence against the common view, and in favor of 

the general theoretical proposition that better employment opportunities 

do not necessarily elicit a reduction in criminal activity. 

The thrust of the foregoing analysis is that the results for 

Variant Two generally parallel those of the basic model. They 

also parallel the basic model and Variant Two results obtained from 

the Georgia data. We conclude that the choice of variables to 

express the risk of being sanctioned by arrest and incarceration 

does not affect one's decision concerning the efficacy of arrest 

and incarceration as deterrence instruments. 

3. Variant Three: The Distributed Lag Model 

In this variant of the basic model, the lagged value of the 

dependent variable appears as a regressor in the principal equation. 

TabJ.es 5.8 and 5.9 present the regression results for this variant. 

The most pertinent generalization that can be asserted from the~e 

data is that they diminish the strength of, but not the sense of, ~ 
i 
I 

I 
! 

I 
the conclusions which have been advanced concerning the deterrence 

hypoth~sis. While the differences between the results obtained 

from the basic model and those from its third variant are not dramatic, 

they are of peripheral interest because they pl'ovide another test of 

.. 

.A 

the robustness of the basic model. In the following tabulation, 
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TABLE 5.8 

DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE, ASSUMING SANCTIONS HAVE A DISTRIBUTED 

;:j 
LAG: ELASTICITIES AND ASY~ITOTIC t-VALUES: NORTH CAROLINA, 1979, ORDINARY LEAST SQUARES 

C\J .. 
> 

Depend. IndeEendent Variable 
Egn. 

YE.. ARNI ARI SL CRM_l SIZE P15-29 NW EMPLOY INC 

(1) Homicide .02 -.21 -.25 .46 .02 -.13 .14 -1.60 -.06 
( .30) (1. 72) (1. 33) (4.61) ( .90) ( .50) (1. 67) (1.14 ) ( .15) 

(2) Rape -.44 -.07 .10 .72 -.04 .03 .11 -1.90 .13 
(4.09) (1. 49 ) ( .84 ) (6.66) (1.18 ) ( .08) (1.13) (1.25) ( .29) 

( 3} i\ssault -.02 -.09 .Oll .73 -.01 -.21 .09 .66 .08 
( .11) ( .92) ( .33) (6.91) ( .44 ) (.91) (1.05) ( : 46) ( .23) 

(4 ) Robbery .05 -.00 -.12 1.07 -.12 .06 .12 2.66 1.00 
(1.16 ) ( .03) (1. 09) (14.04) ( 3.96) ( .23) (1.97) (1.99 ) (2.58) 

( 5) Burglary -.01 -.12 -.17 .97 -.03 -.29 .07 .31 .14 
( .13) (2.60) (2.15) (10.84 ) (2.07) (1.65) (1. 61) ( .36) (.57) 

( 6) Larceny -.23 .00 -.01 1.02 -.05 -.17 .02 1.03 .41 
(3.66) ( .06) ( .28) (1~.99) (l1.15 ) (1 )19 ) ( .63) (1. 81) (2.28) 

(7 ) Auto -.15 -.08 .06 .89 -.05 -.17 .13 1.34 .73 
(1.42) (2.15) (2.15) (13.35) (2.58) ( .97) (2.84 ) (1. 57) (2.82) 

(8 ) All Violent -.09 -.08 -.24 .75 -.01 -.17 .05 -.35 .29 
( .65) (.78) (1.78) (8.20) (.75) (.88) (.80) ( .32) (1.13) 

(9) All Property -.14 -.06 -.04 
,A 

-.07 .99 -.23 .03 .59 .23 
(1. 66) (1. 33) ( .97) (13.38) ( 3.29) (1. 74) ( .83) ( .95) ( 1.28) 

\ 
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TABLE 5.9 

DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE, ASSUMING SANCTIONS HAVE A DISTRIBUTED I~G: 
ELASTICITIES AND ASYMTOTIC t-VALUES: NORTH CAROLINA, 1979, TWO-STAGE LEAST SQUARES 

p::j 
,.-j 
C\J . 
:> 

Depend. Independent Variable 
Egn. 

Var. ARNI ARI SL CRM_l SIZE P15-29 NW EMPLOY INC 

(1) Homicide -.46 -1.44 -.18 .22 .00 -.68 .39 -4.36 .75 
(1. 54) ( 2.12) ( .13) (1.42) ( .07) (1. 21) (1. 65) (1. 65) ( .51) 

(2) Rape -.11 .02 -.10 .72 -.01 .51 .02 -.45 .45 
( .32) ( .09 ) ( .37) (4.16) ( .32) (.70) ( .08) ( .18) ( .72) 

( 3) Assault -.94 -.67 1.02 .04 -.03 -.68 .33 -1.29 -.31 
(1. 58) (1. 70) (2.58) ( .13) (1.10 ) (2.12) (1. 84) ( .53) ( .92) 

(4 ) Robbery .00 -.22 .13 .93 -.07 .25 .08 .33 .27 
( .03) ( .42) ( .)n) (5.14 ) ( .94 ) (.57) ( .92) ( .07) (.21) 

( 5) Burglary .22 -.02 -.19 1.10 -.05 -.17 .09 1.63 .55 
(.56) ( .1ll ) ( .79) (6.51) (1. 91) (.70) (1. 24 ) ( .97) {1.06) 

(6) Larceny -.16 -.08 .02 .9ll -.04 -.15 .03 .77 .40 
( .55) ( .26) ( .18) (3.35) (1.99 ) ( .77) ( .55) (.65) (1. 82) 

( 7) Auto -.48 -.13 .07 .78 -.04 -.22 .11 .91 .41 
(1.10) (1. 78) (1. 63) ( 5.69 ) (1. 65) (1.15) (1. 62) ( .93) ( .85) 

(8) All Violent -.81 .43 -.60 .79 -.01 -.51 -.18 -1.94 -.ll4 
( .(8) ( .59 ) (1.10 ) (3.25) (.33) (.83) ( .53) ( .51) ( .19) 

(9 ) All Property -.02 -.19 -.01 .89 -.03 -~.19 .07 .20 .24 
(.07) (1. 22) (.10) (6.35) (2.12) ( .81) (1. 22) (.24 ) (1. 07) 

.~ 

\ 
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we contrast the mean value of Variant Three's sanctions coefficients 

with those of the basic model, obtaining results that, in part, 

might have been predicted. 

Procedure Model Mean of Seven Coefficients 

8L 

OLS Variant 3 -.11* -.08** -.05 

Basic -.31*** -.28*** .05 

TSLS Variant 3 -.28* -.36* -.02 

Basic -.61 -.74** .55 

*** , ** , *: significant at the one, five and ten percent levels, 
one-tail, six degrees of freedom. 

when CRM is included as a regressor, the coefficients On the average, -1 

AR d A,n are reduced to a third of their former absolute of NI an u'I 

value if the OLS procedure is used, and to a half of their former 

value if TSLS is used. And, the inclusion of the lagged crime 

rate transforms the sentence length means into small negative 

elasticities. 

If, momentarily, the All Violent offenses regression is set 

aside, the results for this variant of the basic model are seen to 

closely parallel those obtained from the Georgia data with respect to the 

V.23 

three sanctions variables. The ARI coefficients, in particular, 

are remarkably similar. The others differ, sometimes substantially, 

from offense to offense, but, on the average, their orders of 

magnitude are similar. 

The non-sanctions variables differ much more. SIZE, in 

particular, changes sign, implying, contrary to the other models 

and to the Georgia results, that, ceteris pal'ibus, larger communities 

have lower crime rates. The changes in the other variables are 

less significant: for age, the relation to the offense rate, which 

was never particularly strong, simply disappears; for race and 

income it becomes stronger; and fur EMPLOY it becomes weaker. 

The TSLS estimate of the effect of the incarceration rate on 

the violent offense rate re~uires separate consideration for three 

reasons: (i) the posi ti ve effect 'vhich we have obtained for this 

regression is counterintuitive, (ii) the positive, aggregate coefficient 

derives from, and is a weighted mean of, individual coefficients whose 

contribution to the offense rate is predominantly negative,l and (iii) 

alternative, e~ually reasonable procedures and model specifications do 

yield negative effects for this variable. The source of the abnormality is, 

once again, covariation among regressors. Specifically, the correlation 

coefficient betweer. A~I and ARI is 0.75, that between ~I and CRM_l 

10nly rape has a positive coefficient, and it is ~uite small. 
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is -0.85. If we follow the general :procedure employed above to 

deal with multicollinearity, we should estimate the equation 

without CRM_l . When this is done, however, the regression reverts 

to the basic model, for which, as was shown above, it may be 

assumed that ARI is negative. In the alternative specification, 

we omit ARNI from the regression, in which case an ARI coefficient 

equal to -.15 is obtained, with an absolute i value of 1.30. 

On the basis of these alternative specifications, and on the basis 

of the more general behavior of the ARr coefficient which has been 

observed in the individual violent offense categories and in the 

other model variants, we conclude that, in the absence of extreme 

covariation, both ARI and ARNI would indicate the existence of a 

negative association with the All Violent off~nse rate. 

C. THE MARGINAL IMPACT OF INCARCERATION 

For each of the seven individual offenses, we have four 

directly comparable estimates of the deterrent effect of incarceration. 

These estimates are found in Tables 5.1, 5.2, 5.8, and 5.9. We 

follow the same procedure utilized in the preceding chapter, and 

develop a range of estimates of the marginal effect of incarceration 

on UCR offense rates. These estimates, which appear in Table 5.10, 

column (5), suggest the magnitude of the reduction in the number of 

offenses that would. eventuate if one additional offender were to be 

incarcerated for a term equal to the mean time to be served for 

that particular offense. (These are, of course, point estimates of the 

H 
ft 
I 
'I 

~ 
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I 
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TABLE 5.10 

REDUCTION IN OFFENSES ASSOCIAU:D WITH ORIE ADDITIONAL INCARCERATION: 
NORTH CAROLINA, 1979 

Number of Reporting Range of Reported Incar- Reduction in 
Offense Ratea Coeffi- Number of-Offenses (percent) cerations cients a 

Offenses a 
(1000's) 

(1 ) {2 ) (3 ) (4 ) ( 5) 

Homicide 1.1 394 95 .21-1.44 .06-.42 
Rape 2.1 104 56 0-.14 0-.50 
Assault 34 535 45 .09-.67 1. 3-9. 5 
Robbery 7.8 680 60 0-1.65 0-3.2 
Burglary 131 1440 55 .02-.30 .3-5.0 
Larceny 242 1615 27 0-1.69 0-94.0 
Auto 23 188 71 .08-.23 1.4-4.0 
All Violent 45 1713 64 .08-1.17 .3-4.8 
All Property 396 3243 49 .07-.71 1. 7-17.7 

a 0 

See respectlve footnote lOn T bl 4 9 a e • • 
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ul t " ff"c;ents They should not be true, underlying pop a J.on coe J. ~ . 

confused with statistical confidence intervals.) 

The range of values appearing in column (5) is extremely wide 

for most offense classes, attesting to the critical importance of 

one's choice of model and estimating procedure, and arguing forcefully 

t " to ;mpute great precision to the deterrence against an inclina J.on ~ 

estimates derived from this criminometric model -- or, for that 

matter, from criminometric models that were reviewed in Chapter 1. 

(In fairness to criminometric modeling, it should be pointed out 

that the use of the range to bracket a true regression coefficient 

1 and may overstate a model's sensitivity emphasizes outlier va ues, 

to specification error and to alternative estimating procedures.) 

Despite their extreme variability, these data do provide important 

They imply, for example, that the marginal impact of information. 

incarceration is probably lower for violent offenses than it is for 

They also suggest that the marginal impact of property offenses. 

imprisonment for larceny may be very high. 

The results and implications are similar to those obtained from 

the Georgia data. 

The cost/benefit implications of incarceration are developed 

" Ch t 4 The summary data are found in the manner described J.n ap er • 

Columns (2) and (3) provide alternative estimates in Table 5.11. 

of the social saving to be derived through incarcerating a UCR 

---

q 
" 1 1. 

: \ 
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offender. The data in each column are best treated as ordinal 

values, and comparisons between estimates should be made with this 

in mind. The Sellin-Wolfgang severity index provides the basic 

unit of value, and is combined in column (2) with the assumption 

of e~ual criminal justlce costs per incarceration, regardless of 

the offense. Column (3) cOlilbines the Sellin-Wolfgang index with the 

assumption that criminal j :~E":;ice costs are proportional to the 

sentence length associated with individual UCR offenses. 

These social saving estimates suggest that the relative 

payoff associated with increasing the incarceration rate for homicide, 

rape, and robbery, using either social saving concept, appears to be 

considerably less than that for some other UCR offenses. 

Except for rape, which assumes greater importance in the Georgia 

sample, these results are similar to those obtained for Georgia. 

The North Carolina data also parallel those of Georgia in indicating 

that the social benefit from increasing the rate of incarceration of 

convicted larcenists is potentially very large. 

We conclude this discussion by stressing the extremely speculative 

nature of these findings: The Sellin-\V'olfgang index is 

controversial; the use of the range of coefficients focuses on 

extreme values; and, of course, the value of these estimates is 

substantially diminished because no statistically sound 
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TABLE 5.11 

RELATIVE SOCIAL BENEFIT TO BE DERIVED THROUGH AN INCREASE IN THE 
INCARCERATION RATE: NORTH CAROLINA, 1979 

Offense 

Homicide 

Rape 

Assault 

Robbery 

Burglary 

Larceny 

Auto 

All Violent 

All Property 

Sellin-Wolfgang 
Indexa 

(1) 

100.0 

31. 7 

22.8 

12.0 

9.5 

6.0 

9.9 

22.1 

7.5 

aSee footnote, Table 4.10. 

.§£.cial Saving 

Gross 

(2) 

6-42 

0-16 

30-217 

0-38 

3-48 

0-564 

14-40 

7-106 

13-133 
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confidence interval has been assigned to them. 

D. OTHER EQUATIONS IN THE BASIC MODEL 

1. Sentence Length 

~ The data presented in Table 5.12 are designed to explain 
Net 

variations in sentence length across jurisdictions. We report 

( 3) !( 
h only the OLS results. It was seen in the Georgia study that the 
;\ 

.4-3.1 " II 
11 
,! 

OLS and TSLS procedures yielded almost identical results. The 

0-1.0 i 
\1 

same is true for North Carolina. Hence, the TSLS data need not 
II 

11-80 ~ 
il 

~ 

0-4.0 ~ 

j 
.8-14 

0-297 

be reported. 

The North Carolina data support the Georgia data in affirming 

the commonly held opinion that the most important determinant of 

the length of prison sentence is the seriousness of the offense 

7-21 r (or offenses) for which conviction was obtained. For every 

.8-12 offense category, the ratio of the coefficient to its standard 

5-51 error exceeds 3.46, and in six of the nine offense categories the 

ratio is in excess of ten. 

The North Car01ina data cannot provide information concerning 

the seriousness of past offenses. The variabJe, Friors, of 

necessity, is based on a simple count of the nlmber of past 

convictions known to the criminal justice system. It is 

instructive, if not surprising, to observe that this crude, but 

commonly used measure provides a very poor explanation for sentence 

length. Except for assault, the coefficient of priors never 
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TABLE 5.12 

DETERMINANTS OF LENGTH OF PRISON SENTENCE: NORTH CAROLINA, 1979: OLS PROCEDURE 

0 
M . 
> 

Depend. Independent Variables 
Egn. 

Var. sex nw age priors score CRM ART 

(1) Homicide -.04 .02 .16 .01 .94 .09 .20 
(2.75) ( .45) (1. 54) (.85) (7.36) ( .59) (1. 59) 

(2) Rape .15 .23 -.03 .53 -.10 .09 
(1. 74) ( .90) (1. 02) ( 3.47) ( .34) ( .28) 

( 3) Assault -.01 -.01 -.J.3 .05 .78 -.00 .02 
(1. 42) ( .22) ( 1.16) (2.64) (14.29) ( .01) ( .12) 

(l.~ ) Robbery -.01 .13 .53 .01 1. 32 .18 .37 
(1. 29) (2.55) (3.31) ( .88) (10.69) (1. 04) (2.57) 

( 5) Burglary -.01 -.04 .48 .01 1.18 -.19 -.16 
(1. 70) (1.10 ) (3.63) ( .86) (11.05 ) (1. 25) (1. 28) 

(6) Larceny -.01 .02 .16 .00 1.28 -.37 -.18 
(.74) ( .44) (1. 25) ( .12) (12.23) (2.16) (1. 31) 

( 7) Auto -.03 .22 .17 -.07 1.12 .05 -.21 
(2.12) (2.29) ( .59) (1. 39) (5.05) ( .12) ( .64) 

(8) All Violent -.02 .09 .30 .00 1.17 .05 .20 
(2.78) (2.78) (4.35) ( .05) (22.89) ( .47) (2.35) 

(9) All. Property -.01 -.01 .26 .00 1. 33 -.24 -.14 
(2.00) ( .41) (2.88) (.26) (18.92) (2.08) 1. 54 

~~ ,~l 

\ 
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approaches statistical significance, and in two instances it 

actually has a perverse sign. The most reasonable conclusion to 

be drawn from these data, particularly in view of the highly 

significant and more plausible results obtained from the Georgia 

sample, in which the priors index was based on the number and 

seriousness of past offenses, is that the measure used in the 

North Carolina sample is too crude, and that errors of measurement 

obscure the true relation between this variable and sentence length. 

It is clear from these data, just as it was from the Georgia 

data, that the courts practic sex discrimination. All coefficients 

are negative, and four of them exceed their standard error by at 

least a factor of two. Except for larceny, the practical significance 

of the favored treatment accorded to females, in terms of time 

served, appears to be ~uite large, representing a twenty to thirty 

percent reduction in sentence, depending on the offense. Larceny 

has the smallest reduction -- twelve percent, which is e~uivalent 

to 2.7 months. 

The courts appear to penalize older offenders. Except for 

assault, the age coefficients are positive, they have levels of 

significance at least as high as those of the sex variable, and 

their magnitudes suggest that age may have a larger absolute effect 

on sentence .. length than sex does. This finding is consistent with, 

and more conclusive than, that derived from the Georgia regressions. 
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Racial discrimination is more problematic. The coefficients 

of robbery and motor vehicle theft support the opinion that 

discrimination exists: both coefficients have ~ values in excess 

of two. But, on the other hand, burglary and assault have negative 

coefficients. Moreover, except for robbery and auto theft, the 

coefficients have rather small elasticities. Thus, these data and 

the Georgia data possess the consistency ~f presenting mixed 

results concerning the existence of racial discrimination. They 

diverge in suggesting that, in North Carolina, perhaps, non-whites 

(i.e. blacks) were treated, on the average, more harshly for 

violent offenses and less harshly for property offenses -- the 

opposite of the impression conveyed by the Georgia data. 

We have shown that theory provides no definite expectation 

concernirs tht:' response of sentence length to crime rates or to 

incarceration rates; that the outcome depends upon the environment 

from which the sample was drawn. In the last chapter, on the basis 

of the Georgia sample, theoretical indeterminacy was displaced 

by a strong, consistent, inverse empirical relation between ser.tence 

length and offense and incarceration rates. The North Carolina 

data, on the other hand~ fail to discover an e~uivalent regularity, 

and thereby reassert aud underscore theory's essential indeterminacy. 

While sentence length appears to vary inversely with property 

offenses, thereby supporting Georgia's regressions, it bears no 

relation to the v~,olent offense rate. And, while sentence length is 

positively -- not negatively! -- related to the incarceration rate 

for violent offenders, it stands unrelated to the incarceration 
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rate for property offenders. These results, so very different from 

those obtained for Georgia, suggest the existence of strong 

interstate variation in sentencing practice; variation that 

derives, perhaps, from factors associated with the individual 

state's criminal justice system or its cultural milieu, but 

almost surely does not derive from state-specific socioeconomic 

or demographic influences. 

2. The Aggregate Arrest Rate 

Analysis of the aggregate arrest rate in North Carolina 

labors under precisely the same difficulty as analysis of the 

Georgia arrest rate, viz., the necessity to eliminate either the 

lagged offense rate or the law enforcement variable from the set of 

explanatory variables. This must be accomplished because of the 

extremely high degree of correlation that exists between the two 

variables, especially at the T8L8 level. Accordingly, we present 

a more limited regression analysis of the arrest rate, omitting 

CRM_
l 

from the set of regressors, just as was done with the Georgia 

sample. 
2 

The results are presented in Tables 5.13 and 5.14. As 

the reader may verify, eliminating CRM_l strengthens, somewhat, 

2parallel regressions, with CRM 1 included in the regressions, 
are presented in Appendix B, Tables ;.13A and 5.14A. 
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the negative relation of COP to the arrest rate, and has, at most, 

a minor effect on the other coefficients. CRM_l , itself, is 

significantly negative in the OL8 regressions, but less so in the 

TSL8 regressions. 

The results of the regression analysis may be summarized as 

follows: There is weak evidence to support the hypothesis that 

arrest rates are higher in smaller communities, that teenagers are 

less likely to be arrested, and that non-whites are "over-arrested" 

for some offenses and "under-arrested" for others. There appears 

to be no relation between arrests and income level. Finally, and 

most importantly, we observe a consistent, strong, inverse relation 

between law enforcement effort and the arrest rate. 

These results closely parallel those obtained from the 

Geo~g:!.~ ~cTT1ple. 

3. The Incarceration Rate 

The empirical explanation for the rate of incarceration relies 

upon the same set of regressors as the aggregatp. arrest rate; and, 

subjected to the same indeterminacy occasioned by multicollinearity, 

is required to proceed without CRM_l as an explanatory variable. 

The results of the regression analysis, using the reduced set of 

3 regressors, appears in Tables 5.15 and 5.16. These data may be 

3The results with CRM_l included among the regressors appears 
in Tables 5.l5A and 5.l6A 01' Appendix B,. 
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V.36 TABLE 5.13 , TABLE 5.14 

DETERMINANTS OF THE AGGREGATE ARREST RATE: NORTH CAROLINA, I DETERMINANTS OF THE AGGREGATE ARREST RATE: NORTH CAROLINA, 1979: J 

1979: ORDINARY LEAST SQUARES PROCEDURE ! TWO-STAGE LEAST SQUARES PROCEDURE 

~ 
i Depend. Independent Variables I Depend. Independent Variable Egn. 

I Egn. 
Var. SIZE P15-19 If-'! INC COP Var. SIZE P15-19 NW INC COP 

.1, 

(1 ) Homicide -.01 .08 .09 .48 .16 (1) Homicide -.01 .10 .09 .56 .05 ( .45) ( .16) ( .88) ( .90) (.47) ( .40) ( .20) (.88) (.83) ( .09) 
(2) Rape -.04 -1.51 .46 -.49 -.84 (2) Rape -.02 -1.18 .58 .61 -2.19 ( .84) (2.51) ( 3.74) ( .72) (1. 99) ( .44) (1.98) (4.35) (.70) (2.64 ) 
(3) Assault -.06 -.77 .02 .46 -.60 ( 3) Assault -.05 -.71 .04 .67 -.87 (1. 41) (1. 36) ( .13) ( .72) (1. 52) (1. 28) (1.19 ) ( .29) (.84) (1. 22) 
(4) Robbery .05 .76 -.40 -2.57 -.10 ( 4) Robbery .09 1.42 -.17 -.36 -2.82 ( .76) (.76) (1.93) (2.28) (.14) (1. 35) (1. 50) ( .82) (.26) (2.24) 
( 5) Burglary .00 -.27 -.06 -.79 -.51 ( 5) Burglary .02 -.02 .03 .06 -1. 55 ( .06) ( .62) ( .67) (1. 57) (1. 62) (.52) ( .05) (.27) (.10) (2.83) 
(6 ) Larceny -.01 -.77 .16 .04 -.34 (6) Larceny .00 -.58 .23 .67 -1.12 ( .29) (1. 75) (1. 82) ( .08) (1.11 ) ( .03) (1. 33) (2.38) (1. 07) (1.90 ) 
(7) Auto .01 -.24 -.10 -1.56 .22 (7) P.'lto .02 .07 .00 -.54 -1.05 ( .15) ( .43) ( .92) (2.53) (.56) (.58) (.13) ( .01) ( .74) ( 1.66) 
(8 ) All Violent -.05 -.75 .04 .32 -.72 (8 ) All Violent -.05 -.65 .07 .64 ··1.11 (1. 45) (1. 45) ( .37) (.55) (1.97) (1. 29) (1. 23) ( .64 ) ( .93) (1.91) 
(9) All Property -.00 -.59 .07 -.35 -.36 (9) All Property .00 -.42 .13 .24 -1.09 ( .19) (1. 64) (.92) ( .87) (1. 42) ( .19) (1.17) (1. 65) ( .47) (2.25 ) 
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TABLE 5.16 ~ 

NORTH CAROLINA, 1919: ~ DETERMINANTS OF THE INCARCERATION RATE: i DETERMINANTS OF THE INCARCERATION RATE: NORTH CAROLINA, 1919: ORDINARY LEAST SQUARES PROCEDURE ~ TWO-STAGE LEAST SQUARES PBOCEDURE ti 
'\ 

:1 
:l 
i 

Depend. Independent Variable ,I Depend. Independent Variable IJ ~. 
P15-19 NTtl INC COP ~ 

Egn. 
P15-l9 NW INC COP 

Var. SIZE 
Var. SIZE :1 

II 
-.32 ~ (1) Homicide -.04 -1.04 .38 .13 '.j 

(1) Homicide -.04 -1.09 .36 -.03 -.13 ~ ( .65) (1. 36) (?.40) (.15) ( . 60) 
I) (.68) (1. 31) (2.08) ( . 03) ( .13) 

-2.29 .87 .81 -.61 i1 __ :/. i:-
1.45 -1.32 

(2) Rape -.13 
;1 (2) Rape -.12 -2.12 .93 (1.10) (1. 39) (2.54) ( .41) (.53) 

(.99 ) (1. 23) (2.41) ( .58) ( • 55) ~ (3 ) Assault -.05 -.89 .29 .02 -.42 

I 
( 3) Assault - .. 04 -.85 .31 .16 -.58 ( .13) ( .97) (1. 54) (.02) ( .64) 

( .68) ( 089) (1. 49) ( .12) ( .51) 
-1.19 .01 -2.41 -.22 

-.14 .11 -.95 -2.09 
(4 ) Robbery .00 

:: (4) Robbery .03 ( .03) ( .98) ( .06) (1. 81) ( .25) 
I 

( .31) ( .61) ( .63) (.55) (1. 28) 
( 5) Burglary .02 -.89 .41 -.31 -1.90 

I ( 5) Burglary .04 -.41 .63 1.24 -3.88 ( . '?6) ( .93) (2.36) ( .35) (2.83) 
( .63) ( .43) (2.96) ( .90) (3.08) li 

(6) -.01 -.64 .20 -.41 -1.46 r 
(6 ) Larceny .00 -.46 .26 .19 -2.21 

Larceny 
(2.94 ) E ( .16) ( .90) (1. 36) (.52) 

~ I ( .03) ( .58) (1. 50) (.11) (2.09) 
1.41 -1.36 I (1) Auto -.09 .09 .51 

~ ( 1) Auto -.01 .35 .61 2.31 -2.41 (2.13) (1.12 ) (1. 66) , 

(1.16) 
(1. 04) ( .01) 

~ ( .81) ( .30) (2.35) (1. 48) 
(8 ) All Violent -.08 -.92 .30 .63 -.40 I ( 8) All Violent -.08 -.91 .30 .61 -.45 (1. 22) (1.91) ( .15) (.16) 'I 

(1.11) (1. 81) (.66) ( .53) 
(1. 50) ! (1.43) 

(9) All Property .00 -.66 .33 -.31 -1.63 
(9) All Property .02 -.39 .42 .55 -2.16 ( .03) ( .96) (2.21) ( .41) (3.33) 

(.30) (.51) (2.46) ( .49) (2.63) 

~ 
1 
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summarized as follows: Incarceration rates may be higher for 

violent offenses in smaller communities and are probably unrelated 

to community size for other offenses. Incarceration rates tend to 

be higher for non-whites, lower for younger persons, appear not to 

be related to income level (the results here are unusually variable), 

and are definitely inversely related to the level of law enforcement 

effort. 

These results are consistent with, and, in their important 

elements, closely parallel the regression results that have been 

developed from the Georgia sample. 

'I 
j 

, 
i 

~ I: 
1 

p I 

11 
~ 
~ 

I i 
I, 
t 
l' 
t: I 

t a 

I ~ f: 
~ 

! \ 

~ 
\ 
h 

~ 

I 
t 
li 
~ 
~ 

CHAPTER VI 

SUMMARY AND CONCLUSIONS 

A. THE REPORT IN OVERVIEW 

1. Prior Research 

The thesis that legal sanctions act as a deterrent to 

criminal activity has had a long and varied intellectual history. 

In the last decade, interest in the thesis has measurably quickened. 

Whether the heightened interest derives from the technically sophisticated, 

intellectually elegant garb that this thesis has recently assumed, or 

from the growing ranks of disaffected adherents to the rehabilitative 

ideal, which, as an alternative crime-control strategy, has experienced 

a widt::bJ:!.Lt::Cicl CiW.l serious erosion of support, is not material. The 

fact is, that one may observe and easily document a sUbstantial 

increase in theoretical and empirical research activity directed at the 

deterrence hypothesis in recent years. 

We have argued that the deterrence hypothesis derives from the 

particular and ~undamental interpretation of human behavior that holds 

that individuals choose freely among competing, alternative actions~ 

including decisions concerning legitimate or criminal actions, and tnat 

they are rational decision-makers whose ultimate objective i& to 

maximize their OIDl individual wellbeing. Under the somewhat stringent 

assumptions of the early fOJ;mulation of the rational choice theory, 
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initiated by Becker (1968) and advanced, principally, by Ehrlich 

(1973), one can readily and unambiguously deduce the proposition that, 

ceteris paribus, an increase in either the risk or the severity of 
I 

sanctions reduces the crime rate. We have also shown that this basic 

formulation of the rational choice model has been modified in certain 

important respects, and that these modifications, while they have the 

virtue of imparting greater realism to the model, also prove the 

maxim that virtue imposes its own special costs, for realism is 

purchased, in this instance, with the forfeiture of an a priori certain 

outcome. In brief, the more general model does not produce the certain 

conclusion that sanctions deter. 

As a result of this theoretical indeterminacy, the value of, and 

need for, empirical research becomes substantially greater. It is 

gratifying to note, therefore, that enormous empirical research effort 

has been directed at the deterrence hypothesis in recent years. 

In the first chapter, we reviewed a subset of this recent 

research. Specifically, ~e surveyed all ~uantitative, methodologically 

sophisticated studies published in the English language since 1970 

that relate to one or more of the seven UCR Index offenses, and that 

consider the effects of arrest or incarceration rates, or the length of 

prison sentence, on these offenses. 

Our review consists, basically, of a simple counting of the 

number of models that support the deterrence hypothesis, together with 

a very rough measure of the degree to which, in some aggregative 

sense, their results might be viewed as statistically significant. 

VI.3 

We recognize that the models whose results are summarized in Chapter 1 

vary greatly in structure and specificity, and that the simple cate-

gorization that we employ suppresses information, understates diversity 

of findings, and may grossly misrepresent some of the findings. We 

recognize, also, that many of the analyses reported as, or interpreted 

to be, independent research, or that purport to be independent tests of 

a particular hypothesis, use the same general data set and many of the 

same variables, so that, to an impreCise but possibly significant 

degree, the results reported in the individual studies, or in individual 

regression equations within a particular study, do not ~ualify as 

independent data. For example, all studies, but one, that use length 

of prison sentence as a variable, use the same state-level cross-

sectional data. And, for another example, about half of the tests 

of the hypothesis that the risk of incarceration deters UCR offenders 

derive from a single study; and, within that study, from relatively minor 

variations in a single, basic model, applied to one data set. Finally, 

we readily acknowledge the inadequacies inherent in a summary that 

focuses on signs of coefficients and relative magnitudes, and that 

ignores the real, often significant, but difficult or impossible to 

~uantify, differences among stUdies that may be attributed to research 

design, data ~uality, etc. But, for all that, the review provides 

a meaningful and, we hope, reasonably faithful summary of an important 

subset of the deterrence literature. 

In the surveyed literature, the deterrence hypothesis was evaluated 

on the basis of four measures of legal sanctions: the risk of arrest and 
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incarceration, the length of prison sentence, and the conditional 

probability of incarceration, given that an arrest was made. Data for 

the evaluation derived from approximately a dozen separate studies for 

each sanction. To analyze the data in these studies, we adopted 

a compromise procedure between the one extreme that would treat each 

individual regression equation as if it were an equally valid, equally 

important observation, and the other extreme that would treat the 

composite result of all regression analyses contained within an 

individual study as if it were a single, valid observation. 

We adopted a conservative test procedure with which to 

States taken as a single unit. The conclusion that sanctions are 

efficacious may not be valid with reference to populations represented 

by smaller geographical units. Second, all of the stUdies that have 

been reviewed can be faulted for one or another deficiency: improperly 

identified equations, potentially serious measurement error, omission 

of crucial variables (including neglect of the.incapacitation effect), 

etc. It may be that, on balance, these defiCiencies systematically bias 

study results in favor of the deterrence hypothesis. (The latter 

omission clearly does.) 

evaluate this literature, one which was less likely to cause rejection 

of the null hypothesis concerning the association of the crime rate to 

sanctions. Based on the results of this test procedure, we feel 

compelled to reject the null hypothesis of no association with respect 

to each of the four sanctions measures. The weakest test result 

2. Research Objectives and Design 

With the foregoing reservations in mind, it is nonetheless true 

that the most reasonable, present working hypothesis that may be 

derived from this literature is that deterrence works __ at least with 

pertained to the conditional probability of incarceration, and even here 

the test ste.tistic required formal rejection of the null hypothesis 

at the 0.01 level. The conclusion that must be drawn from this analysis 

is that the literature which we have surveyed overwhelmingly supports 

the deterrence hypothesis. 

respect to UCR offenders. But the critics of the stUdies reviewed do 

SUbstantiate the need to repair the deficiencies of past research. 

and do point up the need for tests of the deterrence hypothesis 

that use other population aggregates. The present research effort 

addresses some of the issues f'ound in this criticism. It achieves 

Despite the formal, statistical strength of these results, the 

conclusion that they engender concerning the deterrence hypothesis 

requires important qualification. We note, first of all, that most 

of the data were drawn from the United States, fJ.l1u l't:p'esent the 

populations of large geographical units: mostly states or the United 

its objective by analysis of a data set that has two essential and 

desirable properties: (i) the data refer to population subsets that 

have not heretofore been analyzed, and (ii) the data are of such quality 

and detail that they deflect several of the criticisms of past research, 

without, at the same time, becoming VUlnerable to serious, alternative 

criticism. 
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In Chapter 2, we hav~ developed a theoretical model which explains 

offense rates as part of an interacting system of equations. The 

model was specifically designed to deal with the deterrence issue. 

The variables of direct interest appearing in the model are individual 

offense rates, the offense rate aggregate, and four sanctions instruments: 

the probability of arrest whose outcome is not incarceration; the probability 

of arrest resulting in incarceraration; the length of prison sentence; and the 

length of post-prison probation. (The arrest and incarceration sanctions 

were also given a conditional-probability-of-incarceration formulation.) 

The theoretical model, in its structure and choice of variables, 

is a direct descendant of the criminometric models reviewed in Chapter 1. 

1. Tne features of our model which distinguish it from its predecessors 

have more to do with the unique empirical possibilities offered by the 

data used in this Report than they do with theoretical innovation. 

At the ~~~e of our model -- and the models reviewed in Chapter 1. The features 

is the rational choice model, which is presumed to govern the individual's 

decision to commit or not to commit an offense, and also to govern the 

community's decision concerning the amount of crime-preventing, law 

enforcement effort that ought to be purchased. 

The empirical model used in this Report is similar to the models 

reviewed in Chapter 1 in many respects. However, our model differs 

from its predecessors in that it includes two unconventional variables: 

one to measure the incapacitation effect, the other to appraise the 

deterrent effect of probation. Our model also differs from its 

predecessors by providing better, or at least different, but equally 

good, statistical proxies for two other variables: an employment 

VI. 7 

opportunities index that, we believe, more accurately reflects the 

experience of the population of potential offenders, and an ex ante, 

rather than ex post, measure of sentence length, i.e., a measure that 

looks forward from the inmate's time of conviction to his most likely 

release date, rather than backward, at time of release, to the number 

1 
of years served. 

Our empirical model differs from its predecessors in that it 

treats sentence length as an endogenous variable, functionally related 

to the demographic, socioeconomic, and criminal history attributes of 

individual offenders. It differs also in that very few deterrence 

studies have utilized data disaggregated to the degree we have been 

able to achieve, and none have used the particular QDits of 

observation upon which our empirical research ';s based. And f';nally ... ,..., 

most empirical analysis has been confined to homicide and to aggregates 

of UCR offenses. We analyze all seven individual offenses. 

The data used in this study are of two kinds: macro-data, whose 

unit of observation is the judicial district, and micro-data, whose 

unit of observation is the individual incarcerated offender. Depending 

upon the variable considered, these data either pertain to all judicial 

districts or to all offenders incarcerated for one or more UCR offenses 

within a giv~n year. Two geographical regions are considered: 

the states of Georgia and North Carolina. The data for Georgia refer 

lAvio and Clark (1978) provide an excellent discussion of the 
advantages of ex ante measures, as compared to the almost universally 
used ex post measures. 
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to 1978, those for North Carolina to 1979. 

Several versions of the theoretical model were estimated. 

We began with a basic model. This model was then modified so as to 

appraise the sensitivity of the deterrence measures to different model 

specifications. As particular innovations, we introduced an incapacitation 

variable into the principal equation, we assumed that sanctions operate 

with a distributed lag, we assigned a conditional probability format to 

the risk of incarceration, and we employed several different sets of 

regressors for the principal equation when extreme'multicollinearity 

rendered measured deterrence effects untrustworthy. 

Most specifications of the empirical model were estimated by 

ordinary least squares and two-stage least squares procedures. In all 

specifications of the model, linear functions were assumed, and the 

regressions were fitted to the natural numbers of the model's 

variables. 

3. Empirical Results 

The empirical results obtained from the Georgia and North 

Carolina data sets, presented and analyzed separately in Chapters 4 

and 5, are summarized in this section of the chapter. Because the 

results obtained from analysis of the Georgia and North Carolina samples 

are similar, the following discussion has been structured by, and 

focuses upon, their common features. Accordingly, except where noted, 

the summary shall refer to the common behavior and experience of these 

two states. 

VI. 9 

The Deterrence Hypothesis 

The data that have been examined strongly support the 

contention that legal sanctions deter criminal activity. However, this 

generalization must be qualified by recognizing that the existence of a 

deterrent effect receives stronger confirmation for some sanctions 

and some offenses than it does for other sanctions and offenses. 

The strongest confirmation for the existence of a deterrent 

effect relates to the risk of incarceration. Whether we rely upon 

the basic model or one of its variants, and whether we use OLS or TSLS 

procedures, with few exceptions, we obtain negative coefficients, often 

"ith magnitudes exceeding twice their standard errors. Moreover, the 

exceptional, positive coefficients arise from the inability of multiple 

regression procedures to distinguish the ~eparate effects of two 

regrp.~~n~~ thAt covary to an extreme degree. In these instances, 

through secondary analysis, we have shown that the most reasonable 

inference to b::: drawn from the data is that the separate contributj,on 

of an increase in the risk of incarceration is to reduce the crime 

rat~. Finally, we note that this conclusion is not affected by the 

relatively minor variation in model specification obtained from the 

omission of individual non-sanctions variables -- such as employment 

and income -- from the principal equation. 'ihile their omission 

sometimes produces significant changes in the other non-sanctions 

regression coeffiCients, the omission tends, in the usual case, not to 

affect the incarceration r,ate coefficient, (or the other sanctions 

coefficients); or, when there is a measurable effect, more often the 

tendency is to reinforce, rather than to weaken, the deterrence hypothesis. 
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Although we may safely ?eject the null hypothesis, the 

variation in the incarceration rate coefficient across models 

and estimating procedures is, nonetheless, very large, thereby 

considerably limiting the value and practical significance of the 

inferences to be drawn from our data. The principal ,results to be 

ob'~ained from an analysis of the incarceration rate coefficients relate to the 

social gain to be obtained from a marginal increase in the in-

carceration rate. It varies substantially across offense categories; is not 

demonstrably higher for violent offenses; seems to be especially 

low for robbery~ and may be very high for larceny. 

The existence of an inverse relation between offense rates and 

arrests whose outcome is not incarceration has also been established, 

though with somewhat less certainty than for the incarceration rate 

relation. The hypothesis was sustained across models and procedures 

and was not measurably weakened by variations in model specification 

occasioned by alterations in the set of non-sanctions regressors 

used in the regression equation. However, on balance, the arrest 

coefficients are of smaller magnitude, are more dispersed, an'd are somewhat 

more likely to be positive than those of the incarceration coefficient. 

Because of the greater variability in its coefficient, no attempt was 

made to measure the marginal impact of arrest on offenses, using our 

social saving concept. 

The evidence concerning the deterrent effect of post-prison probation 

is limited to the Georgia sample. The pattern of coefficients derived 

from this sample arc such that the remarks that have been addressed 

to the arrest rate va~iable may be applied to the probation variable 

.. 

in toto; i.e., we believe that the pro"bation component of 

split-sentencing acts as a deterrent to UCR offenders. 

VI.II 

The evidence concerning the sentence length variable, on the 

other hand, is not consistent with the deterrence (or incapacitation) 

hypothesis. Indeed, the results derived from the Georgia sample are, 

at best, neutral, and oftentimes are actually inconsistent with that 

hypothesis. In Chapter 4 we have explored the potential sources of 

the counterintuitive~ aberrant behavior of the sentence length variable. 

Our conjecture is that the statistical measure of sentence length 

employed in this Report is probably seriously biased toward the 

generation of positive coefficients. 

The Incapacitation Issue 

Two related questions arise concerning the incapacitation 

effect. First, does incapacitation have a significant effect on the 

offense rate? We searched for a relation between the offense rate and 

the rate of release of convicted offenders, intending the latter to be 

a proxy for an incapacitation variable. We were unable to establish 

the existence of that relat;on. T~u h'l ff' ... !t. S, W ~ e we a ~rm, a priori 

the existence of an incapacite,tion effect, we conclude that that 

effect cannot be large relative to the other factors influencing 

variation in offense rates across judicial districts. 

The ot,her, related question concerns the interpretation to be 

assigned to the coefficients of the four sanctions variables. Are 
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they measures of deterrence, or of a mixture of deterrent and 

incapacitation effects? If the regression equation includes a valid 

incapacitation variable, the sanctions coefficients would provide 

stochastic estimates of t~e true deterrent effect of these sanctions. 

Thus, if the proxy we have used is a valid incapacitation variable, 

as we believe it is, then the sanctions coefficients which we have 

obtained are pure deterrence measures. This is so whether or not the 

incapacitation proxy appears in a particular regression equation, 

because the incapacitation effect was shown to be negligible. 

On the other hand, if our proxy is a poor measure of the 

incapacitation effect, then the coefficient of the risk of 

incarceration and of the length of incarceration would overstate the 

deterrent effect. It would then be more accurate to say that they 

measure crime-control effects. Because arrests whose outcome is not 

incarceration can also involve some incapacitation -- through pretrial 

detention, diversion to half-way houses, community-based drug treatment 

centers, etc. -- its coefficient would also overstate deterrent 

effects, though less so, presumably, than the other two coefficients. 

Finally, because probation does not normally remove an offender from 

the community, the meaning of its coefficient would be unaffected: 

the coefficient would still measure a pure deterrent effect. 

Determinants of Sentence Length 
" 

In our judgment, this Report makes an importa.nt contribution 

to the sentencing variation literature. We have examined the records 

VI.13 

of approximate,_y nine thousand offenders committed to prison for an 

Index offense. Our data set was unusually large and unusually detailed 

with respect to the variables associated with each observation. Most 

of the results obtained from this large sample of individual offenders 

were as expected. Within each indiVidual UCR offense category, the 

overwhelmingly important variable was the combined effect of the number 

of, and the severity of, the offenses associated with the present 

incarceration. The offender's past criminal history and his age also 

have their expected effects on sentence length. So does the offender's 

sex. On the other hand, it appears that blacks receiVe lighter 

sentences for some violent offenses and harsher sentences for some 

property offenses_than whites. 

An interesting, and unexpected finding, obtained from the Georgia 

sample, but not from the North Carolina sample, is that sentence 

length varies inversely with the crime rate and the incarceration rate 

prevailing within the judicial district meting out the sentence. 

We have not attempted a formal explanat;on for th' 
~ ~s phenomenon, nor 

have we explored its implications. One reasonable conjecture, however, 

is that institutional arrangements in Georgia are such that, in a 

district experiencing higher offense rates, with their attendant higher 

incarceration rates, the district's prosecuting attorney is more likely 

to use sentence' length as the principal component in a plea 

bargain; whereas, in North Carolina, the plea bargain takes a 

different form and, consequently, has different manifestations. 



-------- - -- ~ 

VI.14 

The Georgia sample is special in that it provides detailed 

evidence on the judiciary's use of split-sentencing. In the regression 

equation used to explain length of incarceration, we used the length of 

post-prison probation time as a regressor. Assuming that the regression 

is properly specified, and that the court behaves rationally, consciously 

adjusting sentence length to the severity of the offense, to the 

offender's prior criminal history, and, possibly, to selected demographic 

characteristics of the offender, one would expect the court to treat the 

two sentence length variables as substitutes; and, accordingly, one 

would expect the coefficient of the probation variable to be negative. 

This is precisely what we found.
2 

The general pattern conclusively 

demonstrates the existence of a strong substitution effect, and 

permits rather precise estimates of the marginal rate of substitution 

of these two sanctions, by offense class. 

other Issues 

On balance, the existence of better employment 

opportunities is negatively related to the offense rate, thereby lending 

credence to the argumeut of the earlier formulation of the rational 

choice model, and affirming the view that potential offenders can be 

diverted from illegitimate activity by the availability of legitimate 

2The only exception was burglary, for which a significantly 
negative coefficient was not obtained. We have not attempted to 
explain this exception to the general pattern. It may have something 
to do with the nature of this particular offense, or with the class of 
offenders involved in this offense, or it may be the result of chance 
variation -- we do not know. 
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work opportunities. However, support for this hypothesis is 

suh3tantially weakened because of the highly unstable behavior of the 

variable's coefficient when the model takes on different specifications. 

A relation between per capita income and the offense rate 

cannot be unambiguously deduced from the theorist's rational choice 

model. Rather, its existence has been proposed out of the empiricist's 

need to include a measure of the economic payoff from criminal 

activity in his empirical model, and has been affirmed by the 

regularity with which the income variable has produced "good results" 

in regression analysis. This relation is, nonetheless, not sustained 

by our data. The coefficient of the income variable and its ~-statistics 

are often large in magnitude, suggesting a significant effect on the 

offense rate. However, the coefficient is unusually sensitive to 

challge'=l .iu Dlotlel specification, undergoing large swings in magnitude 

and frequently changing sign. 

The results obtained from the model's arrest, incarceration, and 

law enforcement equations require no review. The equations were 

estimated pro forma, for the sake of completeness. The issueE: 

associated with these equati'ons, and the findings obtained therefrom, are 

peripheral to the interests and objectives of this Report. 

B. EXTENSIONS OF THE JI.NALYSID 

In this section of the chbpter, we provide a very brief extension 

of the analysis of the Georgia and North Carolina data. We do this 

in order to indicate how bette)' estimates may be '':'Ibtained for the 

sanctions variables, and also to develop an implication of the analysis 



4U ... • 

VL16 

that has important consequences for policy-making. These extensions 

require ~?o separate lines of development. First, the basic model shall 

be reestimated, with the Georgia and North Carolina data sets treated 

as a pooled sample. And, second, the individ.ual coefficients of the 

incarceration variable, obtained from the different models, shall be 

used to form a confidence interval estimate for the underlying population 

coefficient and for the social value to be derived from the incarceration 

of different classes of UCR offenders. 

1. The Basic Model Derived from a Pooled Data Set 

Before the basic model can be estimated from a pooled data set, 

two adj"..lstrr.<.:nts must be made in the data so as to render the 

separate North Carolina and Georgia samples fully comparable. 

First, post-prison probation data are not available for North 

Carolina. Hence, to merge the two data sets, the probation variable was 

omitted fro'.:l the model. Second, somewhat different scaling factors 

were used in developing the measures of employment levels, of the seriousness 

of the charges associated with the present incarceration (score), 

and of the seriousness of past felony offenses (prior). For example, 

the North Carolina employment data, being more detailed, permitted 

the development of an employment index whose range is from zero to 

five; whereas, with the Georgia data, the range is from zero to three. 

Differences in the scaling factors, if allowed to exist, would carry 

the incorrect implication that real differences exist between the 

means of the state-level variables, and could significantly bias 

the regression results. To rendur the data comparable, and to safeguard 
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against this undesirable outcome, each state's data have been 

standardized to a zero mean and unitary standard deviation. 

The basic model, modified as indicated, yields the set of 

coefficients appearing in Tables 6.1 and 6.2. The data in these 

tables clearly support the general conclusion that the three sanctions 

are effective crime-control instruments, and the particular hypothesis 

that these instruments act as a deterrent to UCR offenders. The seven 

offenses, three sanctions, and two estimating procedures associated 

with the data of these two tables provide 42 coefficients, of which 

all but five are negative. Assuming that these 42 observations are 

statistically independent, one may infer from this proportion, even 

"ri thout the formality of a statistical test for significance, that, on 

balance, these sanctions are negatively related to the offense rate. 

More to the P!Jint, the l,'3.rger sample, obtained by pooling the 

North Carolina and Georgia data, has the hoped-for and desirable result 

of producing more conclusive results. The findings obtained from 

these two tables l'ead .to the same general conclusions that were obtained 

from the separate state samples. But the results are much tighter, 

especially those obtained from the OLS procedure. The only notable 

departure from the individual state results concerns the sentence 

length variable, for which the pooled data provide results which are 

much more consistent with the deterrence (and incapacitation) hypothesis. 

We shall not attempt a formru. explanation for this variablefs improved 

performance. We would note, however, that North Carolina's sentences 

are substantially longer than Georgia's, which would suggest that, probably, 

.' 
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TABLE 6.1 

DETERMINANTS OF THE OFFENSE RATE, BY UCR 01~FENSE: ELASTICITIES AND ASYMTOTIC t VALUES: POOLED 

co 
DATA, ORDINARY LEAST SQUARES 

rl . 
H 
:> 

Depend, Independent Variable 

Eqn. 
~. ARNI ARI SL SIZE P15-29 NW EMPLOY INCOME 

(1) Homicide -.16 -.22 -.02 .08 .01 .20 +( ) -.36 

(4.01) (4.23) ( .14) (3.80) ( .03) (2. 110) (.24) (2.05) 

(2) Rape -.22 -.06 -.07 .18 1.65 .09 -( ) -.12 

(2.14) ( .90) ( .67) (5.58) (3.30) ( .69) (1. 88) ( .40) 

(3 ) Assault -.43 -.07 -.05 .05 .54 .15 -( ) .55 

(4.17) (2.21) ( .112) (1. 89) (1. 42) (1. 52) (1. 29) (3.08) 

(4 ) Robbery -.12 -.01 -.02 .47 1.89 .04 -( ) -.29 

( .86) ( .11) (.10) ( 11.10) (2.93) ( .24) (1. 85) ( .84) 

(5) Burglary -.31 -.25 -.05 .07 .93 .13 -( ) .39 

(3.45) (5.67) ( .47) (4.59 ) (3.87) (2.16) (1. 06) (3.08) 

(6) Larceny -.12 -.30 -.03 .08 1.08 .19 -( ) .88 

( .97) (5.47) (.30) (4.52) (4.03) (2.62) ( 1.13) (6.73) 

( 7) Auto -.15 -.04 -.03 .18 1.06 -.32 -( ) -.00 

(1. 54) ( .74 ) (.57) (7.02) (2.h3) (2.97) (1. 96) ( .02) 

\ 
( 8) All Violent -.41 -.18 -.05 .12 .61 .15 -( ) .32 

(3.49 ) (3.29) ( .31) (5.45) (1. 73) (1. 59) (1. 75) (1. 69) ,A, 

(9) All Property :...25 -.27 -.10 .09 .94 .14 -( ) .49 

(2.09) (5.30) ( .86) (5.43) (3.71 ) (2.06) ( 1.20) (4.10) 
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r-/ . DETERMINANTS OF THE OFFENSE RATE, BY UCR OFFENSE: ELASTICITIES AND ASYMTOTIC t VALUEfl: 

POOLED DATA, TWO STAGE LEAST SQUARES 

Depend. 
Independent Variable Egn. 

Var. ARNI ARI SL SIZE P15-19 NW 

(1) Homicide .26 -.21 .15 .06 .19 .33 (.56) (1. 01) ( .13) (2.16) ( .44) (1. 80) 
(2) Rape -3.53 -1.18 -1.49 -.29 -3.98 1.85 (4.64) (4.17) (4.03) (2.95) (3.14) (5.18 ) 
( 3) Assault -2.04 .19 -.46 -.01 -.50 -.41 (2.48) (1. 06) ( .91) ( .32) ( .69) (1. 33) 
(4 ) Robbery .92 -3.52 -3.65 -.02 -6.49 3.12 ( .90) (3.03) ( 3.74 ) ( .17) (2.65) (3.19) 
( 5) Burglary -1.48 -.34 .81 .02 .11 .18 (2.17) (2.48) (1. 60) ( .82) ( .26) (2.55) 
(6) Larceny -.15 -.62 -.16 .04 .78 .32 (.12) (2.68) ( .74) (1.91) (1. 30) (2.94) 
( 7) Auto -.36 -1.01 -.31 .12 -.30 .18 ( .39) (2.79) (2.88) (2.89) (.43) (1.19 ) 
(8) All Violent -2.31 -.02 1.14 .07 -.88 -.34 (1. 61) ( .06) ( .93) (1.93) ( .91) ( .85) 
(9) All Property-3.56 .04 -.39 -.02 -.92 .41 (2.80) ( .16) (1. 81) ( .52) (1. 42) (4.31) 

EMPLOY 

-( ) 
( .37) 

-( ) 
( .80) 

.. ( ) 
(2.17) 

-( ) 
(1. 39) 

-( ) 
(1. 76) 

-( ) 
( .29) 

-( ) 
( .06) 

-( ) 
(1. 70) 

-( ) 
(2.60) 

INCOME 

.06 
( .17) 

5.18 
(4.85) 

1.10 
(2.92) 

2.32 
(2.89) 

.32 
(1.42) 

1.15 
(3.10) 

-.48 
( 1.91) 

-.09 
( .19) 

.78 
(4.02) 

*'r 
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Variable 

ARNI 

SL 

SIZE 

P15-29 

NW 

EMPLOY 

INCOME 

NOTATION TO ACCOMPANY 
TABLES 6.1 ~~D 6.2 

Statistical Description 

Arrests whose outcome is not 
incarceration relative to crimes 
known to the police 

VI.20 

Number of incaraerations relative to 
crimes known to the police 

Expected term of incarceration upon admission 
to prison 

An index whose ith observation is: 

SIZE. = 
~ 

n n 
L ( c .. p . j ) / Lp . . , 

~J ~ ~J 

wherein c, the size of the commtmity, is 
weighted by p, the number of persons 
living in that community, there being n 
communities in all in a given district. 

Proportion of the population 15-29 years 
of age 

Proportion of non-whites in the 
population 

An offender-based employment index based 
on scores such as: 

3: Employed full-time 
2: Employed part-time or has 

been unemployed for a short 
time . 

1: Unemployed for long time or has 
never worked (but is capable 
of working) 

Per capita income of families and 
unrelated individuals 

---
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the new regressions pick up and reflect the existence of a strong 

interstate effect, and that this effect offsets the weak, or perverse, 

sentence length relation found within the Georgia sample. 

A final comment concerning these data: the TSLS findings concerning 

the efficacy of sanctions, reported in Table 6.2, are similar to those 

obtained from the individual state samples in that the true sanctions 

relations are obscured by serious multicollinearity. For example, the 

correlation coefficients between ARNI and ARI in the Robbery and All 

Property offense regressions are 0.72 and 0.79, respectively. When 

one or the other of these variables is omitted from the regression, 

the remaining variable assumes a statistically highly significant, 

negative coefficient, just as happened in the individual state samples 

under similar circumstances. We conclude from such manipulation, and 

from thp rnnR5stently negative OLS coefficients, that both coefficients 

should rightly be assigned negative values. Thus, our TSLS results, as 

reported in Table 6.2, understate the true effect of the risk of arrest 

and incarceration. 

2. The Marginal Impact of Incarceration 

In Chapters 4 and 5, we provided a range of estimates for the 

incarceration coefficient based on two models and two estimating 

procedures. A formal confidence interval estimate for the population 

coefficient was not developed from these data because the interval 

that would have been generated would have been too broad to have been of 

practical value for policy-making. However, the larger sample, obtained 

by pooling the coefficient data for Georgia and North Carolina, permits 
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the development of interval estimates that do have practical implications. 

The procedure used to pool the coefficient data is conventional: 

The sample, consisting of eight conceptually identical estimates of the 

probability of incarceration, is obtained from the equation for the 

basic model and its third variant,3 from both estimating procedures, 

and from both states. We assume that each of these eight estimates 

is an equally important, equally valid, independent estimate of the 

true population coefficient, S. A pooled estimate of the standard 

error of the incarceration rate coefficient, s, is developed from the 

eight individual standard errors, using the conventional procedure for 

estimating a pooled variance. An 80 percent confidence interval is then 

obtained from the expression 

where t.10 and t.90 are the lOth and 90th percentiles, respectively, 

of the i distribution for seven degrees of freedom, and b is, of 

course, the sample mean, 

These interval estimates, in absolute value, appear in Column (4) 

f Table 6 3 Except for robbe~ (and assault, when measured to two o • • ~ J 

significant digits), the interval excludes zero. These results are 

most gratifying, especially in view of the fact that, as a result of 

extreme multicollinearity, several of the TSLS incarceration rate 

coefficients used in forming b were positive, causing the negative 

3The first variant deals only with the offense aggregates, the second 
with a different definition of the probabilities of arrest and incarceration. 
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impact of incarceration on the offense rate to be understated. 

The values of Column (4), taken in conjunction with the average 

number of offenses and incarcerations in these two states, permits an 

80 percent interval estimate of the marginal impact of incarc0ration 

on the number of offenses. (The procedure used is explained in 

Chapter 4.) The estimates appear in Column (5). One sees that the mean 

impact from incarcerating one additional offender, in terms of the 

number of offenses averted through deterrence or incapacitation, is 

substantially greater than the impact from incarcerating one 

additional violent offender. 

Of course, the foregoing judgment makes no allowance for the 

seriousness of the offense, or for the costs associated with 

incarceration. To obtain a measure of the relative social saving 

associated with, and ascribable to, incarcerating an additional 

offender, we follow the procedure outlined in Chapter 4, and obtain 

the results which appear in T~,ble 6.4. In Column (2) a "gross" 

social saving index is computed by simply weighting the values of 

Table 6.3, Column (5), by the Sellin-Wolfgang index. In Column (3), 

the index of Column (2) is deflated by the costs associated with 

incarceration, so as to correct, in some rough and ready fashion, for 

the fact that these costs vary substantially across offense classes. 

The resulting calculus provides a "net" social saving index. UsinS 

either concept of social saVing, it is clear that we, as a SOCiety, 

benefit more from the incarceration of a burglar or larcenist than we do 
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TABLE 6.3 

REDUCTION IN ~ffiER OF OFFENSES ASSOCIATED WITH ONE ADDITIONAL 
INCARCERATION: POOLED DATA, 80 PERCENT CONFIDENCE INTERVALS 

Number o fa: ReEorting Qonfids:nQS: 
Offense TIE7.Eorted Incar- Rate b Coefficient C 

Offenses Eeratio!!.s (Eercent) 
(lOOOs) 

(1) (2) ( 3) (4) 

Homicide .92 359 95 .32-.73 

Rape 2.0 98 56 .13-.90 

Assault 24 434 45 .003-.053 

Robbery 8.1 682 60 0-3.96 

Burglary 103 1448 55 .48-2.22 

Larceny 184 1114 27 .16-.40 

M.V. Theft 21 198 71 .06-.17 

aSimple average of Georgia and North Carolina values. 

In:t~rv§l 
Redu.'"ction in 

Offenses Q 

(5 ) 

.86-1. 97 

4.7-33 

0.4-6.5 

0-78 

62.-287 

98-245 

9.0-25 

bBased on criminal victimization data for the United States in 1975 (U.S. 
Federal Bureau of Investigation, 1977). The homicide value is a pure guess. 
The robbery (burglary) rate is a weighted mean of commercial establishment 
and individual (household) rates. 

cThe values are based on a sample of eight coefficients, derived from two 
models, two estimating procedures, and two states. The derivative, lower 
bound, positive robbery coefficient was assigned a zero value. All other values 
in this column are negative. 

dcolumn (5) is derived from 100,000 * Col. (1) * Col. (4) divided by 
Col. ( 2) * Col. (3). 
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TABLE 6.4 

RELATIVE SOCIAL BENEFIT TO BE DERIVED FROM AN INCREASE IN THE 
INCARCERATION RATE: POOLED DATA 

Offense 
Sellin-Wolfgane; Social Saving 

Indexa 
Gross Net 

(1) (2) (3) 

Homicide 1.000 .9-2.0 .08-.19 
Rape ,.317 1.5-10 .13-.88 

Assault .228 .1-1.5 .04-.64 

Robbery .120 0-9.4 0-1.4 

Burglary .095 5.9-27 2.1-9.6 

Larceny .060 5.9-15 3.7-9.4 

M.V. Theft .099 0.9-2.5 0.5-1.5 

aObtained from the Sellin and Wolfgang (1964) index, scaled to Homicide = 
1. 000. 
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from the incarceration of-murderers, those convicted of assault, and 

probably also from those convicted of robbery and rape. The reader 

is advised to recall from Chapter 4 the assumptions underlying this 

argument and the boundaries within which conclusions drawn from these 

data are valid. In particular, one shoul;:. recall that social saving 

is a relative concept. Individual benefits may only be compared one 

to another. One assumes, in effect,. that the aggregate number of 

incarcerations is held constant. In particular, the average benefit 

associated with the seven offenses, taken as a whole, has not been 

evaluated; and, therefore, has no meaning. It could be that, viewed 

in some wider context, a positive benefit would accrue to an increase 

(or decrease!) in the overall rate of incarceration. 

C. DIRECTIONS FOR FUTURE RESEARCH 

We have shown that, except for sentence length, the Georgia and 

North Carolina samples produce similar results. Accordingly, we may 

presume that these sample data derive from the same underlying 

population. To enhance the power of the statistical analysis, it is 

desirable, therefore, to combine the individual state data into a 

single, pooled sample. We have done this for the basic model; and, as 

the reader has seen, we have obtained much more reliable and useful 

results. We believe, therefore, that further research with these 

macro-level data should be p~rsued with the pooled sample. 

VI.27 

In retrospect, we realize that the statistical variable used to 

measure sentence length does not perform its intended function. 

It is essential, therefore, that an alternative measure be developed, 

one which would more accurately reflect the "average cost" of incarceration 

to a potential offender. A number of possibilities exist. The most 

promising option, one that would seem to meet the criteria set forth 

in Chapter 4 for the measure, would be to use the residuals of the 

sentence length regression equation; and, from these residuals, which 

are based on individual inmate data, to develop the requisite macro 

sentence length variable. 

In retrospect, we also see the need to tntroduce a more 

discriminating set of instrumental variables into the TSLS procedure, 

so that the degre:: of covariation between the second stage arrest and 

incarceration probabilities can be reduced. 

If an improved measure of sentence length can be developed, and if 

the multicollinearity problem in the second stage regression can be 

eliminated, the analysis of the marginal impact of incarceration on 

the offense rate should be refined and extended. We believe this 

analysis has considerable potential as an aid to crime-control policy

making. The estimates relating to incarceration's effect on the offense 

rate, as well as the attendant social savings estimates, should, of 

course 9 be based on the pooled data set. If it is not possible to 

eliminate multicollinearity in the TSLS procedure, the sample of 

regression coefficients should be expanded to include coefficients that 

bound the true, underlying population coefficient, so as to moderate 
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the downward bias in impact d ° 
an SOClal saving estimates engendered by 

this phenomenon. 

Assuming that the new model, estimated with the pooled data set, 

produces confidence interval impact and social saving values at least 

as narrow as those that we have obta;ned for the ° to 
~ lncarcera lon rate, 

it would be highly desirable to develop parallel interval estimates 

for the other three sanctions. (The estimates for the probation 

variable would only be developed for Georgia, of course.) If they do 

nothing else, these interval estimates indicate in a rather direct and 

forceful manner the state of the art of evaluating the crime-control 

effectiveness of these legal sanctions, and furnish a guideline against 

which to evaluate future research. 

R.l 
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APPENDIX A 

DATA SOURCES, DEFINITIONS, AND ESTIMATION PROCEDURES 

The following defines the data used i.n this Report, provides 

certain technical details concerning computational procedures, a.nd 

indicates the source of these data. The presentation is ordered by 

variable and also by state, when the latter is required. 

Population 

(Used to derive offense, police, and other rates) 

Georgia 

U.S. 'Bureau of the Census. 1970 Census of Population~ v.l, 

pt. 12 (Georgia), Table 9, "Population Land Area of Counties: 

1970 and 1960," pp. 18-20. 1977 data derived by linear extrapolation. 

(Population estimates are also available from the Georgia 

Office of Planning and Budget as published in Georgia, State Crime 

Commission. Statistical Analysis Center. Crime in Georgia. Atlanta, 

1980. These figures differ somewhat from the estimates used in the 

Report. However, they were published after the major part of the 

Georgia computations were completed, and therefore, could not be 

incorporated into the Report.) 

North Carolina 

1978 and 1979 population figures were the estimates reported in 

North Carolina. Department of Justice. Police Information Network. 

Crime in North Carolina. (1979 Uniform Crime Report). Raleigh, 

n.d., pp. 74-127. 
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For jurisdictions where offenses were not reported, PIN excluded 

the population of the jurisdiction from the county totals. We readjusted 

these data in those instances in which offense data were adjusted for 

underreporting. 

Total population figures were used in computa.tions involving 

police employees, income, government revenue, size of place, age, and 

race. 

Number of Offenses: 

Georgia 

1977 data were obtained by totalling figures supplied on computer 

printout sheets, and as handwritten data by the Georgia Crime 

Information Center. The data were presented in one computer run of all 

reported offenses dated March, 1980, plus two computer passes showing 

all unfounded offenses was of the same date. The computer runs were 

supplemented by handwritten sheets for Fulton County and DeKalb County 

showing offenses and unfounded offenses as of the same date. 

1978 data were obtained from handwritten sheets sent to us by the 

Georgia Crime Information Center. They had compiled these figures, 

presumably from the computer files for ,that year and were not dated, but 
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were sent to us in January of 1980. There were several minor 

inconsistencies within these handwritten sheets: in particular, 

mismatched county names and data, and numbers which did not reconcile 

with totals. These inconsistencies were resolved with the help of 

published data from the Georgia State Crime Commission Statistical 

Analysis Center. Crime in Georgia. Atlanta, May, 1980~ Table 25, 

"County Crime Profiles," pp. 54-71. Other inconsistencies in both 

1977 and 1978 data were revised by considering 1974 data given in the 

above publication, plus 1979 data given for a few counties by GCIC over 

the telephone. 

North Carolina 

North Carolina Department of Justice. Police Information Network. 

Crime in North Carolina. (1979 Uniform Crime Report), Raleigh, 

n.d., pp. 74-127. 

This source provided the 1979 and revised 1978 figures. Where 

reporting was incomplete, estimates were based upon the two years given 

in the 1979 report above, plus the figures for 1977 contained in the 

1977 Uniform Crime Report. 

In two instances, the county sheriff's data were missing and 

could not be extrapolat~d from the above reports. We assigned 

offense data to these jurisdictions based upon the estimated state-wide 

" offense rate for the population under the jurisdiction of county 

sherif,fs. The missing counties were given their proportionate share 

of the offenses reported by all county sheriffs. 
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The above estimates were used in computing crime rate figures. 

Number of Arrests 

Georgia 

Arrest data were obtained from computer printout and handwritten 

data supplied by the Georgia Crime Information Center. Arrests were 

reported in three computer passes dated March 1980. The computer data 

was supplemented by handwritten sheets for Fulton and DeKalb 

Counties. (Negligent manslaughter had to be removed from the hOmicide 

category.) We used the column labelled "Counts" for the arrest data 

since it presumably was a better proxy for persons arrested than the 

"Total Counts" column. 

North Carolina 

North Carolina. Department of Justice. Police Information 

Network. Crime in North Carolina. (1979 Uniform Crime Report), 

Raleigh, n.d., pp. 150-174. 

We assumed that arrest data were reported if and only if offense 

data were reported. For example, a jurisdiction reporting offenses 

for just ten months of the year was assumed to have reported arrests 

for those same ten months. 

Number of Incarcerations 

The numerator of the ARI ratio consists of all persons newly 

committed to prison for an Index offense. CSlendar year 1978 was 
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used for Georgia and 1979 for North Carolina. Returned escapees, 

parole and probation violators, etc. are excluded from the sample. 

The offense(s) resulting in commitment were defined in terms of the 

criminal statutes of Georg~a and North Carolina. The writer was 

unable to obtain an authoritative 'match between statutory and UCR 

offenses; and, accordingly, exercised his own judgment in mapping 

the one into the other. 

The data were provided by the respective state Department of 

Corrections on magnetic tape (hereinafter referred to as DOC Tapes). 

Number of Police Employees 

Georgia 

U.S. Federal Bureau of Investigation. Crime in the United 

States, 1978 (Uniform Crime Reports for the U.S.), Washington, D.C., 

1978; Table 60, "Number of Full-time Law Enforcement Employees, 

Cities 25,000 and over in Population, October 31, 1978~" Table 61, 

"Number of Full-time Law Enforcement Employees, Cities with Population 

under 25,000, October 31, 1978;" Table 62, "Number of Full-time Law 

Enforcement Employ0es, Universities an Co eges, coer d 11 0 t b 31, 1978·," 

Table 63, "Number of F1.til-time Law Enforcement Employees, Suburban 

Counties, October 31, 1978;" Table 64, "Number of Full-time Law 

Enforcement Employees, Rural Counties, October 31, 1978." 

Where cities fall into two counties, the proportion of the city's 1970 

total population in each county (as determined from Georgia Department 

of Transportation. General Highway Maps) was used to apportion police employees. 

The measure excludes state police, but includes compus police. 

I; ,. 
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North Carolina 

North Carolina. Department of Justice. Police Information 

Network. Crime in North Carolina. (1979 Uniform Crime Report). 

Raleigh, n.d., pp. 74-127. 

Government Revenue 

U. S. Bureau of' the Census. 1977 Census of Governments" v. 4, 

pt. 5, "Compendium of Government Finances," Table 54, "Selected 

local government finances by county area and by state, 1976-77," p. 347. 

The series used was "General revenue, excluding interlocal." 

Motor Vehicle Registrations 

Georgia. Department of Revenue. Statistical Report, 1979. 

Table 13, "Selected Tax Statistics and Estimates by County, 1978," 

pp. 27-31. 

Age (p15-29; P15-19) 

U.S. Bureau of the Census. 1970 Census of Population, v.l, pt. 12 

(Georgia), Table 35, "Age by Race and Sex, for Counties: 1970," 

p. 134-

u.S. Bureau of the Census. 1970 Census of Population, v.l, pt. 35 

(North Carolina), Table 35, "Age by Race and Sex for Counties: 1970," 

p. 134-
.' 
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Because we expect the age distribution of the population to be 

highly stable, we made no attempt to extrapolate these data beyond 

1970. 

Proportion Non-White 

U.S. Bureau of the Census. 1970 Census of Population, v.l, 

pt. 12 (Georgia), Table 34, "Race by Sex, for Counties: 1970," p. 129. 

U.S. Bureau of the Census. 1960 Census of Population, v.l, 

pt. 12 (Georgia), Table 27, "Age by Color and Sex, for Counties: 196n," 

p. 97. 

U.S. Bureau of the Census. 1970 Census of Population, v.l, 

pt. 35 (North Carolina). Table 34, "Race by Sex for Counties: 

1970," p. 129-

U.S. Bureau of the Census. 1960 Census of Population, v.l, pt. 

35 (North Carolina), Table 27, "Age by Color and Sex for Counties: 

196o," p. 98-

From the above sources, estimates for 1977 were computed as a linear 

extrapolation of the 1960 and 1970 percentages. 

Personal Income 

Georgia. Department of Revenue. Statistical Report, 1979. Table 12, 

"Personal Income Tax Da,;,a, 1977," pp. 24-26. 

Survey of Current Business, v. 60, no. 4, April 1980, Table 2, -= 

"Total Personal Income and Per Capita Personal Income by County for 

Selected Years," provided data for 1979 for North Carolina. 
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Size of Place (SIZE) 

Georgia 

U.S. Bureau of the Census. 1970 Census of Population v.l, pt. 

12, (Georgia), Table 6, "Population of Places: 1970 and 1960,11 for all 

incorporated and unincorporated places of.2500 or-more. 

Where cities lapped over into two counties, the Georgia Department 

of Transportation. General Highway Maps of G~orgia, 1971 was 

used to allocate the 1970 population of individual ,~ities to their 

respective counties. 

This variable may be defined as a weighted mean size of community, S. 

The observation for judicial district j was estimated from 

nj 

L 2 
Pij 

Sj = i=l 
+ V * PRJ' nj 

L Pij 
i=l 

where nj refers to the number of communities of at least 2500 

persons found in judicial district j, and P
ij 

refers to the actual 

number of persons living in each of these communities. P
ij 

serves 

as both the observation's value and its weight __ hence the presence 

':Ji' the square of P ij in the equation. 
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The last term in the equation is the residual. It accounts for 

persons living in communities of less than 2500 persons (including 

rural areas). The value of the residual observation is given by V. 

V represents the average size of. community lived in by persons living 

in communities of less than 2500. We chose V = 800 as our best guess 

for this average value. PRj is the weight of the observation, and 

equals the total number of persons living in small communities and in 

rural areas. 

A special problem was presented by Atlanta, which consists of the 

two counties, DeKalb and Fulton. These counties belong to different 

judicial districts. Using the aggregate population of the individual 

district for its size-of-place would have seriously understated the 

true size-of-place lived in by the district's residents. Hence in 

computing SIZE, we treated the residents of these two counties as 

belonging to a city of the size of the two counties combined. That is, 

we assumed, in effect, that the residents of these two counties lived 

in a community whose size equaled the actual size of Atlanta, with its 

associated residential communities. 

North Carolina 

North Carolina. Department of Justice. Police Information 

Network. Crime in North Carolina. (1979 Uniform Crime Report), 

Raleigh, n.d., pp. 74-127. Places having a population of 2000 or more 

were selected to represent non-rural places. All places were already 

assigned to counties in this publication. 
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Number of EX-Offenders (for EXCON) 

This variable may be defined as a weighted mean number of persons 

released from prison each half-year between the years 1975 and 19'78, 

by judicial district. The index was obtained from the equation 
8 
L w. E .. , 

i=l 3. .3.J 
where E .. represents the aggregate number of 

3.J 

persons released from prison within the half-year, i, whose home 

district was j, and Wi is the longitudinal weight assigned to that 

time point. The set of weights chosen was w = [O~ 03 06 10 . 1.,. ,. ,. , 

.15, .25, .25, .15], for t = -8, -7, •.• , -1. The weights were impressionistically 

derived, and assume that the probability of recidivating is highest 

about one year after release. We experimented with a wide range of 

alternative weighting systems, including equal weights, and obtained such 

similar results, to a factor of proportionality, that the derivation of 

a set c~ veibhts based on a more careful examination of the recidivistic 

literature was deemed to be an unprod~ctive enterprise. 

Source: Georgia DOC Ta~.e. 

Sentence Length 

The expected sentence length measure is obtained directly from 

the Georgia and North Caroli'na computer tapes. Sentence length 

represents the respective Department of Correction's best estimate of 

the time an inmate will have served when he is first released. The 

.estimate is based largely upon past experience, and corrects for 

"good time" and for current parole policy. Several alternative 

measures of sentence length were available, but were rejected as 
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unsatisfactory. One alternative was to equate sentence length with the 

time to be served until first possible parole date. This measure is 

deemed inferior because substantial divergencies exist between 

mandated consideration for parole and actual release on parole. The 

other measures were minimum sentence to be served and maximum sentence 

that could be served. These were rejected for obvious reasons. 

Source: DOC Tapes. 

Employment (EMPLOY) 

North Carolina and Georgia use different measures of an offender's 

work history. The descriptive categories and the scoring system used 

to tabulate their data are given in Table A.l. The categories refer 

to the offender's work history at the time of the arrest associated 

with the present incarceration. The data are based on self-reports. 

Source: DOC Tapes. 

Seriousness of Offense (SCORE, score) 

The number of offenses giving rise to the present. incarceration 

were weighted by the Georgia Department of Corrections' ranking of 100 

felony offenses. The individual offender's score was calculated from 
n 
L (IOl-R.), in which R. represents the rank of the ith offense, and 
~l 1 1 

n represents the number of recorded offenses -- a maximum of six for 

Georgia and two for North Carolina. Districts in which no one was 

committed to prison for a particular offense during the survey year 

were assigned the mean sentence length of the "non-empty" districts. 

,.> . 

A.12 

TABLE A.l 

SCORING PROCEDURE FOR THE 
EMPLOYMENT VARIABLE 

North Carolina 
Category Value 

Steady work record (WR) 5 
and was working regularly; 
or was student; or was 
houseperson 

Unstable WR and was working 4 
regularly; or stable WR and 
was working irregularly 

Unstable WR and was working 3 
irregularly 

Stable WR and was unemployed 2 

Unstable WR and was 
unemployed 

Physically disabled; or no 
report 

1 

Mean 
value 

Georgia 
Category 

Employed full time or 
was student 

Employed part-time; or 
unemployed for short 
time 

Unemployed long time; 
or never worked but 
is capable of working 

Incapable of work; 
or no report 

Value 

3 

2 

1 

Mean 
value 
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t , 
In retrospect, we regret our decision to use the Department 

of Correction ranking system. Although our measures predict quite 

1, 

f 
APPENDIX B 

well, and are probably reasonable when used within offense categories, 
MISCELLANEOUS DATA TABLES 

they sometimes provide unreasonable indices when offenders are 

compared across offense categories. For example, a person convicted 

of multiple larcenies ca~l obtain a higher severity score than a person 

convicted of homicide. We suspect that the Sellin-Wolfgang severity 

index would have provided a better index of the legal and judicial 

valuation of the offenses under consideration. 

Source: DOC Tapes. 

Prior Criminal History (PRIOR, prior) 

For Georgia, the index of severity of past criminal activity 

was obtained in the same way as the foregOing variable, and is 

subject to the same criticism. For North Carolina, the variable is 

defined as a simple count of the number of known past felony 

convictions. 

Other Micro-Data 

The data referring to an individual offender's age, sex, and 

race were obtained directly from DOC Tapes, and presented no 

conceptual or measurement problems. 

.' 
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TABLE 4.14A 

DETERMINANTS OF THE AGGREGATE ARREST 
RA'l'E: GEORGIA: 1978: OLS PROCEDURE 

r-! . 
r:Q 

De~ndent Inde~ndent Variable 
Eqn. 

Variable CRM SIZE P15-19 NW INCOME COP 

(1) Homicide -.40 .07 -1.59 .11 .06 -.60 
(1. 51) (.97 ) (.95 ) (.3n (.07 ) (1.16 ) 

(2) Rape -.18 -.02 -2.52 045 .50 -.62 
(.65 ) ( .3l~ (1.48) (1.49) (.57 ) (1.18) 

(3 ) Assault -.60 .17 .61 -.53 -.12 -.50 
(3.33 ) (3.27 ) (.53 ) (2.64 ) (.20) (1.41) 

(4 ) Robbery -.03 -.13 -3.01 1.39 1.61 -2.00 
(.06) (.94 ) (.96) (2.51) (1. 00) (2.05) 

(5 ) Burglary -.01 -.08 -1.47 1.82 -.64 ~.39 
(. 06) (.53 ) (1.80 ) (1.36) (1.37) (1. 52) 

(6 ) Larceny -.07 -.01 -.33 .20 -.34 -.29 
(.32 ) (.20 ) (.40) (1.50) (.72) (1.10) 

(7) Auto -.07 -.08 -1.31 .88 .56 . ·-1.11 
( .16) (1.08) (.73 ) (3.02 ) (.55 ) (2.00~ 

(8) All Violent ·-.44 .10 -.37 -.24 -.06 -.57 
(3.18) (2.49) (.42 ) (1. 51~ ) (1.40) (2.12) 

(9) All Property-.03 -.02 -.75 .22 -.42 -.35 
.~, (.17 ) (.55 ) (.99) (1.83 ) (. 98) . (1. 52) 

\ 
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DeI2endent 
Eqn. 

Variable 

(1) Homicide 

(2) Rape 

(3 ) Assault 

(4) Robbery 

(5 ) Burglary 

(6 ) Larceny 

(7 ) Auto 

(8) All Violent 

(9) All Property 

.TABLE 4 .15A 

DETERMINANTS OF THE AGGREGATE ARREST 
RATE: GEORGIA, 1978: TSLS PROCEDURE 

Independent Variable 

CRM SIZE P15-19 ----

-2.43 .44 -.36 
(1.39) (1. 36) ( .16) 

2.68 -.55 -5 028 
(1.56) (1.71) (2.40) 

2.27 -.36 -1. 70 
(1.71) (1.46) (1.00) 

1.50 -.42 -4.95 
(~45 ) (.67 ) (1.16) 

.06 -.03 -1.74 
(.10) (.38) (1.67) 

.58 -.08 -1.20 
(.95 ) (1.09) (1.16) 

014 -.10 -2.08 
(.10 ) (.66 ) (.89) 

1.42 -.25 -1.90 
(1.35) (1.24 ) (1. 41) 

.39 -.06 -1.36 
(.69) (.97 ) (1.43) 

NW INCOME ~ 

-.04 -.24 3.59 
( .12) (.21) (1.05) 

.44 -.27 -5.10 
(1. 28) (.24 ) (1.51) 

-.44 -.35 -5.65 
(1.69) (.41) (2.18) 

1.28 .66 -3.75 
(1.94 ) (.30 ) (.57 ) 

.16 -.90 -.24 
(.72) (1.48) (.21) 

.32 -.90 -1.14 
(1.48) (1.48) (.97 ) 

.81 -.20 -.70 
(1.64) (.14 ) (.26 ) 

-.19 -.25 -3.88 
(.30) (.37 ) (1. 87) 

.29 -.84 -.84 
.~. (1.46) (1.50) (.78) 



'fABLE 4.16A 

DETERMINANTS OF THE INCARCERATION 
RATE: GEORGIA, 1978: OLS PROCEDURE 

(Y1 . 
~ 

Dependent Independent Variable 

Variable CRM SIZE Pl~-12 NW INCOME COP 

Homicide -.35 .10 -1.05 -.17 -.79 -.66 
(.91) (.95) (.43) ( .38) ( .64) (.87) 

Rape -.01 .03 2.24 -.36 -.58 .33 
( .01) ( .22) ( .70) ( .64) ( .36) ( .33) 

Assault -.97 .24 9.55 -.26 1.33 -2.07 
(1. 64) (1. 43) (2.55) ( .39) ( .68) (1. 78) 

Robbery .04 -.19 -2.11 2.12 2.43 -3.06 
(.04) ( .82) ( .43) (2.32) ( .92) (1. 90) 

Burglary -.85 .11 1.02 .15 -.15 -.48 
(1.90) (1.43) ( .57) ( .50) ( ,15) ( .86) 

Larceny -.95 .11 2.33 .43 .95 -.76 
(2.14) (1.47) (1. 31) (1.49 ) (.93) (1. 36) 

Auto -1.04 .06 -.82 .79 .88 -.35 
(1. 24) ( .42) ( . 21~ ) (1.41~) ( .46) ( .33) 

A 
All Violent -.66 .14 3.68 -.03 .42 -1.14 

(2.01) (1. 56) (1. 78) ( .08) ( .40) (1. 78) 

All Property -1.00 .12 1.24 .22 .26 -.45 
(2.33) (1.66) ( .72) ( .80) ( :?7) ( • 85) 

\ 

CI 
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TABLE 4.17A 

DETERMINANTS OF THE INCARCERATION RATE: 
GEORGIA, 1978: TSLS PROCEDURE 

..::t-. 
I:Q 

Dependent 
Independent Variable 

Variable CRM ~ Pl:2-12 NI-I INQOME QOP 

Homicide -6.10 1.67 4.21 -.20 .43 8.75 

(2.80) (2.86) (1., 51) ( .47) ( .31) (2.05) 

Rape -.73 .18 5.10 .13 2.14 -1. 57 

( .24) ( .30) (1. 20) ( .21) (1. 07) ( .26) 

Assault -1.59 .36 12.00 .16 3.67 -3.70 

( .42) ( .51) (?.49) ( • 21) (1. 50) ( • 50) 

Robbery 2.28 -.61 -4.29 2.14 1.93 -6.71 

( • 42) ( . 60) ( • 62) (1.98) ( • 55) ( • 63) 

Burglary -2.82 • 31 2.72 -.42 .47 3.42 

(2.13) (2.07) (1. 22) ( .89) ( .36) (1. 35) 

Larceny -2.50 .27 3.35 -.08 1.06 2.76 

(1. (6) (1. 68) (1.41) ( .16) ( . (6) (1.03) 

Auto -1.72 .13 .69 .80 2.17 -.31 

( • (2) ( .49) ( .17) ( .95) ( .91) ( .07) 

All Violent -2 .. 22 .44 6.23 .21 2.07 -.17 

(1.10 ) (1.16) (2.42 ) ( .54) (1. 59) ( .04) 

\ 
All Property -2.94 .32 2.95 -.32 .91 3.35 

(2.29 ) (2.20) (1. 36) ( .(2) ( .(1) (1. 37) 
,a 
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TABLE 5.13.4- TABLE 5,,14A 
t, 
" 

DETERMINANTS OF THE AGGREGATE ARREST RATE WITH THE LAGGED CRIME 
)- DETERMINANTS OF THE AGGREGATE ARREST RATE WITH THE LAGGED CRIME RATE AS A I 

RATE AS A REGRESSOR: NO RTf! CAROLINA, 1979: OLS PROCEDURE I REGRESSOR: NOR~rl CAROLINA, 1979: TSLS PROCEDURE 
L ., 

f 
! 
1 

Depend. Independent Variable i Depend. Independent Variable 
Eg,n. ;j Egn. I 

Var. SIZE P15-1.2. NW .lIT£.. COP 
>j 

:1 
Var.~ CRM SIZE PI 5-19 NW INC COi' 

<l 

(1 ) J 
(1 ) Homicide -.17 -.01 .19 .12 .53 .21 Homicide -.38 .00 .26 .14 .34 .59 

(1. 09) ( .17) ( .39) (1.19 ) (1. 00) ( .63) ( .81) (.06) ( .48) (1.16 ) ( .47) ( .65) 

(2) Rape -.28 -.02 -1.32 .53 -.40 -.75 
(2) Rape -.46 -.00 -1.04 .62 .20 -1.37 

(1. 49) (.46) (2.20) (4.U) ( .60) (1. 80) (.91) (.03) (1. 69) (4.38) (.20) (1.12) 

( 3) Assault -.49 -.03 -.44 .12 .61 -.45 ( 3) Assault -.91 -.01 -.31 .17 .23 .31 
(3.11 ) ( .81) (.90) (1.17) (1.10) (1. 30) (1. 58) ( .27) (.50) (1.12 ) (.28) (.30) 

(4) Robbery -.64 .09 1.18 -.26 -2.38 .11 (4) Robbery .03 .09 1.40 -.18 -.35 -2.85 
(2.10) (1. 31) (1. 24) (1.25) (2.24) ( .16) (.04) (1. 21) (1. 40) ( .76) ( .25) (1.95) 

(5) Burglary -.49 .01 -.13 -.00 -.45 .24 ( 5) Burglary -1.20 .01 .02 -.03 -.15 1. 59 
(2.69) (.20) ( .32) ( .49) (.96) ( .60) 

~ 
(2.84 ) ( .29) (.06) ( .38) ( .28) (1. 32) 

( 6) Larceny -.12 -.01 -.73 (6 ) Larceny .31 .00 -.58 .25 .76 -1.98 .17 .13 -.15 ~ ( .60) (.26) (1.63) (1. 84) ( .25) ( .35) U 
(.56) ( .11) (1.3l) (2.40) (1.16 ) (1. 20) 

(7) Auto -.69 .01 -.03 -.07 -1.08 1.27 ! (7) Auto -.77 .02 .12 -.03 -.58 .86 
(3.26) ( .33) ( .06) ( .77) (1.98) (2.77) (1. 28) ( .49) ( .23) ( .23) ( .82) ( .53) 

(8) All Violent -.50 -.02 -.41 .15 .48 -.56 tl 
(8 ) All Violent -.53 -.02 -.34 .18 .65 -.76 

(3.69 ) ( .81) ( .97) (1. 66) (1. 00) (1. 87) (1. 52) (.50) ( .62) (1. 36) ( .98) (1. 24) 

i (9) All Property -.29 -.00 -.50 .08 -.14 .09 (9) All Property -.79 -.00 -.43 .08 -.03 1.16 
(1. 89) ( .11) (1.46) (1.14 ) ( .36) (.27) 'I (1. 76) ( .12) (1. 25) ( .96) (.06) (.85) 
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TABLE 5.15A 

DETERMINANTS OF THE INCARCERATION RATE WITH THE LAGGED CRIME RATE AS A REGRESSOR: 
NORTH CAROLINA, 1979: OLS PROCEDURE 

Depend. Independent Variable 
Egn. CRM SIZE P15-19 NW INC COP 

Var. 

(1) Homicide -.23 -.22 -.89 .113 .20 -.25 
( .94) ( .39) (1.13) (2.57) ( .23) ( .45) 

(2) Rape -.55 -.10 -1.92 .99 1.04 -.43 
(1. 04) ( .80) (1.14 ) (2.74) ( . 56) ( .37) 

( 3) Assault -.78 -.01 0.39 .46 .25 -.18 
(2.82) ( .10) ( .48) (2.58) ( .27) ( .31) 

(4) Robbery -.64 .04 -.76 .16 -2.27 -.01 
(1. 69) ( .45) ( .64) ( .62) (1. 72) ( .01) 

(5 ) Burglary -1.01 .02 -.59 .51 .35 -.35 
(2.58) ( .41) ( .68) (2.56) ( .34 ) ( .42) 

(6) Larceny -.62 -.00 -.45 .23 .03 -.52 
(2.04) ( .07) ( .68) (1.63) ( .03) ( .78) 

(7) Auto -.24 -.08 .16 .52 1.64 -1.00 
( .44 ) (1. 01) ( .13) (2.12) (1.18) ( .85) 

(-8 ) All Violent -.76 -.03 -.41 .47 .87 -.16 trJ . 
(3.96) ( .81) ( . (8) ( 3.60) (1. 29) ( .38) -.:J 

,a 
\ (9 ) All Property -.80 .01 -.42 .36 .20 -.40 

(2.90) ( .17) ( .69) (2.86) ( .28) ( .66) 
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TABLE 5.16A 

DETERMINANTS OF THE INCARCERATION RATE WITH THE LAGGED CRIME 
RATE AS A REGRESSOR: NORTH CAROLINA, 1979: TSLS PROCEDURE 

Depend. Independent Vari~b1e 

Var. CRM SIZE P15-1,2. NW INC 

Homicide .06 -.04 -1.11 .36 .00 
(.07) (.61) (1. 27) (1. 73) ( .00) 

Rape .13 -.12 -2.16 .91 1.57 
(.09) (.92) (1.19) (2.18) (.54) 

Assault -.11 .00 -.36 .47 -.38 
(1.19 ) (.05) (.35) (1. 91) (.28) 

Robbery -.52 .05 -.51 .25 -1.17 
(.70) (.54) (.40) ( .84) (.65) 

Burglary -1.26 .03 -.36 .57 1. 02 
(1.16) (.51) (.38) (.2.62) (.74) 

Larceny - .64 -.04 -,.46 .22 .04 
(.64) (.07) (.57) (1.19) (.00) 

Auto - .31 -.07 .37 .59 2.35 
(.22) (.86) (.31) (2.18) (1. 43) 

All - .97 -.03 -.35 .49 .69 
Violent (1. 95) (.48) (.44) (2.65) ( .72) 

All -1. 47 .00 -.41 .32 .05 
Property (1. 47) (.05) (.54) (1. 81) ( .04) 

COP -

-.21 
( .14) 

-1. 56 
(.43) 

.87 
(.52) 

-1. 46 
(.78) 

- .57 
(1. 81) 

- .44 
( .15) 

-1. 70 
( .46) 

.20 
( .23) 

1. 40 
( .46) 

.A 
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