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Police patrol allocation in urban areas has been extensively studied in the 

pasl, using a var-iely of quantitative and management techniques. Virtually all 

of these studies have been based on the assumptions that the region being 

served has a high population density and that immediate response is necessary 

for most calls for service. Police forces in rural or suburban areas have been 

unable to adapt these models due to sUbstantial differences between ·the high 

density (low area) and low density (wide area) environments. 

In this study we have formulated and developed a new model that is con­

sistent with conditions in large, low population regions. Termed SWAP (Stra­

tegies .for Wide Area Patrol), it has been tested using data and advice from the 

Washtenaw County (Michigan) Sheriff Department. The SWAP model should be 

useful for evaluating rural patrol allocation policies in thousands of county 

sheriff and small police departments across the country. It should prove par­

ticularly useful for maintaining effective patrols when resources made available 

to the policing agencies are reduced, or in evaluating the cost-effectiveness of 

providing contract police patrol services to unincorporated areas or small 

towns and villages. 

The model currently has been implemented on a large main frame com­

puter, in a form suitable for further development or use by patrol planners with 

access to operations analysts or software profeSSionals. Implementation on a 

microcomputer, for Wide-scale distribution, although an original secondary goal 

of the project has not been effected. We expect. however. that if the model is 

found to be useful to rural patrol planners. microcomputer implementation will 

be feasible. 
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2. STATEMEN:r OF PROBLEM 

PoHce patrol forces operate in rllral environments in thousands of counLies 

and smail towns across the country. Like fire departments and emergency 

ambulance services, they must provide the community with prompt and effec­

tive emergency service whenever it is requested. Deputies in patrol cars 

respond to calls for service throughout a region of primary responsibility, 

c:alled the "response area" or "beat". The design of beats and the allocation of 

patrol cars to the beats are important decisions that face every police and 

emergency service department. The department's efficiency is strongly depen­

dent on these decisions. Extensive studies have been made of the polic~~ patrol 

process in dense population urbrr.n areas, but the specific problems of wide­

area patrol allocation have been rarely explored. Some aspects that make 

wide-area patrol diff.erent from urban patrol include: low population density, 

poor access to certain parts of the region being covered, and many distinct 

types of calls for service. This report addresses these considerations by 

developing a model -- termed SWAP (Strategies for Wide Area Patrol) -- suitable 

for use by rural patrol forces. 

2.1. Comparison of Rural and Urban Patrol Models 

Larson's [1] extensive studies first formalized the urban police patrol 

problem in terms of queueing models and optimization criteria. He developed 

a travel time model, patrol allocation algorithm and simulation model based 

on the assumptions of high populatlOn density areas. Kolesar and Blum [2] 

laler developed a "square root lav" to represent travel times for use in fire 

engine response areas. Based on these studies, Chaiken and others at the 

Rand Corporation developed three modals. The first, PCAM (Patrol Car 

. .dUocation Model) [3] is primarily used to determine the number of units to 

allocate to individual pre-defined sectors. A second modeL the Hypercube 

'. 
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Queueing Model [4,13], is used to determine the. design of these sectors or 

"beals" wiLhin a larger region. The third, a simulation model [5], was also 

de\1Elloped and used for the specific data and geography of New York City. 

Other analyses of urban patrol systems include the LEMRAS 'uodel developed 

at IBM [6], a UCLA model created for the Los Angeles Police Department [7], 

and a beat optimization model by Bammi [8]. 

All of the above models assume that large computing resources are avail-

able to the us~r. While large city police departments may have these 

resources, smaller departments rarely have sophisticated computers or staff 

available lo them. Heller, et al. [9J, have developed algorithms for planning 

with low-cost computer processors, but, again, their methods depend on the 

attributes of an urban environment. 

There are numerous basic diffe!:'.Ences between urban and rural patrol. 

Urban patrol involves travel on a road grid with a high denSity of road mileage 

wilhin each sector and small response times with respect to total service time. 

However, in rural areas, travel time is often the major component of total ser-

vice time. Rural areas generally have poor road access, and travel time is 

often highly dependent on the location of the vehicle relative to a limited 

number of major thoroughfares. This property immediately excludes the use 

of models (such as the Hypercube Queueing Model) which rely on the assump­

tion that trc,vel time is small compared to total service time. Any model that 
" 

is to be useful for rural analysis must include this heterogeneity of travel 

times across Lhe region. 

Allhough the PCAM and Hypercube Queueing Models have been used in 

many police departments [10], to our knowledge all of these uses have been in 

an urban environment. The great majority of the users have been city police 

deparLments. Each of the relatively few county sheriff departmE'int users has 
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apparenlly used Lhe models only for patrol analysis in the urbanized areas 

wlLhln Lhoso counLies. One analysis that relaLes specifically to the rural patrol 

problem is an English report [11] that gives only general guidelines for rural 

patrol manpower requirements. Within our own experience, an implementa­

tion of PCAM was attempted a few years ago in Washtenaw County, but for the 

reasons discussed above it produced results that were not useful to the county 

sheriff department's wide area patrol planning. In particular, PCAM provides 

information only on the number of cars needed in a region, but. not on how 

(when and where) they should patrol in that region. 

The rural setting also complicates the redeployment and repositioning of 

vehicles when one unit must "fill in" for a busy patrol car in an adjacent sec­

tor. In urban areas, several patrol cars are generally assigned to each beat, 

and beats are close together. This makes the backing up of a busy car rela­

tively simple. The size of the rural regions significantly alters such behavior 

and requires a new allocation strategy that an urban force rarely needs. 

Another consideration required in the rural context involves distinguish­

ing among different types of calls for service. This is necessary to anow the 

dispatchers to pre-empt patrol cars from low priority calls to free them more 

quickly for l:lervice of emergency calls. The Hypercube Queueing Model and 

PCAM do not allow for pre-emptive queue disciplines. Longer travel times and 

fewer cars assigned to beats in rural areas exacerbate the effect of pre­

emptive dispatching and limit the utility of models that do not consider it. 

2.2. Generic Description. of Wide Area Patrol Environment 

The basic model of wide area patrol is developed in Sections 4 and 5. This 

model reqnires descriptive elements of the geography and patrol procedures 

. ot the area to be modelled. Useful descriptive terms are defined below. 

'~ '~\ 
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a) The jur7$diGti,07!. is the entire area to be covered by the patrol force. ]n 

this study the jurisdiction is Washtenaw County, Michigan, but it could be a 

port.ion of a county, a park, a subset of a State Highway network, or a subur-

ban area. 

b) A region is the smallest useful subdivision of a jurisdiction. It should be 

possible to associate the following aLtributes with each region: 

• a geographical19cation (either as a point or a portion of area); 

• a rate of calls for service; 

" a measure of the service time for calls (if different from that of the 

entire jurisdiction); 

• one or more patrol units with responsibility for responding to calls 

for service. 

In this study, the regions are the twelve rural townships in western WashtE'naw 

County. 

c) A patrol v,ni!., generally a squad car, patrols a specified beat and is 

available for dispatch to a call for servtce. F'or the purposes of modelling the 

patrol units are considered to be distinguishable from one another. 

d) Calls for service ("CFS") are requests for some kind of ir ... -ptil son, on:::, 

site activity on the part of the patrol force, (see Larson [1]). For use in the 

models developed here, Lhe assumption is made that hourly rate statistics are 
~, 

available for each region for the following three types of CFS: 

• routine - calls which require an ordinary response by a patr~l unit; 

• emergency - calls which require a rapid, "lights-and-siren" response; 

• unfounded - a routine CFS that turns out to be a false alarm, or one 

that otherwise requires essentially no time for servicing. 

"I 
1 
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Appropriate use of Lh>..~ model is based on the presumption that calls for ser-

vice that can be handled by not dispatching a patrol unit (Le., by taking a 

report on the telephone) are not included in the call rates. Activities besides 

servicing C]i'S's that take up a patrol unit's time such as lunch breaks, deliver-

ing prisoners, and performing property checks are also excluded from the CFS 

rates. 

A fundamental assumption made for the purposes of this study is that CFS 

rates are independent of the status or number of patrol units in a jurisdiction 

or region. This means that CFS rates are completely exogenous to the patrol 

policy. This assumption can be easily relaxed, however, to take into account 

such dependent calls as patrol initiated activities (Larson and McKnew [12]), 

or directed patrol-generated calls. 1n general it is assumed that CFS rates are 

readily available, or computable, from existing data sources. 

e) Travel time distributions describe the likelihood of the possible time to 

travel between all pairs of regions. Obtaining these distributions is somewhat 

ledious, particularly if there are a large number of regions, yet they are 

essential for a realistic representation of the geographical features of a jurisd­

iction. Because of their importance, we describe in Appendix B a procedure 

that can be used to efficiently generate appropriate travel time distributions. 

The method involves subjective assessment. of travel speeds and geometric 

computation of travel distances. Whether or not the procedures of Appendix B 

are used, the model requires an average travel time between all pairs of 

regions for responding to both routine and emergency calls for service. Aver-

age time to travel to routine and emergency calls within all regions is also 

required. 

f) The service time for handling calls is assumed to be exponentially dis­

tributed, with an average Lime depending upon the region and type of call.. 
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Unfounded callH are assigned appropriately small average service times. 

g) Dispatch procedures built into the model are representative of most 

agencies responsible for wide area patrol. A single dispatcher recf,lives calls 

from cilizens or other law enforcement agencies. A unit resp0l:\sible for 

responding to the region from which the call came is dispatched, if one is 

available. If no unit is available., and if the call is an emergency, anf free unit 

in the jurisdiction may be dispatched. If no unit is available and the call is 

routine, then it is "stacked" in a "first-come first-served" queue to be serviced 

as soon as a responsible unit becomes available. 

h) Each patrol unit is assigned a coverage factor (a number between 0 

and 1) for every region in the jurisdiction, indicating that unit's responsibility 

for rouline coverage in that region. A factor of 1 indicates that it. is the only 

unit responsible for responding to routine calls in that region, a factor of 0 

m.eans it has no responsibility to respond, and a factor between 0 and 1 indi-

cales shared responsibility with another unit. 

2.3. Criteria Used for Policy - Making 

A rural police department often faces a different set of objectives than 

urban police departm.ents. For example, since average response time is 

longer: iTl large areas with low population density, it may be more important to 

respond to seriolls crimes and accidents within a desired time than to minim­

ize the average response time for all calls. This often leads to a formal or 

informal priority system for responding to calls. 

With a priority queueing system, police effectiveness may be measured by 

average response time to "high priority" calls and by a different measure of 

effectiveness for lower priority calls. For example, the percentage of low 

priority calls answered within a suitable pre-arranged time interval may be an 

.'" ' . 
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appropriate measure of the police department's effectiveness. 

Because of the unique concerns of rural police departments, we have con-

centrated ob developing a model that will produce the following measures that 

could be used to evaluate patrol policies: 

Travel time, which is defined as the time between departure of a patrol 

unit to respond to a CFS and arrival at the caU's location. Since travel time is 

a random variable, appropriate measures are its expectations and cumulative 

dislribution. It is useful to have these measures for each patrol unit and for 

each type of call. 

Response ti:me, which is defined as travel time plus any time during which 

the call was queued awaiting availability of a patrol unit. This is also a random 

variable, and it is desired for all units and types of calls. 

]ilraction oJ lime each patrol unit spends on palrol in each region. When 

the duties of the police officer during patrol are specified by a superVisor, this 

time is referred to as directed patrol. 

Fraction oj lime each patrol unit spends in each region (either on patrol 

or servicing calls). 

Queue characteristics, including expected number of each type of call in 

queGa, and fraction of time a queue exists, for each region and call type. 

2.4. Policy Related Control Variables 
." .' 

In order to develop a model to help analyze various patrol policies, it is 

important to be able to represent a wide range of policy choices through a 

simple, understandable set of policy variables. 

The general dispatch procedure, of course, is one aspect of policy that can 

be varied by structural changes in a modeL In this study, we have chosen to 
., 
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allow two priority levels. "emergency" and "routine". Routine calls are 

assumed to be pre-emptable by emergency calls. (In Washtenaw County. 

"emergency" and "routine" calls are referred to as "immediate" and 
I.') 

"expedite" -- see Appendix A). 

The di~'"itrib7J.tion of an indiVidual unit in time and space is given in terms 

of a patrol-switch matrix X, and switch interval T, where, 

Xii = prob. ~ unit patrolling in region i will switch 

to region j at the end of the next interval 

ol'length T JI T, 

i,j = 1, 2 .. " N . 

Note that each unit will have its own patrol switch matri:r: X. The \ 'f/2 
\ I 

numb~rs in each X matrix are intended to represent the general instructions 

given by the patrol planner to each unit on how to patrol in the absence of a 

CFS. Thus, without any responses to calls, X itself could be used to calcu-

late, for example, the average fraction of time spent by that unit in each 

region and the expected lime spent on natrol in any region before going to the 

next. 

The coverage maLrix C represents the responsibility the units have for 

responding to calls in the various regions. Thus 

where, 

Cii = frac Lional responsibility unit i has for 

responding in region j , 

fI 
~ Ctj = 1 for all j . 
i=l 

This matrix is used Lo compute response probabilities. ln particular the 

probability thaL an availa.ble (Le. not servicing a call) unit i will respon(c;l. to a 

11 

call in region j is cii I 2; cii ' where now the sum is over available units. 
i 

"1 
\ 
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3. PHILOSOPHY OF MODEL DEVELOPMENT 

When8vcr an analyst is asked to develop a mathematical model to help real 

decision making, there are always compromises to be made between: realism 

and solvability; data requirements and cost of collection; detailed results and 

gaining of general insight. ln this section we briefly discuss these issues in the 

context of the approach we took to develop the models in Sections 4: and 5. 

3.1. Analylical vs. Simulation. 

Simulation is an extremely powerful modelling tool, most useful when try­

ing to represent a real system that is characterized by complexity in the logi-

cal relationships among its various components. Police patrol in wide areas 

can be effectively simulated bY'fmy of a number of contemporary commercial 
1/ 

simulation languages. To test the usefulness oifsimulation as a patrol policy 
" 

planning tool, we developed a simulation model of wide area patrol specifically 

geared to Washtenaw County. Although the specific code used and the details 

of this SIMSCRIPT-based simulation, along with sample inputs and outputs are 

available from the authors, they are not included in this report. (A,Jpendix C 

contains a brief discussion of the simulation model.) 

On the basis of our experience, we recommend such a simulation not be 

used as the primary SWAP planning tool. There are a number of reasons for 

this conclusion: 

a} Monte-Carlo simulations in general are useful only when interpreting 

"steady-state" results. These results in turn require large numbers of replica­

tions, or "runs" (starting with the same initial conditions) to provide r~liable 

estimates of output measures of interest such as average response times or 

percent of time on patrol. Although we were able to obtain reasona.ble results 

af:ter only a few hundred replications, to provide a high degree of statistical 

13 

confidence for these results, computer runs of thousands of replicJations, cost-

ing tens of dollars, would have been necessary for evaluating each combination 

of a patrol policy option and set of input parameters. 

b) The compuLersofLware needed Cor developing and running these simu­

lations is not necessarily available to many of the agencies who could poten­

tially benefit by such analysis. Furthermore, there are few microcompnters 

available that have computational speed, storage capacity or even compilers 

to run these simulations in their present form. 

c) A modest change in structure of the jurisdiction or policy options being 

simulated (e.g., addition of a region, allowing split responsibility for some cars, 

changing the priority scheme) would require a complete change in the simula­

tion. Although this problem also holds for an analytical model, such changes 

are more easily implemented in the latter case. 

c) The transient behavior of the system (Le., the changing of performance 

measures over the length of a shift to another) is difficult and costly to simu-

late correctly. 

Because of the above problems associated with simulation models, our 

efforts were concentrated on developing an analytical model that computes, as 

a function of patrol policy, the various performance measures of interest. 

3.2. Steady-State VB. Transient Analysis 

Since the major objective of our model is to provide decision makers with . 

performance measures as a function of patrol policies, it is important to 

examine these measures closely. F\pr example, considor the measure d = 
'II 

"fraction of time car 1 is available f~\r directed patrol." Assume it is agreed 
\\ 
1,., 

and understood that directed patrol taR:~~ pl~£.e.wheIfever a car is not travel-
'- -'-<---= 

ling to (or servicing) a call, engaged in ·'some self-initiated activity, or 
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otherwise occupied (e.g., in transporting warrants or prisoners, at the gas sta­

tion, etc.). Suppose in addition that a car always spends the first half of a 

shifti1available" and after four hours always becomes unavailable for the 

remaining four hours. Then d = 1 for the first half-shift, d = 0 for the 

second half-shift and d =.5 for the entire shift (the latter .being valid if we 

interpret d to be the average of "fraction of time available for directed 

patrol" over the whole shift). This behavior becomes an issue of concern when 

a measure such as d is really a function of time, i.e., d (t) . If the measure is 

not relatively constant over time, then we need to know the specific times at 

which thl'3 decision maker is interested. 

Steady-stale analysis, on the other hand, both in analytical and simula­

tion models, is based on the assumption that as t becomes "large enough". 

all measures such as d(t) become constant. Use 'of a steady-state result 

then depends upon the assumption that t is indeed "large enough", an 

assumption that can be tested only by analysis of the transient (time depen­

den t) form of the model. 

The model we have chosen to develop for analysis of wide area patrol is 

essentially a steady state one. Our numerical cOmputations showed that most 

measures of performance reach a steady-state value within a fraction of a typ­

ical patrol shift, quickly enough to allow us to argue that transient effects are 

not crucial. On the qlher hand, these particular results are data-dependent. 

and indeed are driven by the fact that in the examples we have examined the 

total call-far-service rates and service rates are reasonably large. For situa­

tions where this does not hold, a st.raightforward modification of the model 

allows lhe computation of transient performance measures, 

--l' 

' • 
• 
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3.3. Reality VB. Usefulness. 

The analytical model presented here requires individual patrol units to be 

itl one or Ii number of possible "stales," corresponding Lo: patrolling, lravelling 

lo a call, serVicing onf~ of two types of calls, etc. In addition, allowance is made 

for the possibility that a call is queued (Le., wailing to be serviced). The model 

could, of course, be extended to allow for distinguishing among more than two 

types of call, differp,nt travelling speeds depending upon time of day, distinc­

tion betw~en traffic patrol and road patrol, etc. However, sl.lCh extensions 

necessarily entail more computation, more data, and of course more possibili­

ties tor programming or conceptual errors in modelling. 

The Level of detail we chose }or this study was dictated by two factors: 

dat~ li~itations and sensitivity of output measures. Our experience with 

Washtenaw County was that call arrival rates and service times--the fundamen­

tal numbers needed to "drive" the model--were only known (or more impor­

tant, rorecastable) to an accuracy of around 10%. This is certainly good 

enough for input into a general policy-making model. but not accurate enough 

to warrant the development of a more "realistic" multi-state modeL In addi­

tion, we have chosen to represent the major feature of a patrol policy by the 

probabilistic switching process X. In the face of this useful but somewhat 

abstract depiction of what actually goes on, it did not seem sensible to insist, 

for example, upon a more precise travel time model, or to account for the 

extremely low probability event~ corresponding to multiple emergency calls in 

queue. 

, 
" 
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4. SINGLE PATROl. UNIT MARKOV MODELS 

The SWAP model we now describe is a Markov Process representation of 

calls arriving and being serviced by patrol units, or being queued to await 

allention by a patrol unit. The states of the process represent the different 

possible "snapshot" conditions that could represent the status of the system at 

any time. Although we will eventually compute output r./~easures of interest by 
'I 

assuming the process is discrete (Le., transitions betwed':n states occur at dis-
\' 

tinct points of time, separated by a length of time called a "transition period"), 

our initial model is posed as a continuous process for notational convenience. 

Since the time to travel from one region to another to answer a call, or to 

perforrn directed patrol, represents a significant prd:por-tion of a patrol unit's 

activity, one of the states is an explicit "travel" state. This represents a signifi-

cant difference from the high population density assumptions in such models 

as the hypercube model[ 4] where travel times are treated as negligible. In the 

models presented here, the, assumption of exponentially distributed travel 

times is used to calculate travel rates. A semi-Markov model. which has the 

potential to represent a wide variety of travel time distributions, is discussed 

briefly in Appendix F. 

1n the development in this section, we describe situations for a single 

patrol unit. I " The combining of these models into multiple-"unit patrols is 

presented in Section 5. 

4.1. GCI.\eral Struclure-All Calls Identical. 

We first describe the model in the case .where all calls for service are of 

the same type, possibly requiring different s't~"vice times in different regions. 

In order to develop the model we need to define states and transition rates 

between these states. If N = the number of regions, in this simple case there 

~' .. 

•••• 

' ..•.... 
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are 3N states, three for each region: 

P (i) 
s (i) 
t (i) 

Description 

unit on patrol in region i; 
unit is in se rvic e in region i; 
unit is travelling from region i. 

Note that the travel states t (i) are indexed by the region from which the unit 

is travelling, and that travelling may be due to either responding to a call or 

switching to another region for directed patrol. 

The transition rates among these states depend upon the system paraine-

ters: 

At = rate of calls in region i ; 

J.Li. :::: mean service time for a call in region i ; 

tii = mean travel time from region i to region j ; 

and upon the policy variables: 

Xii = rate at which the patrol unit switches from patrolling region i 

to patrolling region j . 

The resulting transition rates for i = 1, 2, . , . Nand j = 1,2, ... N are: 

p(i) t(i) 

p(i) p(j) 

.s (i) p(i) 

Rate 

N 
A EO ~ AI: 

1:=1 

t~ i~j 

'i=j 

1 

J.Li. 

"-
~. ~. 

,.. 

~<i.I. 

... 
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N t (i) s (j) 
Ai I L: AI.: tile 

1.:=1 

wilh all non-listed rates being O. 

The first lhree of these rates reflect straightforward lransition events: an 

arriving call (from any region) causing the unit to travel; sWitching"of patrol 

from one region to another; and completion of service in a region releasing the 

unit to patrol (in that region - by assumption). 

The transition rate from t (i) to s (j) was set to sati.sfy two conditions: 

a) The probability of going to region j from any travel state t(i) 

should be Ail A . 

b) The expected time spent in the travel state t (i) should be ti.
i

, 

weighted by the probabilities of going to region j (that is, Ajl A). 

By defining 

we see that condition a) is satisfied, since 

prob. { going to region j from t (i) ) = rlj / t rq 

and b) is satisfied since 

[ 
N ]-1 expected time spent in state t(i) = ~ Tij 

, =1 

[ N ]-1 
= AI k~1 A"tiJ<; 

N '[A A" ] = ~ tile 
1.:=1 

.. 
Ii: ': 

• •j~, . 

. -1 

• 

: e 
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Figure 4.1 shows a transition diagram for N = 2 regions. 

4.2. Multiple Priority Calls for Service 

Additional states can now be added for representing calls with different 

service rates and different priorities. Some calls, for instance, are 

"unfounded" and are discovered to require essentially no service time after 

arriving in a region. There is also generally a difference between the service 

time required for emergency calls (which demand immediate service) and rou­

tine calls that do not. This expanded model consists of 8N states. For each 

i = 1,2, ... N , the states are: 1 

State Description 
Abbreviation 1 

p (i) patrol in i; 
PATR 

t (i) travel from i to a routine or unfounded call; ETRV 
U(i) travel from i to an emergency call; ITRV 
Tso(i) service o.r a routine call in i with no calls waiting; ESRV 
TS 1 (i) service of a routine call in i with one call waiting; ESVQ 
eso(i) service of an emergency call in i with no calls waiting; ISRV 
8S I (i) service or an emergency call in i with one call waiting; ISVQ 
u(i) s'ervice of an unfounded call in i. 

UNFS 

Nole that we have now included two queueing states for "stacked" calls. Since 

the probability of receiving a call while in such states is assumed to be low, 

only one call is allowed in the stack. The t --(i) travel state is used for travel­

ling to an emergency call that pre-empts service of a routine call. 

'These abbrevia'~ions are used in the specific version of the SWAP computer program for Wash­
te1\aw cOlinLy. The notation is unfortunately potentially contusing since emergency calls are called 
"irnmediIlLe" and rouLine cal1~ are caned "expedite", hence ITRV is "travel to immediate", etc. 
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P (1) 

patrol in 

CFS Arrival 

Travel 1 

Service 

Figure 4.1 
Markov model with N=2 regions and 1 patrol unit 

---~-----~-----------___ i_'-----___ _ 

: • '! 
I 
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In order to write transition rates for this extended model, we need to 

define some additional terms: 

'A.l = rate of emergency calls in region i; 

'A.l = rate of routine calls in region i; 

'A.i,:3 = rate of unfounded calls in region i; 

/-4.
1 

= mean service time for emergency calls in region i; 

/-4.
2 

= mean. service time for routine calls in region i; 

/-4.3 = mean service time for unfounded calls in region i; 

and, for i = 1, 2, ... Nand p = 1, 2, 3 : 

'A.i ::: 'A.i + 'A.i,2 + 'A.( ; 

N 
'A.P ::: ~ 'Af: 

'1=1 

N 
t(' ::: ~ 'A.f tiJc ; 

:1:=1 

:3 
ti ::: ~ tl' . 

p=1 

'I 
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The transition rates then become, for all i = 1, 2, ... Nand j = 1, 2, ... N : 

From To Rate 

p (i) t(i) A=A2+A3 (4.1) 

p (i) U(i) A=Al (4.2) 

p(i) p(j) (~ij i~j (4.3) 
i=j 

t (i) rso(j) AJ/ (t 2+t3) (4.4) 

t (i) u(j) A!/ (t2+t3) (4.5) 

eso(i) es l(i) A (4.6) 

eso(i) p (i) 1/ f.Li.l (4.7) 

rso( i) p(i) 1/ ILf (4.8) 

u(i) p(i) 1/ f.Li.3 (4.9) 

es l(i) t (i) [11 tLi1l [A2~A' 1 (4.10) 

es l(i) U(i) Al/A (4. lOa) 

rso(i) rs l(i) A2+A3 
(4.11) 

rso(i) U(i) Al (4.12) 

rs 1 (i) t*(i) Al (4.13) 

t*(i) eso(j ) Aj/t/ (4-.14) 

rs1(i) t (i) 1/ f.Li.2 (4.15) 

Again, these rates reflect straightforward transition behaviors from state to 

state. For example, the unit proceeds from patrol to regular travel. l(i), when­

ever a routine or unfounded call occurs (4.1). If an emergency cq.ll occurs, the 

unit proceeds to emergency travel, t'l'(i) (4.2). Patrol SWitches from one region 

to another according to the policy variables, Xij (4.3). The transition rates 

from travel to service states are weighted as in the simple model (4.4-4.5). The 

transition from the special travel state, t*(j) , to servicing the pre-empting 

emergency call is found in the same manner( 4.14). 

'" ~A:~~ 

1'.····1 
' .. " : 
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F'rom service states without queues, the transition can occur to the ser-

vice state with a queue, if a call arrives (4.6, 4.11) or to the patrol state if ser­

vice is completed (4.7, 4.8). If an emergency call occurs while the patrol unit 

is servicing a routine call (wilh or without a call waiting), then the unit enters 

the special travel state, t~(j) (4.12, 4.13). Service completion from the 

queue states resulls in transition to the travel state to go to the queued call 

(4.10,4.16). From the unfounded call state it is assumed that the unit returns 

to patrol with high enough rate (4.9) that no other event can occur while the 

call is discovered to be unfounded. 

4.3. Exercising the Model 

The model of section 4.2 has been used to obtain steady state probabili­

ties for each state. It is important to note that for steady-state calculations 

we do not ne,fJd to assume that aU probability distributions are exponential. 

simply that the rates are the reciprocal of appropriate times. (In fact, call 

arrival times haV'e been found to be very close to exponential in a variety of 

settings [13]). Our analysis, however, has found travel times in wide areas to 

be more accurately approximated by a gamma or Erlang distribution (see 

Appendix B) [14]. 

Exponentia1ity of service time distributions was also investigated in Wash­

tenaw County (see appendix A). It was found that many calls required essen-

tially no service time and, so, were "unfounded". Instead of an expon.ential dis­

tribution, a "spiked" exponential distribution with an atom at t=O provides a 

betler fit to the data. We included this in the model by allowing the separate 
\~ 

possibility of unfounded calls. Then ti~e exponential assumption for the 
f 

remaining calls becomes more reasonahle. Again, when using the model for 

evaluating expected pedormance of the system, the exponential distribution 

assumption is not necessary. , 

, 

... 
"~'" ~~. 

~ 
~ .. 

.. , 
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Parameter values used in Lesling Lhe model wore Laken from actual data 

from Washtenaw County. The procedure in Appendix B for determining travel 

times was applied to the county's characteristics and used for the travel time 

parameters. 

Washtenaw County response procedures were also included in the exercis­

ing of the model. These procedures appear to be applicable in other wide-area 

r.egions. PrioriLy dispatching had been implemented in Washtenaw County to 

respond mor.e efficiently to emergency calls. In areas where travel times may 

be great. this seemed especially important. The primary feature of the 

dispaLch poticy is to differentiate between emergency calls that require 

immediate service ("immediate") and routine ("expedite") calls that do not. If 

a unit is servicing a routine call. then it may be pre-empted to serve an emer­

gency call. 

The county is also concerned with directed patrol in certain areas. The 

patrol switch probabilities Xij represent a response to this need. As policy 

variables. they enable a patrol unit to "randomize" travel by switching from 

region to region according to xii' They also determine the long run state pro­

babilities which can be used to determine the amount of directed patrol in 

each region absent calls for service. 

Washtenaw CounLy has low rates of calls for service compared to average 

service capability, and so calls wel'e queued very rarely. This justified includ­

ing only one call stacked in the queue. Additional queueing could be added, 

with a concorn itant growth in the total number of states, for areas with higher 

call rates. We feel confident, however. that low call rates are common among 

wide-area low population regions and that single-call queueing is sufficient for 

such policy-oriented models. 
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In implementing the model. we ~lad to determine a transition step size that 

would allow computation by approximating the continuous model with a discrete 

one. The value of the step size involves a trad e-off between speed of conver-

gence and computational ac~:uracy. We chose five minuLe intervals because the 

expected number of events that occur within this interval is less than 0.1. Con-

vergence to within 0.5 percent of steady-state solutions occurred in 15 to 35 

transitions, a reasonably small num.ber. With larger time inter.vals the model 

lost accuracy and with smaller intervals it converged more slowly. Solution by 
I 

iteration was chosen instead of direct inversion of the transition matrix. in order 

to determine the time to convergence to steady-state. and to allow for more 

general transient analysis, such as finding the probability of being in a state 

after time t of a shift. Analyses could then be made of both the steady-state 

results and the intra-shift probabilit.ies. 

The steady state probabilities (or transient probabilities at given times) are 

used to evaluate average response time. delays in servicing calls. directed patrol 

frequ<Jncy in each region. and other performance measures. 

For example, the average emergency travel time T is found from the pro-

babilities of being in the patrol states p (i) , or being in the "pre-emptable" ser-

vice states eso(i) and rSl(i) , or being in the state eSl(i,) and getting an 

emergency call (with rate A1). These are used to weight the average time spent 

in the resulting emergency travel state. 

i~' {~(i) + os,(i) + rso(i) + rs,(i)] l~, [~l t,;l] 
£1 [P(k) + es1(k) + rso(1c) + rSl(k)) 

(4.17) 

T= 

The travel time distri,butian can be found in an analogous way by weighting each 

intersector travel time distributIOn. Thus, if T is the ranaom variable for 

overall travel time, and Tij is the random variable for travel time from i 



~----------~--~ 

e r 

26 

to j 

.f If (i) + es ,ei) + Tso(i) + TS l(i)j ~f [~l p (r '" tl)) 1T ~ t) = _t=_I~ ___ N;;I7 ________ '=_1_A_I ___ ~_J _ 

k~Jp(k) + eS1(k) + rso(k) + rsIU(;"») 

The average respon..<:;e time to an emergency call is found by adding the 

queue times: 

to the term [~ tii 1 in equation (4.17). 

Similiar expressions hold for routine calls. 

Finally, the workload is calculated by 

N 
l-I;p(i), 

i=1 

where the total fraction of time on patrol is the proportion of directed patrol in 

each area. 

Although numerical values for these computations are available, thus far we 

have only considered the case where there is a single patrol unit. The next sec­

tion shows how a many-unit model may be developed by extending these results. 

Presentation of the numerical results of using the model are delayed until the 

mUltiple unit model is discussed. 

-- - -~ ------~ 
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5. MULTIPLE UNIT MODEL~:/ 

The model developed in Section 1· was based on the assurription that th,f:~ 
is only a single patrol unit capable of responding to calls for service Wjtt:~ Lhe 

._---~/ ~,o...-_ 

L~· 
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cussion, it is also assumed that there is only a single priority class of calls for 

service. Finally, we assume that there are no queued calls -- all calls arriving 

when both units are busy are essentially "lost". (Again, we remind the reader 

that Lhese gross simplifications are made in order to present the fundamental 

approach -- sufficient realism is re-introduced in the next section). 

The fundamental approximation made is that each uniJ; will behave 

according to its own transiti.on di.agram as in figure 4.1. The rates, however, 

will depend upon the other unit's parameters and state occupancy probabili-

ties. This interaction between the two units is represented by the input vari­

ables (in addition to the arrival rates, service and travel times and patrol­

switch probabilities introduced previously) called coverage factors. These 

were defined in Section 2 so that 

Cicio = prob. ! unit k responds to a call in region i 

given both units are available l 

where c Ii + c2i = 1 , so that some available unit must respond. Here, avau-

able means that the unit is on patrol in one of the two regions, and is neither 

travelling to nor serVicing a call. 

The procedure for incorporating the interaction between units -- in 

essence between transition structures of the type shown in Figure 4.1 -- is 

called' PIMS ( Parallel Iteration for Multiple Servers). Appendix D presents a 

more complete analysis of this method, which in outline is as follows. 

First, define availability alc for unit k to be the probability on patrol. 

i.e. , 

where plc(i) = prob ~ unit k is on patrol in region i I. Then, 

j 

29 

1) Set al = 1, a2 = 1 . 

2a)For unit 1, replace Ai by AI(1-a 2c 21) and replace A2 by 

A2(1-a2r: 22) . 

2b)For unit. 2, replace Al by Al(l-a lC ll) and replace A2 by 

Aa(1-a lC12) . 

3) Using any appropriate method, separately compute state probabili­

ties for both units (using each unit's adjusted transition rates). 

4) Check to see if either a l or aa (computed from Pl(i) and Pa(i) ) 

has changed. If one or both has, go to step 2. If not, stop. 

The link between the two units is in step 2 where the general effect is to 

allow the calls "seen" by a unit to be reduced in proportion to the other's avai-

lability and coverage responsibility. 

A number of issues related to this method are treated in Appendix p: 

a) WheLher, and how quickly, this procedure converges. 

b) If it does converge, what does the solution at convergence mean? 

c) The meLhod makes overt use of the assumption that both units being 

available are independ.ent events. Since this is clearly not true in 

general. how misleading are the results? 

d) How important is the selection of a starting value for al and a2 

(set equal to 1 in the above example)? 

We have good computational experience with this ~rocedure and have found 

that it provides output values readily useable for policy purposes. The impor­

tant fact is that step 3 involves working with (and essentially inverting) two 

6 x 6 matrices. In contrast, a straightforward ext.ension of the model of Sec­

tion 4: -- fully accounting for t,he dependence between the two units -- would 

involve a single 36 x36 matrix. Although in this case the latter is still a 

\. , .~ '. 

\. . 
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reasonable size even for a microcomputer to handle, recall that this example 

did not allow for either different priorities or queued calls. Adding new states 

necessary for incorporating these, step 5 would involve two 16 x 16 matrices, 

while the full dependence model would require a 256 x 256 matrix. 

It is also of interest to point out that although the procedure above was 

used, in this study, to compute only steady-state performance measures, step 

3 could equally well be used to compute transient probabilities (for each time 

point of interest) and associated non-steady state measures. 

5.2. K-units, N-regions and Two Priorities of Calls. 

The PIMS procedure described above can be readily extended to the case 

of K units, N regions and two priorities of calls. First we define the foUow-

ing terms. 

Overall availability for the k til. unit: 

N 
ale = }: prob. ~p (n)J , 

n=l, 
(5.1) 

Emerg ency availability 

N 
a'le = a" + }: [prob.~rso(i)J + prob. !rs 1(i)n , 

\=1 
(5.2) 

overall busy probability for the kth. unit 

ble ::;: i-ale (5.3) 

Emergency busy probability for 

(5.4) 

bllsy vector 

(5.5) 

where 
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when unit i is busy 
when unit i is available, 

emergency busy vector fL 

unit i realization probability for routine calls 

unit i realization probability for emergency calls 

K 
Tie (If.) = IT [p;b'le + (l-Pk) (1-b',,)] 

1e=1 
" .. i 

set 0/ possible busy vectors 

B = !O,ljK-l 

(5.6) 

(5.7) 

The rate of routine calls to region j for an available unit k , given it 

"sees" a busy vector l!., is 

(5.8) 

while for emergency calls, the rate to re~:on j for an available unit k given 

an emergency busy vector fL, is 

'" 't­
Il 

, , 
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(5.9) AJ 
if A 

The procedure then. in outline. is; 

1. Set bk=O for k=1,2, ... K. 

2. For unit k ,replace A[ by 

and replace Ai by 

I; rfJkj (IL) r; (!£.) . 
{t.EB 

3. Using any appropriate method, separately compute state proba­

bilities for each of the K units. 

4. Compute ak and a 'k for all k from equation (5.1) and see if 

they have changed. If so, go to step 2. If not, stop. 

The logic behind these definitions and the procedure follows directly from 

the simpler case. Expressions (5.1) - (5.4) define a unit's availability as being 

the probability it is in a patrol state (or for emergency calls. also servicing a 

routine or unfounded call). For E)ach possible busy-available combination of all 

units other than unit i (as given by all 11. E: B ), expressions (5.6) and (5.7) 

give the probability of that combination. Expressions (5.8) and (5.9) give an 

effect1,ve raLe of calls for unit k . The denominator is the average total cover­

age of available units (given .Ii or If.), and the ratio of ckj to this gives the 
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fraction of calls to which unit k will respond. If Ckj = 0 , then unit k will 

never respond to a routine or unfounded call in regi.on j . according to (5.8). 

However, even if Ckj = 0, the lower term in the bracket of (5.9) reflects an 

equally likely response of all units not busy on emergencies (their number 

being K - Il Pl- ) regardless of their not having assigned coverage in region j . 
l=k 

Note that step 2 weighs the rate conditioTlal on a particular busy vector 

.n.. by the probability that vector will be "seen" by unit k . The same issues 

about convergence and initial conditions for b" and b '" apply, in that their 

theoretical justification have yet to be established. Nonetheless, our computa-

tional experience indicates that, with care taken to assure actual convergence 

(see Appendix D), useful and practical results are obtained. In particular, step 

3 involves K separate solutions of problems involving (8N) x (8N) matrices, 

rather than the solution of a problem with a single (8N)K x (8N)K matrix--

essentially impossible for K ~ 2 and N ~ 3 . 

----------' 
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6. EXAMPLE OF USE: WASfITENAWCOUNTY. WESfERN PORTION 

The model of Section 5 was applied to a jurisdiction compriSing the 

western portion of Washtenaw County, an area consisting of twelve sparsely 
" 

populated regions called townships. The geographic layout of these regions 

appears in Figure 6.1. The area's geography, service times, travel, and call 

rates, and current policies are described in Appendix A. ' The primary measures 

of interest were the fraction of time a unit is on patrol in each township, and 

the mean response times to emergency and routine calls. Patrol units are 

referred to as "cars". 

The average number of calls for services in an hour for each region appear 

in Table 6.1. Table 6.2 contains the mean service times2 in each region for 

emergency and routine calls. In the table, the Washtenaw County designations 

of "expedite" for routine calls and "immediate" for emergency calls are used. 

Service rates for unfounded calls were assumed to be the same as those for 

routine calls. Note that all regions have the same service time, and that ser-

vice times for unfounded calls are zero. The average travel time from one 

region to another is given in Table ·6.S. The diagonal term represents the aver­

age travel time between two sites within that region. The method for determin­

ing these times is described in Appendix B. 

Five different basic patrol policies were examined. Each policy consisted 

of the number of cars k assigned to the entire area, and for each car the 

regions for which eac,h car is responsible (The coverage matrix C), and the 

patrol behavior (patrol-switch matrix X). The ~ar assigned to each region 

appears in Table 6.4fl. Hmore than one car is responsible for a region then the 

a.verage fraction of calls i:lnswered by each car is givell in parentheses. In these 

2A mean service time of 48.12 was used for this example, "ven though Figure A-3 suggests that, 
due to two outlin~ in this small data set, a mean of 40.5 (corresponding to the dashed line) might 
have been more appropriate. 
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basic policies, each car has an equal probability each hour of switching patrol 

from the current region to any other region in its area of responsibility. Jf a 

car' is in a region outside its resp"onsibility, it will switch to the nearest region 

for which it has responsibility with probability 1. For example the patrol-switch 

matrices given in Table 6.4b are for Policy 4. 

Policies 1,2,3 and 4 represent allocating 1,2,3 or 4 cars respectively to the 

jurisdiction. In Policy 5, the fourth car is used exclusively in Dexter Township 

(area 2) to examine the value (in terms of reduced response time) of a car con-

tracted for by that township. 

Tables 6.5 through 6.9 show the fraction of time. each car is expected to 

spend in each region for each activity. Tables 6.10 through 6.14 display the 

average response times for the Washtenaw County call types for each policy. 

Average response times for unfounded calls are the same as those for expedite 

calls in these tables. 

The results indicate that two patrol cars substantially reduce average 

response times to all types of calls, when compared to using a single car. A 

third car in Township 6 subsLantidlly reduces average response times in that 

region, and a fourth car leads to further reduction in all mean response times. 

The distribution of travel time is shown, for policy 4, in table 6.15. As is to 

be expected, the presence of the fourth patrol unit with 80% patrol responsibil­

ity in township 6 (Scio) provides this region with a .54 probability of having a 

travel time to a CFS of 6 minutes or less. By contrast, Sharon township (region 

7) -- which shares patrol unit 2 with four other townships -- has only a .38 pro­

bability of having travel time to a CFS be 9 minptes or less. 
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REGION EXPEDITE IMMEDIAn~ UN'p'OUNDED 

1. 0.038 0.017 0,003 
2. 0.070 0,032 0.005 
3. 0.041 0.019 0.003 
4. 0.046 0.021 0.004 
5. 0.036 0,017 0,003 
6. 0.197 0,091 0.015 
7, 0,012 0.006 O,OOJ 
8. O.Olb 0.007 0.001 
9. 0,038 0.017 0.003 

10. 0.020 0.009 0.002 
11. 0.009 0.004 0.001 
12. 0.021 0.010 O,OO~ 

1 2 3 
Lyndon Dexter Webster 

4 5 6 
Table 6.1. 

Sylvan Lima Scio Hourly Call Rates. 

7 8 9 
Sharon Freedom Lodi 

if 

" 

10 11 12 
REGION EXPEDITE IMMEDIATE 

Manchester Bridgewater Saline 
1. 27,36 48.12 
2. 27.36 48.12 
3. 27.36 48.12 
4. 27.36 48.12 

Figure 6.1. 5. 27.36 48.12 
6. 27.36 48.12 

Western 12 Townships of WashLenaw COLIDly. 7. 27.36 48.12 
8. 27.36 48.12 
9. 27,36 48.12 

10. 27.36 48.12 
11. 27.36 48.12 
12. 27.36 48.12 

Table 6.2. 

Mean Service Times in Minutes. 
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Reg ion 

Table 6.3. Mean Region to Region Travel Times (in Minutes) 

Polic 1 2 3 4 5 
Total No. of Cars . 2 3 4 4 l. 

1 1 1 1 1 1 
2 1 1 1 1 4 
3 1 2 2 3 3 

R 4· 1 1 1 1 1 
e 5 1 1 1 1 1 
g 6 1 2 2(.2),3(.8) 3(.2),4( .8} 3 
i 7 1 1 1 2 2 
0 8 1 1 1 2 2 
n 9 1 2 2 3 3 

10 1 1 1 2 2 
11 1 1 1 2 2 
12 1 2 2 2 2 

Car Number Responsible For Region 

Taole fl. 'a. Number of cars, and patrol cars responsible for 
each r'::gion, for five different policies. Parentheses show 
fraction of shared responsibilities. 
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HOURLY PATROL SWITCHING PROBAB I LI TI E S 
CAR. 1 
0.250 0.250 0.0 0.250 0.250 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.250 0.250 0.0 0.250 0.250 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 a 0 
0.250 0.250 0.0 0.250 0.250 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.250 0.250 0.0 0.250 0.250 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
CAR. 2 
0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.200 0.200 0.0 0.200 0.200 0.200 
0.0 0.0 0.0 0.0 0.0 0.0 0.200 0.200 0.0 0.200 0.200 0.200 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.200 0.200 0.0 0.200 0.200 0.200 
0.0 0.0 0.0 0.0 0.0 0.0 0.200 0.200 0.0 0.200 0.200 0.200 
0.0 0.0 0.0 0.0 0.0 0.0 0.200 0.200 0.0 0.200 0.200 0.200 
CAR. 3 
0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.330 0.0 0.0 0.330 0.0 0.0 0.330 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.330 0.0 0.0 0.330 0.0 0.0 0.330 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 
0.0 0.0 0.330 0.0 0.0 0.330 0.0 0.0 0.330 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 
0,0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 
CAR. 4 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 ·0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.000 0.0 0.0 0.0 0.0 0.0 0.0 
COVERAGE 
CAR REGIONS 1-12 

1 1.000 1.000 0.0 1.000 1.000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 0.0 0.0 0.0 0.0 0.0 0.0 1.000 1.000 0.0 1.000 1.000 1000 
3 0.0 0.0 1.000 0.0 0.0 0.200 0.0 o 0 1.000 0.0 0.0 0.0 
4 0.0 0.0 0.0 0.0 0.0 O.BOO 0.0 0.0 0.0 0.0 0.0 0.0 

J .. 
. \ 

Table 6.4b: Coverage Matrix and Patrol SWltch Matrices for 
.,. 

Polley 4. 
:'t . 

. , 



---------.,.-------~--

- "-w 

1\ 40 
41 

CAR 1 
REGION PATR ETRV TTRV ESRV ESVQ ISRV ISVQ UNFS ALL 

1 0.086 0.007 0.003 0.012 0.001 0.009 0.001 0.000 0.119 
2 0.117 0.010 0.004 0.022 0.002 0.016 0.002 0.000 0.174 
3 0.008 0.001 0.000 0.0 0.0 0.001 0.000 0.0 0.010 
4 0.090 0.007 0.003 0.015 0.002 0.011 0.002 0.000 0.129 
5 0.099 0.007 0.003 0.011 0.001 0.009 0.001 0.000 0.132 
6 0.010 0.001 0.000 0.0 0.0 0.005 0.000 0.0 0.016 
7 0.071 0.007 0.003 0.004· 0.000 0.003 0.000 0.000 0.089 
8 0.086 0.008 0.003 0.005 0.001 0.004 0.001 0.000 0.106 
9 0.008 0.001 0.000 0.0 0.0 0.001 0.000 0.0 0.010 
10 0.076 0.009 0.003 0.006 0.001 0.005 0.001 0.000 0.100 
11 0.083 0.011 0.004 0.003 0.000 0.002 0.000 0.000 0.103 
12 0.007 0.003 0.001 0.0 0.0 0.000 0.000 0.0 0.011 

ALL 0.742 0.071 0.026 0.078 0.008 0.065 0.009 0.001 1.000 

CAR 1 
CAR 2 REGION PATR ETRV ITRV ESRV ESVQ ISRV ISVQ llNF'S ALL REGJON PATR ETRV ITRV ESRV ESVQ ISRV ISVQ UNFS ALL 1 0.042 0.011 0.004 0.009 0.002 0.006 0.003 0.000 0.077 

1 0.002 0.000 0.000 0.0 0.0 0.001 0.000 0.0 0.003 2 0.053 0.012 0.004 0.016 0.004 0.011 0.006 0.000 0.106 2 0.002 0.000 0.000 0.0 0.0 0.001 0.000 0.0 0.004 3 0.043 0.009 0.003 0.010 0.002 0.007 0.003 0.000 0.077 3 0.151 0.013 0.005 0.013 0.002 0.010 0.002 0.000 0.196 4 0.045 0.011 0.004 0.011 0.003 0.007 0.004 0.000 0.084 4 0.002 0.000 0.000 0.0 0,0 0.001 0.000 0.0 0.003 5 0.041 0.007 0.002 0.008 0.002 0.006 0.003 0.000 0,070 
5 0.002 0.000 0.000 0.0 0.0 0.001 0.000 0.0 0.003 6 0.100 0.021 0.007 0.046 0.011 0.032 0.016 0.001 0.234 6 0.258 0.018 0.007 0.063 0.009 0.049 0.012 0.001 0.417 7 0.032 0.009 0.003 0.003 0.001 0.002 0.001 0.000 0.051 7 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 8 0.O~33 0.007 0.002 0.004 0.001 0.002 0.001 0.000 0.051 8 0.002 ·0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 

\, 
9 0.042 0.009 0.003 0.009 0.002 0.006 0.003 0.000 0.074 9 0.148 0.012 0.004· 0.012 0.002 0.009 0.002 0.000 0.189 10 0.035 0.012 0.004 0.005 0.001 0.003 0.002 0.000 0.062 10 0.002 0.001 0.000 0.0 0.0 0.000 0.000 0.0 0.003 11 0.031 0.010 0.003 0.002 0,001 0.001 0.001 0.000 0.049 11 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 12 0.036 0.012 0.004 0.005 0.001 0.003 0.002 0.000 0.063 12 0.137 0.017 0.006 0.007 0.001 0.005 0.001 0.000 0.174 ALL 0.535 0.131 0.044 0.127 0.031 0.087 0.044 0.003 1.000 ALL 0.70'[ 0.064 0.023 0.095 0.014 0.078 0.018 0.002 1.000 

Table 6.5. Fractions of time spent on different activities for Policy 1 Table 6.6. Fractions of time spent on d)fferent activities for Policy 2 
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CAH 1 .. Q£\R 1 HEGJON PATR ETRV ITRV ESRV 1!:svQ lSR'V lSVQ UNj<1 8 ALL 

III Bt:GION PATR E:TRV ITRV ESRV ESVQ ISRV ISVQ UNFS ALL 1 0.088 0.007 0.002 0.012 0.001 0.00,9 0.001 0.000 0.121 
1 0.181 0.008 0.003 0.014 0.001 0.011 0.002 0.000 0.220 2 0.119 0.010 0.003 0.023 0.002 0.01 7 0.002 0.000 0.177 
2 0.214 0.010 0.003 0.026 0.002 0.020 0.003 0.000 0.280 3 0.007 0.001 0.000 0.0 0.0 0.00,0 0.000 0.0 0.008 • j"1 

0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 
:-1 3 4 0.093 0.008 0.003 0.015 0.002 0.01 1 0.002 0.000 0.132 .- 4 0.197 0.011 0.004 0.017 0.002 0.013 0.002 0.000 0.246 5 0.100 0.007 0.002 0.012 0.001 0.00'9 0.001 0.000 0.132 

5 0.201 0.009 0.003 0.013 0.013 0.001 0.011 0.002 0.241 6 0.006 0.001 0.000 0.0 0.0 0.00,0 0.000 0.0 0.008 
. ,J; 6 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 7 0.073 0.007 0.002 0.004 0.000 0.00'3 0.000 0.000 0.090 

7 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 8 0.087 0.008 0.003 0.005 0.001 0.0004 0.001 0.000 0.107 
9 0.007 0.001 0.000 0.0 0.0 0.00 ,0 0.000 0.0 0.008 8 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 
10 0.077 0.009 0.003 0.006 0.001 0.00'5 0.001 0.000 0.102 9 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 

10 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 11 0.084 0.011 0.004 0.003 0.000 0.00'2 0.000 0.000 0.103 
11 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 

t 

12 0.006 0.002 0.001 0.0 0.0 0.00'0 0.000 0.0 0.010 
12 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 ALL 0.746 0.072 0.024 0.079 0.009 0.06.0 0.009 0.001 1.000 

ALL 0.805 0.041 0.013 0.070 0.007 0.055 0.008 0.001 1.000 

~ CAR 2 

\ REGlON PATR ETRV ITRV ESRY ESVQ ISR'V ISVQ UNFS ALL 
~AB ~ 1 0.004 0.001 0.000 0.0 0.0 0.00 ,0 0.000 0.0 0.005 

REGION PATR ETRV ITRV ESRV ESVQ ISRV ISVQ UNFS ALL 2 0.004 0.000 0.000 0.0 0.0 0.00 'I 0.000 0.0 0.005 
1 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 3 0.202 0.010 0.003 0.015 0.001 0.01 2 0.001 0.000 0.244 
2 0.002 0.000 0.000 0.0 0.0 0.001 0.000 0.0 0.002 4 0.004 0.001 0.000 0.0 0.0 0.00'0 0.000 0.0 0.005 
3 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 5 0.004 0.000 0.000 0.0 0,0 0.00 '0 0.000 0.0 0.005 
4 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 6 0.217 0.008 0.003 0.023 0.000 0.01 5 0.000 0.000 0.266 
5 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 7 0.004 0.001 0.000 0.0 0.0 0.00'0 0.000 0.0 0.004 
6 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 8 0.004 0.000 0.000 0.0 0.0 0.00,0 0.000 0.0 0.00<1· 
7 0.178 0.005 0.002 0.005 0.000 0.004 0.000 0.000 0.195 9 0.198 0.009 0.003 0.014 0.001 0.01 1 0.001 0.000 0.237 
8 0.194 0.005 0.002 0.006 0.000 0.005 0.000 0.000 0.212 10 0.004 0.001 0.000 0.0 0.0 0.00'0 0.000 0.0 0.005 
9 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 1] 0.004 0.000 0.000 0.0 0.0 0.00'0 0.000 0.0 0.004 
10 0.179 0.004 0.002 0.008 0.000 0.006 0.000 0.000 0.200 12 0.184 0.011 0.004 0.008 0.001 0.00 '6 0.001 0.000 0.215 
11 0.166 0.003 0.001 0.004 0.000 0.003 0.000 0.000 0.177 ALL 0.831 0.041 0.014 0.060 0.003 0.047 0.003 0.001 1.000 
12 0.180 0.005 0.002 0.009 0.000 0.007 0.000 0.000 0.204 

ALL 0.906 0.023 0.008 0.032 0.001 0.028 0.002 0.001 1.000 

CAR 3 
HEGJON PATR ETRV ITRV ESRV • ESVQ ISR'V lSVQ UNFS ALL Table 6.B. 

1 0.001 0.000 0.000 0.0 0.0 0.00 '0 0.000 0.0 0.002 
Fractions of Lime spent on different activities for Policy 4 2 0.001 0.000 0.000 0.0 0.0 0.00'1 0.000 0.0 0.002 

3 0.001 0.000 0.000 0.0 0.0 0.00'0 0.000 0.0 0.001 
(continued on next page) 4 0.001 0.000 0.000 0.0 0.0 0.00 '1 0.000 0.0 0.002 

5 0.001 0.000 0.000 0.0 0.0 0.00'0 0.000 0.0 0.002 
6 0.840 0.018 0.007 0.062 0.001 0.05 ·3 0.001 0.001 0.984 
7 0.001 0.000 0.000 0.0 0.0 0.00 '0 0.000 0.0 0.001 
8 0.001 0.000 0.000 0.0 0.0 0.00 ,0 0.000 0.0 0.001 

'.,' 
9 0.001 0.000 0.000 0.0 0.0 0.00,0 0.000 0.0 0.001 . ) 10 0.001 0.000 0.000 0.0 0.0 0.00'0 0.000 0.0 0.001 
1 J 0.001 0.000 0.000 0.0 0.0 0.00 '0 0.000 0.0 0.001 

~ 12 0.001 0.000 0.000 0.0 0.0 0.00 ,0 0.000 0.0 0.001 
-.ALL 0.851 0.019 0.008 0.062 0.001 0.05,7 0.001 0.002 1.000 

Table 6.7. }'ractions of time spent on different ( :l.ctivities for Policy 3 , "" 

1 



CAR 4 
ESVQ ISRV ISVQ UNFS ALL 

CAR 2 
REGJON PATR ETRV ITRV ESRV 

1 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
REGlON PATR ETRV ITRV ESRV ESVQ ISR'V ISVQ UNFS ALL 

2 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 
1 0.001 0.000 0.000 0.0 0.0 0.00'0 0.000 0.0 0.002 

3 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
2 0.001 0.000 0.000 0.0 0.0 0.00'0 0.000 0.0 0.002 

4 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
3 0.002 0.000 0.000 0.0 0.0 0.00'0 0.000 0.0 0.002 

5 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
4 0.001 0.000 0.000 0.0 0.0 0.00'0 0.000 0.0 0.002 

6 0.844 0.018 0.00'1 0.062 0.001 0.053 0.001 0.001 0.987 
5 0.001 0.000 0.000 0.0 0.0 0.00'0 0.000 0.0 0.002 

7 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
6 0.003 0.000 0.000 0.0 0.0 0.00'2 0.000 0.0 0.005 

8 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
7 0.177 0.005 0.002 0.005 0.000 0.00'4 0.000 0.000 0.194 

9 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
8 0.196 0.005 0.002 0.006 0.000 0.00'5 0.000 0.000 0.214 

10 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
9 0.001 0.000 0.000 0.0 0.0 0.00'0 0.000 0.0 0.002 

11 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
10 0.177 0.004 0.002 0.008 0.000 0.00'6 0.000 0.000 0.198 

12 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
11. 0.164· 0.003 0.001 0.004 0.000 0.00'3 0.000 0.000 0.176 

AJ,!L 0.854 0.019 0.007 0.062 0.001 0.055 0.001 0.001 1.000 
12 0.179 0.005 0.002 0.009 0.000 0.00 '7 0.000 0.000 0.202 ALL Q.904 0.023 Q.Q09 0.032 0.001 0,02:9 0.002 0.001 1.000 

Table 6.B. (continued from previous page) 

Table 6.9. Fractions of time spent on different, :l.ctivities for Policy 5 

(continued on next page) 

_._'-'-



., -. ---

f .-
III 

I 46 
47 

CAR 3 
lUX;\ON PATR l'~TRV lT~V l'~SIN li;SVQ lSRV lSV~ UNFS ALL BEGION EXPEDITE IMMEDIATE 

1 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 1 37.858 23.463 
2 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 2 34.016 20.395 
3 0.201 0.014 0.005 0.014 0.002 0.011 0.002 0.000 0.249 3 35.546 21.538 
4 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 4 36.041 22.070 
5 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 5 31.000 18.166 
6 0.321 0.018 0.006 0.066 0.009 0.052 0.011 0.001 0.485 6 32.056 18.840 
7 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 7 37.805 23.663 
8 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 8 32.917 19.828 
9 0.207 0.015 0.005 0.013 0.002 0.010 0.002 0.000 0.254 9 33.560 20.173 
10 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 10 40.465 25.779 
11 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 11 39.031 24.614 
12 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 12 4~.027 26.766 

ALL 0.738 0.050 0.017 0.093 0.013 0.073 0.016 0.002 1.000 
Table 6.10. Policy 1 Average Response Time To Each Region (Minutes) 

CAR 4 REGION EXPEDITE IMMEDIATE 
REGION PATR ETRV ITRV ESRV ESVQ ISRV ISVQ UNFS ALL 1 25.488 16.030 

1 0.001 0.000 O.oon 0.0 0.0 0.000 0.000 0.0 0.001 2 24.609 14.963 
2 0.915 0.007 0.003 0.030 0.001 0.024 0.001 0.000 0.982 3 22.936 13.782 
3 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 4 24·.111 15.009 
4 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 5 21.146 12.443 
5 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 6 18.626 10.515 
6 0.003 0.000 0.000 0.0 0.0 0.002 0.000 0.000 0.005 7 24.955 15.842 
7 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 8 22.589 13.686 
8 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 9 19.827 11.569 
9 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.002 10 27.279 17.646 
10 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 11 28.465 18.233 
11 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 12 25.978 16.601 
12 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 

ALL 0.928 0.008 0.004 0.030 0.001 0.028 0.001 0.000 1.000 Table 6.11. Policy 2 Average Response Time To Each Region (Minutes) 

Table 6.9. (continued from previous page) REQION EXPEDITE IMMEDIATE 
1 25.062 15.545 
2 24.281 14.548 
3 21.266 13.818 
4 23.712 14.500 
5 20.820 12.030 
6 9.593 6.900 
7 24.557 15.444 
8 22.286 13.363 
9 17.629 11.175 
10 26.886 17.321 
11 28.168 17.985 
12 23.184 15.627 

., 

Table 6.12. Policy 3 Average Response Time To Each Region (Minutes) 
.. } .. -.. 
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REGION 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
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EXPEDITE 
16.28R 
16.327 
16.836 
17.571 
15.605 

8.758 
20.638 
16.553 
16.603 
16.869 
16.258 
21.190 

IMMEDIATE 
10.385 
10.080 
11.130 
11.171 
9.428 
6.386 

14.663 
11.466 
10.891 
11.950 
11.431 
15.104 

Table 6.13. Policy 4 Average Response Time To Each Region (Minutes) 

REGION EXPEDITE IMMEDIATE 
1 14.874 9.979 
2 7.482 5.152 
3 18.719 11.101 
4 14.400 9.623 
5 13.891 9.049 
6 15.278 8.497 
7 20.652 14.671 
8 16.548 11.492 
9 18.575 11.044 
10 16.938 12.006 
11 16.305 11.512 
12 21.221 15.228 

Table 6.14. Policy 5 Average Response Time To Each Region (Minutes) 
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PROBABILITY TRAVEL TIME TO IMMEDIATE CALLS IS LESS THAN OR EQUAL TO 

REGION 
LYND 
OEXT 
WEBS 
SYLV 
LIMA 
SCIO 
SHAR 
FREE 
LOOI 
MANe 
BRIO 
SALI 

MINUTES 
3 6 9 12 15 18 21 24 27 

0.036 0.217 0.506 0.757 0.901 0.964 0.988 0.996 0.999 
0.081 0.268 0.509 0.720 0.855 0.929 0.966 0.985 0.993 
0.076 0.282 0.560 0.797 0.926 0.977 0.993 0.998 1.000 
0.033 0.'88 0.432 0.657 0.812 0.904 0.954 0.9800.991 
0.039 0.236 0.523 0.766 0.907 0.969 0.991 0.997 0.999 
0.1410.542 0.813 0.933 0.977 0.993 0.998 0.998 1.000 
0.020 0.134 0.380 0.661 0.852 0.946 0.982 0.995 0.998 
0.033 0.173 0.404 0.645 0.818 0.916 0.964 0.986 0.995 
0.060 0.283 0.571 0.804 0.929 0.978 0.994 0.998 1.000 
0.034 0.208 0.505 0.765 0.908 0.968 0.989 0.997 0.999 
0.025 0.178 0.445 0.704 0.871 0.953 0.985 0.995 0.999 
0.024 0.157 0.418 0.676 0.840 0.926 0.968 0.987 0.995 

Table 6.15. Cumulative travel time distributions for Policy 4 

" 
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7. GKNERAI. POl.lCY USES AND IMPLICATIONS 

The model's primary use is the rapid computation of response times and 

coverage capabili.ties under different patrol policies. The decision maker can 

change the number of cars, regions of responsibility, and patrol policies within 

the regions. The average response times and coverage fractions then indicate 

the advantages of the different plans. This may be of particular interest to 

communities involved in evaluating either the benefits of increased service or 

the costs of decreased service. 

In Washtenaw County, several townships contract for a car to be present in 

their township a certain percentage of the time. The fraction of time spent on 

patrol can be used to show that the township is adequately covered. Response 

times demonstrate the expected effect of that coverage. For example, a com­

parison or the results from Policy 3(Table 6.12) and Policy 5(Table 6.14) shows 

that an additional car with full responsibility for Township 2 (Dexter) results in 

a reduction from 24 to 7.5 minutes in the average time to respond to a routine 

call, and a reduction of from 15 to 15.2 minutes in the average time to respond 

to emergency calls. In addition, under policy 3 region 2 has a car patrolling 

only 12% of the time, whereas using policy 5 this figure rises to 96%. This infor­

mati on is of obvious use to that township in helping to decide whether to con­

tract for a patrol car. This kind of information about the effects of adding or 

deleting a car is especially important considering the current financial plight of 

many communities. The merit of an additional car can be more accurately 

assessed and weighed against the costs of providing that car. 

Another possibility for Dext.er township would be to join with Townships 1, 

4, and 5 and to contract for a car, as in Policy 4. In this case, a car will patrol 

Dexter 22% of the time, and the mean response times are 16 minutes for rou­

tine calls and 10 minutes for emergency calls. Given each of these alternatives 

--I • 
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and Lhe model's results, the township has a beLLer idea of whether additional 

patrol is worthy of the cost of this service. 

The Washtenaw County Sheriff Department considered these kinds of com­

parisons to be one of the major potential benefits of the model. They also 

thought that expressing patrol policy in terms of the patrol-switch probabilities 

from region to region was natural. Of particular interest to them was the frac-

lion of time spent on patrol in each region. This time, called "directed patrol", 

is considered to be available for various crime prevention strategies. The abil­

ity of the model to compute directed patrol time, given the policy in terms of 

probabilities of switching from region to region, represented a major step to 

them in terms of quantifying their directed patrol capability. 

The full model was implemented on the University of Michigan Amdahl V /8 

computer. This large computer was especially useful to us, in that it has a vir­

tually unlimited storage capacity. A microcomputer was initially used for the 

project but memory limitations made the large computer more convenient. 

With sufficient coding efficiency and use of disk storage for intermediate 

results the model will be implementable on a small machine. If this is done the 

model would be accessible to many departments. Two remaining difficulties 

would be in terms of the computational speed of the microcomputer and in 

obtaining useful and readable output formats. The latter may be improved with 

more expensive peripherals. The computation time should be in the order of 

tens of minutes for a 12-regi.on jurisdiction for each policy, a practicable length 

of Lime for poHcy planning purposes. In generaL however such implementation 

considerations could be addressed readily, and should offer no real technologi­

cal challenge. 

In implementing the mndel, users must of course be aware that the results 

are only as good as the inp,ut data. Thus actual policy decisions should not be 

, .. ' 
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based on model outputs without sufficient verification of both input data and 

the model's structure being a representation of the actual procedures of Lhe 

patrol units in the jurisdiction. 

The model, as presently coded, computes the distribution of travel times. 

Distributions of response times can also be included as mentioned in Section 4. 

These may be especially important where the tails of the distributions 

represent the problems perceived by the community and where their elimina­

tion would lead to an improvement in the community's perception of service. 

·f 
.i 
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8. CONCLUSIONS AND OPEN QUESTIONS 

The SWAP model has been developed to be a policy tool for use in wide area 

police patrol. In those areas where travel time is a significant component in 

servicing a call, urban based models such as PCAM [3] and the hypercube 

queueing model [4] do not sufficiently represent reality. Our model explicitly 

incorporates travel time, making it a useful alternative. 

Travel is incorporated by representing the patrol system in terms of a Mar-

kov process model. using a travel state for each region. Other states represent 

patrol, service for different priority calls, and service with calls waiting. 

The parallel iteration (PIMS) solution approach allows this model to be 

used for multiple patrol units. In this method, calls that arrive in a region 

where the unit with coverage responsibility is busy are taken by a car from a 

neighboring region. The model successively computes the probability that each 

-
car is busy and modifies call rates to account for calls that cannot be handled 

by cars from their region of origin. The model iterates until these probabilities 

converge. This approach avoids solving a combinationally large problem for 

multiple cars and, in practice, has performed efficiently. 

The Markovian nature of the model reqUires exponentiality of both arrival 

and lravel time distributions. This assumption fits cail data fairly accuraLely 

and can be modHied for service time distributions by distinguishing between 

unfounded calls and others. Travel times, however, may have distributions 

closer to gamma or Erlang than exponential. The model can incorporate these 

distributions to produce steady-state results by using the methods of Section 6. 

A transient analysiS in this case requires a semi-Markov model. and associated 

computational diWculties. Fortunately, our results have indicated that steady 

slate is achieved fairly quickly and that transient analysiS is not necessarily 

needed for palrol policy evaluation. 

, .. 
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The exponential assumption helps to make calculations tractable. More 

reality may be added by extending the model. buL policy experience and details 

idiosyncratic to a particular jurisdiction would be necessary before these 

details could be included. In addition to adding non-exponential travel times, 

for example, additional queueing states could be used. In Washtenaw County, 

these states were judged unnecessary because of the low probability of such 

states. The problems inherent in evaluating a more complex model, requiring 

more computational efforL to solve, outweigh the need for this degree of model 

accuracy. 

A pot~ntially useful extension of our model would include the addition of 

"patrol initiated activities" (PIA's). These activities (see [12]) may occupy a 

large portion of the patrol unit's time. In fact, in the leBs populated areas of 

Washtenaw County, the occurrence rate of these activities may be substantially 

larger than the rate of calls for service. This be.havior may be in fact typical of 

areas where calls for service are relatively infrequent. 

PIA's may be easily integrated into the SWAP model by introducing transi­

tions from the patrol sLates p(j) directly Lo service sLate eso(j) or rso(j). 

The rates for these tt'ansitions would be based upon data on the frequency of 

PIA's while a car is on patrol. UnfortunaLely, this type of daLa was not routinely 

gathered in Washtenaw County, and apparently is noL in mosL other rural jurisd-

ictions. 

PJA's were specifically not. included in our model because the car's patrol 

time in a region is a measure of "direcLed paLrol". Thus, the fraction of time a 

car is patrolling represents the time that Lhe car is available to initiate other 

activiLy. The number of PIA's in Lhe region and the type of activity initiated 

may then be used to evaluate the effect of that directed patrol. The patrol pol­

icy may be modified Lo shirl directed patrol. and the results for PIA's wiLh that 
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policy may be compared with the previous policy. 

Another potential extension and use of the model would be aimed at the 

generation of a set of "good" policies by a "semi-automatic" selection process. 

The model is currently purely descriptive and offers no prescriptive solutions. 

However a multiple objective or goal programming optimization, using criteria 

that the decision maker feels are relevant, could be developed. Since the 

changes in Lhe steady-state distributions are not, in general, linear in the input 

parameters or policy variables, such an optimization scheme could become 

extremely complex. A method for linearizing the solutions in presenled in 

Appendix G. This method can be used to formulate successive linear programs 

thal will lead to a "good" but not necessarily optimal ~olicy. Additional work in 

this area may prove extremely beneficial in enhancing the model's applicabil-

ily. 

The model as presented here is general and repres'entative, but the 

specific computer code is a prototype, and practical use will most certainly 

require alterations especially, in its presentation. Problems of microcomputer 

implementation need to be addressed before the model is accessible to the 

greal majority of the nation's low popUlation, wide area law enforcement agen­

cies. This effort should entail coding in a universal microcomputer language, 

such as BASIC, and should address efficient procedures fur data storage and 

relrieval from disks or cassettes. 

A properly coded use of the model would also require a user's manual to 

accompany the code that would explain, in terms accessible to a deputy sheriff 

or patrol officers, how the model works. This should also include extensive 

inLernal documentation of the code and examples of usage on different sys­

tems. In Loo many instances, software for policy evaluation is neglected 

because of the user's difficulty in understanding its function. , .. 
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Detailed descriptions should also be given of the procedures needed to col-

leel inpuL data for the model and to consLrucL Lhe Lravel time distributions, 

These data may not be currently routinely gathered by the department, and so 

some description of how to gather it may be necessary, 

This project has constructed a model of wide area-police patrol that should 

cxpand the possibilities for policy evaluation. It has been tested with data from 

one area but warrants verificaLion by using da'i and procedures from other 

areas. Nonetheless we have concluded that wide area patrol may be modeled 

efficiently and additional effort spent in implementing it on a microcomputer 

may makn it beneficial to many departments around the country. 

REFERENCES 

(1) Larson, RC., Urban Police Patrol Ana,lysis, The M.LT. Press, Cam­
bridge, Massachusetts, 1972. 

(2) Kolesar, P. and E. Blum, "Square Root Law for Fire Engine Response 
Distances," Management Science, Vol. 19, 1973, pp. 1368-1378. 

(3) Chaiken, J. and P. Permant, "Patrol Car Allocation Model: Executive 
Summary." The Rand Corporation, R-17861 I1-HUD, September, 1975. 

(4) Chaiken, J., "Hypercube Queueing Model: Executive Summary/' The 
Rand Corporation, R-1688/1-HUD, July, 1975. 

(5) Kolesar. P. and W. Walker, "A Simulation Model of Police Patrol Opera­
tions: Executive Summary," R-1625/1-HUD/NYC, The New York City 
Rand Institute, February, 1975. 

(6) IBM Corporation, "LEMRAS Application Desc:>:iption Manual." Document 
H20-0629. Law Enforcement Manpower Resource Allocation System 
(LEMRAS) Program Description Manual. Program 5736-621, Document 
SH2 0-06 95-0. 

(7) "An AnalYSis of the Patrol Car Deployment Methods of the Los Angeles 
Police Department," Engineering School Report by Public Systems 
Analysis Class, University of California at Los Angeles, 1975. 

(8) 

(9) 

(10) 

Bamm i, D., "Allocation of Police Beats to Patrol Units to Minimize 
Response Time to Calls for Service," !nternational Journal of Comput­
ers and Operations Research, Vo1.2, pp. 1-12, 1975. 

Heller, N .. Stenzel, W., Kolde, Rand GUl, A. "Police Planning with Low 
Costs ($300-$1000) Micro-Computers and Programmable Caloulators," 
The Institute for Public Program Analysis, May, 1978. 

Chaiken, J., "Two Patrol Car Deployment Models' History Qf Use 1975-
1979," The Rand Corporation, RAND/P-6458, March, 1980. 

-. -

• iJ ,.. 
(11) 

• ~ I ' 

(12) 

III' (13) 

( 14) 

( 15) 

(16) 

(17) 

( 18) 

57 

Payne, D.F., "Study of Rural Beats," Police Research Bulletin, October, 
1969, pp. 23-29. 

Larson, RC. and McKnew, M.A., "Police Patrol-lnitiated Activities wiLhin 
a Systems Queueing Model," Management Sci., Vol. 28, pp.759-774, 
1982. 

Larson, RC., "Structural System Models for Locational Decisions: An 
Example Using the Hypercube Queueing Model," in K.B. Haley, ed., 
Operat'ions Research 1978, Nath-Holland Publishing Co., Amsterdam, 
pp.1054-1091. 1979. 

Cinlar, E.. Introduction to Stochastic Processes, Prentice-Hall, Engle­
wood Cliffs, 1975. 

Kansas City, Missouri Police Department, "Response Time Analysis," 
Executive Summary" Volume ]" Methodology; Volume II: Analysis, 1978. 

Schebil, Lieutenant RJ., Washtenaw County Sheriff Department, 
private communication, October 22, 1980. 

Hwang, C.L. and Masud, A.S., Multiple Objective Decision Making 
Methods and Applications: A State of the Art Survey, Springer-Verlag, 
New YOlk. 1979. 

Pritsker, A.A.B .. The GASP IV Simulation Language. John Wiley & Sons, 
New York, Ne\'lrYork, 1974. 



56 

Detailed descriptions should also be given of the procedures needed to col-

lect input data for the model.and to construct the travel time distributions. 

These data may not be currently routinely gathered by the department, and so 

some description of how to gather it may be necessary. 

This project has constructed a model of wide area-police patrol that should 

expand the possibilities for policy evaluation. It has been tested with data from 

one area but warrants verification by using data and procedures from other 

areas. Nonetheless we have concluded that wide area patrol may be modeled 

effiCiently and additional effort spent in implementing it on a microcomputer 

may makp. it beneficial to many departments around the country. 
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APPF.N Drx A: W ASHTF.NAW COUNTY 

A. 1 Geography 

Washtenaw County is rectangular, 30 miles wide in the east-west dimension 

and 24 miles wide in the north-south dimension. It is divided into 20 six mile by 

six mile townships. Figure A.1 shows the basic layout of the county. As shown in 

this figure, the largest cities in the county are Ann Arbor and Ypsilanti. Because 

of these ciUes, the townships of Ann Arbor and Ypsilanti are fairly urban in 

nature and are patrolled primarily by their city police departments. The other 

Lownships are relatively rural. The western 12 townships provide a convenient 

block of rnral townships and were therefore chosen as a test area for this 

analysis. 

There are five Sheriff's Department stations in the county: the main sLation, 

located between Ann Arbor and Ypsilanti. and four substations, in Ypsilanti, 

Dexter, Northfield, and Chelsea. Cars patrolling the western 12 townships gen-

erally work out of the Dexler and Chelsea substations. The dispatchers are 

located in the main station, as are the jail and administrative services. Some of 

the townships, such as Scio, have contracted with the Sheriff's Department for a 

patrol car during certain hours of the day. These contract cars are over and 

above the department's responsibility Lo patrol the portions of Washtenaw 

County not serviced by another police department. In addition to Ann Arbor and 

Ypsilanti. the cities and villages of Machester, Saline, Pittsfield, Chelsea, and 

Milan have their own police departments. These departments and the Sheriff 

Department cooperate when possible and back each other up in emergenCies. 

The roads in the western 12 townships include 1-94, an east-west interstate 

highway, M-52, a north-south state highway, and US-12, a state highway that cuts 

diagonally through Saline township. The other roads consist of paved and 

unpaved county roads. The underlying pattern of these roads is an orthogonal 

\) 
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61 • 0 grid wilh roads every mile on Lhe> nul£' Howcver, irregularities due to farms, 

CI .: 
I 

lakos, (lnd diagonal roads prt'vc·nt fIDding trav('l dislunccs belween poinLs by 
"j 

a 

• using Lhe "Manh,tltan rnptri(''' l'h(' mc>thods used to ('~Llmale lravel limps on 

these roads arc discussed Jt1 AppClldl> .. B '.: A.2 CaLL Rales and Service Times 

• The Washtenaw County Sheriff Department fills out a card on each call for 

service It rccC'ivps The's(' card~ gl\'l' It dl~~t'rtpllon of the call lype, car and off-

'. leer assIgned, 10caLlOil of ltlcldl'nl, ,HId olhf'r rt'lovtlnl dal'l In addition, these 

cards ar(~ punched by LhC' dispatcher inlo a time dock four limes. first, aL lhe i- time the calliS rec('ivcd, second, whC'n a car IS dlspltLched to lhe incident; lhird, 

• fourLh, when the offIcer radios thaL h£l Ishe has completed service. These cards 

were Lhe main SOllrce of ddltl. on ('illl rales by lownshlP and service times used Lo 
" 

LesL Uw models In lhls study. 

To esLLmalp Lh{' call rales for each township Lhe della [rom 20 months of 

1981-82 cards were collecled Totiil calls dunng tht'sP 20 months, broken down 

by Lownshlp, Ill'!;' pn'sl'nLl'd ltl 'l\l.bk A. -: ThiS ldble 'llso shows lhe average calls 

per hour for each lownship Thl'~(' ,lVcrages were ust'd uS the call rates for Lhe 

appllcaLlons of Lhe model lo Wa.shlt·l1uw Counly However, these overall averages 

are noL complelC'ly repn.'senl"Llvl' of the call rutes fal'ed by Lhe Washlenaw 

CounLy Sheriff DcprlrLrnenl ThiS IS beCrlUSC ('ull l'ull'S vdry throughouL Lhe day. 

Figure A 2, which p['(~s('nls n dilY~ of dnl.d. from February: 982, showed significant 

flucLuaLlon lrl call rclll'S dLlrtn~ lilt' duy As would be expl'l'Lcd, there were vet'y 

few culls betwl'(~tl 4 dnd 8 am, whllt' the period from ~ Lo 7 pm registered a sub-

sLanlmlly grL~(tlt'r' nllmber of t'dlls In ((',llislil' apphcalions of the model 

developed ID Lhis study, scpd.rdLp runs should be made for different periods of 

Lhe day, In order to reflpcl I tw vdrt(\Lions in (,dll ralc's. 
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Table A.l: 
Call Rates by Township in 

Washlenaw County 

Total Calls 

Jan.-Dec., April-Nov., 20 Month 
Township 1980 1981 Total 

Ypsilanti 17,328. 13,570. 30,898. 
Scio 2,615. 1,820. 4,435. 
Superior 2,609. 1,766. 4,375. 
Ann Arbor 1."1"22. 1,113. 2,535. 
Northfield 1,833. 1,275. 3,108. 
York 864. 579. 1.443. 
Pittsfield 676. 556. 1,232. 
Augusta 825. 600. 1,425. 
Dexter 977. 608. 1,585. 
Sylvan 617. 422. 1.039. 
Lima 491. 326. 817. 
Lodi 491. 357. 898. 
Lyndon 490. 362. 852. 
Websler 511. 352. 863. 
Salem 642. 329. 971. 
Manchester 262. 188. 450. 
Saline 290. 175. 465. 
F'reedom 207. 125. 332. 
Sharon 111. 163. 274. 
Bridgewater 112. 99. 211. 

33,373. 24,785. 58,158. 

(I)C"leul~L.d by dividing column 3 by 14,1>40 '" number ot houroln 20 monLlIll (610 day.) 

Average 
Calls/houri 

2.111 
0.303 
0.299 
0.173 
0.212 
0.099 
0.084 
0.097 
0.108 
0.071 
0.056 
0.058 
0.058 
0.059 
0.066 
0.031 
0.032 
0.023 
0.019 
0.014 

3.973 

In addition to call rates, the SWAP model requires input data on service 

tim es and travel times. However, Lhe data cards in use by the Washtenaw 

CounLy Sheriff Department at the time of this work did not clearly indicate 

priority of the call. Because it was felt that a correlation might exist between 

service Limes and call type, an experiment was conducted during the week of 

May 17, 1982, During this week, dispatchers marked all data cards as immediate 
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prioriLy or expedite/normal priority. 89 calls were received durIng this week, 32 

immediate priorily and 57 expedile/normal priority. These dala were used to 

estimale service limes and lravel Limes by priorily l.ype. 

Table A.2 presents a summary of the data collected during the experiment. 

These travel times provide some standard of comparison for estimating tr'l'?el 

times. However, because travel time is dependent on location of both car and 

call, as well as travel speed and availability and quality of roads, these simple 

estimates are not adequate for use in the model. The model requires a mean 

and variance of the travel time when a car goes ftom a specified township to 

another specified township. Analytical estimates of these parameters are dis-

cussed in Appendix B. 

The service times in Table A.2 have means fairly close to standard de via-

lions, and therefore might reasonably be approximated by exponential distribu-

lions. However, Figures A.3 and A.4 which show the complementary cumulative 

dislribution (l-F(x) vs. x, where x = service time in minutes) indicate a 

potential problem with using an exponential distribution. Both of these graphs 

show reasonably linear curves on the semi-log scale, indicating appropriateness 

at the exponential distribution. In Figure A.3, the fit is made closer by excluding 

the two outUers which took over 150 minutes, as the dashed line does. Note that 

tho inlercepts of the curves do not occur at the 100 percent point. This is 

because both immediate and expedite priority calls have a positive probability 

of requiring little no service lime. In the period studied, 14 immediat.e priority 

calls and 20 expedite /normal priority calls had essentially zero service times. 

The omcers radioed in arrival and completion at the same time (at least the 

displllchors punched these two times Simultaneously). These calls are called 

"unfounded" because, although an officer' responds to t.hem, they do not require 

service, ]f these unfounded calls are not considered, an exponential distribution 

provides a good fit for the service times of the remaining calls, A representative 
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Table A.2: 
Travel Time and Service Time ~ itatistics 

for 12 Western Townships in 
Washtenaw County, 

May 17-23, 1982. 

Immediate EXt )edite INormal 
Priority Priority 

32 57 

15.12 19.00 
Standard Deviation 21.81 15.90 

Servia e Time s 
Mean (Minutes) 48.12 27.39 
Standard Deviation 65.31 25.19 

Total 

89 

17.92 
17.88 

34.05 
43.43 

model thus must have the capability to treat un lfounded calls as a separate 

category, and thereby justify the use of exponentic).l service times for the other 

calls. 

A.3 Response Policy 

In general. when the Washtenaw County Sheri! 'f Department receives a call 

ror service, the dispatchers assign a car to handle ~ the call in.1mediately. How-

ever, because such a simple policy could result in a misallocation of resources, 

in 1981 the department implemented a pri.ority-ba~ led response policy. This po}-

icy assigns calls to four groups: immediate dispatc h, expedite dispatch, routine 

dispatch, and deferred response. Immediate res) Jonse calls \ ake precedence 

over all others and can preempt a deputy from se rvicing a nen-immediate calL 

(Thus they are the equivalent of "emergency" calls in the SWAP model) Cars can 

be called out of their assigned regions if necessary' to cover immediate priority 

calls. Expedite calls are handled by a car assigned to that township as soon as it 

is available. Routine calls are handled essentiall~ { as expedite calls, with the 
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exception that their level of urgency is lower and therefore deputies may drive 

slower in responding to them. Deferred response calls don't require a patrol car 

and are therefore delayed and serviced by phone. 
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APPENDIX B: TRAVEL TIME DETERMINATION 

B. 1 Inlroduction 

In rural police patrol systems, times to service calls are apt to be non-

exponential due to non-exponential travel times, which comprise a significant 

portion of total service time. Any model of rural police patrol activities musL 

therefore be provided wilh a characterization of travel times. This Appendix 

presents a practical method for approximating travel time distributions, and 

illustrates it by application to Washtenaw County. 

There have been previous efforts made to characterize travel time distribu­

tions. Primarily, work by Larson [lJ analyzed travel times in urban areas with 

roads configured in a Manhattan metric. Larson's method is not well-suited lo 

the rural setting because of the low density of roads and the lack of a consistent 

Manhattan metric. Work has also appeared in the geography literature on travel 

time distributions in Euclidean space. This work is also not directly applicable 

to Lhe rural police patrol problem because sparse roads make Euclidean travel a 

poor approximation. It would be possible to analytically combine the work of 

Larson and the geography literature. However. a simpler, more realistic numer­

ical method for generating travel time distributions has been developed. This 

method lransfers some of the burden from the analyst to the computer thereby 

reducing front-end effort. The procedure is described below. 

B.2 Development of Model 

The area under consideration (in this case, the county) is divided into 

subregions (in this case, townships). We wish to find travel 1:.ime distributions 

both within (intra) townships and between (inter) townships. 

Each township can be represented by a set of nodes. Nodes could be inter­

sections, parking lots, police stations, etc. (The practical considerations of how 
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to choose a reason< ible set of nodes is discussed in the next section). Once the 

set of nodes for a township has been developed, the travel times between all 

directly connected nodes must be estimated. Again, developing these travel 

times is conceptua llly simple but quite involved from a practical standpoint. 

Once this network of interconnected nodes has been developed, a number of 

available shorLest path algorithms can be used to construct a travel time 

matrix, which gives the minimum travel time from each node to all others. 

To generate ar 1 intraLownship travel time distribution, probabilities of the 

patrol car being al each node and the incident (call for service) being at each 

node must be assig ned. The product of the probability of the car being at node 

x and the probability of the incident being at node y defines the probability 

of arc x -y being traveled. Weighting all arcs in the travel time matrix by 

(hese probabilities and summing yields the mean travel time. Similarly, weight-

ing squared times. ror each arc by the same probabilities and summing allows 

computation of the variance. The mean and variance could then be used to fit a 

funcUon (e.g .. a ga mma distribution). The arcs could also be used to derive a 

cumulative probabi' lily distribution. 

To find an i.nte\ rtownship travel time distribution between any two townships 

the problem is to construct a travel time matrix of minimum travel times from 

each node in the l ownship that contains the patrol car (exit township) to all 

nodes in the townsllip where the incident occurs (entrance township). This can 

be done by identify jng "exit ports" in the exit township and "entrance ports" in 

Lhe enLrance Lowns] "lip. Exit and entrance ports are simply nodes where a patrol 

car leaves and ente rs Lhe townships. These ports can be identified by consider-

ing all possible rout .es between the two townships. Common sense is required to 

prevent the numbe} r o( such routes from becoming unmanageable. Travel times 

rl~om eae h exiL porL to each entrance port must be estimated. Then, a matrix of 

travel times from nodes in the exit township to the nodes in the entrance 
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t.ownship can be developed by exhaust.ively Gxamining the sum of the travel 

limes rrom a node i.n the exit township to each exit port to each entrance port 

Lo a node in Lhe entrance township and choosing the minimum time. Minimum 

times from nodes to exit ports and minimum times from entrance ports to 

nodes have already been developed in the intratownship travel time matrices. 

Thus the intertownship travel lime matrix can be generated easily using exhaus-

Live search methods. By assigning probabilities of the car and incident being at 

individual nodes in the exit and entrance townships, respectively, mean and vari-

ance of Lhe travel time distribution can be computed as In the intratownship 

case. 

B.3 Practical Considerations of Lbe Approach 

The first practical problem in implementing the approach described above 

is representing a township by a set of nodes. At a maximum, all intersections 

and points of importance could be designated as nodes. However. the more 

nodes used the larger the travel time matrices will be. Large matrices will be 

cumbersome in the computer operations, particularly if a small system (e.g., a 

THt3-80) is used. Someone well-acquainted with the township should be involved 

in selecting a set of nodes to ensure that the township is realistically 

represented. The tradeoffs in choosing a set of nodes arc: 

• The more nodes llsed, the fewer arcs will be necessary to represent 

directly connected nodes. This must be balanced with the need to 

keep the travel time matrices small. 

• If a large number of nodes is used, it is likely that many of the nodes 

represenL obscure places that are unlikely to generate calls. The user 

must lake care Lo counlerbalancc this by assigning low probabilities 

to these nodes to avoid artificlally skewing the travel time distribu-

lion. 
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Once a set of nodes has been developed to represent each township, the 

nexl. problem is Lo assign travel times between pairs of arcs directly connecLed 

by roads. Clearly in any realistic application, where there is likely to be on the 

order of 50 nodes per township. it is unreasonable to ask a member of the police 

department to estimate the Ume between all pairs of directly connected nodes . 

Instead. it is possible determine the speeds attainable on all roads in the town­

ships under consideration by interviewing someone with patrol experience and 

to use this information, together with distances estimated from a map, to calcu-

laLe travel times between nodes. 

A sample protocol follows: 

Analyst - To characterize travel times, I need to get some idea from you on 

how fast the police travel on the roads in the county. In particular, 

I'm interested in determining your effective average speed, including 

stops. on each road when you're in a hurry and traveling under siren. 

Deputy - Well, there's a lot of variability of course. WeaLher. traffic, experi­

ence of the deputy, even farmers driving equipment on the county 

roads will greatly affect our effective speed. 

Analyst - Okay. Let's just consider normal conditions and forget about snow­

storms, etc. Can you give me a range of speeds for each road that 

considers varying traffic and deputy experience? 

Deputy - I thi.nk so. Lets try some roads. 

After considering a few roads a pattern began to emerge. The deputy had 

developed six classes of roads. These are shown below. 
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P.ange of Speeds Average Speed 

5E> - 100 90 
4E> - 85 70 
40 - 70 60 
30 - 60 40 
30 - 45 30 
< 30 20 

Road Speed 

Highways 
Very good paved 
Good paved 
Good unpaved 
Poor roads, curves 
Congested urban areas I 

- ------~----~-

Since many roads traverse multiple townships, reviewing all the roacts was 

not overly Lime consuming. One issue that did arise was that attainable speeds 

do noL remain consLanL over Lhe entire lengLh of a road. Changes in the quality 

of lhe road or bad curves musL be identified in order to make the estimaLed 

speeds reflecL realiLy. The melhod llsed in this study was to mark each road 

type on a map wiLh a differenl cotor magic marker. This allowed the analysl Lo 

record the estimaLes made by the deputy rapidly enough to keep the discussion 

moving. 

Once speeds on Lhe roads inside and between Lownships are esLablished it is 

useful Lo identify roules belween Lownships. It is not necessary Lo identify 

routes beLween adjacent Lownships if nodes are defined so that both townships 

share a seL of nodes at poinLs where roads cross the border between the Lwo 

townships. (The only excepLion Lo this would be a case where a patrol car mighl 

choose to take a route in anoLher township. ThL3 case is probably not too com­

mon and if neglected would probably not change the results significantly.) Iden­

tifying travel routes between pairs of non-adjacent townships is very useful. 

While it mighL be possible to feed geographical orientation of the townships into 

a computer and have it examine all possible routes, lhis would alnlost certainly 

take a long time on a small computer. It would also require more complex 

software. The simpler approach we recommend is to simply ask a deputy what 

routes he or she might use to travel between pairs of townshij)s. 
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A sample protocol follows: 

Analyst - Given that you are patrolling somewhere in Dexter Township and get 

a call to go to Bridgewater Township. What roads would you use? 

Deputy - It depends on where I am in Dext,er and where the call is in Bridgewa-

ter. 

Analyst - That's okay. I want to know all possible routes you might use . 

Deputy - Well, those two townships are pretty far apart so I wouldn't use the 

minor roads, but there seem to be two basic routes. First, if either I 

or the call was on the east side of our township I'd probably take 

Werkner down to M-52 and M-52 to Austin. If I or the call was on the 

west part of the townships l'd take Island Lake or Dexter-Pinckney to 

Parker to Pleasant Lake to Schneider. If I was on the east and the call 

was on the west or vice versa it would depend on the specific location 

of me and the call. 

Analyst - That's as it should be. When I give this information to the computer 

it will look at both routes to go from each point in Dexter to each point 

in Bridgewater. 

In the process of identifying routes between all non-adjacent pairs of townships 

it became apparent that the routes from township X to township Y were just 

the reverse of the routes from Y to X. This would be the case unless there 

was a highway exit that didn't have an entrance or some other unusual road con­

figuration. Another observation that saved interview time was the fact that the 

routes from a township X to a township Y were very similar to the routes from 

X to Z if Z was located "past" Y from X. All total. to ascertain road 

speeds and routes for a portion Clf county consisting of 12 townships took about 

3 h.ours of time from an analyst and an experienced patroller. 

l 
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B.4 Results of Computer Runs 

A set of BASIC programs was developed Lo calculaLe shorLesL paLh Lrdvol 

lime maLrices for each of 12 Lownships in Washtenaw County and to usc these 

matrices to calculate mean and variance of the travel time distribution from 

each township to the others. The results are presented in Table B.1. It was 

assumed Lhat the locations of both call and incident were uniform in space, so 

that the resulting matrix is symmetric.s The matrix would also be symmetric for 

non-uniform car and CCllt location as long as the distributions of the car and a 

call are the same in each township. Mean to variance ratios range from aboul 

0.5 to 1.9. 

!lThe smallest geographical location routinely kept for origin of a call was "township", so that 
filler resolution of "where" in the township a call orjginates from was impossible with the data we had 
available. The location of the car at time of a call being received was never routinely recorded. 
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TABLE B.1 

INl'RA- AND INTfi:R-TOWNSHlP TRAVEL TIMES· 

1 2 3 4 5 6 7 8 9 10 11 12 
5.9 9.7 15.1 10.9 11.5 17.4 18.9 20.1 21.B 22.6 26.2 35.9 

(8.1 ) (10.9) (12.2) (23.3) (13.6) (12.4) (20.1 ) (16.9) (15.1) (15.2) (15.B) (21.0) 

2 16.3 24.B 23.5 26.2 4.7 7.9 14.6 10.1 11.0 21.2 16.5 
(17.5) (15.3) (19.!U (6.5) (10.3) (30.3) lJ6.6) JJ3.B) (22.3) (} 2.4) (13.3) 

I1.B 9.9 21.5 17.3 16.9 29.B 23.9 23.8 5.4 19.4 
(17.4) _{lB.8) (20.Ql (B.Ell (29.1) ~16.9) (16.1) (20.0) (16.41 (17.7) 

3 

24.9 32.4 7.6 9.1 13.7 13.0 15.2 18.2 19.4 
1.24.5) 1.29.~ (l6.n r 14.4) 112.3) _rim.}) J17.6) ( 16.3l (23.31 

4 

6.1 8.9 14.1 10.B 11.B 1B.B 19.3 I 20.7 I 
(9.7) (11. 9) (1B.6) (16.61 fI5.51 (13.9) ~13.9) .. (20.6-.1 . 

5 

5.6 19.3 12.8 9.9 23.6 19.B 17.6 
(8.2) ( 19.6) (I 6.9) (17.5) (13.5) (20.5) (21.Zl 

6 

6.9 11.6 18.7 11.9 16.6 25.5 
(13. ]) (17.6) (14.5) (20.6) (20.6) (27.2) 

7 

5.9 9.0 13.6 10.6 15.2 
,(9.B) (12.&1 04 ?J JJB.]) L26.n 

B 

5.5 19.2 13.B 11.2 
(B.2) (14.3) J.-17.5) (lS.Ell ,. 

9 

5.B 10.0 15.9 
(9.3) 05.9) (15. ]) -

10 

6.5 10.8 
jJl.l) ~16.41 -

11 

12 6.6 J 
(1161 

• matrix is symmetric because dislribulions of call and inciden'.. are assumed to be uniform. 

i-LYNDON 
2-DEXTER 
3-WEBSTER 
4-SYLYAN 

5-LIMA 
6-SCIO 
7-SHARON 
8-FREEDOM 

9-LODI 
10-MANCHEST 
ll-BRJDGE 
12-SALINE 
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B.5 Sensitivity Analysis 

Depending on how the nodes are assigned and how police cars actually 

paLrol, Lhe assumptions of uniform spatial disLributions for car and incident may 

or may not be valid. To test the sensitivity of the results to the choice of these 

disLribuUons a number of cases were examined. 

Intra-township travel times under a variety of probability distributions were 

calculated for Lyndon and Manchester townships. The results of these trials arc 

presented in Table B.2. In general, variance seemed more sensitive than the 

mean Lo variations in the probability distributions. One intuitively realistic case 

had the probability of a caU being 50% evenly distributed over 3 "hot spots" and 

the oLher :=50% distributed over the remaining nodes. In both townships this case 

resulted in about a 10% increase in variance and. in Lyndon. variance increased 

by 15%. Clearly. Lhe specific effecL depends on the location of the "hot spoLs". 

These results do indicate, however, lhat Uniform dislributions mighL be reason-

able approximations. Othor observaLions include: a car can reduce mean travel 

time but increase Lhe variance by paLrolling only "hoL spots". and a car can 

reduce both mean and variance by patrolling only fast roads. 

lnter-Lownships ll'avel times under different probability distributions were 

calculated for trips from Lyndon Lo Manchester and from Manchester to Lyndon. 

The resulLs of Lhese trials arc presented in Table B.3. As in the intratownship 

case, the variance was considerably more sensitive than the mean to changes in 

the probability di sLribuLions For Lhe case where 50% of the probability is con-

cenLral cd on 3 "hot spots" and the car patrols in accordance with the call disLri-

bUtion. a 6% reduction in mean and 20% reduction in variance were observed. 

Considering Lhe fact Lhat ;L might be: difficulL Lo obtain estimates for the 

probabiliLies that should be assigned to nodes, Since these estimates would have 

Lo come from SUbjective impressions ('-1.nless data collection procedures are 
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TABLE B.2 

INTRA-ToWNSHIP TRAVEL TIMES-SENSITM'rY ANALYSIS 

MANCHESTER TOWNSHIP 

Distribution 
of Car 
Uniform 

Uniform 

Uniform 

Uniform 

50% of Lime on 
three nodes, 
50% on remain­
ing 36 

Car always at 
central node on 
slow road (node 
is one of the 
three "hot 
spots") 

Car paLrols only 
M52 & Austin 
(fast roads) 

Distribution 
of Car 
Uniform 

All calls at one 
node in center 
of Township on 
slow road 

AU caUs at one 
node in corner 
of Township on 
fast road 

50% of calls 
concentrated 
on three nodes 
& 50% disLribuL­
ed over remain­
ing 36 nodes 

Same as car 
distribution 

50% of calls on 
three nodes 
50% on 
remainder 

50% of calls on 
three nodes 
50% on 
remainder 

Mean 
(minutes) 

5.B 

5.39 

5.54 

5.56 

5.11 

4.2B 

5.04 

Variance 
(Minutes) 

9.3 

5.4B 

10.16 

7.92 

B.44 

6.46 

B.36 
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changed) the assumplion of uniform spaLial disLribution wiLhin a region is noL 

unreasonable. 

As in the intratownship case, a patrol car can reduce both mean and vari-

ance by exclusively patrolling fast roads. Of course, such a procedure would 

conflict with the need for performing thorough preventive patroL 

B.B Switching Times Between Townships 

One fina.! issue concerns the time to travel from one township to anoLher 

dudng routine paLrol. (Le. when called for by the patrol-switch probabilities) 

Clearly travel times are longer than in the cases where the patrol cars are trav-

eling at high speeds with "lights and sirens". However, routine travel times 

would nut :;illlply be the high :;peed travel times multiplied by a constant. There 

are two reasons for this. First, while a deputy might slow down from 90 to 50 

mph on good roads he might only slow from 30 to 25 on bad roads. a much 

smaller percentage decrease. Second. if a deputy decides to change township~ 

and is not in any extreme h<lrry. he is apt to choose the easiest route and avoid 

driving rapidly on poor roads. 

To characterize travel times during routine patrol, new speed classes for 

roads were devised. Those are as follows: 

Road Tvoe 

Highways 
Good Paved Roads 
Good Gravel Roads 
Urban Areas 

Soeed (mDhl I 
55 
50 
40 
20 

Using these roads speeds and the list of main routes beLween townships obtained 

during the interview of the depuLy, single number estimates of inter-township 
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travel times during routine patrol were made. These are presented in Table B.4. 

To account for variability in conditions, etc., a variance equal Lo 15% of the mean 

was assigned for each average travel time. 
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TABLE B.3 

INTER-TOWNSI-llP TUAVEL TIMES- SENSITMTY ANALYSIS 

LYNDON to MANCHESTER 

Distribution of' Car 
in Exit Township 

Uniform 

Uniform 

Uniform 

Uniform 

50% of time on 
three "hot spots" 
50% on remaining 
40 nodes 

All time on one 
node. central "hot 
spot" 

Car pat.rols only 
M52 (fasL roads) 

Car patrols on 
M52 (fast roads) 

Uniform 

Distribution of Call 
in Entrance Township 

Uniform 

All calls at one "hot 
spot" 

50% of calls on one 
"hot spot" 
50% on remaining 38 
nodes 

50% of calls on three 
"hot spots" 
50% on remaining 36 
nodes 

50% of calls on three 
"hoL spots" 
50% on remaining 36 
nodes 

50% of calls on three 
"hoL spots" 
50% on remaining 36 
nodes 

Uniform 

50% of calls on three 
"hot spots" 
50% on remaining 36 
nodes 

Uniform 

Mean Variance 

22.6 15.2 

25.6 6.0 

24.1 13.1 

22.9 12.7 

24.4 8.8 

23.5 6.7 

19.8 12.0 

20.2 9.5 

22.6 15.2 
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Uniform 

50% on three "hot 
spots" 
50% on remaining 
36 nodes 

Car patrols only 
M52 and Austin 
(fast roads) 

Car patrols on 
M52 and AUstin 
(fast roads) 
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CONTINUED 

50% of calls on three 23.6 14.5 
"hot spots" 
50% on remaining 40 
nodes 

50% of calls on three 24.0 12.0 
"hot spots" 
50% on remaining 40 
nodes 

50% of calls on three 22.4 8.7 
"hot spots" 
50% on remainder 

Uniform 21.4 9.5 

, ~"' 

• 
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TABLE B.4 

INTI':I~-TOWN ~H IP SWITClll N G TIMJ';S 

2 3 4 5 6 7 
0 I 8.4 
0 0.3) 
0 I 0 
0 0 

0 
0 

. , 

1-LYNDON 
2-DEXTF~[~ 

3-WEBSTlm 

0 I 1.8 I 10.1 
. (0.3) I (1.5) 

7.6 
0 ( 1.1) 

7.6 I 0 
0.1 ) 0 
12.8 I 2.0 
(2.0) (0.3) 

0 0 
0 0 

0 
0 

1 

4-SYLVAN 
5-L1MA 
6-SCIO 

1.0 15.2 
(0.15) (2.3) 

0 16.4 
0 (2.5) 

(8.~) 0 
1.2 0 
0 6.0 
0 (o.e) 
0 11.8 
0 (1.8) 

0 
0 

7-SHARON 
B-FREEDOM 
9-LODI 

8 9 10 11 

r· 8 
2.2) 

22.6 I 15.4 
(3.4) (2.3) 

~O.4 
3.0) . 

21.8 27.6 23.0 2B.O 
(3.3) (4.1) (3.4) (4.2', 

8.6 8.6 24.2 17.8 
(1.3) (1.3) (3.6) (2.7) 

6.6 15
.
0 7.8 l2.8 

(1.0) 2.2) (1.2) 1.9) 

0 0 13.8 9.6 
I 0 0 (2.n (1.4) 

0 0 19.6 9.6 
0 0 (2.9) (1.4) 

0 8.4 0 5.0 
0 (1.3) 0 (0.8) 

0 0 4.2 0 
0 0 (0.6) 0 

0 /2.0 5.4 
0 1.8) (0.8) 

0 0 
0 0 

0 
0 

lO-MANCHESTER 
I1-BRlDGEWATEH 
12-SALlNE 

12 

(~8.8 
4.3) 

t· 8 
2.7) 
17.8 
(2.7) 
21.2 
(3.2) 

/2.0 
1.8) 

12.0 
(1.8) 

13.4 2.0) 

3.1 
(0.5) 

0 
0 

8,4 
(1.26) 

0 
0 
0 
0 

• 
• • .' .' 
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APP .. :NDlX c: SIMULATION MODEl. 

A simulaLion model devel.oped in the course of this study used the SlM-

SCHIPT simulation language. SIMSCR1PT is a high-level simulation language that 

has buill"in features Lo facilitate the modeling of systems with inter-event times 

that follow specified distributions. This police patrol sirzulation model is an 

event simulation that assumes exponential inter-call times. exponential service 

times. and F.rlang travel times. The model runs for a specified amount of (simu-

lated) time. generates "calls" and "service times" according to the ab we distri-

buLLons. and tallies statistics on the performance of the police patrol system for 

that particular run. 

A number of structural assumptions. in addition to the inter-event time dis-

tribution. are built into the model. The model allows three types of calls 

(immediate. expedite. and unfounded). each with its own mean service time. 

The model assumes that cars patrol for an amount of time (specified by the 

user) in a township and then switch to another township according to user-

specified probabilities. 

Each township has one car assigned to it. When a call for service comes. the 

car assigned to that township services it if the car is not busy. If the car 

assigned to the t.ownshi.p requiring service is busy, the behavior of the model 

depends on the type of call: 

a) Expedite priority calls are queued when the car serving their township 

is busy. They are then serviced in the order they were received when 

the car becomes available. 

b) Immediate priority calls preempt the car assigned to the township 

from servicing any non-immediate priority calls. If the car is already 
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servicing an immediate priority call, then the closest4- available car 

from another township is assigned to the immediate call. 

The fallowing input data an') required for the simulation model. 

• Number of Cars 

• Number of Regions (Townships) 

• Call Arrival Rates 

• Service Time Means 

• Car Assignments to Townships 

• Fraction of Calls of Each Type 

( • Patrol Stay Time Mean 

• Simulation Batch Length. 

The input data was formatted using the Michigan Terminal System EDITOR, 

but an interactive front-end program was developed to complement the simula­

tion model. 

A SIMSCRIPT listing of the simulation model is available from the authors. 

4"Clos~st" is de:fi~ed in terms of t.he average travel time from the township containing the car to 
the townshlP c:ontammg the call. Because travel times are not deterministic, it :is possjble that 
~othe;, cllr rrught .turn ou~ ~o have a shorter actual travel time. How,::ver, since the model only 
knows lh~ tow,nshlp contammg each car and not the location of the cars within the townships, aver­

age travel tlme lS used. 
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APPJi~ND1X D: PARAU.EL ITERATION FOR MULTIPLE SERVERS 

Tbi~ appendix deals with the Parallel Iteration for Multiple Servers (PIMS) 

approach to the analysis of Markovian service systems. The method is an 

approximate one, and depends upon an assumption of independence among 

servers (in Lhe case of this report, police patrol units) that in fact does not exist. 

Nevertheless useful results are attainable, ones that hold intuitive appeal and 

moreover have been borne out by numerical experimentation using the SWAP 

model. 

D.l General Approach. 

We assume that there are K service units, each of which can be in one of 

M states. Transition between st.ates are governed for the ktlr. unit by the Mar­

kov transition matrix p(Ie), k =1,2, ' 0 . K, producing state occupancy probability 

vectors 1I'(1e). ]n order to account for interaction among the service units, some 

of the elements of p(lc) explicitly depend upon the state occupancy probabili­

ties or Lhe other units, that is p(le) = p(lC:)[1I'(1), 11'(2), 0" 1I'(1e)] 0 When steady-state 

probabilities are of interest, the problem reduces to finding the simultaneous 

solutions Lo 

1I'(1c) p(le) = 1I'(1e) k =: 1,2, 0 0 0 K 

1I'(Ic)e = 1 k =: 1,2, 0 . 0 K 

where e = (1,1.,00,1)' 0 

The iterative meLhod of solution is to define 11'~~) to be the solution to 

where 

1I'~Ie)AJIe) = 1I'~1e) k = 1,2, ... K; n = 1,2, ... 

1I'~Ie)e = 1 

A (Ie) = p(le) [11'(1) 11'(2) o. 0 11'(1e) ] 
ron n-l' n-l, n-l k = 1,2, . 0 0 K; n =: 1,2, 0 0 0 

(Dol) 

(Do2) 

(D.S) , 
I I 
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The iteration starts with an initial set of vectors rr61), rr6
2

) , ... nEl)· Equation 

(D.3) is used to compute A fie) [or k = 1,2, ... K. Then equations (D.2) arc 

solved to find rrp), rri2) , ... rrfk) , which are used in (D.3) to find A~k) , etc. 

The rundamental assertions behind this method are that for all 

k = 1,2, ... K 

a) rrX') ___ rr(lc) al> ·t~ --- 00 , independent of n~k) . 

b) The convergence o[ a) is rapid enough, and regular enough, to allow 

numerical computation of rr(k) by a sufficiently small number o[ 

iterations 

c) n(k) can be interpreted to be stead.y-state probabilities of interest to 

a policy maker. 

In the following sections these assertions are examined from both an 

analytical and computational perspective, in the context of two simple exam­

ples. For these examples it is possible to obtain analytical solutions to both 

exact representaLions and PIMS-like approximations. Comparisons between the 

two solution meLhods show the advantages and potential problems with the 

approach. 

D.2 Example 1: Two servers. two regions. no queues. 

Consider a system with two servers and Lwo regions. The rate of calls for 

region 7. is ~, the tot.al raLe is thus A = Ai + A2' ThE) (exponential) service 

rate for' server i is J.Li, and there is no travel to service. The policy is such 

Lhat if boLh servers are free (Le. not servicing a call) then server. 1. responds to 

cal1s from region i. If one server is busy, then the other services any arriving 

call. 1f both servers are busy, then an arriving call is "lost", 

This system is most conveniently represented as a continuous parameter 

Markov process (rather than as a discrete process as discussed in section D.l). 
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However, the approach is the same. 

D.2.1. )I~xact Solution 

First, for comparison to the PIMS approximat· . . lOn an exact analytic solution 

IS eaSIly obtained. The states of the process are: 

o = no servers busy 

1 = server 1 busy 

2 = server 2 busy 

B = both servers busy 

The transition rate matrixli is: 

0 1 2 

0 ... Ai A2 

R= 1 J.Ll ... 0 

2 J.L2 0 ... 

B 0 J.Lz J.Ll 

B 

0 

A 

A 

... 

(Note LhaL a discrete time tran 't' . . Sl 10n matnx P may be obtained from the rate 

matrix by multiplying all off-di.agonal terms by the transition period /), and 

then ap . ' . propnately making the diagonal terms such th t . a row sums are one.) 

The resulting exact t d S ea y state probabilities (obtained from 

R rr = 0 ,rre = 1 ) are 

6 . 
In all ru.le matrices th d' 1 row terms. . . , ~ lagonll terms -- indicated by • - are the n t· ega lYe sum of the other 

" 

... I 

I , , 
, I 

--- --- -""-- -- ---"---------~ 
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(D.4) 

where I-" =, 1-"1 +1-"2' These are the desired variables needed to evaluate the 

system's performance. 

D.2.2. P1MS Solution 

The PIMS approximation treats the two servers separately. In particular, 

server 1 is represented by a two-state Markov process with states 

F 1 = server 1 is free 

B 1 = server 1 is busy , 

and b 1 == prob ~JJd = 1- prob ~Fd 

Similarly, servpr 2 is assumed to be in one of two states 

F2 = server 2 is free 

B2 = server 2 is busy 

and b 2 '= prob ~B2l = 1- prob ~F2!' We see that bland b 2 are variables of 

interest to a decision maker. 

Since an empty server 1 will receive calls from region 2 only when server 2 

-is busy, lhe transition rate matrix for server 1 is, according to the PIMS approxi-

mation, 

i 
'1 .. .. 

-:>;~ 

• 
II 
• 
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Similarly ror server 2 the rate matrix IS 

The variables of interest., bland b 2 • can now be determined by simultane-

ously solving lhe steady-state equations 

which yield: 

(D.5a) 

(D.5b) 

These non-linear equations in this simple example can be, in fact, solved 

analytically since equations (D.5) produce quadratic equations in b 1 or b 2 • 

The more general iterative approach to the solution of equations (D.5) 

makes use of the fact that we can define the sequence il'";(n) and 

b~(n), n=O,1,2' .. with initial values il'";(O) , b2 (O). so that 

(D.6a) 

(D.6b) 

If equations (D.5) represent a contraction mapping taking the unit interval 

inlo it$elf. then the contraction mapping theorem (see, for example, Edwards, 

~ ~ ~. 

l 
¥ 
l 

1 
I , I 
j 
~ 

,0 

, ~ 

.. 
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C.H., Advancp.d Calculus of Several Variables, Academic Pruss p.181) gives: 

lim b1(n) --) b l n"'", 
: lim bz(n) -) bz n ..... 

The conditions under which (D.5) is a contraction mapping are readily found by 

noting that bl(n) can be gotten from (D.6), by solving 

where: 

The equaLion 

C( = >"1>"2 + >"1/-L2 + >..~ 

{3 = >..z + >"1>"2 

"I = >"11\2 + >"1""'2 + >..~ + >"Z/-Ll + /-LIP'2 

6 = Ar + >"1>"2 + AIILI 

! (x) = a+{3x 
?,+ox 

is a contraction mapping when I (3-y-ao I < "12 , a condition which can be shown to 

hold for all >"1" f.4. ;::?; 0 . 

D.2.3. Comparison of Exact and PIMS Solution 

The accuracy of Lhe PIMS approximate solution can be demonstrated by 

comparing outpu.t variables of interest obtained from solutions of (D.4) with 

(D.5). A first comparison involves the vari~ble prob. ~ server 1 is busy J. This 

is b 1 in the PIMS approximation, and is 11'(1) + 11'(B) in the e:xact solution. 

Numerical analysis shows that the percent difference between these is less Lhan 

5% for a wide range of values of ~ and ILi ' including all those typical of real 

service systems that would be load-sharing between regions (Le. 

0.2 ~ >"11 ~2"; 5, 0.5 ~ fLll fL2 ::;; 2). In particular, When >"1 = >"2 and fLl = fL2 

the maximum error of 4.5% is attained when AI fL = 1 , fw.d this falls to less than 
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3% for >"1 fL < 5 . 

In order to compare computations of prob. ~ both servers are busy J, which 

equals rr(8) in the exact model. it is necessary to examine the dependence 

between the servers impliCit in the PIMS approach. In particular 

prob l both servers busy J = prob ~ server 1 busy J. 
prob l server 2 busy I server 1 busy J 

(D.7) 

The first term in equation (D.7) c,pmes directly from the simultaneous solutions 

of equations (D.5). The seconrl term comes from the second equation of (D.5) 

with b 1 = 1 (Le. the "given" that server 1 is busy). 

Similarly, it is possible to compare 11'(0) of the exact solution to 

prob l both servers are free J = prob l server 1 free J. 
prob t server 2 free I server 1 free J 

=( 1 - ~~) [::>"2] (D.8) 

Again, numerical computation shows that both (D.7) and (D.8) differ from the 

exact values ( 11'(B) i and 11'(0)) by less than 5% for all reasonable values of Ai 

and J.4. . 

Thus, even in this case where arrivals are lost to the system wl1en both 

se.r~ers are busy -- a case that will exacerbate errors introduced by the PIMS 

independence assumption -- the results are definitely usable for policy purposes. 

».3. Example 2: Two servers, two regions with queues. 

We now cornpare the exact and PIMS approach in the case of two servers 

and two regions, with queued calls allowed -- the queue being "shared" between 

-""-----~-
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the two servers. Again (for convenience of discussion) there is no travel to ser-

vice. If both serV8rs arc free Lhen server i responds Lo calls from region i . If 

one server is busy then the other services any arriving call. If both servers are 

busy, then an-iving 'calls enter a queue from which they are serviced by the next 

server Lo become free. 

D.2.3.1. Exact Solution 

For the exact solution, consider Lhe states: 

o = no servers busy 

la = only server 1 is busy 

lb = only server 2 is busy 

2 = both servers are busy, none in queue 

n = both servers are busy, (n-2) calls are in the queue, n = 3,4, ... 

and again let A = Al + A2' J-L = J-Ll + J-L2 

The transition rate matrix is 

0 la lb 2 3 

0 .. Al A2 0 0 
R= la J-LI '" 0 A 0 

lb J-L2 0 ... A 0 
2 0 J.L2 J-LI ... A 0 
3 0 0 0 g ... A 

0 

and the resulting steady-state probabilities are 
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We note that two variables of interest are 

prob. i server 1 is free ~ = 11'( 0) + 11'( 1 b) 

prob. i server 2 is free ~ = 11'(0) + 11'(la) 

D.2.3.2. PIllS Solution 

(D.9) 

Again we force interdependence between the servers to appear only as a 
I 

adjustments to the arrival rate "seen" by each server. The state space for 

server 1 is: 

o = server 1 [ree 

n = server 1 busy, (n-l) calls are in the queue, 

with an associated rate matrix: 

0 1 2 3 

0 ... Al+b;a~'2 0 0 
1 i-Ll ... A1b 2 0 

R(I)= 2 0 i-Ll 
... A1b 2 0 

3 0 0 J.Ll 
... A1b 2 

. .~ 
'> ~-

'!>. 

,,>,v\. 

1 , 
... j 

j 
1 . 
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where b 2 = prob ~ server 2 is busy J. 

A similar argument holds for the rate matrix R(2) of server 2, with of 

course the subscripts properly adjusted. Steady-state solutions then give 

Again, although it is easy to reduce equations (D.l0) to two separate qua-

draLic equations, one in bland one in b 2 , it is possible to solve them itera-

Lively by defining 

bl(n) = AI+b2(n-l)A2 
f..Ll +Al+ b 2(n -1)(A2-AJ 

(D.11) 

and using initial values b1(0) and b2(0). These also represent a contraction 

mapping, and so convergence t.o the solution of equations (C.l0) is assured. 

D.2.3.1. Comparison of Exact and PIMS Solution 

Numerical computations were performed to compare results obtained from 

the exact solutions (D.9) and PIMS approximations (D.ll). The variables of 

inte n.'st are 

variable 

prob ~server 1 is busyJ 
prob tserver 2 is busyJ 
prob ~both servers are freeJ 
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1. -11"(0) -rr( lb ) 
1-11"(0) -11"( la) 
11"(0) 

Table D.l 

The PIMS computation of the probability that both servers are free is once more 

obtained from prob ~server 1 is freeJ . prob ~ server 2 is free I server 1 is freeJ. 

Again, Lhe PIMS approximation is quite accurate. Errors are less than 3% for 

0.5 :s; f..Lll f..L2 ~ 2 and 0.2 ~ All A2 ~ 5, (as long as both All f..Ll < 1 and 

A21 J..L2 < 1 , the usual conditions for stability). 

For the spedal case Al = A2 and f..Ll = f..L2, equations (D.9) reduce to the 

well known M I M 12 queue results 

1-n 
7T (0) = =-..c::... 

l+p 

1r(la) :-:; 1r(1b) = prr(O) 

where p = AI f..L. The PJMS equations (0.10) give b 1 = b2 = p. Using these in 

table 0.1 shows that, for the variables of interest listed above, the PIMS 

approach gives exact solutions. 

Thus in the case where queueing is possible, the PIMS approximation is 

extremely attractive, producing accurate or even exact results. 
" 

, 
, I 
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D.4. Convergence of PUIS and Selection of Initial Conditions. 

For the full scale SWAP model used in section 5 of this report, the iterative 

solution method was necessary due to the size of the st.ate space involved. Two 

prncLical issues remain to be completely resolved, although our numerical 

experiE';nce to date has been encouraging. 

The first issue concerns the rate of convergence of the iterations. For a 

wide variety of inpul data, our experience has becn that at most 5 or 6 itera­

tions were needed to have all rrg:) sufficiently close to rrg:ll so that conver-

gence is assured. Although the theoretical basis for this rapid convergence, and 

results gual anteeing error bounds, still remain to be established, we are satis-

fied that lhe approach is sound anCi applicable to well-balanced patrol systems 

(that is systems which a priori attempt to roughly equalize total call rates per 

responding unit). 

The second issue involves the choice of initial conditions rrJIc). An unfortui­

tOllS choice may effect the type of convergence to rr(k) (whether monotone or 

oscillatory). and therefore could effect the accuracy with which values of 

rrn (k) , gotten at the end of an "absolute difference" termination criterion. 

reflect those of rr(k). Numerical experimentation has shown that results are 

sometimes sensitive to the initial conditions. However, by judiciously selecting a 

number of different initial conditions and comparing results at convergence, it 

is possible to rapidly "bracket" t.he true solutions to equations (D.l) to any 

degree of accuracy. In particular, selecting for initial conditions ones that 

imply either of the extremes 

i 

a )prob ~unit k is patrolling i = 1 

or b) prob ~unit k is serving ~ = 1 

., 
, 

. ~ •... -

• • .. 

)1' 
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produces a good "bracket" of the values of rr(k). 
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APPENDIX E: SWAP COMPUTER PROGRAM 

The SWAP program uses a Markov chain that has 8 states for each region for 

each car. The 8 states are patrol (PATR). expedite6 travel (ETRY). immediate 

travel (ITRY). expedite service (ESRy). expedite service with a queue (ESYQ). 

immediate service with a queue (ISYQ). unfounded service (UNFS). As described 

in section 5. the Markov models for each car are run in parallel until the entire 

system reaches equilibrium. 

The input data for the SWAP program is entered interactively by the user. 

The required data items are; 

• Number of Regions 

• Number of Cars 

• Travel Time Means (minutes) from each region to all others. 

I 

• Hourly call rates of each call type in each region 

• Mean service times of eaQh call type in each region 

• Hourly patrol sWitching probabilities 

• Assigned coverage of each car to each region 

The SWAP program echoes the input data and copies PJ~th input and output 

into a fHe. An example of a file from a run for Washtenaw County follows. 

A listing of the FORTRAN code for the SWAP pro.,gram is also included in this 

appendix. 

3This notation is due to Wash~enaw County's use of the terms "immediate" for "emergency", and 
.... 'tpcdite" ror "routinc". 

99 

E.l 

Sample Input and 

Output from the SWAP 

Computer Program 

1 , 
I 

I 
l 
1 

, , 
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TEST12.4 
NUMBER OF REGIONS 
12 
NUMBER OF CARS 

4 
TRAVEL ALPHA VALUES 
0.68 0.93 1.26 0.46 0.87 1. 38 0.95 1. 19 1. 42 1.50 1.64 1. 70 
0.93 0.64 0.76 0.48 0.59 0.82 0.94 1. 33 1.23 1. 41 1. 53 1_34 

1.26 0.76 0.56 0.67 0.68 0.61 1.07 1.04 0.95 1 .71 1.26 1.18 

0.46 0.48 0.67 0.39 0.66 1.09 0.46 0.86 1.10 0.82 1.00 1.08 

0.87 0.59 0.68 0.66 0.66 0.79 0.78 0.65 0.76 1. 33 1. 40 1.01 

1.38 0.82 0.61 1.09 0.79 0.71 0.98 0.78 0.61 1. 74 0.96- 0.85 

0.95 0.94 1.07 0.46 0.78 0.98 0.58 0.69 1.28 0.59 0.83 0.94 

1. 19 1. 33 1.04 0.86 0.65 0.78 0.69 0.68 0.67 0.96 0.56 0.59 
1.42 1. 23 0.9~,.10 0.76 0.61 1.28 0.67 0.73 1. 35 0.80 0.62 

1. 50 1. 41 1.7 0.82 1. 73 1. 74 0.59 0.96 1. 35 0.69 0.60 1.07 

1.64 1. 53 1.26 1.00 1. 40 0.96 0.83 0.56 0.80 0.60 0.62 0.65 

1.70 1.34 1. 18 1. 08 1.01 0.85 0.94 0.59 0.62 1.07 0.65 0.61 

TRAVEL TIME K VALUES 
4 9 19 5 10 24 18 24 31 34 43 61 

9 3 6 7 6 9 20 22 20 35 36 35 

19 6 3 13 8 6 23 18 16 51 30 28 

5 7 13 3 6 15 6 13 20 16 25 35 

10 6 8 6 4 7 11 7 9 25 27 21 
24 9 6 15 7 4 19 10 6 41 19 15 

18 20 23 6 11 19 4 8 24 7 14 24 .... 
24 22 113 13 7 10 8 4 6 i3 6 9 8 
31 20 16 20 9 6 24 6 4 26 11 7 

34 35 51 16 25 41 7 13 26 4 6 17 
43 36 30 25 27 19 14 6 11 6 4 7 

61 36 28 35 21 15 24 9 7 17 7 4 
HOURLY CALL RATES 
REGION EXPEDITE IMMEDIATE UNFOUNDED 

LYND 0.038 0.017 0.003 
DEXT 0.070 0.032 0.005 
WEBS 0.041 0.019 0.003 
SYLV 0.046 0.021 0.004 
LIMA 0.036 0.017 0.003 
SCIO 0.197 0.091 0.015 
SHAR 0.012 0.006 0.001 
FREE 0.015 0.007 0.001 
LODI 0.038 0.017 0.003 
MANC 0.020 0.009 0.002 
BRIO 0.009 0.004 0.001 
SALI 0.021 0.010 0.002 

MEAN SERVICE TIMES 
REGION EXPEDITE IMMEDIATE UNFOUNDED 

<J LYND 27.36 48.12 " DEXT 27.36 48.12 
WEBS 27.36 48.12 i, 

\ 

SYLV 27.36 48.12 

\ LIMA 27.36 48.12 
SCIO 27.36 48.12 
SHAR 27.36 48.12 
FREE 27.36 48.12 
LODI 27.36 48.12 
MANe 27.36 48.12 
BRIO 27.36 48.12 I 

SALI 27.36 48.12 
\ 1:_,,; 

I 
HOURLY PATROL SWITCHING PROBABI LIT I ES • , 

\ .. 1\ , . 

.. 
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CAR. 1 

-. ,9. ., ,~ 

li' . 
. ft 

0.250 0.250 0.0 
0.250 0.250 0.0 
0.0 1.000 0.0 
0.2:;0 0.250 0.0 
0.250 0.250 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.250 0.250 0.0 
0.250 0.250 0.0 
0.0 0.0 0.0 
0.250 0.250 0.0 
0.250 0.250 0.0 
0.0 1.000 0.0 
1.000 0.0 0.0 
0.0 1.000 0.0 
0.0 1.000 0.0 
1 . 000 0.0 o. 0 
o . 0 1 .000 o. a 
a . a 1 . 000 o. a 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

1.000 
0.0 
0.0 
1.000 
0.0 
0.0 
0.200 
0.200 
0.0 
0.200 
0.200 
0.200 

CAR. 2 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
CAR. 3 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
CAR. 4 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
COVERAGE 

1.000 0.0 
1.000 0.0 
0.330 0.0 
0.0 0.0 
0.0 0.0 
0.330 0.0 
0.0 0.0 
0.0 0.0 
0.330 0.0 
0 .. 0 0.0 
0.0 0.0 
0.0 0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 0.0 
0.0 0.0 
0.330 0.0 
1.000 0.0 
1.000 0.0 
0.330 0.0 
0.0 0.0 
0.0 0.0 
0.330 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0 .. 0 
0.0 

1.000 0.0 
1.000 0.0 
1.000 0.0 
1.000 0.0 
1.000 0.0 
1.000 0.0 
1.000 0.0 
1.000 0.0 
1.000 0.0 
1.000 0.0 
1.000 0.0 
1.000 0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
1.000 
1.000 
0.0 
1.000 
1.000 
0.200 
0.200 
1.000 
0.200 
0.200 
0.200 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.200 0.200 0.200 
0.200 0.200 0.200 
0.0 0.0 0.0 
0.200 0.200 0.200 
0.200 0.200 0.200 
0.200 0.200 0.200 

0.0 0.0 
0.0 0.0 
0.330 0.0 
0.0 0.0 
0.0 0.0 
0.330 0.0 
1.000 0.0 
1.000 0.0 
0.330 0.0 
1.000 0.0 
1.000 0.0 
1.000 0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0·.0 
0.0 
0.0 
(J.O 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

CAR REGIONS 1-12 
1 1.000 1.000 0.0 
2 0.0 0.0 0.0 
3 0.0 0.0 1.000 

1.000 1.0000.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 1.000 1.0000.0 1.000 1.000 1.000 
0.0 0.0 0.200 0.0 0.0 1.000 0.0 0.0 0.0 

nAnn n n 0.0 0 n n 0 0.0 0.0 
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DEXT 
WEBS 
SYLV 
LIMA 
SCIO 
SHAR 
FREE 
LODI 
MANC 
BRID 
SAL! 
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POLICE 

CAR 1 
REGION 

LYND 
DEXT 
WEBS 
SYLV 
LIMA 
SCIO 
SHAR 
FREE 
LOOI 
MANC 
BRID 
SALI 
ALL 

CAR 2 
REGION 

LYND 
DEXT 
WEBS 
SYLV 
LIMA 
SCIO 
SHAR 
FREE 
LODI 
MANC 
BRID 
SALI 
ALL 

CAR 3 
REGION 

LYND 
DEXT 
WEBS 
SYLV 
LIMA 
SCIO 
SHAR 
FREE 
LOOI 
MANC 
BRID 
SALI 
ALL 

CAR 4 
REGION 

LYNO 
OEXT 
WEBS 
SYLV 
LIMA 
scro 

PATROL MODEL OUTPUT 

FRACTION OF 
PATR ETRV lTRV ESRV 
0.181 0.008 0.003 0.014 
0.214 0.010 0.003 0.026 
0.001 0.000 0.000 0.0 
0.197 0.011 0.004 0.017 
0.201 0.009 0.003 0.013 
0.001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0,001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0.001 0.001 0.000 0.0 
0.805 0.041 0.013 0.070 

FRACTION OF 
PATR ETRV ITRV ESRV 
0.001 0.000 0.000 0.0 
0.002 0.000 v.OOO 0.0 
0.001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0.178 0.005 0.002 0.005 
0.194 0.004 0.002 0.006 
0.001 0.000 0.000 0.0 
0.179 0.004 0.001 0.008 
0.166 0.003 0.001 0.004 
0.180 0.005 0.002 0.009 
0.906 0.023 0.008 0.032 

FRACTION OF 
PATR ETRV ITRV ESRV 
0.002 0.000 0.000 0.0 
0.002 0.000 0.000 0.0 
0.272 0.010 0.003 0.016 
0.002 0.000 0.000 0.0 
0.002 0.000 0.000 0.0 
0.290 0.008 0.003 0.024 
0.002 0.000 0.000 0.0 
0.002 0.000 0.000 0.0 
0.284 0.010 0.003 0.015 
0.002 0.000 0.000 0.0 
0.002 0.000 0.000 0.0 
0.002 0.000 0.000 0.0 
0.860 0.029 0.010 0.054 

FRACTION OF 
PATR ETRV ITRV ESRV 
0.001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0.001 0.000 0.000 0.0 
0.844 0.018 0.007 0.062 

-~"-~ 

Jil,.'j 
.".. '1 

TIME BY ACTIVITY 
ESVQ ISRV ISVQ 
0.001 0.011 0.002 
O.OO~ 0.020 0.003 
0.0 0.000 0.000 

UNFS ALL 
0.000 0.220 
0.000 0.280 
0.0 0.002 

0.002 0.013 0.002 0.000 0.246 
0.001 0.011 0.002 0.000 0.241 
0.0 0.000 O.QOO 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
0.007 0.055 0.008 0.001 1.000 

TIME BY ACTIVITY 
ESVQ ISRV ISVQ UNFS ALL 
0.0 0 .. 000 0.000 0.0 0.002 
0.0 0.001 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.001 
0.000 0.004 0.000 0.000 0.195 
0.000 0.005 0.000 0.000 0.212 
0.0 0.000 0.000 0.0 0.001 
0.000 0.006 0.000 0.000 0.200 
0.000 0.003 0.000 0.000 0.177 
0.000 0.007 0.000 0.000 0.204 
0.001 0.028 0.002 0.001 1.000 

TIME BY ACTIVITY 
ESVQ ISRV ISVQ UNFS ALL 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.003 
0.001 0.013 0.001 0.000 0.315 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
o 000 0.016 0.000 0.000 0.340 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.002 
O.OOi 0.011 0.001 0.000 0.326 
0.0 o 000 0.000 0.0 0.00.2 
0.0 G.OOO 0.000 0.0 0.002 
0.0 C.OOO 0.000 0.0 0.002 
0.002 0.042 0.003 0.001 1.000 

TIME BY ACTIVITY 
ESVQ ISRV ISVQ UNFS ALL 
0.0 0.000 0.000 0.0 0.001 
0.0 0.000 0.000 0.0 0.002 
0.0 0.000 0.000 0.0 0.001 
0.0 0.000 0.000 0.0 0.001 
0.0 0.000 0.000 0.0 0.001 
0.001 0.053 0.001 0.001 0.987 
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SHAR 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
FREE 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
LODI 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
MANC 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
BRIO 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 

(j SAL! 0.001 0.000 0.000 0.0 0.0 0.000 0.000 0.0 0.001 
ALL 0.854 0.019 0.007 0.062 0.001 0.05.5 0.001 0.001 1.000 

AVERAGE RESPONSE TIME TO EACH REGION (MINUTES) 
REGION EXPEDITE IMMEDIATE UNFOUNDED 

LYND 16.264 10.368 16.264 
DEXT 16.335 10.088 16 ~335 
WEBS 16.762 11.076 16.762 
SYLV 17.583 11. 182 17.583 
L!MA 15.602 9.408 15.602 
scto 8.780 6.405 8.780 
SHAR 20.651 14.675 20.651 
FREE 16.525 11 .446 16.525 
LODI 16.539 10.846 16.539 
MANC 16.840 11.929 16.840 
BRIO 16.231 11. 411 16.231 
SAL! 21.191 15.106 21. 191 

AVERAGE TIME IN QUEUE (MINUTES) 
REGION EXPEDITE IMMEDIATE UNFOUNDED 1-' 

LYND 3.612 0.000 3 .. 612 ~ 
DEXT 3.612 0.000 3.612 
WEBS 2.615 0.000 2.615 
SYLV 3.612 0.000 3.612 
LIMA 3.612 0.000 3.612 .. 
SCIO 0.354 0.000 0.354 
SHAR 1.768 0.000 1.768 
FREE 1.768 0.000 1.768 
LODI 2.615 0.000 2.615 
MANe 1.768 0.000 1.768 
BRIO 1.768 0.000 1.768 
SAL! 1.768 0.000 1.768 

PROBABILITY TRAVEL TIME TO IMMEOIATE CALLS IS LESS THAN OR EOUAL TO ,\ ~ 
~ 

MINUTES A· " 

\ REGION ~. 6 9 12 is 18 21 24 27 \ 

LYNO 0.036 0.217 0.506 0.757 0.901 0.964 0.988 0.996 0.999 , 
OEXT 0.081 0.268 0.509 0.720 0.855 0.929 0.966 0.985 0.993 .. ~. 

WEBS 0.076 0.282 0.560 0.797 0.926 0.S77 0.993 0.998 1.000 
SYLV 0.033 0.188 0.432 0.657 0.812 0.904 0.954 0.980 0.991 
LIMA 0.039 0.236 0.523 0.766 0.907 0.969 0.991 0.997 0.999 
SCIO 0.141 0.542 0.813 0.933 0.977 0.993 0.998 0.999 1.000 i SHAR 0.020 0.134 0.380 0.661 0.852 0.946 0.982 0.995 0.998 
FREE 0.033 0.173 0.404 0.645 0.818 0.916 0.964 0.986 0.995 I 
LODI 0.060 0.283 0.571 0.804 0.929 0.978 0.994 0.998 1.000 , 
MANC 0.034 0.208 0.505 0.765 0.908 0.968 0.989 0.997 0,999 , 
BRIO 0.025 0.1.78 0.445 0.704 0.871 0.953 0.985 0.995 0.999 " , I 

"' -
SALI 0.024 0.1'57 0.418 0.676 0.840 0.926 0.9G8 0.987 0.995 
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2 
3 
4 
5 
6 
7 
8 
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10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

C THIS PROGRAM ACCEPTS INPUT DATA FOR THE TRANSITION MATRIX FOR THE 
C C-CAR MARKCV MODEL WITH THREE TYPES OF CALLS AND QUEUEING. 

DIMENSION XLAM(20.3),XCHNG(20,20,5).TTMN(20.20).SRVMN(20,2) 
D I MENS I ON P ( 5. 160. 160) • PI( 160). TLAM ( 3. 5) • A ( 20.20) 
DIMENSION COVP(5.20),TTLAM(5).BUSI(5).BUSY(5),PROB(5. 160) 
DIMENSION COVI(5.20),COVE(5,20J,RPROB(5.20).APROB(5.20),TCPROB(5) 
DIMENSION TLAMP(3,5).TTLAMP(5),OBUSV(S).OBUSI(S) 
DIMENSION NX(32,4). ESTA(3.5.20), INAME(20) 
INTEGER DATA(4),KP(20,20) 
DATA IV/'V ,/ 
COMMON /X1/XLAM.XCHNG,TTMN,SRVMN.P.Pl.TLAM.DATA.N.COVP.NC. 

1 BUSV.BUSI.COVE,COVI,ESTA,TLAMP,TTLAMP.NX.M,PROB 
COMMON /X2/INAME.A,KP 

C 
C XLAM - CALL ARRIVAL RATES 1- EXPEDITE 
C ~- IMMEDIATE 
C 3- UNFOUNDED 
C 
C XCHNG - SWITCH PROBABILITIES 
C 
C TTMN - MEAN TRAVEL TIMES 
C 
C SRVMN - MEAN SERVICE TIMES 1- EXPEDITE 
C 2- IMMEDIATE 
C 
C 
C 
C 

P - TRANSITION MATRIX 

C PI - LONG RUN PROB~BILITIES 
C 
C PINEW - WORK VECTOR FOR LONG RUNS 
C 
C TLAMP - CAR C'S ORIGINAL RATES FOR EXP, IMM, AND UNF CALLS 
C 
C TLAM - CAR C'S TOTAL EFFECTIVE RATES FOR EXP, IMM, AND UNF CALLS 
C 
C TTLAM - CAR C'S TOTAL EFFECTIVE RATE FOR ALL CALLS 
C 
C 
C COVP(C,J) - COVERAGE FOR CAR C IN REGION J 
C 
C DATA - NAME OF DATA SET TO WRITE TO 
C 
C--------------------------~---------------------------------------
C 
C START INPUTING DATA 
C 
C CHOOSE TO MODIFY OR CREATE A NEW FILE 

WRITE(6, 1) 
FORMAT( I DO YOU WANT TO MAKE A NEW DATASET 7 I) 
__ ........ , r' rio \ 'u 
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10 
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12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 

C THIS PROGRAM ACCEPTS INPUT DATA FOR THE TRANSITION MATRIX FOR THF 
C C-CAR MARKOV MODEL WITH THREE TYPES OF CALLS AND QUEUEING. 

C 

DIMENSION XLAM(20,3),XCHNG(20,20,5),TTMN(20,20),SRVMN(20,2) 
D I MENS I ON P ( 5, 160, 160) , PI ( 160) , TLAM ( 3 , 5 ) , A ( 20, 20) 
DIMENSION COVP(5,20),TTLAM(5),8USI(5),BUSY(5),PROB(5, 160) 
DIMENSION COVI(5,20),COVE(5,20),RPROB(5,20),APROB(5,20),TCPROB(5) 
DIMENSION TLAMP(3,5),TTLAMP(5),OBUSY(5),OBUSI(5) 
DIMENSION NX(32,4), ESTA(3.5,20), INAME(20) 
INTEGER DATA(4),KP(20,20) 
DATA IY/'.Y '/ 
COMMON /Xl/XLAM,XCHNG,TTMN,SRVMN,P,Pl,TLAM,DATA,N.COVP,NC, 

1 BUSY,BUSI,CQVE,COVI,ESTA,TLAMP,TTLAMP,NX,M,PROB 
COMMON /X2/INAME,A,KP 

C XLAM - CALL ARRIVAL RATES 1- EXPEDITE 
C 2- IMMEDIATE 
C 3- UNFOUNDED 
C 
C XCHNG - SWITCH PROBABILITIES 
C 
C TTMN - MEAN TRAVEL TIMES 
C 
C SRVMN - MEAN SERVICE TIMES 1- EXPEDITE 
C 2- IMMEDIATE 
C 

C 
C P - TRANSITION MATRIX 
C 
C PI - LONG RUN PROB~BILITIES 
C 
C PINEW - WORK VECTOR FOR LONG RUNS 
C 
C TLAMP - CAR C'S ORIGINAL RATES FOR EXP, IMM, AND UNF CALLS 
C 
C TLAM - CAR C'S TOTAL EFFECTIVE RATES FOR EXP, IMM, AND UNF CALLS 
C 
C TTLAM - CAR C'S TOTAL EFFECTIVE RATE FOR ALL CALLS 
C 

39 C 
40 C COVp(C,J) - COVERAGE FOR CAR C IN REGION J 
41 C 
42 C DATA - NAME OF DATA SET TO WRITE TO 
43 C 
44 C------------------------------------------------------------------
45 C 
46 C START INPUTING DATA 
47 C 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 

C CHOOSE TO MODIFY OR CREATE A NEW FILE 
WRITE(6,1) 
FORMAT(' DO YOU WANT TO MAKE A NEW DATASET 7') 
REAO(5,2) 1M 

2 FORMAT(A 1) 
IF(IM.EQ.IY) GO TO 5 
CALL CHNGDT 
GO TO 21 

5 CONTINUE 
WRITE(G,10) 

10 FORMAT(' INPUT THE NUMBER OF REGIONS (12)') 
READ(5,11) N 

C 
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o 
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61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82. 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92. 
93 
94 
95 
96 
97 
98 
99 

100 
101 
102. 
103 
104 
105 
106 
107 
108 
109 
110 
11 1 
112. 
113 
114 
115 
116 

\ 
117 
118 
119 
12.0 

C N - NO OF REGIONS 
C 
11 FORMAT(I2.} 
C 
C. NC - NUMBER OF CARS 
C 

WRITE( 6,40) 
40 FORMAT('ENTER THE NUMBER OF CARS (I2.)'} 

READ(5, 11) NC 
C 
C LOOP THROUGH ALL REGIONS 
C 

DO 20 1=1, N 
C 
C START CALL RATE INPUT 
C 

12 
WRITE(6,12.) I 
FORMAT(' ENTER THE EXP, IMM, UNF CALL RATES PER HOUR IN REGION' 

112,' (3F5.3)') 

13 
C 

READ(5,13) (XLAM(I,J),J=I.3) 
FORMAT(3F5.3) 

C START TO INPUT SERVICE MEANS 
C 

WRITE(6,14) I 
14 FORMAT(' ENTER THE EXP AND IMM SERVICE MEANS IN ' ,12, 

1 ' IN MINUTES (2F6.2.)') 
READ(5,15) SQVMN(I,l),SRVMN(I,2) 

15 
C 

FORMAT(2.F6.2) 

C INPUT PATROL SWITCH PROBABILITIES 
C 

DO 201 K=l.NC 
DO 201 J= I,N 
WRITE(6,16) K, I,J 

16 FORMAT(' ENTER THE ONE-HR PATROL SWITCH PROBS FOR CAR ',12, 
1 ' FROM ',12,' TO ',12., ' (F5.3)') 
REAO(5,17) XCHNG(I,J,K) 

17 FORMAT(F5.3) 
201 CONTINUE 
C 
C INPUT COVERAGE 
C 

161 

203 
C 

DO 203 K= 1. NC 
WRITE(6,161) K,I 
FORMAT(' ENTER FRACTION 
READ (5,17) COVP(K,I) 
CONTINUE 

COVERAGE FOR CAR '.12,' IN REGION ',12,' (F5.3)') 

C INPUT THE ALPHA VALUES FOR TRAVEL TIMES 
C 

DO 20 J= I,N 
WRITE(6,lB) I,J 

18 FORMAT(' ENTER THE ALPHA VALUES FOR TRAVEL TIME FROM' ,12,' TO ' ,12, 
1 ' IN MINUTES(F6.3)') 
READ(5,19) A(I,J) 

19 FORMAT(F6.3) 
2.0 CONTINUE 
C 
C INPUT K VALUES FOR TRAVEL TIMES 

, 
!~ • 

, 
, I 
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121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
1,49 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
168 
169 
170 
171 
172 
173 
174 
175 
176 
177 
178 
179 
160 

C 
DO 2001 J= 1 ,N 
WRITE(6,2002) I,J 

2002 FORMAT(' ENTER K VALUE FOR TRAVEL FROM '.12,' TO ',12, 
1 f IN MINUTES(I2)') 
READ(5.2003) KP(l.J) 

2003 FORMAT(I2) 
2(l01 CONTINUE 
C 
C INPUT REGION NAMES 
C 

DO 2020 I'" 1 ,N 
WRITE (6.2010) I 

2010 FORMAT (, ENTER 4 LETTER NAME FOR REGION '.(2) 
READ (5,2011) INAME(I) 

2011 FORMAT (M) 
2020 CONTINUE 
C 
21 CONTINUE 
C 
C 

"' . 

C --------,-----------------------------------------------------------------
C 
C CHOOSE DATA SET 
C 
C -------------------------------------------------------------------------
C 

WRITE(6.3000) 
3000 FORMAT(' DO YOU WANT TO PUT THIS ON A NEW FILE 7') 

REAO(5. 3001) NK 
3001 FORMAT(Al) 

IF(NK.NE.IY) GO TO 3005 
WRITE(6.301 ) 

301 FORMAT(' WHAT FILE WILL THIS BE ON 7') 
READ(5.302) DATA 

302 FORMAT(4A4) 
C 
C ASSIGN 2 TO THE CHOSEN FILE 
C 

3005 

C 

CALL FTNCMD('$CRE 7',6,DATA) 
CONTINUE 
CALL FTNCMO('ASSIGN 2=7', 10,DATA) 

C WRITE OUT DATA 
C 
C MAME OF DATA SET 
C 

WRITE(2,3020) DATA 
3020 FORMAT (IX,4:4) 
c 
C NUMBER OF REGIONS 
C 

WR IT E ( 2 , 303) N 
303 FORMAT(' NUMOER OF REGIONS',I,I3) 
C 
C NUMBER OF CARS 
C 

WIB J E ( 2 • 300) NC 
30S FORMAT (I NUMBER OF CARS' ,1,l3) 

C 

1 
j 

,1 
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121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 

'\ 167 
168 
169 
170 
171 
172 
173 
174 

\ 175 
176 
171 
178 
179 
180 

C 
DO 2001 J=1,N 
WRITE(6.2002) I.J 

2002 FORMAT(' ENTER K VALUE FOR TRAVEL FROM ',12,' TO ',12, 
1 ' IN MINUTES(12)') 
READ(5,2003) KP(l.J) 

2003 FORMAT(I2) 
2001 CONTINUE 
C 
C INPUT REGION NAMES 
C 

DO 2020 1=1, N 
WRITE (6,2010) I 

2010 FORMAT (' ENTER 4 LETTER NAME FOR REGION ',12) 
READ (5,2011) INAME(I) 

2011 FORMAT (A4) 
2020 CONTINUE 
C 
21 CONTINUE 
C 

-, . 

C 
C -------------------------------------------------------------------------
C 
C CHOOSE DATA SET 
C 
C -------------------------------------------------------------------------
C 

WRiTE (6,3000) 
3000 FORMAT(' DO yOU WANT TO PUT THIS ON A NEW FILE ?') 

READ(5,3001) NK 
3001 FORMAT(A1) 

IF(NK.NE.IY) GO TO 3005 
WRITE(6, 301) 

301 FORMAT(' WHAT FILE WILL THIS BE ON ?') 
READ(5,302) DATA 

302 FORMAT(4A4) 
C 
C ASSIGN 2 TO THE CHOSEN FILE 
C 

CALL FTNCMD('$CRE ?',G,DATA) 
3005 CONTINUE 

CALL FTNCMD('ASS1GN 2=?',10,DATA) 
C 
C WRITE OUT DATA 
C 
C MAME OF DATA SET 
C 

WRITE(2,3020) DATA 
3020 FORMAT (1X,4A4) 
C 
C NUMBER OF REGIONS 
C 

WRITE(2,303) N 
303 FORMAT(' NUMBER OF REGIONS',/,I3) 
C 
C NUMBER OF CARS 
C 

WR11E(2,306) NC 
306 FORMAT (, NUMBER OF CARS' ,/,13) 

C 

.a, 
~ 
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181 
182 
183 
184 
185 
186 
187 
la8 
189 
190 
191 
192 
193 
194 
195 
196 
197 
198 
199 
200 
201 
202 
203 
204 
205 
206 
207 
208 
209 
210 
211 
212 
213 
214 
215 
216 
217 
218 
219 
220 
221 
222 
223 
224 
225 
226 
227 
228 
229 
230 
231 
232 
233 
234 
235 
236 

\ 
231 
238 
239 
240 

\ 
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C TRAVEL PARAMETERS 
C 

~ 
~."~~ 

WR IT E (2, 306 1 ) 
3061 FORMAT (, TRAVEL ALPHA VALUES ,) 
C 

00 305 1=1, N 
WRITE(2,304) (A(I,J),J=I,N) 

304 FORMAT (12F6.2) 
305 CONTINUE 
C 

WR IT E ( 2 , 305 1 ) 
3051 FORMAT('TRAVEL TIME K VALUES') 

DO 3052 1= I,N 
WRITE(2,3053) (KP(I,J),0=1,N) 

3052 CONTINUE 
3053 FORMAT (1216) 
C 
C CALL RATES 

~ • ~ l 
, 

--

~' 
f ,~ t 

" 
.. j "'1 ;1 .,.- ~t<1 'l'" 

WRITE (2, 307) 
307 FORMAT (, HOURLY CALL RATES' / ' REGION EXPEDITE IMMEDIATE UNFOUNDED') 

DO 315 1=1, N 
WRlTE(2, 3071) INAME(I), (XLAM(I, J), J= 1,3) 

3071 FORMAT (2X,A4,3X.F5.3,5X,F5.3,5X,F5.3) 
315 CONTINUE 
C 
C SERVICE MEANS 
C 

I 
:-1 

WR IT E (2, 3 15 1) 
3151 FORMAT.(' MEAN SERVICE TIMES' / ' REGION EXPEDITE IMMEDIATE UNFOUNDED') 

C 

308 
320 
C 

DO 320 1= 1, N 
WRITE(2,308) INAME(I), (SRVMN(I,J),J=I,2) 
FORMAT (2X,A4,3X,F5.2,5X,F5.2,5X,F5.2) 
CONTINUE 

C SWITCH PROBABILITIES 

309 

310 

311 
330 
C 
C 
C 

WRITE (2, 309) 
FORMAT (' HOURLY PATROL SWITCHING PROBABILITIES') 
DO 330 K=I,NC 
WRITE (2, 310) K 
FORMAT (, CAR.' ,12) 
DO 330 I=I,N 
WRITE(2,311) (XCHNG(I,J,K),J=l,N) 
FORMAT (12F6.3) 
CONTINUE 

COVERAGE MATRIX 

WRITE (2, 3301) N 
3301 FORMAT (, COVERAGE' / ' CAR REGIONS 1-' ,12) 
C 

DO 340 K= 1 ,Ne 
WRITE(2,312) K, (COVP(K,J),J=I,N) 

312 FORMAT (I3,12F6.3) 
340 CONTINUE 
C 
C REGION NAMES 
C 

WRITE (2,3410) 
~410 FORMAT (, REGION NAMES') 

* 
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241 
242 
243 
244 
245 
246 
247 
'248 
249 
250 
251 
252 
253 
254 
255 
256 
257 

.258 
259 
260 
261 
262 
263 
264 
265 
266 
267 
268 
269 
270 
271 
272 
273 
274 
275 
276 
277 
278 
279 
280 
281 
282 
283 
284 
285 
286 
287 

"",.c 288 
289 

\ 290 
< 291 

""" 
292 
293 
294 
295 
296 

II 297 
298 
299 
300 

C 

3415 
350 
C 
C 
C 

00 350 I=l,N 
WRITE (2,3415) I, INAME(!) 
FORMAT (I3,5X,A4) 
CONTINUE 

ENO OF INPUT 

C-----------------------------------------------------------------
C 
C INITIALIZE PARAMETERS FOR FIRST CALCULATION OF 
e THE TRANSITION MATRIX 
e C-------------------------------------------------------------------------
C 
C M - SIZE OF THE MATRIX 
C 
C TTLAM - TOTAL CALL RATE FOR ALL TYPES 
C 
C 
C CALCULATE TRAVEL TIME MEANS 
C 

o0951I=l,N 
DO 951 J= 1, N 
TTMN(I,J)=KP(I,J)/A(I;J) 

951 CONTINUE 
C 

C 
C CONVERT TO 5 MIN PERIODS 
C 

c 

00 950 1=1, N 
XLAM(I, 1 )=XLAM(I, 1 )/12.0 
XLAM(I.2)=XLAM(I.2)/12.0 
XLAM(I,3)=XLAM(I.3)/12.0 
SRVMN(I.l)=SRVMN{I.I)/5. 
SRVMN(I.2)=SRVMN(I,2)/5. 
DO 950 J=I. N 
TTMN(I.J)=TTMN(I.J)/5.0 
DO 950 K= 1, NC 
XCHNG(I.J.K)=XCHNG(I.J.K)/12.0 

950 CONTINUE 

C START COVE AND COVE MATRICES WITH COVP VALUES 
C 

D0970I=1.N 
DO 960 Jr> 1, NC 
eOVI(J.I) eOVP(J.I) 
eOVE(J,I) = COVP(J,I) 

960 CONTINUE 
970 CONTINUE 
C 
C NX - MATRIX OF O'S AND 1'5 FOR PARALLEL ITERATIONS 
C CREATE NX MATRIX 
e 

LINE = 0 
00 700 1=1. 2 
DO 700 J=I. 2 
00 700 K=I. 2 
DO 700 L=I. 2 
UNE = LINE + 

~i 
\ 

" 

i 
I 
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301 
302 
303 
304 
305 
306 
307 
308 
309 
310 
311 
312 
313 
314 
315 
316 
317 
318 
319 
320 
321 
322 
323 
324 
325 
326 
327 
328 
329 
330 
331 
332 
333 
334 
335 
336 
337 
338 
339 
340 
341 
342 
343 
344 
345 
346 
347 
348 
349 
350 
3.51 
352 
353 
354 
355 

\ 356 
357 
358 
359 
360 

700 
C 
C 
C 

NX(LINE, i) L­
NX(LINE,2) K­
NX(LINE,3) J­
NX(LINE,4) 1-
CONTINUE 

CALCULATE PERMANENT RATES 

DO 391 K=1,NC 
TLAMP( 1,K)=0.0 
TLAMP(2,K)=0.0 
TLAMP(3,K)=0.0 

DO 391 I=1.N 
TLAMP(1,K)=TLAMP(1,K)+XLAM(I,1)*COVP(K,I) 
TLAMP(2,K)=TLAMP(2,K)+XLAM(I,2)*COVP(K,I) 
TLAMP(3,K)=TLAMP(3,K)+XLAM(I,3)*COVP(K,I) 
TTLAMP(K)=TLAMP(1,K)+TLAMP(2,K)+TLAMP(3,K) 

391 CONTINUE 
C 
C INITIALIZE TEMPORARY EFFECTIVE RATES 

DO 392 K= 1 ,NC 
DO 392 J=1,3 
TLAM(J,K)=TLAMP(J,K) 

392 CONTINUE 
C 
C START WITH BUSY AND BUSI EQUAL TO ONE AS THE SEED 
C 

DO 393 1=1 , NC 
BUSY(I)=1.0 
BUSI(I)=1.0 

393 CONTINUE 
C 

C 

J'"--~ 

.~ 

'. 

C ------------------ .. -------------------------------------------------------
C 
C 
C 
C 
C 

FIND STEADY STATES (TMATRIX) AND ITERATIVELY REVISE 
CALL RATES (PARIT) UNTIL PROBABILITIES OF BEING BUSY 
CONVERGE 

C --------------------------------------------------------------------------
C 
C 
C 

STORE OLD BUSY PROBABILITIES 

ICON = 
ICOUNT 0 

3930 DO 394 K=l,NC 
OBUSY(K)=BUSY(K) 
OBUSI(K)=BUSI(K) 

394 CONTINUE 
C 

ICOUNT = ICOUNT + 1 
WRITE (6,3941) ICOUNT 

3941 FORMAT (, ITERATION NUMBER ',12) 
C 
C CHECK FOR CONVERGENCE 
C 

IF (ICON .EQ. 1) CALL TMATRX 
I F (ICON . EQ. 1) CALL PARlT 
ICON = 0 

I-' 
I-' 
I-' 

, 
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361 
362 
363 
364 
365 
366 
367 
368 
369 
370 
371 
372 
373 
374 
375 
376 
377 
378 
379 
380 
381 
382 
383 
384 
385 
386 
387 
388 
389 
390 
391 
392 
393 
394 
395 
396 
397 
398 
399 
400 
401 
402 
403 
404 
405 
406 
407 
408 
409 
410 
411 
412 
413 
414 
415 
416 
417 
418 
419 
420 

c 
C FIND DIFFERENCE BETWEE1 OLD AND NEW BUSY PROBABILITIES 
C 

00 395 K= 1 ,NC 
DIFF1=ABS(OBUSY(K) - BUSY(K» 
DIFF2=ABS(OBUSI(K) ~ BUSI(K» 
IF (DIFFI .GE. 0.001) ICON=1 
IF (DIFF2 .GE. 0.001) ICON= 1 

395 CONTINUE 
C 

IF (ICON .EO. 1) GOTO 3930 
C 
C CALCULATE PROBABILITIES SUMMED OVER REGIONS AND AVTIVITIES 
C 
C RPROB(I) - TOTAL FRACTION OF TIME CAR K SPENDS IN REGION I 
C APROB(I) - TOTAL FRACTION OF TIME CAR K SPENDS ON ACTIVITY J 
C 

C 

C 

DO 3990 K= 1 ,NC 

DO 3965 1=I,N 
RPROB(K,I)=O 

DO 3960 IJ=l,8 
JJ=8*(I-l)-I-IJ 
RPROB(K,I)=RPR08(K,I)+PROBlK,JJ) 

3960 CONTINUE 
C 
3965 CONTINUE 
C 

C 

DO 3975 J=l,8 
APROB(K,J)=O 

DO 3970 LJ=1,N 
LL=8"(L.J-l)+J 
APROB(K,J)=APROB(K,J)+PROB(K,LL) 

3970 CONTINUE 
C 
3975 CONTINUE 
C 

TCPROB(K)=O 
C 

DO 3980 1= I,N 
TCPROB(K)=TCPROB(K)+RPROB(K,I) 

3980 CONTINUE 
C 
3990 CONTINUE 
C 
C WRITE OUT FINAL PROBABILITIES 
C 

WRITE (6,3890) 
WRITE (2,3890) 

3890 FORMAT ('1') 
WR I TE (6, 3900) 
WRITE (2,3900) 

3900 FORMAT (72X) 
WRITE (6,3901) 
WRITE (2,3901) 

3901 FORMAT (' POLICE PATROL MODEL OUTPUT') 
C 

DO 3950 K=1,NC 

~; 
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421 
422 
423 
424 
425 
426 
427 
428 
429 
430 
431 
432 
433 
434 
435 
436 
437 
438 
439 
440 
441 
442 
443 
444 
445 
446 
447 
448 
449 
450 
451 
452 
453 
454 
455 
456 
457 
458 
459 
460 
461 
.462 
463 
464 
465 
466 
467 
468 
469 
470 
471 
472 
473 
474 
475 
476 
477 
478 
479 
480 

... 

WRITE (6.3900) 
WRITE (2,3900) 
WRITE (6.3903) K 
WRITE (2,3903) K 

3903 FORMAT (, CAR',I2,' FRACTION OF TIME BY ACTIVITY') 
WRITE (6,3905) 
WRITE (2,3905) 

3905 FORMAT (, REGION PATR ETRV ITRV ESRV ESVQ ISRV ISVQ UNFS 
C 

C 

c 

DO 3940 1=1, N 

IFIRST = 8·1-7 
ILAST = S*I 

WRITE (6,3907) INAME(I), (PROB(K,IJ), IJ=IFIRST,ILAST), RPROB(K,n 
WRITE (2,3907) INAME(!), (PROB(K,IJ). IJ=IFIRST,ILAST), RPROB(K,I) 

3907 FORMAT (2X,A4,2X,9F6.3) 
3940 CONTINUE 
C 

WRITE (6,3908) (APROB(K,J), J=1,8), TCPROB(K) 
WRITE (2,3908) (APROB(K,J), J=l,8), TCPROB(K) 

3908 FORMAT (, ALL',3X,9F6.3) 
C 
3950 CONTINUE 
C 
C CALCULATE RESPONSE TIMES 
C 

CALL RESPNS 
C 

END 
C 
C END OF MAIN PROGRAM 
C 

ALL f) 

C **.*.~* •• ** •• *.+*.********.*****.** •• *.*.~.*.*.******.*.* •• » •• ***~.**.~* •• * 
C 
C SUBROUTINE TO CALCULATE TRANSITION MATRIX AND STEAOY STATES 
C FOR INDIVIDUAL CARS 
C 
C ••••••••••• ** •••••••••• ** ••• *** ....... * •• *** ••••••••••• ••••• *~ •• ** •• * ••• ++.* 

C 

C 

C 
C 
C 

C 

SUBROUTINE TMATRX 

DIMENSION XLAM(20,3),XCHNG(20,20,5),TTMN(20,20),SRVMN(20,2) 
DIMENSION P(5, 160, 160), PI (160), PINEW( 160), TLAM(3, 5) 
DIMENSION COVP(5,20),TTLAM(5),BUSI(5),BUSY(5),PROB(5,160) 
DIMENSION COVI(5,20), COVE{5,20),A(20,20) 
DIMENSION TLAMP(3,5), TTLAMP(5) 
DlMENSION NX(32,4), FRACT(3,5,20), ESTA(3,5,20), INAME(20) 
INTEGER OATA(4),STATE,Ml,M2,M3,M4,M5,M6,M7,M8,KP(20,20) 
DATA Ml/'PATR'/,M2/'ETRV'/,M3/'ITRV'/,M4/'ESRV'/,M5/'ESVQ'/, 

1 M6/'ISRV'/,M7/'ISVQ'/,M8/'UNFS'/,IY/'Y '/,M9/'OUTS'/ 
COMMON /Xl/XLAM,XCHNG,TTMN,SRVMN,P,PI,TLAM,DATA,N,COVP,NC, 

1 BUSY,BUSI,COVE,COVI,ESTA,TLAMP,TTLAMP,NX,M,PROB 
COMMON /X2/INAME,A.KP 

START KTH CAR ITERATION 

DO 200 K = 1, NC 
TTLAM(K)=TLAM(l,K)+TLAM(2.K)+TLAM(3.K) 

- - ~_ ..a ___ . --'-
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481 
482 
483 
484 
485 
486 
487 
488 
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490 
491 
492 
493 
494 
495 
496 
497 
498 
499 
500 
501 
502 
503 
504 
505 
506 
507 
508 
509 
510 
511 
512 
513 
514 
515 
516 
517 
518 
519 
520 
521 
522 
523 
524 
525 
526 
527 
528 
529 
530 
531 
532 
533 
534 
535 
536 
537 
538 

\ 539 
540 

C"OEBUG WRITE (6.50) K 
50 FORMAT (. CAR ',12) 

C 
C ITERATE THROUGH THE REGIONS 
C 

DO 100 1= 1, M 
DO 100J=I,M 

p(K,r,J)=o.O 
100 CONTINUE 
C 

c 
C 
C 

00 200 1=1, N 

C FINO PROBS FROM PATROL 
C 

L=8*U-l)+1 
C 
C L - LEAVING STATE 
C 

P(K,L,L)=1.0 
C 
C TO TRAVEL ( EXPEDITE OR UNFOUNDED) 
C 

P(K,L,L+l)=TLAM(I,K)+TLAM(3,K) 
C 
C TO TRAVEL (IMMEDIATE ) 
G 

P(K,L,L+2)=TLAM(2,K) 
C 
C TO SELF 
C 

C 
P(K,L,L)=I-P(K,L,L+1)-P(K,L,L+2) 

C TO 
C 

OTHER PATROL 

DO 110 J= 1, N 
IF(I.EO.J) GO TO 110 
LL=S+(J-1) + 1 
P(K,L,LL)=XCHNG(I,J,K) 
P(K,L,L)=P(K,L,L)-P(K,L,LL) 

110 CONTINUE 
C 
C 
C 
C FIND PROBS FROM TRAVEL (EXPEDITE OR UNFOUNDED) 
C 

L = 8*(1-1) + 2 
C 
C FIND OENOM FOR CALCULATION 
C 

120 

DEN=O.O 
P ( K :L , L) = 1 . 00 
DO 120 J=I,N 
DEN1=XLAM(J,l)*TTMN(I,J)·CoVE(K,J}~1.3 
DEN3=XLAM(J,3)·TTMN(I,J)~COVE(K,J)·1.3 
DEN=DEN+DEN1+DEN3 
CONTINUE 

C 
C+DEBUG WRITE (6,55) DEN 

, 
I 
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541 
542 
543 
544 
545 
546 
547 
548 
549 
550 
551 
552 
553 
554 
555 
556 
557 
558 
559 
560 
561 
562 
563 
564 
565 
566 
567 
568 
569 
570 
571 
572 
573 
574 
575 
576 
577 
578 
579 
580 
581 
582 
583 
584 
585 
586 
587 
588 
589 
590 
591 
592 
593 
594 
595 
596 
597 
598 

\ 599 
600 

"> ~.-. 

55 FORMAT (' DEN 1.3 
c 
C TO SERVICE 
C 

C 

DO 130 J= 1 ,N 
LL=(J-1)'8+4 

C EXPEDITE SERVICE 

, ,F5. 3) 

C 
P(K,L,LL)=XLAM(J,l)*COVE(K.J)/DEN 
P(K,L,L)=P(K,L,L)-P(K,L,LL) 

C 
C UNFOUNDED SERVICE 
C 

LL=LL+4 
P(K,L,LL)=XLAM(J,3)*COVE(K,J)/DEN 
P(K,L,L)=P(K.L,L)-P(K.L,LL) 

130 CONTINUE 
C 
C 
C 
C FIND PROBS FROM TRAVEL (IMMEDIATE) 
C 

C 

L = 8*(1-1) + 3 
P(K.L,L)=1.0 

C rIND OENOM FOR CALCULATION 
C 

DEN=O.O 
DO 131 J"'l.N 
DEN"'DEN+XLAM(J,2)*TTMN(I,J)+COVI(K,J) 

131 CONTINUE 
C 
C*DEBUG WRITE (6. 60) DEN 

60 FORMAT ( 'DEN 2 '" ',F5.3) 
C 
C TO SERVICE (IMMEDIATE) 
C 

DO 132 J=l.N 
LL=(J-1)*8 + 6 
P(K,L,LL)=XLAM(J,2)*COVI(K,J)/DEN 
P(K,L,L)=P(K,L,L)-P(K,L,LL) 

132 CONTINUE 
C 
C 
C 
C FIND PROBS FROM UNFOUNDED 
C 

L=I*8 
LL=L - 7 
P(K,L,LL)=1.0 

C 
C 
C 
C FIND PROBS FROM EXPEDITE SERVICE (NO QUEUE) 
C 

L={I-1)"8 + 4 
C 
C TO SERVICE AND QUEUE 
C 

.\ 
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601 
602 
603 
604 
605 
606 
607 
608 
609 
610 
611 
612 
613 
614 
615 
616 
617 
618 
619 
620 
621 
622 
623 
624 
625 
626 
627 
628 
629 
630 
631 
632 
633 
634 
635 
636 
637 
638 
639 
640 
641 
642 
643 
644 
645 
646 
647 
640 
649 
650 
651 
652 
p53 
654 
655 
656 
657 
658 
659 
660 

C CALCULATE PROBABILITY THAT OTHER CARS WITH RESPONSIBILITY FOR 
C REGION I ARE ALL BUSY. THUS CAUSING A OUEUE TO FORM 
C 

XPROD= 1.0 
00 135 IK"1.NC 
IF (IK .EO. K) GOTO 135 
IF (COVP(IK.I) .EO. 0) GOTO 135 
XPROO=XPROO+BUSY(IK) 

135 CONTINUE 
C 
C MULTIPLY RATES OF TYPE 1 AND 3 CALLS BY XPROD TO GET PROB OF OUEUE 
C 

P (K, L . L + 1 ) = (TLAMP ( 1 ,K) +TLAMP (3. K) ) *XPROD 
C 
C TO TRAVEL (IMMEDIATE) 
C 

P(K.L.L-l) " TLAM(2.K) 
C 
C TO SELF 
c 

C 
C 

P(K.L.L)=1.0-P(K,L.L+1)-P(K.L,L-l) 

C TO PATROL 
C 

P(K.L,L-3)=1!SRVMN(I,l) 
C 
C UPDATE SELF 
C 

C 
C 
c 

P(K.L,L)=P(K.L.L)-P(K,L.L-3) 

C FIND PROBS FROM IMMEDIATE SERVICE (NO OUEUE) 
C 

C 

L = 8 .. (1-1) ~. 6 
P(K,L.L)=1.0 

C TO SERVICE WITH QUEUE 
C 
C CALCULATE PROBABILITY THAT ALL OTHER CARS ARE BUSY 
C 

ZPROO=1.0 
DO 140 IK=l,NC 
IF (IK .EO. K) GOTO 140 
ZPROD=ZPROD+BUSI(IK) 

140 CONTINUE 
C 
C MULTIPLY RATE OF TYPE 2 CALLS BY ZPROD AND MULTIPLY TYPE 1 
C AND TYPE 3 CALLS BY XPROD TO GET PROS OF QUEING CALLS 
C 

P(K.L,L+1)=(TLAMP( 1.K)+TLAMP(3.K»'XPROD+TLAMP(2.K)*ZPROD 
P(K.L,L)=P(K,L.L)-P(K.L,L+l) 

C 
C TO PATROL 
C 

c 
c 

P(K.L.L-5)= 1!SRVMN(I,2) 
P(K,L,L)=P(K,L,L)-P(K,L,L-5) 

I 

I 
1 , . , 
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661 C 
662 C FROM EXPEDITE SERVICE WITH QUEUE 
663 C 
664 L = (1-1)"8 + 5 
665 P(K.L.L)=1.0 
666 C 
667 C TO TRAVEL (EXPEDITE) IF DONE 
668 C 
669 P(K.L.L-3)=I/SRVMN(I,I) 
670 P(K,L,L)=P(K.L,L)-P(K.L.L-3) 
671 C 
672 C 
673 C 
674 C FROM IMMEDIATE SERVICE WITH QUEUE 
675 C 
676 L = L + 2 
677 P(K.L,L)=1.0 
678 C 
679 C TO TRAVEL (EXPEDITE) IF DONE 
680 C 
681 P(K,L.L-5)=(I/SRVMN(I,2»*(TLAM(I.K)+TLAM(3,K»/TTLAM(K) 

682 C 
683 C TO TRAVEL (IMMEDIATE) IF DONE 
684 C 

P(K.L.L-4)=(1/SRVMN(I.2»·TLAM(2.K)/TTLAM(K) 685 
686 
687 
688 
689 
690 
691 
692 
693 
694 
695 
696 
697 
698 
699 
700 
701 
702 
703 
704 
705 
706 
707 
708 
709 
710 
711 
712 
713 
7.14 
715 
716 
717 
718 
719 
720 

,.,)-1: •. 

C 
P(K,L,L)=P(K.L,L) - P(K,L,L-5) - P(K.L.L-4) 

200 CONTINUE 
C 
C WRITE OUT TRANSITION PROBABILITIES 
C 

201 
2000 

2001 
C 

GOTO 2001 
DO 2000 K= 1. NC 
DO 2000 L=I.M 
DO 2000 LL=1,M 
WRITE (6,201) K.L,LL.P(K,L,LL) 
FORMAT (' P(',I2,'. ',12.'.' .12. ,)= 
CONTINUE 
STOP 
CONTINUE 

C END DATA ENTRY 
C 

, . F5. 3) 

C--------------------------------------------------------------------
C 
C BEGIN TO COMPUTE STEADY STATE PROBABILITIES 
C 
C -------------------------------------------------------------------------
C 
C :NITIALIZE COUNTERS FOR ACCUMULATING PROS OF CAR I BEING IN REGION J. 
C 

DO 3900 I=l,NC 
C 
C SET FRACT AND ESTA TO ZERO 
C 

DO 3800 IJ=I.3 
DO 3800 J=1,N 
FRACT( IJ ,1, J)=O 
ESTA(IJ,I,J)=O 

3800 CONTINUE 

- __ ~ ~-c~- --~-'~- -
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721 
722 
723 
724 
'725 
726 
727 
728 
729 
730 
731 
732 
733 
734 
735 
736 
737 
738 
739 
740 
741 
742 
743 
7<14 
745 
746 
747 
748 
749 
750 
751 
752 
753 
754 
755 
756 
757 
758 
759 
760 
761 
762 
763 
764 
765 
766 
767 
768 
769 
770 
771 
772 
773 
774 
775 
776 
777 
778 
779 
7S0 

C 
3900 CONTINUE 
C 
C START CAR K LOOP 
C 

DO 435 K=I.NC 
c 
C SET ACCUMULATORS TOTE AND TOTI TO ZERO 
C 

TOTE=O 
TOTI=O 

C 

DO 400 1= 1.1.1 
PINEW{I)=O,O 

400 CONTINUE 
DO 401 I = 1. N 
L=S'I-7 
PINEW(L)=I/FLOAT(N) 

C*DEBUG WRITE (6,4001) L, PINEW(L) 
4001 FORMAT ( 'PINEW('.I2.')= '.F6.4) 
401 CONTINUE 
C 

C MULTIPLY AS LONG AS DIFF > .001 
C 

NITR = 0 
C 

C NITR - NO OF ITERATIONS 
C 
410 CONTINUE 

NITR ~ NITR + 1 
DO 412 1= 1. M 
PI(I)=PINEW(I) 

412 CONTI NUE 
C 

C MULTIPLY OUT THE VECTOR 
C 

DO 420 1=1. M 
PINEW(I)=O.O 
DO 420 u= 1. M 
PINEW(I)=PINEW(I) + PI(J)*P(K.J.I) 

420 CONTINUE 
C 
C CHECK FOR ACCURACY 
C 

425 
C 

DO 425 I=1.M 
DIFF = ABS(PI(I)-PINEW(I» 
IF(DIFF.GE,O.OOI) GO TO 410 
CONTINUE 

C HERE ALL PROBS ARE WITHIN .001 OF PREVIOUS ITERATIONS 
C 

C DEBUGGING AID - PRINTS' OUT PROBS ON EACH ITERATION OF TMATRIX 
C 

GOTO 4352 
C 

C WRITE OUT HOW LONG IT TOOK AND THE PROBS 
C 

, 
, I 
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781 
782 
783 
784 
785 
786 
787 
788 
789 
790 
791 
792 
793 
794 
795 
796 
797 
798 
799 
800 
801 
802 
803 
804 
805 
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807 
808 
809 
810 
811 
812 
813 
814 
815 
816 
817 
818 
819 
820 
821 
822 
823 
824 
825 
826 
827 
828 
829 
830 
831 
832 
833 
834 
835 
836 
837 
838 
839 
840 

I 

i 

WRITE(6,430> K, NITR 
WRITE(2,430) K, NITR 

430 FORMAT('CAR',I2,', ',IS,' ITERATIONS FOR ,001 OIFFERENCE') 
C 

DO 4351 I=1,M 
C 
C FIND THE PROPER STATE 
C 

KS = MOD ( I ,8) 
IF(KS.EO.1) STATE=Ml 
IF(KS.EO.2) STATE=M2 
IF(KS.EO.3) STATE=M3 
IF(KS,EO.4) STATE=M4 
IF(KS.EO.5) STATE=M5 
IF(KS.EO.6) STATE=M6 
IF(KS.EO.7) STATE=M7 
IF(KS.EO.O) STATE=M8 

433 CONTINUE 

C 

434 
4351 
C 
4352 
C 

ZI=(I-1)/8.0 
IF(I.LE.8*N) I0=INT(ZI)+1 
IF(I.GT.8*N) I0=N+(I-8*N) 

WRITE(6,434) STATE,I0,PI(I) 
FORMAT(A4,I4,' PROB =' ,F5.3) 
CONTINUE 

CONTINUE 

00 5000=1,M 
PROB(K,0)=PI(0) 

500 CONTINUE 
C 
C COMPUTE PROBABILITY CAR K IS BUSY (ANY CALL) 
C 

SUM = 0 
DO 436 10=1, N 
L=8*I0-7 
SUM = SUM + PI(L) 

436 CONTINUE 
BUSY(K)=I-SUM 

C*DEBUG WRITE (6,4361) K, BUSY(K) 
4361 FORMAT (, BUSY(', I 1,')= '. F5, 3) 
C 
C COMPUTE PROBABILITY THAT CAR K IS BUSY (IMMEDIATE CALL) 
C 

BUSI(K)=O 
DO 437 IJ=1,N 
Ll=8*I0-2 
L2=S*IJ-1 
BUSI(K)=BUSI(K)+PI(L1)+PI(L2) 

437 CONTINUE 
C*DEBUG WRITE (6,4371) K, BUSI(K) 
4371 FORMAT (, BUSI(',Il,')= ',FS.3) 
C 
C COMPUTE PROB CAR K IS IN REGION 10 AND AVAILABLE FOR CALLS OF TYPES 1,2,3 
C 
C FRACT(L,K,IJ) - FRACTION OF TIME CAR K IS IN IJ AVAILABLE FOR TYPE L CALLS 
C TOTE (TOTI).- TOTAL TIME CARS ~RE AVAILABLE FOR EXPEDITE (IMMEDIATE) CALLS 
C ESTA(L,K,IJ) - PROB CAR K IS IN IJ AVAILABLE FOR TYPE L CALLS 
C 
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901 
902 
903 
904 
905 
906 
907 
908 
909 
910 
911 
912 
913 
914 
915 
916 
917 
918 
919 
920 
921 
922 
923 
924 
925 
926 
927 
928 
929 
930 
931 
932 
933 
934 
935 
936 
937 
938 
939 
940 
941 
942 
943 
944 
945 
946 
947 
948 
949 
950 
951 

'\ 952 
953 
954 
955 
956 

\ 957 
958 
959 
960 

C 
C INITIALIZE EXIMM AND EXEXP TO ZERO 
C 

DO 806 1=1, N 
DO 805 KK= 1, NC 
EXIMM(KK,I)=O 
EXEXP(KK,I)=O 

805 CONTINUE 
[l06 CONTINUE 
C 

C 

DO 810 1=1, N 
DO 800 KK= 1, NC 

C LOOP THROUGH NC ROWS OF NX MATRIX 
C 

DO 770 IJ=l,NROWS 
C 

j-' -
! -. 

C NO EXCESS CALLS IN CASE WHERE CAR KK IS BUSY 
C 

C 

C 

IF (NX(IJ,KK) .EO. 1) GOTO 770 

SUMI = 0 
SUME = 0 
SUMX = 0 
PROD! = 1.0 
PRODE = 1.0 

C GO THROUGH ROWS OF NX TO REPRESENT POSSIBLE BUSY, NOT 
C BUSY COMBtNATIONS 
C 
C SUMI - TOTAL COVERAGE OF BUSY CARS FOR REGION I (IMM CALLS) 
C SUME - TOTAL COVERAGE OF BUSY CARS FOR REGION I (EXP CALLS) 
C SUMX - NUMBER OF BUSY CARS 
C PRODI - PROB CARS ARE BUSY SERVING IMMEDIATE CALLS 
C PRODE - PROB CARS ARE BUSY SERVING EXPEDITE CALLS 
C 

DO 760 IK=l, NC 
IF (IK .EO. KK) GOTD 750 
SUMI=SUMI+NX(IJ,IK)*COVP(IK,I) 
SUME=SUME+NX(IJ,IK)*COVP(IK,I) 
SUMX=SUMX+NX(IJ,IK) 
PRODI=PRODI*(NX(IJ,IK)*SUSI(IK)+(l-NX(IJ,IK»*{l-BUSI{IK») 
PRODE=PRODE*(NX{IJ,IK)*BUSY(IK)+(l-NX(IJ,IK»~(l-BUSY(IK») 

C 
C*DEBUG WRITE (6,7510) SUMI, SUMX, PRODI 
C*DEBUG WRITE (6,7511) SUME, PRODE 
7510 FORMAT (' SUMI= ',F5,3,' SUMX= ',F5,3,' PRODI= ' ,F5.3) 
7511 FORMAT (' SUME= ',F5.3,' PRODE= ',F5.3) 
750 CONTINUE 
760 CONTINUE 
C 
C ADD UP COVERAGE OF ALL FREE CARS 
C 

DENOM = 0 
DO 765 KJ=l,NC 
DENDM=DENOM+(l-NX(IJ,KJ»*COVP(KJ,I) 

765 CONTINUE 
C 
C*DEBUG WRITE (6,7651) DENOM 
7651 FORMAT (' DENOM= ',F5,3) 
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961 
962 
963 
964 
965 
966 
967 
9G8 
969 
970 
971 
972 
973 
974 
975 
976 
977 
978 
979 
980 
981 
982 
983 
984 
985 
986 
987 
988 
989 
990 
991 
992 
993 
994 
995 
996 
997 
998 
999 

1000 
1001 
1002 
1003 
1004 
1005 
1006 
1007 
1008 
1009 
1010 
1011 
1012 
1013 
1014 

\ 
1015 
1016 
1017 
1018 
.019 
1020 

C 

C 

IF tDENOMEO. 0) COEFF = 1/(NC-SUMX) 
IF (DENOM .NE. 0) COEFF - COVP(KK.I)/OENOM 
EXIMM(KK,I)=EXIMM(KK.I)+( l-BUSI(KK))"PRODI"SUMr"COEFF 
IF (DENOM .NE. 0) EXEXP(KK.I)-EXEXP(KK.I)+( l-BUSY(KK»)-PRODE'SUME"COEFF 

770 CONTINUE 
C 

C'OEBUG 
C*DEBUG 

WRITE (6.766) KK. I. EXIM~HKK.I) 
WRITE (6.767) KK. I. EXEXP(KK,I) 
(' E X I MM ( , • II. ' . ' . I 1 • ' ) = '. F 5 . 3 ) 
(, EXEXP ( , . I 1 , ' . ' , I 1 . ' ) = '. F5. 3) 

766 FORMAT 
767 FORMAT 
C 
800 
810 
C 

CONTINUE 
CONTINUE 

C UPDATE COVI BY ADDING EXIMM TO COVP AND UPDATE 
C COVE BY ADDING EXEXP TO COVP 
C 

C 

DO 8100 I-I. N 
DO 8100 KK=I.NC 
COVI(KK.I)=COVP(KK.I)+EXIMM(KK,I) 
COVE(KK,I)=COVP(KK.I)+EXEXP(KK, I) 

C'OEBUG WRITE (6,7601) KK. T, COVI(KK.I) 
7601 FORMAT (, COVI(' .12,',' ,12,')= ',F5.3) 
C·OEBUG WRITE (6,760?-) KK, I. COVE(KK,n 
7602 FORMAT (' COVE(',I2,',',I2,')= ',F5.3) 
8100 CONTINUE 
C 
C UPDATE EFFECTIVE CALL RATES 
C 

DO 8111 K= 1 ,NC 
TLAM( I.K)=O.O 
TLAM(2,K)=0.0 
TLAM(3,K)=0.0 

C 

8110 
C 

DO 8 1 10 1=1. N 
TLAM{ I,Kl=TLAM{ I,K)+XLAM( r, 1 l-'COVE(K, I) 
TLAM(2,K)=TLAM(2,K)+XLAM(I,2)~COVI(K.I) 
TLAM(3,K)=TLAM(3,K)+XLAM(I.3)oCOVE(K,I) 
CONTINUE 

C·OEBUG WRITE (6,8101) I, TLAM(I,K), TLAM(2,K), TLAM(3.K) 
8101 FORMAT (, REGION ',II,': TLAM1= ',F5.3,' TLAM2= '.FS.3.' TLAM3= '.F5.3) 
C 
8111 CONTINUE 
C 

C 

RETURN 
END 

C END OF PARIT 
C 
C * •• ***.~ •••• * •• +.* ••• *.* ••••••• *.**~~+*.* ••••••• * •••••••• ~ •••••• ~*~ •••••••• ~*t~ ••• 

C 

C THIS SUBROUTINE CALCULATES EXPECTED RESPONSE TIME FOR CAR K TO TYPE L CALLS 
C AND PLACES THIS VALUE IN RESPON(K,L) 
C 
c .*.+.* •••• *.+ ••• *+ •• * ••••••••••• ~.~ ••• ** •••••• * •• + ••••••••• ~~* •••• ~ •••••• * •••••••• 
C 
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1021 
1022 
1023 
1024 
1025 
1026 
1027 
1028 
1029 
1030 
1031 
1032 
1033 
1034 
1035 
1036 
1037 
1038 
1039 
1040 
1041 
1042 
1043 
1044 
1045 
1046 
1047 
1048 
1049 
1050 
1051 
1052 
1053 
1054 
1055 
1056 
1057 
1058 
1059 
1060 
1061 
1062 
1063 
1064 
1065 
1066 
1067 
1068 
1069 
1070 
1071 
1072 

\ 1073 
1074 
1075 
1076 
1077 
1078 
1079 
1080 

C 

C 

SUBROUTINE RESPNS 

DIMENSION XLAM(20.3).XCHNG(20.20.5).TTMN(20.20).SRVMN(20.2) 
DIMENSION P(5, 160. 160), PI (160), TLAM(3, 5), A(20, 20) .CDF(20, 9) 
DIMENSION COVP(5.20).TTLAM(5),SUSI(5),BUSY(5),PROB(5,160) 
DIMENSION ERESP(20,3), TESTA(3,5), COVI(5,20), COVE(5.20) 
DIMENSION RBUS(20), TLAMP(3.5), TTLAMP(5), 0(20,3) 
DIMENSION NX(32.41. RESFON(20.5,3), ESTA(3,5,20), INAME(20) 
INTEGER DATA(4),KP(20,20) 
COMMON /Xl/XlAM.XCHNG,TTMN,SRVMN,P,PI,TLAM,DATA,N,COVP,NC, 

1 BUSY,BUSI,COVE,CDVI,ESTA,TLAMP,TTLAMP,NX,M,PRDB 
COMMON /X2/INAME,A,KP 

C SET RESPON TO ZERO 
C 

DO 8200 I=I,N 
DO 8200K=I,NC 
DO 8200 L=I,3 
RESPON(I,K,L)=O 

8200 CONTINUE 
C 
C NORMALIZE COVE AND COVI MATRICES 
C 
C 

C 
DO 8302 1=1, N 

DEN1=0 
DEN2=0 
DO 8301 K=I,NC 
DEN1=DEN1+COVE(K, I) 
OEN2=DEN2+COV!(K,I) 

8301 CONTINUE 
C 

DO 8300 K=I,NC 
COVE(K,I)=COVE(K,I)/DENl 
COVI(K,I)=COVI(K,I)/DEN2 

8300 CONTINUE 
C 
8302 CONTINUE 
C 
C CALCULATE TOTAL PROS OF CAR K BEING AVAILABLE FOR TYPE L CALLS 
C 

D08201k=I,NC 
DO 8201 l=I,3 
TESTA(L,K)=O 

8201 CONTINUE 
C 

8202 
C 

DO 8202 L=I,3 
DO 8202 K=l,NC 
DO 8202 J= 1 ,N 
TESTA(L,K)=TESTA(L,K)+ESTA(L,K,J) 
CONTINUE 

C 
C 

SET CUMULATIVE TRAVEL TIME DISTRIBUTION TO ZERO 

8203 
C 

DO 8203 I=l,N 
DO 8203 ICT=I,9 
CDF(I,ICT)=O 
CONTINUE 

. """'~ r~-~'~~ 
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r 
I 

1081 
1082 
1083 
1084 
1085 
1086 
1087 
1088 
1089 
1090 
1091 
1092 
1093 
1094 
1095 
1096 
1097 
1098 
1099 
1100 
1101 
1102 
1103 

. 1104 
1105 
1106 
1107 
1108 
1109 
1110 
11 1 1 
1112 
1113 
1114 
1115 
1116 
1117 
1118 
1119 
1120 
1121 
1122 
1123 
1124 
1125 
1126 
1127 
1128 
1129 
1130 
1131 

\ 1132 
1133 
1134 
1135 
1136 
1137 
1138 
1139 
1140 

C LOOP FOR EACH CALL TYPE 
C 

00 840 L=I, 3 
C 
C LOOP FOR EACH CAR 
C 

00 830K=I,NC 
C 
C LOOP THROUGH ALL PAIRS OF REGIONS 
C 

C 

DO 820 I=I,N 
00 815 J=I,N 

C MULTIPLY TIMES PROB CAR K IS IN J TIMES EXPECTED TRAVEL FROM J TO I 
C TRAVEL IS 1.3 TIMES GREATER FOR EXPEDITE THAN IM~EDIATE 
C 

ETRAV - ESTA(L,K,J)*TTMN(J,I)*5/TESTA(L,K) 
IF (L .NE. 2) ETRAV = ETRAV ,. 1.3 
RESPON(I,K,L)=RESPON(I,K,L)+ETRAV 

C 
C*DEBUG WRITE (6,8015) ETRAV 

(, ETRAV= ',F5.3) 8015 FORMAT 
C*DEBUG WRITE (6, 8016) K, 1, TTMN(J,I) 

(' TTMN(',ll,',' ,II. ')- ',F5.3) 8016 FORMAT 
C 
C CALCULATE CUMULATIVE PROB THAT RESPONSE TIME TO REGION r 
C IS LESS THAN OR EQUAL TO lCT BETWEEN 3 AND 27 MINUTES 
C 

C 
IF (L.NE.2) GO TO 815 

DO 814 ICT=I,9 
IT=ICT*3 
CALL CTRAV(A(J,I),KP(J,I),IT,CDV) 
CDF(I,ICT)=COF(I,ICT)+ESTA(2,K,J)*COVI(K, r).COV/TEST~(2,K) 

C~DEBUG WRITE (6,8141) I,J,CDV 
8141 FORMAT (' CDV(',12,',',I2,')= ',F6.3) 
814 CONTINUE 
C 
815 
820 
830 
840 
C 

CONTINUE 
CONTINUE 
CONTINUE 
CONTINUE 

C CALCULATE EXPECTED TIME AN EXPEDITE OR UNFOUNDED CALL IS QUEUED 
c 
C FIND DENOM FOR PROBS OF CALLS COMING FROM REGION 
C 

TXLAM1=0.0 
TXLAM2=0.0 
TXLAM3=0.0 
DO 841 I:: 1 ,N 
TXLAM 1 =TXL/IM l+XLAM( I, 1) 
TXLAM2=TXLAM2+XLAM(I,2) 
TXLAM3=TXLAM3+XLAM(I,3) 

841 CONTINUE 
C 
C CALCULATE PROB OF ALL CARS BUSY WITH IMMEDIATE CALLS 
C 

ABUS=I.0 
DO 8412 K= 1, NC 

A 
\ 

1 
j 
~ 

" ,1 



~-~ -~------- --

., , 
:'~~J;i'l,~~.;:;.~ ............... <.l\. .. :_;~ ... ~ 

-~.--" 
.,,----.... 
I ~I ., 

1141 
1142 
1143 
1144 
1145 
1146 
1147 
1148 
1149 
'j 150 
1151 
1152 
1153 
1154 
1155 
1156 
1157 
1158 
1159 
1160 
1161 
1162 
1163 
1164 
1165 
1166 
1167 
1168 
1169 
1170 
1171 
1172 
1173 
1174 
1175 
1176 
1177 
1178 
1179 
1180 
1181 
1182 
1183 
1184 
1185 
1186 
1187 
1188 
1189 
1190 
1191 
1192 
1193 
1194 
1195 

\ 1196 
1197 
1198 
1199 
1200 

ABUS=ABUS"BUSI(K) 
8412 CONTINUE 
C 
C CALCULATE PROB OF CAR HANDLING CALL BUSY WITH EXPEDITE AND ALL OTHER 
C CARS WITH RESPONSIBILITY FOR REGION I BUSY WITH ANY TYPE CALL 
C 

C 

C 

DO 8417 1=1 • N 
RBUS(I)=O.O 

DO 8416 K=I.NC 
IF (COVE(K.I).EQ.O) GOTO 8416 
BUS=BUSY(K)-BUSI{K) 

DO 8415 KK=I.NC 
IF (COVE(KK.I).EQ.O) GoTo 8415 
IF (KK.EQ.K) GOTO 8415 
BUS=BUS~BUSY{KK) 

8415 CONTINUE 
C 

RBUS(I)=RBUS(I)+COVE(K,I)*BUS 
C 
C~DEBUG WRITE (6.8418) I, RBUS(I) 
8418 FORMAT (' RBUS(',I2,')= '.F6.3) 
C 
8416 CONTINUE 
C 
8417 CONTINUE 
C 
C EXPECTED QUEUING TIME GIVE CALL COMES FROM I 
C EQUALS P{CALL IS QUEUED BEHIND A TYPE 1 OR 2 CALL) 
C TIMES EXPECTED QUEUE TIME (SERVICE TIME) 
C TYPE 2 CALLS CAN ONLY BE QUEUED BEHIND TYPE 2 CALLS 
C 

DO 8411 I=I,N 
DO 8411 L=I.3 
Q(I,L)=O 

8411 CONTINUE 
C 

00 842 I=I.N 
Q{I.l)~{RBUS(I)*SRVMN(I. 1) + ABUS*SRVMN(I.2»*5 
Q(I.2)=ABUS*SRVMN(I.2)*5 
0{I.3)=0(I.1) 

C*DEBUG WRITE (6,8420) (Q(I.L). L=I,3) 
8420 FORMAT (' 01= ' .F5.3.' Q2= ' .F5.3,' 03= , .F5.3) 
842 CONTINUE 
C 
C 
C CALCULATE EXPECTED RESPONSE TIMES TO EACH REGION 
C 

DO 8430 1=1. N 
DO 8430 L=I.3 
ERESP{I. L )=0.0 

8430 CONTINUE 
C 

DO 8431 I=I,N 
DO 8431 L=I.3 
DO 8431 K=I,NC 
IF (L.EO.2) ECOV=COVI{K,I) 
IF (L.NE.2) ECOV=COVE(K,I) 
ERESP(I,L)=ERESP(I,L)+ECOV·RESPON(r.K.L) 

';---1: 
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1201 
1202 
1203 
1204 
1205 
1206 
1207 
1208 
1209 
1210 
1211 
1212 
1213 
1214 
1215 
1216 
1217 
1218 
1219 
1220 
1221 
1222 
1223 
1224 
1225 
1226 
1227 
1228 
1229 
1230 
1231 
1232 
1233 
1234 
1235 
1236 
1237 
1238 
1239 
1240 
124 \ 
1242 
1243 
1244 
1245 
1246 
1247 
1248 
1249 
1250 
1251 
1252 
1253 
1254 
1255 
1256 
1257 
1258 
1259 
1260 

8431 CONT INUE 
C 
C ACD QUEUING TIME TO EXPECTED ReSPONSE TIMES 
C 

DO 843 I=I.N 
DO 843 L=I.3 
ERESP(I,L)=ERESP(I.L)+Q(I,L) 

843 CONTINUE 
C 
C 
C WRITE OUT EXPECTED RESPONSE TIMES 
C 

C 

849 

850 

GOTO 8900 

WRITE (6.849) 
WRITE (2,849) 
FORMAT (72X) 
WR I TE (6, 850) 
WRITE (2, 850) 
FORMAT (' EXPECTED 
DO 890 K=1 ,NC 
WRITE (6.849) 
WRITE (2.849) 

TRAVEL TIMES') 

851 

WRITE (6,851) K 
WRITE (2.851) K 
"'ORMAT (' CAR'. 12.' 
WRITE (6.852) 

CALL TYPES') 

852 
C 

853 
C 
890 
C 
8900 
C 

WRITE (2.852) 
FORMAT (, REGION EXPEDITE IMMEDIATE UNFOUNDED' ) 

00 890 I" 1, N 
WRITE (6.853) INAME(I), (RESPON(INAME(I).K,L). L=I.3) 
WRITE (2,853) INAME(I). (RESPON(INAME(I).K.U. L=I.3) 
FORMAT (2X,A4,5X,F6.3,6X,F6.3.6X,FG.3) 

CONTINUE 

CONTINUE 

WRITE (6,849) 
WRITE (2,849) 
WRITE (6,849) 
WRITE (2,849) 
WRITE (6,8490) 
WRITE (2,8490) 

8490 FORMAT (' AVERAGE RESPONSE TIME TO EACH REGION (MINUTES)') 

c 

WRITE (6,852) 
WRITE (2,852) 

DO 8495 I=l,N 
WRITE (6,853) INAME(I}, (ERESP(r,L), L=1.3) 
WRITE (2.353) INAME(I), (ERESP(I,L). L=1,3) 

8495 CONTINUE 
C 
C PRINT OUT AVERAGE QUEUE T!MES 
C 

WRlTE(6,849) 
WRITE(2,849) 
WRITE(6,849) 
WRITE(6,849) 

", 

, , 
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1261 
1262 
1263 
1264 
1265 
1266 
1267 
1268 
1269 
1270 
1271 
1272 
1273 
1274 
1275 
1276 
1277 
1278 
1279 
1280 
1280.2 
1280.4 
1280.6 
1281 
1282 
1283 
1284 
1285 
1286 
1287 
1288 
1289 
1290 
1291 
1292 
1293 
1294 
1295 
1296 
12!il7 
1298 
1299 
1300 
1301 
1302 
1303 
1304 
1305 
1306 
1307 
1308 

\ 1309 
1310 
1311 
1312 
1313 
1314 

. 1315 
1316 
1317 

WRITE(6, 8501) 
WRITE(2,8501 ) 

8501 FORMAT(' AVERAGE TIME IN QUEUE (MINUTES)') 
WRITE(6, 852) 

C 

8502 
C 

WRITE(2,852) 

DO 8502 I=I,N 
WRITE(6,853) INAME(I),(Q(I,L),L=I,3) 
WRITE(2,853) INAME(I),(Q(I,L),L=I,3) 
CONTINUE 

C PRINT OUT CUMULATIVE DISTRIBUTION OF TRAVEL TIMES TO IMMED CALLS 
C 

8505 

WRlTE(6,849) 
WRITE(6,849) 
WRITE(2,849) 
WRITE(2,849) 
WRlTE(6,8505) 
WRITE(2,8505) 
FORMAT(' PROBABILITY 
WRITE(6,8506) 

TRAVEL TIME TO IMMEDIATE CALLS IS LESS THAN OR EQUAL TO') 

8506 

8507 
C 

8508 
8509 
C 
C 

WRITE (2,8506) 
FORMAT( , 
WRITE(6,8507) 
WRITE(2,8507) 
FORMAT(' REGION 3 

DO 8509 1=1, N 

6 

MINUTES' ) 

9 12 

WRITE(6,8508) INAME(I),(CDF(I,J),J=I,9) 
WRITE( 2 ,8508) INAME( 1), (CDF( I. J), J= 1,9) 
FORMAT(2X.A4.1X,9F6.3) 
CONTINUE 

C END OF RESPON 
C 

RETURN 
END 

15 18 21 24 

C ••• ***.******** ••• *.*.* •• ~** •• * •• *** ••• ** •• **.~.***.*.**.~ •• *t+.** •• * 
C 
C THIS SUBROUTINE CHANGES OLD ACCORDING TO NEW SPECIFICATIONS 
C 
C**·*****·*···*·*·**····***+·*+·**+**···**T~**** •• ****+ •• ** •• * •• *~.**+.* 

2 

C 

SUBROUTINE CHNGDT 
DIMENSION XLAM(20,3),XCHNG(20,20.5).TTMN(20,20).SRVMN(20,2) 
DIMENSION P(5, 160.160),PI(160),TLAM(3,5) 
DIMENSION COVP(5,20). ESTA(3,5,20), INAME(20). A(20,20) 
INTEGER DATA(4), KP(20.20) 
oA TA I Y / I Y , / 
DATA MCI/'RATE'/,MC2/'TRAV'/,MC3/'SERV'/.MC4/'SWIT'/,MCS/'COVE'/. 

1 MDI/'EXPE'/,Mo3/'UNFO'/,MD2/'IMME'/,IZERO/'O '/ 
COMMON /Xl/XLAM,XCHNG.TTMN,SRVMN,P,PI.TLAM.DATA,N,COVP,NC, 

1 BUSY,BUSI.COVE.COVI,ESTA.TLAMP.TTLAMP.NX,M,PROB 
COMMON /X2/INAMi,A,KP 
WRITE(6, 1) 
FORMAT(' WHAT FILE 00 YOU WANT 7') 
READ(5.2) DATA 
FORMAT(4A4) 
CALL FTNCMD('ASSIGN 2=7', 10,DATA) 

27' ) 

" 

1 
j 
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1318 C READ IN THE NAME 
1319 C 
1320 READ(2,302) DATA 
1321 302 FORMAT(IX,4A4) 
1322 WRITE(6,3) DATA 
1323 3 FORMAT(' FILE ='.4A4) 
1324 C 
'325 C READ IN THE NUMBER OF REGIONS 
1326 C 
1327 READ(2,303l N 
1328 303 FORMAT(/I3) 
1329 C 
1330 C READ NUMBER OF CARS 
1331 C 
1332 READ(2.303) NC 
1333 C 
1334 C READ IN TRAVEL ALPHA VALUES 
1335 C 
1336 READ (2. 3031) rDUM 
1337 3031 FORMAT (A4) 
1338 
1339 
1340 
1341 
1342 
1343 
1344 
1345 
1346 
1347 

C 
DO 305 1=1. N 
READ{2,304) (A(I.J),J=I,N) 

304 FORMAT (12F6.2) 
305 CONTINUE 
C 
C READ IN TRAVEL K VALUES 
C 

READ(2.3031) IDUM 
C 

1348 DO 3051 1"'I,N 
1349 READ(~,3052) (KP(1,J).J=I.N) 
1350 3051 CONTINUE 
1351 3052 FORMAT (1216) 
1352 C 
1353 C READ IN CALL RATES 
1354 C 
1355 
1356 
1357 
1358 
1359 
1360 
1361 
1362 
1363 
1364 
1365 
1366 
1367 
1368 
1369 
1370 
1371 
1372 
1373 
1374 
1375 
1376 
1377 

306 
C 

307 
315 
c 

READ (2. 306) IDUM 
FORMAT (/ A4) 

DO 315 1= 1, N 
READ(2.307) !DUM, (XLAM(I.J).J=I.3) 
FORMAT (2X,A4.3X,F5.3,5X,F5.3.5X,F5.3) 
CONTINUE 

C READ IN SERVICE MEANS 
C 

C 

308 
320 
C 

READ (2, 306) 1DUM 

DO 320 I=I,N 
READ(2,308) IDUM. (SRVMN(r.J),J=l,2) 
FORMAT (2X,A4,3X.F5.2.5X,F5.2.5X.F5.2) 
CDNT!NUE 

C READ IN SWITCH PRDBABLIT1ES 
C 

READ (2. 3031) IDUM 
DO 330 K=I.NC 
READ (2, 3031) 1DUM 
DO 330 1=1. N 

, 
1 
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1378 
1379 
1380 
1381 
1382 
1383 
1384 
1385 
1386 
1387 
1388 
1389 
1390 
1391 
1392 
1393 
1394 
1395 
1396 
1397 
1398 
1399 
1400 
1401 
1402 
1403 
1404 
1405 
1406 
1407 
1408 
1409 
1410 
1411 
1412 
1413 
1414 
1415 
1416 
1417 
1418 
1419 
1420 
1421 
1422 
1423 
1424 
1425 
1426 
1427 
1428 
1429 
1430 
1431 
1432 
1433 
1434 
1435 
1436 
1437 
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READ(2,311) (XCHNG(I,J,K),J=I,N) 
311 FORMAT (12F6.3) 
330 CONTINUE 
C 
C 
C READ COVERAGE 
C 

READ (2, 306) rDUM 
C 

DO 340 K=I,NC 
READ(2,312) IDUM, (COVP(K,J),J=I,N) 

312 FORMAT (I3,12F6.3) 
340 CONTINUE 
C 
C READ REGION NAMES 
C 

C 

3410 
350 
C 
C END 
C 

READ (2,3031) rDUM 

DO 350 I=I,N 
READ (2,3410) IDUM, 
FORMAT (13,5X,A4) 
CONTINUE 

OF DATA RECOVERY 

INAME(I) 

C------------------------------------------------------------------
C 
C 
C SELECT THE AREA TO CHANGE 
C 
C 
9 CONTINUE 

WR IT E ( 6, 10) 
10 FORMAT(' WHAT WOULD YOU LIKE TO CHANGE 7',/, 

1 '(RATES,TRAVEL,SERVICE,SWITCH,COVERAGE,STOP)') 
WR IT E (6, 12 ) 

12 FORMAT (, ENTERING 0 WILL STOP LEVEL OF QUERY') 
READ (5, 11) JCH 

11 FORMAT(A4) 

C 

IF(JCH.EQ.MC1) GO TO 20 
IF(JCH.EQ.MC2) GO TO 30 
IF(JCH.EQ.MC3) GO TO 40 
IF(JCH.EQ.MC4) GO TO 50 
IF(JCH.EQ.MC5) GO TO 60 
RETURN 

C HERE YOU RETURN TO THE MAIN PROGRAM 
C 
C 
C --------------------------------------------------
C 
C 
C 
C 
20 

21 

CHANGE THE CALL RATES 

CONTINUE 
WRITE(6,21) 

FORMAT(' WHICH TYPE OF RATE WOULD YOU 
1 I (EXPEDITE,IMMEDIATE,OR UNFOUNDED)') 

READ(5,22) JCH 
IF (uCH .EQ. IZERO) GOTO 9 

LIKE TO CHANGE 7' ,/, 

': 
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1438 
1439 
1440 
1441 
1442 
1443 
1444 
1445 
1446 
1447 
1448 
1449 
1450 
1451 
1452 
1453 
1454 
1455 
1456 
1457 
1458 
1459 
1460 
1461 
1462 
1463 
1464 
1465 
1466 
146 7 

1468 
1469 
1470 
1471 
1472 
1473 
1474 
1475 
1476 
1477 
1478 
1479 
1480 
1481 
1482 
1483 
1484 
1485 
1486 
1487 
1488 
1489 
1490 
1491 
1492 
1493 

\ 1494 
1495 
1496 
1497 

---.~ T 

22 FORMAT(A4) 

c 

IF(JCH.EO.M01) IL=I 
IF(JCH,EO.M02) IL=2 
IF(JCH.EQ.M03) lL=3 

C NEXT SELECT THE REGION 
C 
28 CONTINUE 

WRlTE(6.23) 
23 FORMAT(' WHAT REGION? (12)') 

REAO(5.24) 1 
IF (I .EO. 0) GOTO 20 

24 FORMAT(I2) 
XL=XLAM(I.IL) 

204 CONTINUE 
WRITE(6,25) JCH. XL 

25 FORMAT(' THE CURRENr HOURLY' I A4.' RATE IS' .F8.4.1. 
1 I WHAT WOULD LIKE TO CHANGE IT TO ?(F5.3)') 

REAO(5.26) XL 
26 FORMAT(F5.3) 

C 

XLAM(I.IL)=XL 
GO TO 28 

C CHANGE THE TRAVEL MEANS 
C 
30 

31 

CONTINUE 
WRlTE(6.31) 

FORMAT(' WHAT ARE THE REGIONS THAT YOU WANT TO CHANGE THE' .1. 
I ' TRAVEL MEANS FOR? (212)') 
READ(5.32) I.J 
IF (1 .EO. 0) GOTO 9 

32 FORMAT(212) 
TT=TTMN(I.J) 
WRITE(6.33) I.J.TT 

33 FORMAT(' THE CURRENT MEAN TIME FROM',I4.' TO '.14.' IS '.F6.3} 
WRITE(6.34) 

34 FORMAT(' WHAT NEW VALUE DO YOU WANT? (F6.3)'t 
READ(5.35) TT 

35 FORMAT(F6.3) 

C 

TTMN(I,J)=TT 
TTMN(J.I)=TT 
GO TO 30 

C CHANGE SERVICE MEANS 
C 
40 

41 

42 

C 

CONTINUE 
' .... RITE (6.41 ) 

FORMAT(" WHAT TYPE OF SERVICE TIME WOULD YOU LIKE TO CHANGE?'.I. 
I '(EXPEDITE OR IMMEDIATE)') 
READ(5.42) JCH 
IF (JCH .EO. IZERO) GOTO 9 
FORMAT(A4) 
IF(JCH.EO.MD1) IL=1 
IF(JCH.EQ.MD2) IL=2 

C CHOOSE REGIfJN 
C 
48 CONTINUE 

WR IT E (6 ,43) 
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1499 
1500 
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1507 
1508 
1509 
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1514 
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1516 
1517 
1518 
1519 
1520 
1521 
1522 
1523 
1524 
1525 
1526 
1527 
1528 
1529 
1530 
1531 
1532 
1533 
1534 
1535 
1536 
1537 
1538 
1539 
1540 
1541 
1542 
1543 
1544 
1545 
1546 
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1548 
1549 
1550 
1551 
1552 
1553 
1554 
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43 FORMAT{' WHAT REGION? (I2)') 
READ(5,4 .. ) I 
IF (I .EO. 0) GO TO 40 

44 FORMAT(I2) 
SS=SRVMN(I,IL) 

WRITE(6,45) SS 
45 FORMAT(' THE CURRENT VALUE IS',F8.4) 

WRITE{G,46) 
46 FORMAT(' NEW MEAN (IN MINS)? (F8.4)') 

REAO{5,47) SS 
47 FORMAT(F8.4) 

C 

SRVMN( I, IL}=SS 
GO TO 48 

C CHOOSE NEW SWITCH PROBABILITIES 
C 
50 CONTINUE 

WRITE (6, 56) 

. ..,- ... ~I -"l"-1'-:""r. 
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'1 

56 FORMAT (, FOR WHICH CAR DO YOU WANT TO CHANGE PATROL SWITCH PROBS? (12)') 
READ (5, 24) K 

57 

51 

52 

53 

54 

55 

C 

C 

IF (K .EO. 0) GOTO 9 
CONTINUE 
WRITE(6,51) 
FORMAT{' WHAT PATROL SWITCH PAIR (I,J) DO YOU WANT TO CHANGE? (212)') 
READ(5,52) I,J 
I F (I . EO. 0) GOTO 50 
FDRMAT(2I2) 
XS=XCHNG(I,J,K) 
WRITE(6,53) K,I,J,XS 
FORMAT(' THE OLD PROB FOR CAR',I4,' FROM',I4,' TO ',14,' WAS ',F8.4) 
WRITE(6,54) 
FORMAT(' WHAT NEW PROB DO YOU WANT? (F5.3)') 
READ(5,55) XS 
FORMAT(F5.3) 
XCHNG(I ,J, K) =XS 
GO TO 57 

C HERE YOU CHANGE THE COVERAGE FUNCTION 
C 
GO 

61 

62 
66 

63 

64 

G5 

c 

CONTINUE 
WRITE(G,61) 
FORMAT(' WHAT CAR? (12)') 
READ(5,G2) K 
IF (K .EO. 0) GOlD 9 
FORMAT{I2) 
CONTINUE 
WRITE (G, 63) 
FORMAT (' COVERAGE FOR WHAT REGION? (12)') 
READ (5,24) I 
IF (I .EO. 0) GOTO 60 
WRITE (6, G4) K, I, COVP(K,I) 
FORMAT (' COVERAGE FOR CAR' ,!2,' IN REGION' ,12,' IS ',F5.3) 
WRITE (6, 65) 
FORMAT (' NEW COVERAGE? (F5.3)') 
READ (5, 55) CV 
CDVP(K,I) = CV 
GOTO 66 

C END OF CHANGER 
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APPJ<:NDlX I": A S .. ~MI-MAHKOV MOORI. 

The Markov process model presenled in Section 4 assumes LhaL Lravel Limes 

are exponentially disLrlbuted. This assumptIon does noL alLer Lhe sLeady sLaLe 

probabilities, buL Lhe model may noL be valid for transient analysis if Lhe 

assumption does noL hold In Lhi;:; case, a semi-Markov process can be used. A 

semi-Markov process differ::; from a Markov process in LhaL Lhe raLe of LransiLion 

from sLaLe i. Lo slaLt' j depends on Lhe Lime spenL in sLaLe i in addition Lo 

Lhe sLaLes i and j . A Markov process is then a special case of a semi-Markov 

process in which all LransiLlon lime distributions arc exponential. (For a more 

detailed accounL, see Cinlar : i 4 ].) 

The travel times found for Vi ilshLenaw County appeared to have a non­

exponential Erlang-Lype dislribution (see Appendix B). The main goal of the Mar-

kov model, howC'vcr, was Lo rind sLeady sLale probabilities and Lo be easily imple-

menLable. Since the Markov model converged fairly quickly, it has been 

developed in Lhis reporL. ]n the fuLure, however, il may prove beneficial Lo 

aLLain a higher level of delail in defining transient effecls by employing Lhe 

semi-Markov model presenLed here. 

We w!ll presenL a rudlmenlary 2N state model analagous lo Lhe 3N slate 

model of se'ellon ·1 1. In lhls model. a paLrol staLe p (i-) and a service sLaLe 

s(i) eXlsl for c(lch region i We could add sLates for different Lypes of service 

and quelwing as III the Markov model, buL we w111 use the simpler model [or ease 

of ('xpo~iLJon The basic dlfference between Lhis model and the Markov model is 

lhi.ll no lruvel slelLe IS required lnsll~ad, Lhe Lime of Lrav(d IS reflected in u non-

exponential dlstrlbulion for lravd between lwo slales. 

Pij = probabilily of going rromp(i) Lo s(j) in lhe next lr'ansition, 

rij = probabiliLy of going from p (i) lo P (j) in Lhe next lransiLion. 

, 
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The maLrix or Lhese probnbi lilleS is the LransiLion probability maLrix P. 

We use arrival rates, Ai , switching raLes, Xij , and mean service times, J-Lj I 

as in the Markov model. We assume that travel from region i to region j is 

}I~rJang disLributed with 

We then have thaL 

'T!.i' 
mean = -' and 

(1il 

vn;; 
variance = R:-!­

I"'t] 

N N 
L: Aj + L: xii 

1=1 i=1 
j ",i 

( 1) 

(2) 

Semi-Markov processes are governed by a semi-Markov kernel Q which is 

the product of the probability of a transition from i to j and the distribution 

of t.hat transition Lime. In Lhis model, we define three types of kernels. The first 

two are: 

= Pij! (i,j.t), and 

Qr (i ,j ,t) = P(Xn +1 = J> (j), Tn H - Tn :<; t I Xn = P (i) 1 I 

= rij 9 (i"j It), 

• 
- . •-

\ 

• • 
• •• 
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where 7'n is the Lime of the nth. transition and X:'t is the state of the sysLem 

immediately after the nth. transition. 

N N 
For A = L: Aj + L: Xij , we find 

1=1 1=1 
l,oi 

f (i,j ,I) ~ P{Tn+1 - Tn " 1 Ixn+, ~ s (j), Xn ~ P (i) ) by 

(3) 

which is Lhe probability of a call arrival in (a,s) , and of travel in (s ,t). (NoLe 

thaL the distribution of the arrival of the next call is independent of where the 

call occu.rs.) From (3), we can show that 

.. _ -M ~ [ j
nii 

! ('L., . t) - 1 - e Bs -A 

_ n~1 (Bst)k -Bs:z: 
~ k! e . 

k=O 

(4) 

We can find g(i,j,t) similarly Lo also be equal Lo (4). 

}I'or transitions from service, there is no choice of state after the next tran­

sition since patrol starLs in thaL area. In this case, we have the third kernel type 

_J... 
Qs (i . i ,t) = 1 - e IJ.( • 

This completes Lhe definition of the kernel Q. 

The semi-Markov process is defined as Y, where 

}"" AI 

I 

I , , 
, , 
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Associated wilh Y is a potential function V which represents the expected 

timl~ the process spends in some state j given a start in state i I 

V (i.j.t) ~ i, [I x; (Y,)ds ]. 

where 

(
1. if Ys=j 

Xj (Ys ) = 0, otherwise. 

In a transient analysis, we would be interested in V (i,j ,t ,) given different 

starting positions i. To find V (i ,j It) , we define the semi-Markov renewal ker-

neL R by 

... 
R (i ,j , t) = ~ Qn (i Ij It) , 

n=O 

and we define 

2N 
h (j It) == 1 - ~ Q(j ,k ,t) . 

'\;=1 

We then have 

t t-s 

V (i,j,t) = J R(i,j,ds) J h(j,u)du . (0) 
o 0 

Jt:quation (5) is typically solved by taking the Laplace transforms of Rand k 

and inverting their product to find V (see Cinlar [14]). 
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We can also find the long run average time spent in each state , v(j) I by 

v(j) = lim 1.
t 

V(i,j,t) = _1_ rr(j)'m(j) , 
, .. co rr'm 

(6) 

2N 
where [rr(i)] is a vector satisfying rrP =rr, .r: rr(i) = 1 for the transition pro-

\=1 

bability matrix P I and [m(i)] is a vector of the mean sojourn times in each 

state. By using 

m(i) ~ { (1 -~ Q(i.!.t)}dt • (7) 

we can find these steady-st<;lte probabilities. The resulting v (j) will be the 

same as we would receive from the Markov model, but the transient effects in 

attaining these probabilities will be different. 

As an example, let us consider a two region problem where 

Al = 0.2 

J.Ll = J.L2 = 2 

(311 = (322 = 60 

nu = n22 = 6 

(312 = {321 = 20 

n 12 = n21 = 4 

X12 = X21 = 0.5 . 

I' I 

, .If' 

~ ________ ~ __ ~ ____ ~ __________ ~_~ ____ ""4_~ 

, 
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l,'or this problem, the transition matrix is 

p(1) s(1) p(2) s(2) 

p(1) a 1 1 3 
5 2 10 

p= s(1) 1 a a a 

p(2) 1 1 a 3 
2 5 10 

s(2) a a 1 a 

4 
and the resulLing rr such that rrP = rr and .~ rr(j) = 1 is 

J =1 

[ 
14 2 6 1 1 

1T = 45' 15' 45' "5. . (B) 

The mean sojourn times from (7) and (4) (using the definitions of Qp, Qr, and 

Qs ) are 

m = (L1B, 1.17, 0.5, 0.5). (9) 

We then obtain from (B) and (9) 

v(l) = 0.39 

v(2) = 0.07 

v(3) = 0.44 

v(4)=0.11. (10) 

.! 
l , 

• 
.: .: ., 
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The transition matrix for a corresponding Markov model, with a six minute 

LransiLion inLerval and Lhe same mean Lravel times, is 

p(1) t(1) s(1) p(2) t(2) s(2) 

p(1) .90 .05 a .05 a a 

t(1) a .375 .85 a a .375 

s(1) .20 a .80 a a a 

p(2) .05 a a .90 .05 0 

t(2) a a .29 a .29 .43 

s(2) a a a .20 a .BO 

Rounding off the results from our Markov model program, we obtain 

v(1) = 0.36 

,,(2) = 0.03 

v(3) = 0.08 

v(4) = 0.40 

v(5) = 0.03 

v(6)=0.11. ( 11) 

The time spent in patrol and travel in the Markov model should be equal to the 

Lime in patrol in the semi-Markov model. The results in (11) only differ from 

those in (10) in the thousandths place, which is the limit of the model accuracy. 

( 11) 

, 
, I 
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APPENDIX G: LINEAR APPROXIMATIONS FOR PHESCRIPTIVE ANALYSIS 

The emphasis of Lhis projecL has been on providing descripLive analysis for 

usc in ussessing differenL paLrol policies. ]L may also be possible Lo provide 

direction La guide users toward "good" policies that optimize or sntisfy criteria 

specified by the user. The simplest optimization model would be a linear pro-

gram in which changes in the steady state probabilities would be approximated 

by linear [unctions. For small changes in policy. then. this model would accu-

rately predict Lhe change in steady-state. 

In the Markov model of Section 4. we can find a steady state 11 by solving 

1IP=1I. 

and 

1Ie=l, (1) 

where e = (1.1.' .. . 1)t . Solving (1) is equivalent to solving a system with a new 

maLrix P which IS the identity minus P with e substiLuting fc)r one column, 

(2) 

where I
j 

is Lbe jt" column of I and Pj is the jth column of P . . 11 is then 

the soluLion of 

11 P = [0.0 •.... 0. 1 1· (3) 

LeL IT solve (3) for some matrix P. We want to see how 1f changes if we 

change P by altering the swiLch probabilities xii' Suppose xij is changed to 

x lij = xii + fl. This implies P changes to P' where 

P' (p (i).p (j)) = x'ii = Xij + b. J 

•. ,., ; ,; 

i ,~ • .\ 
.' 
.~ 

.' •". " , 
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p' (p(i),p(i» = P(p(1,).p('i,» - b.. (4) 

We form a new matrix P' as in (2). where 

(5) 

p(i) p(j) 
P' = p + o 0 0 0 o o 0 

p(i) o -·fl 0 . . ·0 + b. 

o 0 o o o 

We leL p(i) be Lhe kth row of P and leL p(j) be the lth column of P. We 

then define the k Ch row of p-I as 

(6) 

and the l Ch row of p-l as 

(7) 

, 
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F'rom (f5), (6) a'nd (7), we have 

(P) J P' 1 

0 

k 6( cxkl-a Ll) 

0 

80, from (8), we have 

(Pl)- 1 = (p-l) 

1 

o 

-6(akl-aLl) 

1 +6(akk -ca/.1c) 

o 

1 

Hence, the new rr = rr' where, 
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k 

1 + 6( akk -a/.1c) 

1 

1 
1 

rr' = [0,0, ' , . 0,1] (J5')-1 , 

l .. ___ ~ ________ ~ __ 

0 

1 

o 

o 

1 

(8) 

-6(akn -aln) 
1 + 6( akk -aLk ) 

o 

1 

(9) 

( 10) 

is 
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Now, we look at the difference between rr' and rr to find 

B1T'q = lim 1I'q - Trq 

Bx;'j A .. O a 

!1T'A: (CXkk -au:) , q = k 

= '-1T'A: (CXA;q -a,q ) , q ~ k , 

(11) 

(12) 

The result in (12) can be used in a linear optimization problem to represent 

decision variables dv where 

, -"" fa1lq 1 d" 1T' q - t.J!-J -a' 1.1 + 1T'q , 
i " l Xij 

(13) 

Before solving a linear program, a set of decIsion variables xij is given and 

the corresponding steady state probabilities arejfound. The aim of the linear 

program is to find changes in the x"4 to optimize any of several criteria, For 

example, we can use the results in Chapter 4 and (13) to find the fractions of 

time spent patrolling in each region, the workload of each car, or the average 

'. response ·,times, We can then optimize these criteria (for example,"minimize 

expected response time or use goal programming to most nearly achieve our 

goals, such as b~lancing workload). One set of constraints would limit dej so 
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that the approximation is appropriate (for instance I dv I ~ .1) and others 

would be used to guarantee minimum directed patrol times in each region. 

After solving for the optimal values of dv I we could then use the new xii 

to find the exact values of the new steady state probabilities. These new values 

may be used again as in (13) and a second linear program may be solved to find 

another set of dij values. This procedure may be repeated until the linear pro-

gram does not lead to any improvement in the objective function criteria. Vari-

ous methods (see [17]) may also be used to optimize multiple criteria chosen by 

the user. 
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