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Foreword 

The Bureau of Justice Statistics is pleased to 
have sponsored the seccbd biannual "Workshop on 
Law and Justice ,Statisti,cs" held in conjunction 
with the American Statistical Association '';i 1983 
Annual Meeting in Toronto" Canada. The worksh~p, 
organized and conducted by the ASA Committee on 
Law and Justice Statistics,provided a forum 
,through which criminal justice statisticians and 
researchers" in both the private and public 
sectors and at all levels of government in, the 
United States and Canada,'could meet to exchange 
ideas and discuss current work. Furthering such 
cotrununication is fundamental to ,theBJS goal of 
improving the availability and dissemination of 
high quality statistical information on crime 
and the criminal justice system. 

By publishing these Proceedings, \qe seek to share 
the papers with a much larger audience than the 
individuals who were able to attend the sessions. 
We believe that the potential ben~fits of peer -
interaction will be magnified many times as those 
Who work daily with criminal justice statistics; 
whether in government, academia, or the courtroom, 
read the cont~ibutions of expertlj,in various fields. 

(/ 
The Bureau's interest in supporting the worK'of 
'the Committee on Law and Justice Statistics goes 
beyond biannual workshops. The committeerepre
sents a resource to the Bureau of extensive 
expertise in the field of criminal justice st~tis
tics, a resource that the Bureau fr'equently draws 
upon for a variety of purposes. Most'significant, 
perhaps, is the accessibility to methodological 
and statistical talents to address thorny issues 
in data collection and statistical application. 
During 1983, such "methodological reviews" were 
conducted for fourBJS data collection programs: 
the qtiiliqu~nnial jail census and survey of in
matesati(~}/::heqtlinquennia1 prison census and 
survey of prisoners. 

The committee also recommends peer reviewers for 
many EJS reports and publications. In the same 
manner, it id~ntifies and schedules individuals 
for in-house seminars for BJS staff and their 
counterparts in State and local governments; such 
seminars help the attendees maintain statistical 
and analytic skills and keep them current with new 
advances in statistical applications in criminal 
jus tice. 

The relationship that has developed between the 
American Statistical Association's Committee ort 
Law and Justice Statistics and the Bureau of Justice 
Statistics has proven to be a mutually satisfying 
one that allows the Federal Government to utilize 
the talents and experience of national experts in 
criminal justice statistics, allows feedback from 
highly sophisticated users of BJS data, and allows 
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input from those users and others into the design ' 
of data collection and analysis and into dissemina
tion strategies to increase the utility of the 
data for a ,wide range of analytic needs. It is 
an example of BJS's commitment to produce high 
t{uality data that meet the needs of all of its 
potential users. 

Steven R. Schlesinger 
Director 
Bureau of Justice Statistics 

This conference was conceived; designed, and 
arranged by the Committee on Law and Justice 
Statistics of the American Statistical Association. 
Our committee was created to provide an interface 
for the Association with the legal, judicial, 
and criminal justice communities. As such it 
attempts to: 

(1) help to disseminate information about legal 
and justice Ij.tatistics activities throughout the 
statistics community; 

(2) promote the development of quality statistical 
activities in civil and criminal justice settings; 

(3) consider and report upon relevant issues to 
guarantee the integrity of statistical programs 
maintained by the U~ S. Department of Justice, 
and other appropriate agencies and organizationG. 

One of the activities our'committee has elected to 
be involved in is to offer a biennial worksh:op to 
workers and researchers in the criminal justice 
community who are interested in methodology. This 

,conference is the second such effort (the first 
took place in De troi t, in Augus t, 1981). 

We hope that,by recording the technical papers of 
this conference in a Proceedings volume, the 
criminal justice community will be served by making 
its workers aware of important methodological issues 
with which they must be concerned. We hope that 
people from diverse disciplines who are interested 
in the methodological aspects of law and criminal 
justice system will be brought closer together. 

We ate grateful to the American Statistical Associa
tion and to the Bureau of Justice Statistics for 
their sponsorship and their strong emotional 
support. 

S. James Press 
Chair, Committee on Law and 
Justice Statistics of the 
American Statistical Associatfon 
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Preface 

These Prqceedings document' the presentations 
given at the Second. work!:',iJop on Law and Justice 
Statistics held just.~.:f~r to the national Ameri
can Statistical Asscf~iation (ASA) meetings on 
August 13 and 14, 1984, in Toronto, Canada. This 
workshop was developed by the ASA's Committee on 
Law and Justice Statistics (CLJS). It was spon
sored by the Bureau of Justice Statistics (BJS) 
and the ASA's Continuing Education Department with 
assistance from the Criminal Justice Statistics 
Association (CJSA). The first such workshop was 
held in Detroit, Michigan, in 1981 prior to that 
year's annual ASA meeting. 

By all accounts, this workshop was a success. It 
brought together, from both Canada and the United 
States, more than eighty individuals, each with 
a strong interest in law and justice statistics. 
The participants included academics and attorneys, 
government employees and private consultants 
bringing training'in statistics, law, criminology, 
sociology, economics and political science. There 
were sessions on statistics in the policy process, 
statistical methodology for law and justice sta
tistics, statistical issues at the state level, 
statistical examination of the courts and the 
statistician as expert witness. 

The ASA's CLJS began as an. ad hoc committee of six 
in 1977. It became a standing committee in 1980 
and has grown to twelve members with an agenda 
much increased in scope. One of its primary 
activities involves its contractual relationship 
with BJS to supply both a methodological and educa
tional capability. As Chair of the Education sub
committee, I will comment briefly on the three 
areai/within the educational sphere which are being 
pursued. 

First the committee has arranged several in-house 
seminars, usually on statistical subjects, requested 
by BJS. Sue A. Lindgren, our BJS liaison person, 
has been very helpful in identifying subject matter 
and coordinating the presentations. A second erea 
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in~olves the development of workshops at the state 
level., Here the initiative and commitment' of 
Thomas A.Henderson, Executive Director of the CJSA 
and CLJS member, haye been invaluable. 

The last area is the creation of a workshop at the 
national level joining t«;lgether researchers and 
practitioners. ~n law. and' justice statistics. 
Again, these Proceedings record the contributions 
of an impressive gathering of such individuals .. 
The article's appearing herein have been reviewed 
and edited. It is hoped that the reader will find 
much that is interesting and stimulating. Plan
ning has already begun for the Third Workshop on 
Law and Justice Statistics! 

Thanks are due to numerous, individuals who helped 
to either bring the second workshop together or 
this volume to fruition. They include the other 
members of the ASA Committee on Law and Justice 
Statistics educational subcommittee, Kathy Wallman, 
George Hoodworth, Albert Reiss, Jr., and Thomas 
Henderson.. They include Sue A. Lindgren and 
Marilyn Marbrook at BJS. Finally, they include' 
the people at ASA who have provided unflinching 
support and aid,: Fred Leone, Jill Stormer, Ede 
Denenberg, Jo Przystas and Irene Stefanski. 

A2..~n E .• , G~ Ifs.nd 
EcHto:c' '. 
Horksh'op Organizer 
Vice Chair, ASA-CLJS 

The papers and discussions in this Proceedings 
volume are reproduced essentially as received from 
the authors. The papers in this volume have been 
reviewed by the editor but have not been subjected 
to a formal refereeing process. Statement~ or 
positions taken by the authors do not necessarily 
represent the views of. either the Bureau of Justice 
Statistics or the American Statistical Association. 
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Providing Statistical Support' to' the PoliCY. Process 
'; '1 

Sue A. ,Lindgren, 
U. S. Bureau of Justice Statistics 

... ---------~----~---------------__,_:--o:-----------------~ 
Abstract 

At the American statistical Association's 1981 aimual 
meeting, Timothy Sprehe of the Office of Management 
and Budget presented a paper Qn "Implementing a New 
Federal Data Access Policy." In it, he stressed the 
importance of making statistical data more a.ccessible to 
.gQvernment policymakers~y making th~ da tareadily 
comp~hensi~le to nontechnical users and by providing 
statistical assjstance in the useo! those data. This paper 
reports what one agency, the Bureau of Justice statistics, 
is doing to ensure that its data are being used in the 
policy process. 

History of tli!e. BJS program 

The Department of \~ustice's ~tatistical programA)egan in 
1969 as the National Cdminal Justice Informati~;r;t"'and 
Statistics Service of the.nowdefunct Law Enfor'c'ement 
Assist~ce Administration. Its early efforts were 
dir~cted at centralizing in one agency elP-sting justice 
statistical. programs throughout .the federal government 
(programs such as the Juvenile Detention and Correc
tional Facility Surveys from the Department of Health, 
Education; and Welfare and the National Prisoner 
Statistics Program from the Bureau of Prisons) as weltas 
establishing new q.~ta series sucl:l as the National Crime 
Survey. TheearIY,soep,orts of NCJISS, as the agency was 
then called, w~i'ef8.tbooks crammed full of tables, with 
SCant narrative'explanation in technically precise, s.tilted 
language. 

The reports were nearly impenetrable to many policy
makers. and their staffs. People who needed the. data for 
decisionmaking were usually extremely busy and, even if 
tlley .could find the data they were looking for, most 
Ukely did not have the time to decipher or summarize 
their content. As a result, when our numbers were used, 
they often were used incQrrectly. 

To help policymakers and mtmy other users of our data, 
we b~an to include "executives,ummaries" in the front 
of our reports. These summaries highlighted the most 
important findings and tried to avoid the stilted style of 
operational definitions. and statistical jargon. 

We also tried the use of "table finding guides," mOdeled 
after those in decennial census publications, to lead Users 
to the tables containing ttw numbers they desired. 

These early attempts provi<ied easier access to our <latl,;!., 
but they fell far sho~t of tt\e type of data access program 
env.i~ionedby Sprehe. Tod~y we are embarked on a pro
gram to get our data into. the hands of policy makers ina 
format that is easy to.\!nperstandand Use. This program 
take!! two forms: pl'oactive and reactive stra,tegies to 
improve the use or our data ill the policy process, . 
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In our proactive approllCh to improving the use of statis
tics in the policy process, we radically changed how we 
select topics for data analysis. In the past, we looked to 
the data series we maintained and attempted to mine 
those data as fully as our resourceS would allow. As part 
of ournew program, we identify issues of current policy 
interest and try to use our data, sometimes along with 
non-BJS data, to address those issues. For example, we 
recently published, or are working on, analytic products 
on such topics as- . 

\() 

Career patterns in crime • 
. Profiles of the prison population. 
~rhe possibility that prisoners can be treated in less 

expensive environments without endangering society. 
How much crime could be prevented by changes in parole 

laws. 
The amount of burglary that could be prevented by 

simply ensuring that houses are adequately locked and 
secured when no one is at home. 

Trends in habeas corpus filings. [r 

Recidivism after release from prison. 
Federal drug offenders. 
The use of drugs by state and federal offenders. 

We also made a major change in our data dissemination 
and publication program. We now emphasize shorter, less 
technically written reports, while continuing to publish 
the more familiar books of statistical tables for users 
who desire access to the more detailed data they provide. 

<,:;;) 

Our newer publications, BJS Bulletins and BJS Special 
,Reports, are limited to four to six pages. This lim~t is 
based on the assumption that busy policymakers and the 
general public will be. more inclined to read a brie(report 
than a 200-page book of tables. The topics are narrowly 
defined and most often are of current public debate and 
interest (such as drug use among prison inmates ... trends 
in prison populations ... households touched by crime ... 
anq tr,~nds in court caseloads). 

IF 
fl, , . ~ 

We strive to write these bulletins and reports in language 
readily understandable to nontechnical users. Readers 
are. referred to the regular report series for technical 
information such as descriptions of survey.design, stan
dard errors, elabor.a .tion on definitions of t~~s, and 
copies of survey forms. .~ 

\ .. -':c~. 

Bulletins are produced on amonthly basis, while Special 
Re~o~~s sup~leillent the bulletins on an unstructured. 
perlodlc baslS. We have found these newer publications 
tobe highly successful. Data from them appear in media 
accounts, expanding the audience exposed to the findings, 
and the findings are .used more frequently than in .past by 
local and State policymakers by th~ Department of 
Justice,. the White House alid the Congress. 
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Another proactive strategy to make data more under
standable and accessible to policymakers and the general 
public is an ambitious undertaking to write a compre
hensive book on crime and criminal justice using all 
avai:!able dat~ sources. T~is p;,blication, Regort to the 
Nation on CrIme and JustIce, IS the culmination of over 
two years of staff effort. Unlike many BJS reports, 
rather than taking a single data set and attempting to 
describe what the data say ona particular topic, the 
National Report began with an overview of the justice 
system and sought data to address the various issues. 
Where data are not available, the particular process or 
issue is described and the paucity of data noted. 

The National Report adopted a "magazine" or "news
paper" format, with headlines and table titles that convey 
information rather than describe the variables in the 
table or text. For example, a traditional table title that 
might read: 

"Percent distribution of justice spending 
by level of government, 1979" 

appears in the National Report as: 

"State and local governments 
pay 87% of all government costs 
for criminal and civil justice." 

The National Report also relies heavily on graphics 
because they are usefUl for presenting quanti ta tive 
informa tion to nontechnical aUdiences. It is printed in 
four colors to further improve accessibility. The under
lying notion is to produce a book that is inviting to the 
reader and that WOUld, once the reader began, hold his 
interest. 

The National Report was published in December 1983 and 
received extensive media attention. Officials in 
Congress, the Department of Justice, and the White 
House have praised it and requests for copies have far 
outpaced any report BJS has published in the past. Within 
the first three weeks, more than 20,000 copies were 
ordered, compared with a usual print order of consider
ably less than 10,000 for other BJS reports. The recep
tion the National Report has received clearly indicates 
the need for data producers to provide statistical 
information in a nontechnical format. 

The Sourcebook of Criminal Justice Statistics takes a 
different type approach to making information readily 
available,to policymakers and others in need of criminal 
justice data. This book of close to one thousand pages is 
virtually limited to tabular presentation of data; there is 
no text describing the data, only very brief text describ
ing the availability of data on various topics. The 
Sourcebook, in essence, is 8. Statistical Abstract for 
criminal justice •. It makes available, in a single volume, 
reference data fI:ol11 close to a hundred different sources, 
many of which ar~ not well-known or easily obtainable. 
While the basic SOUl'ces contain much more detail than is 
presented in the Sourcebook, the Sourcebook contains the 
data that are most frequently needed and used. 

Another proactive strategy to increase the policy
relevance of BJS products is our external analysis pro
gram. The BJS staff is very limited in size; thorough 
examination of. particular topics is simply beyond our 
resources. By using researchers in academia and the 
private research community, we have been able to tap 
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expertise external to BJS and to bring fresh insight to 
issues of current policy debate. 

In developing this external analysis program, we solicited 
ideas for analytic projects from leading criminologists 
throughout the country. We requested that the proposals 
use BJS data, if at all possible, and place emphasis on 
such topics as-Career criminals .;. recidivism ... the 
deterrent and incapacita tive effects of incarcera tion ... 
plea bargaining ... police pa trol stra tegies ... the 
deterrent effect of police arrests ... bail reform ... and 
the insanity defense. Nine modestly priced projects were 
funded in 1983, and we expect that a number of them will 
produce results that can be published in our Special 
Reports series. 

A larger, more ambitious component of our external data 
analysis program involves soliciting proposals for more 
extensive projects. More than forty proposals were 
received, and we expect to fund ten in 1984. 

Our reactive strategy 

In addition to our proactive program to provide data: to 
inform the policy process, we have continued our reactive 
role of providing statistical data and support to policy
makers when requested. Our most ambitious effort in 
this area was our participation in the National Indicators 
System. The function of the system;.is to brief the 
President, the Vice President, and the White House stiltf 
of social, demographic, and economic trends in the 
United States. 

Our briefing for the White House was held in September 
1981 al'!d.use? a briefing book prepared by BJS according 
to speCIfIcatIons developed by Dr. Richard Beal, then 
Director of the White House Office of Planning and 
Evaluation. The format of the briefing book is almost 
entirely graphical. Each graphic is followed by several 
short statements that interpret the graphic or present 
additional information on the topic. 

Several aspects of the National Indicator System as a tool 
for policy formation should be appreciated: 
• The stated intent is to provide statistical information 
relevant to the policy process, but prior to policy 
development. 
• The data are presented independent 'of advocacy on 
policy positions, budget, and legislative issues. 
• Because of time constraints imposed by a limit of 
thirty minutes for the briefing, the issues presented were 
selected to highlight a number of crucial messages on the 
subject of criminal justice. 

After the briefing, we published the briefing book as 
Violent Crime in the United States. 

Beyond participating in the National Indicator System, 
BJS has been providing statistical data and support for a 
number of developing programs in the Department of 
Justice. Our work in these areas has been much more 
extensive over the past two years for several reasons. 

• Before BJS was established as an organizational entity, 
the statistical program was buried in the Law Enforce
ment Assistance Administration with little visibility
people in and outside the federal government simply did 
not know that the statistical program existed or were 
unaware of the extent of the program. 
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• Before the passage of our authorizing legislation, 
calling for a Director to be appointed by the President 
and confirmed by the Senate, our program was headed by 
career civil: servants who did not have ready access to the 
politically appointed policymakers in the Department of 
Justice. Those in need of justice statistics now know 
whom to contact, and they often attend high-level policy
oriented meetings in the Department with the BJS 
Director. 

• The independence of BJS establishes it as a credible, 
objective agency whose data are perceived as being free 
from advocacy bias. Data are useful in the policy process 
only to the extent they have been produced objectively 
and are perceived as being objective. In the past, sta
tistical products were produced by the statistical arm of 
LEAA and were credited to LEAA. Even though the in
formation was objectively produced, LEAA was a poli
tical grant-making agency, which does not give the same 
impression of objectivity as a statistical agency. 

• The justice statistical program is an infant compared 
to other federal statistical agencies. In the early years, 
it did not have much data available to support the policy 
process. After thirteen years of development, it now has 
~xtensive data bases that can be tapped for information 
to inform policymakers. 

Providing statistical information to the Department of 
Justice in response to a request most often takes the 
form of a few numbers for a speech or for congressional 
testimony or to advise the Department in the use of BJS 
numbers or numbers from other sources, usually oper
ational data bases maintained by the various components 
of the Department. 'l'wo major efforts are worth noting, 
however. 

• The first of these was the development and approval of 
what would become the Organized Crime and Drug En
forcement Regional Task Force program. That program, 
put in place in 1\)83, identifies and targets for inves
tigation and prosecution the people who are directing the 
drug traffic, people who in the past have eluded appre
hension b'y insulating themselves within their organi
zations. BJS involvement began with designing the 
statistical graphics used to brief the Attorney General 
and the President on the proposed program. Once the 
program was approved, BJS helped to develop descriptive 
information about each of the regional areas to be used 
by Departmental officials visiting the areas. BJS advised 
the Department on the development of evalUation crite
ria and the implementation of operatir,mal data-collection 
systems to obtain the data needed for monitoring and 
evaluation. 

• A second important policy initiative that made exten
sive use of BJS data and expertise was development and 
announcement of the Department's policy on prison over
crowding. Quarterly BJS reports on prison populations 

,documented the crisis nature of this problem. This, 
coupled with policy changes that are increasing prison 
populations and the expense and time factor involved in 
building new prisons, led the Department to consider and 
adopt other strategies to reduce prison overcrowding. 
The Department's policy statement on this issue, de
livered by the Attorney General at Vanderbilt University 
on March 3, 1983, made extensive use of BJS statistics. 
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Issues in data accessibility 

Our experience in providing data and statistical support 
for the policy process over the years has revealed a 
number of issues that statistical agencies must face in 
attempting to increase the value of their data for policy 
development. 

Technical vs. lay langu~. Sprehe's 'observation that 
" ... to policymakers data access may mean receiving sta
tistical informaUon in a form that is readily compre
hensible to the lay-person and adapted to policy needs" is 
well founded. In many areas of government, key policy
makers must be considered to be a part of the nontech
nicallay audience. This is especially true in the legal 
agencies, where the policymakers are most likely to be 
lawyers with extensive lega.l backgrounds but with little 
experience in interpreting or using statistical informa
tion. In arenas such as this, it is particularly important 
that statistical findings be made available in nontechnical 
language and in a policy-relevant format. 

But this presents a dilemma for many statistical agen
cies. It is difficult for many data analysts to write in 
language that is technically correct, yet understandable 
to a lay audience. By training, analysts have been taught 
to write in very precise language-complete with all the 
necessary caveats and the identification of applicable 
statistical measures. To the uninitiated, a report 
presenting statistical findings can be unfathomable and 
therefore will communicate no useful information. If the 
data are to be used at all, the analyst must determine the 
most appropriate conclusions and present them in plain 
language free of statistical jargon. 

Not only is it difficult for a sm tistician or researcher by 
training to adopt such a style, many analysts resist doing 
so because they believe that the sm tistical jargon and 
writing style establishes their credentials in the eyes of 
their peers. 

Timing of data input-
before or after policy determination. In an ideal world, 
policymakers \'wuld request and use statistical informa
tion before making policy determinations. In reality, 
most policymakers come to policy-setting positions with 
preconceived ideas as to what policy decisions they will 
make. Their policy positions are based on personal 
experience, political values, and previously acquired 
information. This underscores the need for statistical 
agencies with information relevant to policy decisions to 
adopt a proactive analysis and data dissemination 
strategy that informs individuals before they assume 
policymaking positions. 

The search for confirming data. Many times, policy
makers will make policy decisions and then search for 
data to support those decisions. This presents a problem 
for agencies that have information that does not support 
the policy that has been set. In those situations, the 
statistical agency has no alternative but to inform the 
policy makers of the data that are available and to point 
out that the policy decision cannot be defended using 
available statistical information. In many statistical 
agencies, this must be handled very diplomatically 
because those in policymakinb positions are frequently 
the superiors of those from whom they are requesting 
statistical information. 
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Data manipulation to produce misleading statements. 
know of no instance in which a data producer has been 
asked to manipulate data to support a policy decision 
when the correct interpretation of the dat's';\fiOuld be 
contrary tothedecisionthat had been reached, or to 
withhold from public dissemination such data. That is not 
to say that such requests have not been made; nor .does it 
illlPly that statisticians need not concern themselves with 
such a possibility. Professional ethics, of course, dic~ate 
the appropriate behavior in such sitliati(~ms~ 0 

o ~ 

Conclusion 

To m'lke data more usefUl for policy making requires that 
the da te producers engage in a concert(:!d effort to 
[)resent their statistical information in a readily under
standable, nontechnical, policy-relevant form and to be 
available to assist the policymakers,in interpreting and 
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using the data. But such a participatory role for sta
tistical agencies raises a number of issues that go to the 
cor~,of maintaining an Qbjective, unbiased statistical 
program;: In the past, statisticl.ll agencies have Jnslftated 

" thems~lves from the policy process and the potential it 
poses for politicizing their programs by maintaf~iilgt.he 
stance of "fact finders," leaving it to others to ~igure out 
how to use the data and to decide what the.datamean.· 
Modern federal statistical policy expects data producers 
to assist policymakers and qther data users. 

Those o( us who have passed through the revolution feel a 
certain nostalgia for the days when our professional life 
was simpler; but thel'e is no going back. The past few 
decades ;have taught us that there is a tremendous de
mand for statistical information for uSe in the policy 
process and that it is we, the data producers, who are 
best qualified to interpret the. data toensur~ that the 
information is used correctly. . 

o 
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issues in USing Statistics in the. Policy Process 

Marion R.Metcalf, Criminal Division 
~. S. Department of Justice . 

Abstract 

This paper diElcusses problems i~.,selecting 
measures·of the criminal justice system's 
performance. ~he primary illustration is the 
felony attrition rate, which is based on the 
pe~centage of arrest's tn,at do not; ,result in 
convictions. Because this rate gives equal 
weight to all caseoutcon;~\f;I other than c.onvic-:o 
tion, it is of limited heip to policy makers 
whose COncern is whether significant cases go 
unpros'ecuted for avoidable reasons. The;, paper 
recommends that criminal justice .researchers 
collect and present descriptive data when 
examining case proc~ssing. 

When I first became interested in the policy 
analysis professi(>n, I thought it was very 
important to study"high-powered statistics. My 
concern was that researchers and statisticians, 
could wield a lot of power over the policymaker 
who di'dn't understand their methods. I'wanted 
to be able to analyze those "mystical" statisti
cal reports independently and reach my own 

. conclusions. So I studied regression, cross(,/ 
sectional time series, and analysis of variance; 
and sometimes now I even use that knowledge in 
my work as a policy analyst in the Criminal 
Division. 

But my experience at Justice has taught me that 
some of the biggest policy debates arise from '. 
research that presents nothing more elabora~e 
than percentages. .Part of the problem is that 
even percentages'can be confusing to attorneys 
who are not accustomed to thinking about them. 
I remember once trying to demonstrate that there 
was something fishy about a table in a report. 
The table .gave descriptive stati~t1cs on 100 

,cases. But all'the percentages were carried out 
to the first" decimal place. I showed the chart 
to a coupleof·lawyers, assu!lling the p,roblem was 
self-evident: how could you have 19,.6 )Ipercent 
of 100 cases? But the response. I usually got 
was an uncomfortable, blank look and the reply, 
"I don't know i,anything about statistic:s." 

But the biggest problem is that researchers 
often don't think carefully enough abo~,!;, which 
percentages to calculate and present. Eyen 
attorneys who are not math whizzes have taugh~ 
me a great deai about, what distinctions need to 
be made in analyzing, various ·problems, ~n!1 those 

"leSSt;lDS' have great implications for the appro
pri,tte base ,to use in computing percentages. . .. 

5 

To illustrate some of those lessons, I would like 
to ta~k about anlmyses of case proc~ssing, using 
examples from a,variety of sources. Since I have 
started out on a critical note, I should make it 
clear that I have drawn some of my examples from 
a study I think is very good: What Happens After 
Arrest? by Inslaw (I), which examined cases 
processed in Washin~~on, D.C. in 1974. My 
problem is not with that report but with SO~G of 
the policy implications others have proposed 
either by using that report as a basis or without 
refining its analytical framework. 

Analyses of Crime and Punishment II, 

Let me begin by looking at the big pictullii~'" 
There is a general perception, which is ~\~PJ:h'i't'ted 
by the numbers, that we have an awful lot~,ofc' 
crime in the U.S., but, as all that crime gets 
processed by the justice system, we wind up 
punishing a dispropo,rtionately small number of 
offenders. A recent illustration of this view 
was depictea in a graphic picture of a leaky 
funnel in U.S. News and World Report, (2) which 
started out with 500 serious reported crimes and 
wound up with only 20 adults and 5 juveniles 
being sent to prison or jail. 

(There are also critics who think we punish too 
many people. My own criticism of the "leaky 

, funnel" view is that', if the 25 convicted persons 
are high-rate offenders, the ratio of one i'l\ 
twenty,may be perfectly appropriate. But I will 
leave those arguments aside.) 

But let me return to all that serious crime. 
Most of the time, we talk about the crime we can 
measure: crime that occurs as a discrete, . 
observable. reportable evertt'(7 Stati,~ticians have 
devoted a lot of energy in recent years to 
measuring unreported crime, so now we have both 
victimization surveys and reported crime statis
tics on which to base estimates of the. crime 
rate. 

Those crime rates, however,>miss what I think of 
as the "unmeasurable" crimes. For example, 
crimes such as p~blic corruption, organized 
crime, and major narcotics trafficking are hard 
to detect, let alone measure. That point has 
important. implications for the kinds of case~ 
that make it into,both the c:rime statistics and 
the case f~ow~rocess. That is one reason it can 
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be dangerous to try to tell how "well" the 
criminal justir.e system is dOing just by looking 
at percentages drawn from its caseload. Having 
identified the perception that there is "all 
that crime" and ·that the law enforcement system 
does an inadequate job of catching and punishing 
the perpetrators, analysts try to figure out 
why. They often focus on various segments of 
case processing, compute some percentages, and 
draw some conclusions about how we might improve 
the enforcement system. Too often, however, 
the.ir choice of percentages does not really 
illustrate the p'roblem they care about. In 
selecting percentages, "we need to think about 
the following questions: 

1. What are we trying 'to explain about the 
justice system? 

2. What factors determine which cases make 
it into the base for analysis? 

3. What resource factors do we need to 
consider? . 

4. Which actors may be held accountable 
for various outcomes? 

5. Should all cases in the base be weighted 
equally? 

An Illustration: GAO Declination Study 

My first example is from a GAO report released 
in 1978. GAO examined cases that had been 
referred to prose~utors and found that 62 
percent had been declined. GAO said: () 

Many of these complaints were declined 
because of legal deficiencies, such as lack of 
evidence, or inability to prove intent. How:'" 
ever, many of the declined complaints could have 
been prosecuted but were. declined because the 
U.S. Attorneys believed that ••• the cases did 
not warrant the cost of prosecution and/or staff 
was not available to handle heavy workloads. (3) 

GAO analyzed a sample of the declined cases and 
concluded that 22 percent had been "prosecht
able. " The report went on .to make a number of 
points about declination guidelines, constrained 
U.S. Attorney resources, and the handling of 
minor violations. Rather than,debate those 
points. I want to focus on the choice of percent
ages. 

The problem GAO wanted to focus on was the 
possibility that prosecutable cases maybe going 
unprosecuted. 

Unfortunately, what stuck i~ people's minds were 
(1) GAO's concerns about ,i. declination policies 
and (2) the 62 percent declination figure, which 
happens to be the least l1:tnteresting and useful 
number in the report. If GAO's concern was 
about the declination of prosecutable cases, its 
Rna~ysts should have focused on that gr~up of 
declinations; instead, they cluttered UI;-- the 
issue by devoting so m\lch attention to the 62 
percent declination rate. In ~oing so, GAO 

'portrayed all declinations as failures of the 
justice system. Instead, GAO might have said 
that, of all cases referred to federal 
prosecutors, 

- 38 percent were accepted for prosecution; 
- 48 percent were declined because they 

were not prosecutable cases; and 
- 14 percent were declined even though 

they were prosecutable cases. 

Or, Of "prosecutable" cases referred to 
federal prosecutors, 

- 73 percent were accepted; and 
- 27 percent were'declined. 

In response to the critique I have just made. 
researchers defend themselves by saying, "but 
we mentioned that all the referrals are. not 
prosecutable." That strikes me as a lame 
excuse when the confusion could have been 
avo,ided in the first place. GAO's choice of 
percentages did not reinforce the distinction 
between "prosecutable" and "unprosecutable" 
cases; in fact, the choice blurred that 
dis tinc tion. 

The failure of researchers to make those 
distinctions explicitly is a very sore point 
with many prosecutors. Prosecutors see it as 
part of their job to screen out cases that 
should not be prosecuted. They may disagree 
on the questibn of whether GAO should have 
said that "prosecutable" declinations were 14 
percent of all referrals or 23 percent of all 
"prosecutable" referrals; but they resent 
being criticized for a 62 percent declination 
rate that lumps together legally sufficient. 
and legally insufficient Cases. 

Research on Felony Attrition 

Which, brings me to the "felony attrition" 
concept. I use the term "felony attrition" 
to refer to research that focuses on the 
fraction of felony arrests (or referrals to a 
prosecutor) that do not result in felony 
convictions. Although,again, these studies 
generally mention that not all attrrtion is 
"avoidable," those qualifications are almost 
never explicitly incorporated into the 
analytical methods employed. The implication 
is' that any 'case outcome other than a felony 
conviction represents a failure of the 
justice system. Depending on the writer's 
perspective, that failure may be blamed 
primarily on poor case preparation by police. 
prosecutors' guidelines, or inadequate 
communication between investigators and 
prosecutors. 

Felony attriti'On studies can be useful as 
explanations of how the justice system 
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pr-ocesses cases. But care must be taken in 
drawing board policy implications from them. 
For instance, some observers have proposed 
arrest-based conviction rates as appropriate 
evaluative measures for police case preparation, 
prosecutors' offices, or, attempts to improve law 
enforcement coordination. I believe that felony 
attrition rates are misleading measures of all 
three. 

" 
The key question is not how many' cases (or what 
fraction) do not result in conviction, but 
whether significant cases are going unprosecuted 
for avoidable reasons. The felony attrition 
literature has been a useful first step in 
understanding how cases are handled. The next 
step should be the development of measures that 
focus precisely on case significance and on 
aspects of case attrition that are avoidable, 
,that should be avoided, and that are amenable to 
correction through improved police and/or prose
cutor performance and coordination. 

For the rest of this paper. I will focus on 
five problems with the arrest- or referral
based conviction rate: 

1. It diverts attention from system 
output issues; 

2. It ignores what happens prior to 
arrest or referral; 

3. It overlooks resource issues; 
4. It assigns equal responsibility to 

all actors in the system; and 
5. It assigns equal weight to all cases 

and to all reasons for which cases may be 
dropped. 

1. It diverts attention from system output 
issues. It is probably true that it would be 
desirable to produce more convictions. But 
it does not follow that the best way to 
measure progress toward that goal is to 
calculate the ratio of convictions to arrests. 
One way to increase the arrest-based convic
tion rate might be to make fewer arrests. 
However, .it is possible that in order to 
incr~ase the number of persons convicted and 
punished, it would be necessary to make more 
arrests and tolerate a lower conviction 
rate. 

2. It ignores what happens prior to arrest 
or referral. Some analysts have inferred 
from·,f.elony attrition studies that we. should 
encourage police to make only " convictable" 
arrests or ~.!l.vestiglitorsto refer only 
"prosecutabIe" cases. There are three 
problems with this argument: 1) limitaticl\S 
on police discretion in making arrests, 2) 
variations in screening practic:)s, and 3) 
differences among cases. 

- Limitations on discretion in making 
arrests. There is a notion that police have a 
lot of discretion in making arrests and that 
they can do more to produce convictable cases. 
I dp not completely disagree with that. But in 
I~slaw's study of arrests in Washington, D.C., 
almost half of the arrests were made either 
during or immediately following the commission 
of acrj.ma. (4) A lot of those arrests seem to 
have b~en what we might call public order 
maintenance arrests (e.g .• street drug dealing, 
public drinking, or prostitution.). To a lesser 
but important extent, the arrests were for 
"street crimes in progress." We certainly would 

'not'want police to assess the'likelihood of 
convict'!on before making arrests during a hold-up 
in progress. In devising statistics to assess 
police!(performance. those arrests may need to be 
treated(differently from arrests made 
after the officer has had time to, build a 
case prior to making the arrest. 

- Variations in ecreening practices. There 
appears to be a great deal of variation in the 
extent to which agencies attempt to screen out 
"unprosecutable" cases before referring them to 
the prosecutor. These variations are especially 
important in making comparisons across agencies 
or jurisdictions. For instance, the federal 
investigative agencies have different screening 
policies: the FBI's policy is that investiga
tions may ordinarily be closed only by the U.S. 
Attorney (U.S.A.), unless the U.S.A. has devel
oped a written declination guideline. Without a 
guideline, even if the agent is pretty sure the 
case is not convictable, he is supposed to ship 
it over to the U.S. Attorney to make the closure 
official. Other agencies, such as the Postal 
Inspection Service, give agents more. discretion 
to close cases on their own. Therefore, compari
sons of referral-based conviction rates across 
agencies can be very misleading. 

- Variations in Cases. The third factor to 
consider in what happens before arrest is the 
type of case, Let me illustrate the point by 
comparing a commercial burglary and a street
level drug case. In the burglary, a store owner 
comes into the store on a Monday morning, sees 
some of his stock missing, and calls the police. 
He may have a suspect in mind. So the case is 
~n the books as a "known suspect burglary." If 
an arrest is made, the prosecutor has to link 
the perpetrator to an event that, remember, no 
one actually saw take place. In a street-level 
drug case, the detectives often know what it 
takes to "make" the case. For example, they may 
have to witness three drug buys. That means 
that if they make an arrest, it is more of a 
"sure thing." The drug case wbuld not go on the 
books until the arrest is made; but the prosecut
or's job may be easier for the drug case than 
for the burglary, and conviction may be more 

.·likely. 
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So, to summarize, there_~re important differ;-;-"i 
ences in < ... ~! ~~<' 

- the strength of cases at the point of arrest, 
- the extent to which cases are screened before 

referral to a prosecutor, and 
- the degree of discretion in whether to make 

an arrest. 

Those differences can be obscured by arrest
based conviction rates. 

3. I,t overlooks resource issues. Some 
observers believe that where prosecutorial or 
court resources are constrained, those con
straints, rather than the number of convictions 
the system will produce. Similarly, there is a 
growing body of evidence that limited punishm~nt 
resources are the most critical constraint 
facing the criminal justice system at alL levels 
of government. 

4. It assigns equal responsibility to,all 
actors in the system. The felony attrition 
approach glosses over the issue of which actors 
may appropriately be held accountable for 
unfavorable case outcomes. Police, for instance, 
are held equally responsible for cases that are 
dropped because of inadequate police investiga
tion and cases lost because the prosecutor erred 
at trial. It is import,ant to note here that the 
police should, not be expected to assess the 
sufficiency of the evidence in all cases; it is 
generally best for prosecutive judgments to be 
made by a prosecutor. However, the felony 
attrition rate penalizes the prosecutor for 
declining a case based on a correct judgment 
that the evidence is insufficient. In addition, 
it does not distinguish an appropriate declin
ation from a case lost ,at trial because the 
prosecutor failed to decline it on evidentiary 
grounds. 

This problem may not be crucial in studies that 
explain how cases are processed. But if convic
tion rates are to be used as the basis for 
policy decisions or performance measures, 
distinctions have to be made, For example, in 
the sample analyzed in the Inslaw study, more 
cases "dropped out" because the defendant h~d 
completed a diversion program than were-declined 
fo~ evidentiary reasons. (5) 

The proper treatment of diversion programs in 
analyzing case flow ,is prob;Lematic.. "Diverted" 
cases do not represent a conviction, but, 
assuming the program is run responsibly, they 
are not a failure of the justice system 
either. In the studies I have seen so far, 
treatment of "diversion" as a "non-conviction" 
has not created, a serious bias. (6) If use 
of the program becomes mO're widespread, 
however, its proper treatment in computing 
performance measures could become a serious 
methodological issue. 

5. It assigns equal weight to all reasons 
cases may be dropped and to all cases. Despite 
all the things I have said so far, Ido think it 
is important to keep working to measure and 
improve the way police and prosecutors do their 
jobs. But the fact that some, cases do not get 
prosecuted or convicted does not tell us much 
about how well our system works. As a starting 
point, I would like to see researchers start to 
be explicit in distinguishing among these 
"non-convictions": 

1. Cases the prosecutor did not wish to 
pursue as felonies (e.g., because the case was 
trivial or a first-time offender had completed a 
diversion program); 

2. Cases the prosecutor would have pursued 
but couid not for evidentiary reasons or witness
related problems (this group then deserves a 
second look to try to distinguish cases in which 
the problem might have been fixed from those in 
which nothing more cOJ~J.;:l be done); 

3. Cases the piotecutor would have pursued 
but couldn't because of resource constraints; and 

4. AcqUittals. 

But even improving our understanding of what 
happens-after cases get into the system does 
not necessarily tell us whether the "right" 
cases are making it into the system. In the 
GAO "62 percent declination" study, a lot of 
those cases got counted because someone could 
see that the crime had happened: there was an 
auto ther't or a theft from an interstate 
shipment. 

Unfortunately, not all of the important crime 
is that easy to count. ,For example, at the 
time of GAO's study. the governor of my home 
state of Tennessee was selling pardons to 
convicts. He finally got caught, but his 
crime was much tougher to detect than a 
typical auto theft. His crime was not report
able in the usual sense of the word. And even 
though I thought the guy was a crook, I could 
not have recorded my perception if I had been 
surveyed for a Victimization study. 

One of my biggest problems with felony attri
tion studies is that they give an auto theft 
case exactly the same weight as one involving 
a corrupt governor. Yet for me, distinguish
ing cases by their significance is central to 
the policy question of whether t'he justice 
system is doing what it is supposed to. I 
wish I had detailed and concrete suggestions 
for how researchers could help us make these 
judgments, but I don it. My or'Uce has, looked 
at the idea of case-weighting systems, which 
try to make case-qua:).ity criteria explicit. 
But those 'systems are controversial even 
within my office, never mind with the prosecut
ors we work with. 

I do ~ave one suggestion, though: collect and 
present as much descriptive information as you 
can on the cases you analyze -- data on such 

things as: Who are the victims? Who are the 
perpetrators? How much money was involved? 
If it was a vio1en,t crime. was a weapon 
involved? If it was a program fraud. was the 
offender a provider or a recipient? The more 
of those details we have. the more we can 
start to at least tell how the justice e.ystem 
handles major and minor cases. and maybe: start 
to figure out if we are doing the right 
things. 

I said at the outset that I had learned that 
percentages are often more important to the 
policy debate than fancier statistics. I 
think that politicians. the press. and people 
in general gravitate toward percentages 
because they think they understand them. 
Unfortunately. the numbers do not always mean 
what they seem to. I think we have just as 
much responsibility to exercise care in,!.:iiting 

, 'I' ti 'percentages as we dq in using our moremys _ 
.cal" stati,stical methods. 

(1) Brian Forst. ~. al •• What Happens After 
Arrest? Publication no. 4. PROMIS Research 
Project. Washington. D.C •• Institute for Law and 
Social Research. 1977. 

(2) U.S. News & World Report. Nov. I, 1982. 
(3) General Accounting Office. U.S. Attorneys 

Do Not Prosecute Many Suspected Violators of 
Federal Laws, page i. GGD-77-86. 

(4) Forst. ~ a1. • .2E.!. cit •• p. 33. 
(5) An estimated 1430 cases in the sample were 

dropped after initial acceptance because the 
defendant completed a diversion program; approxi
mately 1290 cases were declined either initially 
or subsequently for evidentiary reasons. 
Calculated from pages 67 and 69, Forst, ~ al., 
.2E.!. cit. 

(6) Diverted cases constituted 8 percent of 
the arrests in What Happens After Arrest? 
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Structure and Process of Collecting and Analyzing 
J~stice Statistics in Canada 

Dr. Gaylen A. Duncan, Canadian Centre for 
Justice Sta,tistics 

'!he following quote fron the report that 
recatlltended the creation of the Canadian 
Centre for Justice Statistics gives a true 
picture of the frustration that was facing 
managers and researchers in Canada: 

"We can trace a hog fran fann to market, but 
we cannot trace an ind i vidual through the 
justice system." 

I could add: RWe can track the family lineage, 
and all relevant, and sanetimes irrelevant, 
information on the life and tiJres of a race 
horse at 00 rost to the state. As a wanager 
in the public service, the task I face i9 the 
creation of basic info:t:mation on people in the 
system and on the operation of the system. R 

'!he real challenge facing the Centre is to 
create similar systems for the justice system 
without inposing unreasonable rosts on 
governments. 

'Introduction. '!he theme of this paper can be 
surranarized as follows: Explain the Centre in 
tenns of its history, its rationale for 
existence, its recent experiences and its 
likely future. To do this, first, the paper 
describes sate fuooanental differences and 
similarities in Canadian and U.S. 
constitutional structures, and then places 
Canadian experience into rontext based on what 
was done before 1981, what is being done now 
and what will be Clone in the future. '!he 
paper also adds a few oomrents on the Canadian 
Unifoun Crime Reporting Survey. 

In many ways this paper is a series of good 
newsjbad new stories. Using Canadian and 
U. S. examples, the good" newsjbad news theme is 
not being expressed in terms of Canadian/U.S. 
develqment but in tenns of good rews and bad 
new about justice information in Canada. 

I. canadian Constitutional Reality. Treatises 
have been written that a::rnpare the Canadian 
and Anerican constitutions. For the puqx>ses 
of this paper, i~ is only necessary to 
understaOO and appreciate the fact that the 
split between American federal and state 
jurisdictions regarding the administration of 
the justice system has not been folleMed in 
Car:ada. '!he split between the federal and 
pro\rincial jurisdictions differs in IlOst, if 

'c,~tJ!all, respects fran the U.S. 

For example, in canada the federal government 
appoints all judges for the SupreIre Court of 
Canada, Court of Appeal for each province, 
superior trial courts, etc.... On the other 
hand, the province has the sole authority to 

employ the judge's secretary, to purchase 
office furniture, to build rourt roans, and 
to hire additional support staff. Resources 
to pay for travel ~ supr,ort staff are 
controlled by the provinces. Resources (or 
travel ~ federally appointed judges are 
controlled by the feder-al government. 

FOr example, canada has a single, unified 
criminal oode. '!hus it is oot a difficult 
task to develop a standardized classification 
system for the Unifonn Crime Reporting system 
or for criminal caseload statistics. C\1. the 
other hand, the crlministration of the 
criminal justice system falls under 
provincial jurisdiction. Because of this, it 
is extremely difficult to develop comparative 
workload neasures for rourts and court 
administration. Similar difficulties exist 
for <n1para ti ve prosecu torial workload 
measures. 

For example, jurisdiction over correctional 
insitutions is split between the federal 
level and the provincial level based solely 
upon the length of the original sentence. If 
the sentence is for two or more years, the 
offender goes to a federal institution. '!his 
particular split could be al tered by amending 
the statute which sets the two year limit. 

For example, Canada has a unified rourt 
structure. Judges may be appointed ~ the 
federal governmant (superior rourts) or ~ 
the provincial government (lower courts), but 
all appeals go through the same structure, 
eventually landing before the Supreme Court 
of Canada. It should be mted that the ooe 
major exception to this is the Federal Court 
of Canada which has limited jurisdiction to 
hear certain cases (e.g. actions against the 
federal government or appeals fran federal 
tribunals) • 

In sumnary~ the key points to remember are: 

Federal Jurisdiction 
-:-; 

- 1 Criminal Code 
- federal police for federal statutes 
- appoint and pay superior judges 
- limited prosecutorial role (federal acts) 
- 2 year plus in correctional institutions 
- cost share few areas 

legal aid 
- new Young Offendersllct 

develop and articulate national policy 

Provincial Jurisdiction 

- administration of the justice system 

contract federal police to perfonn local 
police functions or control provincial police 
forces or local police forces 

- appoint and pay lower rourt judges, but run 
all courts 
- 2 years and less in rorrectional area 
- implement and pay for national policy 

'!his dichotal¥ in jurisdictional authority is 
also reflected in the structure and q;ierations 
of the canadian Centre for Justice 
Statistics. 'Ibe Centre is part of Statistics 
Canada, a federal agency, but it is also 
controlled by a Justice Information Council, a 
fonn of board of directors, with 
representatives fran both levels of 
government. 'Ibis is not surprising since the 
provincial jurisdictions are the source of 
IlOst of the necessary data. 

II. Creation of the Centre. President J.F. 
Kennedy once said - "Washington is a city of 
s9uthern efficiency and northern chann." 

The Centre is an agency designed by a 
canmittee of lawyers, premised on the split 
Canadian jurisdiction in justice, and directed 
by consensus decisions of all participants. 

The Evaluator of the Centre, in a recent 
report, said - "Seen objectively, this is not 
the IlOst efficient way to collect national 
justice statistics. R 

'!his may not be the IlOst efficient way to 
collect national justice statistics, but it is 
proving to be the IlOst effective way. OVer 
the past twenty-five years, all previous 
attempts have failed. After two years of 
considering al terna ti ve approaches, a 
conscioUS decision was taken ~ all parties to 
try this route. 

The key point to l:em:mber is that the Centre 
was created in June, 1981 to run for 3 years, 
to be evaluated ~ an external evaluator and 
then to have a. comni ttee of 22 key people, the 
board of directors, consider its future. If 
nothing is done, the Centre will fold in 
April, 1984. 

III. What Was it Like Before 1981. The 
following infonnation was being produced in 
the years preceding 1981 (the creation of the 
Centre): 

- police administration statistics showing 
the number of police and civilian personnel; 

uniform crime statistics; 

homicide infonnation; 

nothing on .legal aid programs; 

civil court statistics - 1 study was 
coordinated in 1973; 

- criminal oourt statistics ~ering part of 
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two provinces; 

- correctional statistics rove ring 
institutions only and covering only 4 of the 
smaller provinces. 

'!he reports were plagued wi th problems of 
timeliness, accuracy, quality, coverage and 
gaps,' 

'!he system was based on heavy clerical 
resources and centralized processing. 

IV. What We Have Today. '!he following 
summarizes the information oow available and 
the experimental projects neM underway: 

- police administration statistics as before 
but twiCe as timely; 

- unifonn crime statistics as before, but 
IlOre timely and with more graphical 
presentation; 

- hcmicide infounation as before 'but IlOre 
tiJrely; 

- legal aid programs were described in two 
recent reports and a rew national survey has 
been proposed; 

- Civil Courts ir.founation has been produced 
on administrative tribunals at the federal 
level and for five provinces, descriptive 
material for all jurisdictions on family law 
has been produced and a survey is being 
considered, descriptive material on civil 
court processes is being prepared and an 
experiment has been started using a legal 
information retrieval system to see if it can 
form a basis for civil court information; 

- Criminal Courts infmmation on manpower, 
resources and costs, a national directory of 
courts has been produced for the first time, 
all but one jurisdiction has started Or 
agreed to start reporting basic caseload 
statistics for the current year, a proposal 
for detailed caseload and offender reporting 
has been circulated to jurisdictional 
info:t:mation system planners, a court workload 
study has been started in three jurisdictions 
and a major test is underway to see if rourt 
sentencing and offender info:t:mation can be 
culled fran the existing fingerprint system; 

- prosecutorialinfounation on manpower 
resources and oosts was recently released; 

- oorrectional information ~ering both 
institutions and oorrectional services for 
all jurisdictions is OCM produced annually; 

- juvenile court data for all jurisdictions 
using standardized rer,orting is now underway. 

Based upon the achievements outlined above, 
achievemeAts which have been attained after 
only 24 months of operation, it is fair. to 
reiterate both the conclusion of the Centre's 
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Evaluator and Il'!Y CJtm reaction. Seen 
objectively, this is not the most efficient 
way to collect national justice statistics. 
But it appears to be the most effective way. 

V. The structure of the Centre. It is 
difficult to summarize the geographic and 
demographic facts about Canada. Given our 
size, our location, and our pJpulation, we are 
fundamentally a nation that should not exist. 
Our FOpulation is 50% more than the p:>pulation 
of the State of Texas -a state that prides 
itself on its wide open spaces - ye t our land 
mass is 15 times that of Texas. Canada is 
divided into a federal government, 10 
provincial goverrunents and t~ terri torial 
governmen ts in the north. 

Wi thin each jurisdiction, there may be as few 
as 1 ministry responsible for the 
administration of justice or as many as four 
(Corrections, Attorney General, Solicitor 
General, Justice Policy Secretariat, all in 
Ontario) with yet another ministry dealing 
with juveniles. 

Canada's statistical ~stem is heavily 
premised on the centralized functions of 
Statistics Canada, of which the Centre forms a 
part. 

'!be Centre is controlled by a board of 
directors called the Justice Information 
Council (JIC), consistiD;J of 22 deputy 
ministers resp:>nsible for the administration 
of justice in all the jurisdictions plus the 
Chief Statistician of Canada. '!his board 
approves all projects, approves annual work: 
plans" sets new directions and priorities, and 
receives the evaluation of the Centre. '!he 
board also has an executive canmittee. 

Each representative on the JIC has app:>inted 
one delegate to the Liaison Officers Comnittee 
which acts, in effect, like a management 
committee. '!he we receives all detailed 
plans for projects, identifies FOlicy issues 
for submis~ion tx:> the JIC and ensures that all 
processes function smoothly. 

There is a plethora of other canmittees that 
assist, monitor, or direct the. Centre. '!bey -
are collectively referred tx:> as the supp:>rt 
structure for the entire initiative. 

Each program at the Centre is advised and 
supp:>rted by a Program Develcpnent Committee 
(POC) which is made up of experts. in a given 
field. '!hese romnittees are rot based on 
jurisdictional representation but rather they 
consist of selected experts in a given field. 
RecolTIrendations go fran their POC's tx:> the UX; 
and directions for further ~rk: go fran UX; tx:> 
POC's. 

The Centre itself is headed by an Executive 
Director, and has two main program groups (the 
Technical Assistance Directorate (TAD)arrl the 
Statistics and Information Directorate 
(SID)and one staff group (Policy, PlanniD;J 

and Evaluation». '!he SID group has progrcilllS 
in raw Enforcement, Courts (Criminal, 
Non-Criminal) Legal Aid, Corrections, 
Juvenile Justice and Integration and 
Analysis. '!he TAD group perfonns a similar 
function to what was originally conceived for 
L.B.A.A. in the U.S. '!his group provides 
funds and technical resources to support the 
development of operational information 
systems. to feed data to collection efforts 
that supp:>rt national priorities. 

VI. Centre Priorities: 1981 and Today. '!he 
docUIOOnts that led to the creation of the 
Centre identified a mandate that was premised 
first on "informiD;J the public" and secondly 
on "supp:>rting national justice p:>licy 
develo!J!ent". In 1981, the main policy 
issues facing the Centre were matters of 
"micro data projects" versus "aggregate data" 
and the degree of analysis that should be 
done by the Centre versus the policy groups 
in the various jurisdictions. 

After two }'ears of effot;;t (the major results 
of which I have already outlined), the JIC 
has authorized the Centre to look into the 
future an:! to prepare a plan of action fOr 
t.~e 3 to 5 years that. will follCM our 
original 3-year lifespan. For the past few 
months, we have finally had an q;>portunity to 
ask "what is needed and what should be" done" . 
rather than to focus on "how do we do what 
was originally asked of us". As a result, we 
are beginning to put our current projects 
into a new perspective. Our ideas are now 
being reviewed by the jurisdictions ro 
everythirg that I say fran now on should. be 
viewed as Il'!Y best bet on what might be 
approved before April 1984. 

'!he priority for 1984 and onwards will not be • 
"to inform the public" but will be tx:> assist 
in the develo!J!ent ru:rl use of manageIOOnt 
information, to deal"with ort-goingissues as 
a result of budget restraints, cost-sharing 
discussions and current initiatives tx:> 
increase the '!:."Ole of evaluation projects and 
long-term planning and budgettiD;J in the 
justice system. 

Simply put, our focus will be tx:> serve the 
JIC. To do this we will take each sector, 
describe it, cost it, lMasure caseflow 
through it and develop lMasures tx:> forecast 
demand on that sector. '!bis last item is 
key, though we do rot fully understa'ld t:he 
program and project implica~ions of it. 

All of this work: will be premised Ql the need 
to facilitate the production of activity 
indicators. 

'!he second priIM thrust will be the provision 
of support tx:> develop systems and provide 
trainiD;J on the use of information fran such 
systems. '!he third and last thrust will be 
the provision of information as a service to 
the JIC. 

Before I move on to discuss Canada's U.C.R. 
system, let 1M tie together one key p:>int that 
relates tx:> the structure of the Centre and tx:> 
our likely future directions. '!he major 
potential benefit of the Centre vis-a-vis all 
previous initiatives is that we have clearly 
identified our client. It is the JIC. -
Further, the JIC represents the vast majority 
of our data providers and the JIC is also our 
major infonnation user. This user/producer 
canmi ttee is also our board of directors. 
This is a simplisitic view of reality, but 
from this simplistic model ~~ derive our 
greatest likelihood of success. And if we 
fail, it is this very group that must pass 
judgeJMnt on us - even if the final conclusion 
is that we became irrelevant because the JIC 
failed to provide adequate direction. 

VII. Canada's U.C.R. sysT' '!he similarity 
between the U.S. and Cana lan U.C.R. systems 
begins with the fact that they are both 
descendants of the efforts of the 
International Association of chiefs of 
Police. Thereafter, in almost every \'Vay, the 
similarities end. 

~nber that Canada has 1 federal criminal 
code and that this code applies throughout the 
country. This quirk: of our constitutional 
structure has allowed us tx:> develop a single 
system, coveriD;J over 99% of the relevant 
forces and over 99% of our p:>pulation. We 
collect data on over 100 crilMs with about 10 
variables for each. '!his weal th of 
information is the good news. The other side 
of the coin is that we tx:>o face major 
cri ticisms fran policy makers, managers and 
academics on quality, scope, coverage, 
tilMliness, detail, etc. We too have started 
a major review of the role and need for 
national crime data am other p:>lice 
informa tion. 

I expect that we will evolve tx:> a FOint where 
we have 1 survey to moni tor basic crime 
trends, and a second ~tem, based on existing 
and future automated operational systems in 
the major p:>lice forces, tx:> provide access tx:> 
detailed data for in-depth studies. I say 
this even though we do rot ye t know the final 
resul ts or reactions to Canada's first full 
blCMn victimization survey which is due fOr 
release shortly. 

VIII. Surrmary. The Centre is a three-year 
experiment that is already two years old. It 
has a staff of about 80 that is expected tx:> do 
the work: originally set out at our creation 
while simultaneously planning for the future 
and maintaining a heavy romnitment tx:> the 
conSUltation process. We are working on 
short-tenn projects (collect and analyse 
information relevant tx:> today's problems) and 
long-tenn oolutions (build local ~stems and 
develop local expertize). To do this, .. we are 
learning from past mistakes in Canada and 
benefittiD;J from current efforts in thfcl U.S. 

IX. Revisiting Sooe of the Messages. Having 
already sumnarized Il'!Y main points, I should 
finish with a major vote. of thanks to various 
U.S. organizations, many of which are 
represented here today. Recently some of the 
Centre staff, plus representatives of two 
provinces, visited t.l)e Bureau of Justice 
Statistics, the National Center for State 

. Courts, the Federal Administrator of Courts, 
the National Institute for Justice and the 
Federal Judicial Centre. 

'!hey were royally treated and we received 
reams of documentation am many useful 
ideas. I trust that this is just the 
beginniD;J of a series of such lMetings. 

NcM, haviD;J concluded the main part of the 
paper, I want tx:> take a few minutes tx:> make a 
few personal comoonts on where I think the 
Centre is going. I hope these FOints will 
help to draw together the various themes I 
have already presented. 

First, the Centre will fOcus on each sector 
of the justice system by first describiD;J it, 
then costing it, then quantifying caseloads 
and finally identifying measures of demand. 
In Il'!Y opinion, the idea of lMasures of demand 
is a critical component of our future, even 
though we still have much to learn about this 
concept. 

We are not tryiD;J tx:> build a model of the 
justice system. '!his might be the long-term 
future of our efforts, but, in my opinion it 
is the wrong way tx:> start. We have realized 
that the output of one sector of the system 
is the input tx:> the rest - no qreat . 
breakthrough. HaviD;J realized- this, we now 
recognize that the pressure for good FOlice 
statistics does not just care fran the 
p:>lice, but also fran prosecutors who need 
this information to predict prosecutorial 
demand. Similarly, court da ta is needed tx:> 
plan correctional services. We are beginning 
to realize that the need for demand data in 
one sector can be used tx:> drive efforts in 
the previous sectors. I predict that this 
frame~rk approach will turn out to be as 
imp:>rtant in the future as our structure of a 
JIC (representiD;J users, producers, 
controllers and evaluatx:>rs) is critical to 
our success today. 

Secondly, success in gettiD;J detailed data on 
special issues and conducting offender 
tracking studies can only be achieved by 
putting operational ~stems into 
jurisdictions. 

'!hird, based uFOn these systems, the Centre 
must be flexible enough to resFOnd to JIC 
requests for information that are based on 
current and evolving needs. 

These three initiatives must be successfully 
achieved in an environment where users and 
producers totally control us, where we are 
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expected to take, statistical information fran ' 
operational systems arvj' not toimpo~ new, , 
wlreasonable cOsts onjurisdictiohS, where we 
are required 'to min:irnize" the nUnil:>er of new 
surve~ard a~ !he sane, time 'wh:re weare 'b?, 
dramatlcally lncrease the quantlty am, quall:ty 
of information on the justice system, arid 
finally that We are to live uOOer a permanent 
sunset clause. ' , 

'!hat is the future I see for the Cahadian 
Centre for Justice Statistics, am iil II'\Y 
opinion it isa bright future. 
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The Organization of the Ministry of the 
Solicitor General of Canada and the Role 
of the Statistics, Policy Advisor 

Penny Reedie,Ministry oUhe Solicitor' 
General, Canada r., 

--~--~~----------------~--------~------------~~",~,-----------------------------------
The Minist:ry of the Solicitor General was ' 

creat~d in 1966, bringing the major operational 
elements6f the federal 'government concerned 
with the administration of the criminal justice 
system under the direction and supervision of 
the Solicitor General of Canada. These major 
elements are the three operational agencies, 
the Royal'Canad1an Mounted Rilice (RCMP), the 
Correctional Service of Canada (CSC), and the 
National Parole Board (NPB), and the Ministry 
Secretariat. 

The RCMP is the federal law-enforcem~nt 
agency, which also provides policing services 
under contract to eight of the ten provinces, 
190 muniCipalities, and two territories. CSC 
is the, federal penitentiary agency which is 
responsible for administering sentences of two 
years or more. The NPB is responsible for the 
granting of conditional release. The Ministry 
Secretariat supports 'the Deputy Solicitor 
General in his role as chief policy advisor to 
the Minister. Thus the Secretariat provides 
policy advice, co-ordinates Ministry programs, 
and ,provides certain centralized common 
services in areas such as research and 
statistics. Organizationally, the Secretariat 
has three branches: Foliey, Foiice and 
Security ,and Programs. 

The Statistics Di~ision is orie of five 
divisions in the Programs Branch" which advise 
the Minister in the development of long-range 
policies on criminal justice matters. The 
Statistics Division provides professional and 
technical services to the Minister, the 
Secretariat executive, and the Ministry 
agencies, and' promotes the development of 
better information and statistics in the 
Canadian criminal justice system. Divisional 
activities include statistical ,policy, 
statistical methodology,Sl:atiStical studies, 
computer systems technology, artdshort-term 
requests' for data and adVice. ' 

,'~ Because the Ministtypr;ovides direct' 
services~much of the work of the SJ;atistics 
Division is in generating data bases and', 
produc1ng<'statistlca! 'information' which 
antfcipate future policy, requests and which 
help tp contextualize pol!cyobjectives arid 
specify policy'. questions.' Some recent projects 
are Condi tional Re;Leas,e" Mandatory Supervision, 
Recidivism, Dangerous Offenders, Natives, ,and 
the Effects of Long Term Incarcer;ation. To 
promote the development of better information 
and statistics, the DiviSiori is invol,ved in 
opera!:ions resear;ch and the development of 
computer-systems technology. A major respon-
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sibility of the Division is identifying the 
limitations of data and interpreting statistics 
produced by the ministry agencies and by 
external organizations such as the Canadian 
Centre for JUstice Statistics. 

The Canadian Urban Victimization Study is 
a large, high profile project which exemplifies 
the dual role of the Statistics Division. The 
Victimization Survey addressed five areas: 

I} 
1. the extent of reported and 

unreported crime during 1981, 

2. the risk of criminal 
victilllization, 

3. the impact of crime, 

4. public perceptions of crime and 
the criminal justice system and victims' 
perceptions of their experiences, and 

5. the needs of victims. 

The methodology and questionnnaire were 
designed and pre-tested by "technicians" in the 
Division in consultation with Statistics 
Canada. "Translators" ensured that pertinent 
issues identified' in diScussions with 
policymakers were included in the design (e.g. 
cri1lie prevention, Victims, police resources) 
and later will assure that the findings are 
presented to' policymakers in a way that is 
useful and used. 

The survey was conducted in early 1982 in 
seven major urban' centres, Greater Vancouver,' 
Edmonton, Winnipeg, Toronto{ MOIitreal ~ Halifax";' 
Dar;tmouth, and St. John's. From the results of 
the survey we have begun to produce 

1. Bulletins on topics of general 
interest --eiderlyVictims; victims of 
''Ilolence by intimates and, violence by , 
strangers, break and entry offences, motor 
vehicle theft, vandalism, etc.; 

2. ,User Reports to respond to 
specific info~ation requests; 

3~ Reports that deal mor;e 
extensively with such topics as the measurement 
of crime and victimization, methodology, etc.; 
and 

(; 
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4. Special reports directed to 
pertinent issues identified by policymakers. 

The Victimization Survey provides not only a 
wealth of statistical information but also ~ 
rich data base from which we can integrate and 
answer a range of policy and research 
questions. The data base also allows for a 
quick turnaround time in answering questions 
and specific information requests. 

The Victimization Survey is illustrative 
of the role of the Statistics Division as 
distinct from the Canadian Centre for JUstice 
Statistics, which has both federal and provin
cial. responsibilities. The work of th~ Centre 
cannot be and should not be oriented specifi
cally to the policy concerns of the federal 
Ministry of the Solicitor General, whereas the 
work of the Statistics Division is and must 
be. It is this area of policy and the 
activities of statistics policy advisors, i.e., 
translators, that t would like to concentrate 
on here. 

The Statis.tics fulicy Advisor is a unique 
merging of two areas: statistics and policy. 
The Statistics fulicy Advisors act as liaison 
persons between the Ministry and other 
government departments, among users of criminal 
justice statistics within the Ministry, and 
between the Ministry and the ';!inadian Centre 
for JUstice Statistics. It hs@ been our 
experience that a statistics policy advisor/
translator/liaison pers&n can provide useful 
services in every poltcy-user area. The 
Statistics Policy Advisors also are the link 
betw'een, or the translators for, the 
policymakers and the statisticians. The 
Statistics Policy Advisors must know the 
limitations and the variety of interpretations 
that can be drawn from difrerent data produced 
internally or obtained from external sources. 
The Advisors inform the policymakers' on the 
interpretation and limitations of particular 
criminal jl;1stice statistJcs and communicate to 
the statisticians and data collectors new 
initiatives being considered by policymakers. 

The Statistics Advisors frequently act as 
mediators, communicating to statisticians the 
concerns of policymakers regarding such things 
as timeliness, quality, and utility of data, 
and to policymakers the concerns of statisti
cians about such things as quality control. 
Most impOrtant, perhaps, the Adviso.~ help 
policymakers define their information needs 
within the context of what is and can be 
available i, 
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The Statistics Policy 4dvisors must 
maintain dialogue with the statisticians in 
order to keep informed of limitations of 
particular data sets and consequently the 
interpretations of such data and to keep 
policymakers advised of the meaning of criminal 
justice statistics. As a result of a 
continuing dialogue and of the recognition of 
the con~erns of both statisticians and policy
makers, the victimization survey emerged. 
Although such surveys have their limitations, 
the victimization survey nevertheless provided 
a very large volume of information about the 
exten~ of reported and unreported crime during 
1981, the risk of criminal victimization, ,the 
impact of crime, public perceptions of crime 
and the criminal justice system, and victims' 
perceptions of their experiences. 

It has been, our experience that the two 
greatest"~~ngers facing technicians are 

1. the tendency toward reification 
of the data they are collecting, and 

2. sacrificing timeliness for metho
dological and technical considerations. 

The two biggest problems that policymakers have 
are 

1. a lack of appreciation of the 
value and uses of statistics, and 

2. an inability to define their 
statistical needs. 

These sets of problems are not unrelated. 
Indeed, if statistics were better ,and more 
timely, then pqlicymakers would better see 
their worth, and if policymakers were better 
able to define their needs, then the statistics 
would be better. 

The Statistics Division has organized 
itself around this dilemma so that the workload 
is roughly divided between technicians and 
statistics policy advisors. The technicians 
work in the area of operations and information 
systems and s~rve the immediate needs of the 
Ministry. They answer short-term reques'ts for 
information and advice from Ministry officials 
and el{ternal parties "and are also involved in 
long-term research and statistical studies. 
More important is the unique area of statistics 

policy where statistics policy advisors serve 
as translators of statistics produced 
internally by the different agencies and by 
external bodies. 

An examination of the Uniform Crime Report 
(UCR) system illustrates the dilemma faced by 
criminal justice pol1cymakers confronted with 
statistics. The UCR database, the single most 
important source of Canadian criminal justice 
statistics, is generated by federal, provincial 
,and municipal police agencies. Usually, UCR 
data is interpreted by the media to indicate a 
rising rate of crime, but many alternative 
analyses a,re poSSible, depending on the ends to 
be se'7Ved. For example: 

1. look at how crime has risen; 

2. look at how rare violent crime 
is; 

3. UCR shows no cause for fear and 
panic; 

17 

4. OCR is false -~ it minimizes the 
'amount of crime, omitting the hidden or "dark 
figure" • 

One role of the translator therefore is to 
caution the policymaker about facile 
conclusions. Another is to caution the 
technician against reifying h1.s data base. 

There is presently underway in Canada a 
large, slow and complex program to develop 
comprehensive and accurate national and local 
statistics at ,every level and for every element 
of the criminal justice system. This program 
involves the federal, provincial and municipal 
governments and all criminal justice agencies. 
Within the next decade, data will be available 
which will allow reliable statements to be made 
about all aspects of t~e Canadian. criminal 
JUBtice system. The Statistics Policy Advisor 
will then be even more important than now, in 
reducing the mass of data to ita policy 
implications. 

'J 
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Analysis of a V-Stratified Sample: 
The Georgia Charging and Sentencing Study 

George G. Woodworth, The University of Iowa 

This is a report on methods which I have used to 
analyze complex survey data on general purpose 
statistical software. The survey in question 
concerns charging and sentencing in homicide cases 
in Georgia between March 1973 and January 1980. 
During that period there were about 2,500 con
victed offenders, 100 und,er death sentences; 876 
with murder convictions and a life sentence, and 
1,480 with voluntary manslaughter convictions. 

In this discussion I shall focus on one outcome 
variable (whether or not an offender received a 
death sentence) and upon 11 independent variables 
listed in Table 1. 

Mnemonic 

Independent 
BLACKD 
WHVICRC 
BLVICMOD 

STRANGER 
TWOvrc 
FELMUR 

VPCARBR 

TORTURE 
HENTORT 
NOKILL 

. LDFB7D 

Description 

Variables 
Defendant was black. 
Victim was white. 
Family, lover, liquor or barroom 

quarrel. 
Victim was a stranger. 
Defendant killed twq or more victims. 
Defendant was involved in a felony 

at the time of killing. 
Defendant had one or more prior 

convictions for violent personal 
crimes, burglary, or arson. 

Victim w~s physically tortured. 
Victim was mentally tortured. 
Defendant was not the killer. 
Crime ~nvolved rape, armed robbery, 

kidnap, killing to silence a ¥it
ness, execution style killing, or 
a,victim pleaded for hi~/her life. 

Dependent Variable 
DSENTALL Death sentence given conviction: 

1 = death 0 = life. 
Case Weighting Variable 

WEIGHT Recipro,~al of probability of select-
ing the case. 

" Table 1. Selected variables from the charging 
and sentencing study. 

The Stratified Sampling Plan 

Sentencing in capital cases in Georgia is bifur
cated into a guilt trial followed by a penalty 
trial at which additional evidence may be pre
sented relating to the defendant's prior record 
and to other factors which could not be :presented 
in the guilt'trial. For various reasone, chiefly 
the prosecutor's not seeking a death penalty, not 
all defendants convicted of murder have a penalty 
trial. 

The sampling plan used in this study was etrati
fied by four case types (death, life sentence 
after penalty trial, life with no penalty trial, 
and voluntary manslaughter) in each of the state 
judicial circuits. One-hundred-percent samples 
were t.:lken in the first tWQ categorieii'an,t varying 
sampling fractions were used i~ each judici~~ 
circuit in the other two categories. In analyzing 
the d~ta I treated the sampling plan as if an" 
independent, biased coin toss had been made for 
each offellder to determine whether he or she, 
entered the sample, the probability of heads be~ng 
equal to the sampling rate for the subpopulation 
containing that offender. 

Descriptive Statistics 

Descriptive statistics, such as estimated'popula
tion totals, need to be adjusted in some way to 
remove the bias introduced by stratified sampling. 
The most straightforward adjustment is of course 
the use of caSe weights equal to the reciprocal of 
the sampling fraction. In other words, in any 
accumulation, wheth~J,r a count of cases or a slim of 
products, the contribution of each case is multi
plied by the case weight. This produces consis
tent', if not unibased estimates. 

Inferential Statisti'cs 

Statistical inference generally involves the 
estimation not only of a population parameter but 
also of the standard error of the parameter esti
mate. Complex sampling generally invalidates th~ 
usual standard en'or formulas applicable to Simple 
randq!ll sampling. This does not present an insup

'erable problem for simple descriptive statistics 
such as proportions, totals, and means, but it 
does create difficulties in the use of more 
comFlex multivariate methods such as linear and 
logistic regression and log-linear models. 

Since stratification on ilidependent variables does 
not bias their coefficients in linear or logistic 
regression, there is no need to apply cas~ weights 
or any other adjustment to obtain unbiased, fully 
efficient estimates of regression coefficients 
~Aless, as in the Charging and Sentencing Study, 
the stratification scheme does involve the 
dependent variable. Although regression coeffi
cients may be biased, it is not a particularly It 
difficult theoret:l~al problem to derive consistent1\Jr 
efficient estimates of regression coeffiCients 
under Y-stratification; however, statistical 
software for this purpose is not widely available 
nor sufficiently general to handle al,;J.. cases. To 
give one example, the correct method of adjusting 
for sampling bias in log-linear models fit by the 
iterative pr6portionalscaling algorithm i~ to, set 
the initial fitted value in each cell, to tile"" ~ , 
sampling fraction rather than to 1; one program 
which has this capability is BMDP4F. 

CI 

Efficient estimation of linear or logistic 
regression models is not quite so easily achieved 
on existing software (Goldberger, 1981; Woodworth, 
1982; Manski a,nd Lerman, 1977). One fairly 
simple, consistent, but inefficient method is 
Manski and Lerman's WESML, which, briefly 
described, consists of weighting the logarithm of 
the likelihood of the ith case by the reciprocal 
of the sampling fraction. For any exponential 
type likelihood this amounts to computing the 
sufficient statistics usi,ng case weights, tlu'!U 
proceeding as in the unweighted case. In other 
words, use weighted linear regression or ~se 
weighted cell counts in logistic regFessiol~, 
(BMDPLR has this capability ,viath~J'JOUNT option. 

The problem with WESML is that the ,"nominal" ' 
standard errors of regression coefficients as 
printed by the computer program will be unreli
able; however, I have made use of two simple 
techniques for getting consistent estimates of 
these standard errors: for weighted linear 
regression, I adapted Cressie's "safe" method for 
est"imating the standard error of a misweighted 
mean (Cressie, 1982), which requires no more than 
a weighted linear regression program capable of 
placing residuals on file. For logistic regres
sion, I applied the ideas of Grizzle, Starmer, 
and Koch (1969) and Bishop, Fienberg, and Holland 
(1975, p. 148) to derive what I provisionally 
call the Modified Mantel-Haenszel Procedure. 

A Safe Standard Error 

Inc the weighted regression of, say, death sen
tence (DSENTALL) on race of victim (WHVICRC) and 
the 10 other independent variables in Table I, 
the regression coeffici~nt for race of victim (X) 
can be expressed as: 

COEFF Sum of (XRES*Y*W) 
Sum of (XRES~*W) 

where XRES is the residual from the weighted 
regression of race of victim on the 10 other 
independent variables and W is the case weight. 
In other words the regression coefficient is a 
weighted sum of values of the dependent variable 
(Y), and consequently the standard deviation of 
the regression coefficient is 

, ~Sum of (YVAR*(XRES*W)2) 
STDEV OF COEFF = Sum of (XRES2*W) 

where YVAR is the residual variance of the depen
dent variable for the ith case. In practice, a 
conservative estimate of YVAR is the, "squa:\::ed 
residual of Y _divided by (I-HAT) 2 , where HAT 
is the diagoqal entry in the "hat" m~,trix. The 
re~ulting "safe" standard error estimate for the 
regressiQn coefficient is obtained by replacing 
YVAR in the above equation by this quantity. 

Exhibit 1 shows how to compute this ~sing 
'MINITAB. 

MTB > INFO 

COLUMN NAME 

Cl DSENTALL 
C2 BLACKD 
C3 WHVICRC 
Cl, BLVICMOD 
C5 STRANGER 
C6 TWOVIC 
C7 FELMUR 
C8 VPCARBR 
C9 TORTURE 
C10 MENTORT 
C11 NOKILL 
C12 LDFB7D 
C13 WEIGH'r 

MTB > REGRESS Cl 11 
SUBC > WEIGHTS C13; 
SUBC > HI C14; 
SUBC > RESIDUALS C15. 

COLUMN 

BLACKD 
WHVICRC 
BLVICMOD 
STRANGER 
TWOVIC 
FELMUR 
VPCARBR 
TORTURE 
MENTORT 
NOKILL 
LDFB7D 

COEFFICIENT 

-0.04473 
0.03930 
0.08020 

-0.01747 
0.04343 
0.17429 
0.05038 
0.03104 
0.42199 
0.22550 

-0.0944'4 
0.13924 

COUNT 

1066 
1066 
1066 
1066 
1066 
1066 
1066 
1066 
1066 
1066 
1066 
1066 
1066 

C2-Cqj 

(save HI:l.T in col. 
(save Y-residuals 

ST. DEV. 
OF COEF. 

0.02259 
0.02007 
0.02040 
0.01313 
0.01803 
0.03774 
0.02193 
0.01287 
0.05684 
0.05173 
0.02528 
0.02682 

MTB > NAME C14 'HAT' C15 'y RESID' 
MTB > REGRESS C3 10 C2 C4-C12; 

SUBC > WEIGHTS C13; 

14) 
in col. 15) 

T-RATIO = 
COEF/S.D. 

-1.98 
1.96 
3.93 

-1.33 
2.41 
4.62 
2.30 
2.41 
7.42 
4.36 

-3.74 
5.19 

SUBC > RESIDUALS C16. (save X-re~iduals in col. 16) 

MTB > NAME C16 'X ~~SIn' 
MTB > LET C.l:7'd. C13~\(C16**2) 
MTB > SUH<'C17 K2 

SUM = 207.06 
NIB> LET C18= «C13*C15*C16)/(1-C14»)**2 
MTB > SUM C18 K4 " 

SUM = 22.767 
MTB > LET K4= SQRT(K4)/K2 
MTB > PRINT K4 
K4 0.0230443 (safe standard error forWHVICRC) 

Exhibi.t 1. Computation of safe standard error 
estimate. 

The 'Modified MantelS:::aaenszel Procedure 

To study the relationship between death sentencing 
and' race~, o;f victim, controlling for race of defen
dant and the other 9 independent variables, it is 
necessary;~to develop a scale summarizing the' 
intEluence"of these variables, since it l.s imp rac-

~tical to cross-tabUlate on all of them. The 
1 method which I used was to run the 11 variable 

weighted regression (linear or logistic) and then 
cOlJlpllfe an 'aggravation' scalif by summing the 9 



nonracial variables times their regression coef
ficients. This step is illustrated using MINITAB 
in Exhibit 2. 

MTB > INFO 

GOLUMN NAME COUNT 

Cl DSENTALL 1066 
C2 BLACKD 1066 
C3 WHVICRC 1066 
c4 BLVICMOD 1066 
C5 STRANGER 1066 
C6 TWOVIC 1066 
C7 FLEMUR 1066 
C8 VPCARBR 1066 
C9 TORTURE 1066 
C10 MENTORT 1066 
Cll NOKILL 1066 
C12 LDFB7D 1066 
C13 WEIGHT 1066 

MTB > REGRESS C1 11 C2-C12 C21 C22; 
SUBC > WEIGHTS C13. 

ST. DEV. 
COLUMN COEFFICIENT' OF COEF. 

-0.04785 0.02239 
BLACKD 0.04308 0.01996 
WHVICRC 0.08422 0.02027 
BLVICMOD -0.01775 0.01315 
STRANGER 0.04391 0.01799 
TWOVIC 0.17220 0.03766 
FELMUR 0.05076 0.02202 
VPCARBR 0.02978 0.01287 
TORTURE 0.42050 0.05677 
MENTORT 0.22503 0.05174 
NOKILL -0.09701 0.02522 
LDFB7D 0.14012 0.02689 

MTB > LET C32,. C22-.04308*C2-.08422*C3 
MTB > MIN C32 K1 

MINIMUM = -0.16261 
MTB > MAX C32 K2 

MAXIMUM = 0.83247 
MTB > LET C33" (C32-K1) / (K2-K1) 
MTB > LET C34 .. ROUND(C33*10+.5) 
MTB > RECODE 5 11 C34 5 C34 
MTB > NAME C34 'AGGLEVEL' 

T-RATIO = 
COEF/S.D. 

~2.14 

2.16 
4.15 

-1.35 
2.44 
4.57 
2.31 
2.31 
7.41 
4.35 

-3.85 
5.21 

Exhibit 2. Computation of aggravation scale. 

The aggravation scale is then discretized into 5 
levels of aggravation (1 = lowest, '5'" highest). 
I used 10 equal length intervals and collapsed 
the upper 6 into one since they contained very 
few .cases. The data were then aggregated .into 10 
two-by-two tabulations as shown in Table 2. 

The column labelled ILogCP.R" contains the loga
rithm of the cros~ product ratio for each of the 
two-by-two tables (Race of Victim by Sentence). 
It is a measure of the disparity between the 
death sentencing rates for white- and black
victim cases defined as the natural logarithm of 
the ratio of the odds on death for white-victim 
cases divided by the odds on death for the black
victim cases. In the table for aggravation level 
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Level Race Race 
of of of 
agg def vic Life Death LogCPR STD ERR 

WHITE BLACK 19.7 0 UNDEFINED 
. WHITE 77.0 0 

1 
BLACK BLACK 550.7 0 UNDEFINED 

WHITE 32.3 0 

WHITE BLACK 36.1 0 UNDEFINED 
WHITE 315.8 13.4 

2 
BLACK BLACK 760.2 10.2 1.90 .60 

WHITE 55.7 5.0 

WHITE BLACK ,1..0 1.0 -1.90 1.48 
WHITE 55.1 8.2 

3 
BLACK BLACK 42.3 1.0 2.35 1.11 

WHITE 48.2 12.0 

WHITE BLACK 5.4 1.0 .69 1.22 
WHITE 49.1 18.0 

4 
BLAC~' BLACK 51.8 3.0 2.23 .71 

WHITE 39.6 21.2 

WHITE BLACK 0 0 UNDEFINED 
WHITE 5.0 17.2 

5 
BLACK BLACK 14.5 4.0 3.45 1.24 

WHITE 1.4 12.0 

Table 2. Weighted total number of cases by race 
of victim and sentence controlling for levelo'f 
aggravation and race of defendant. 

4 for black defendants, for example, the odds on 
death for black-victim cases are 3.0 .to 51.8 or 
.059 and are 2..1 .. 2 to 39.6 or .• 535 for white
victim cases, so the cross product ratio is 
.535/.059 or 9.07 and thelogarithm.is 2.23 as 
indicated in Table 2. Note that a negative 
10gCPR indicates that white-victim cases had a 
lower risk of death while a positive 10gCPR indi
cates that white-'victim cases had a higher risk' 
of death. 

In order to judge the overall significance of the 
pattern of 10gCPR's it is necessary to estimate 
their standard errors. Assuming a Poisson model 
for the occurrence .J;lf a case with a particular set 
of characteristics, it can be shown that .a con
sistent estimate of the variance of a weighted 
count is the sum of squared case weights for the 
cases contr~huting to the count. A standard 
"propagation of error" argument (Wilks,1962 .• 
theorem 9.3 • .1) shows that the variance of the log 
of .a weighted count is approximated bythe~um of· 
squared case weights divided by the square of the 
sum of the case weights. Exhibit 2 illustrates 
how to compute the sums and sums of squares of 
case weights using.MINITAB. 

Since the 10gCPR is a linear combination of four 
log counts, its variance is the sum of variances 
of its four component. log counts. The hand 
calculation of logCPR and its standard error is 
displayed in Exhibit 4. 

MTB > INFO 

COLUMN NAME COUNT 

C1 DSENTALL 1066 
C2 BLACKD 1066 
C3 WHVICRC 1066 
C13 WEIGHT 1.066 
C14 WT2 1066 (squared case 

weights) 
C34 AG.GLEVEL 1066 

M'rB > LET C51 = 10*'WHVICRC' + 'DSENTALL' 
MTB > LET C51 = 10*'AGGLEVEL' + 'BLACKD' 
MTB > NAME C51 'wv X DS' C52 'AG X BD' 
MTB > TABLE C52 C51; 

SUBC > SUMS C13. 

ROWS: AG X BD COLUMNS: WV X DS 

Black,Victim White Victim 
Life Death Life Death 

00 01 10 11 

10 19.7320 262.5539 1.0000 
.11 550.7267 32.3052 
20 3Q,Q966 315.7794' 13.2000 
21 760.2344 10.2000 55.6543 5.0000 
30 1.0000 1.0000 55.1354 8.2000 
31 42.2908 1.0000 48.2030 12.0000 
40 5.4200 1.0000 49.0809 18.0000 
41 51.8375 3.0000 39.5577 21.2000 
50 5.0000 17.2000 
51 14.5310 4.0000 1.3800 12.0000 

CELL CONTENTS --
WEIGHT: SUM 

MTB > TABLE C52 51; 
SUBC > SUMS C14. 

ROWS: AG X BD COLUMNS: WV X DS 

Black Victim White Victim 
Life Death Life Death 

00 01 10 11 

10 76.984 707.362 1.000 
11 1785.545 132.174 
20 104.692 838.572 13.440 
21 2645.850 10.440 151.926 5.000 
30 1.000 1.000 165.264 8.440 
31 156.858 1.000 ' 119.148 12.000 
40 11. 776 1.000 108.220 18.000 
4], 148.878 3.000 95.476 21.440 
50 5.000 17.440 
51 42.935 4.000 1.904 12.000 

CELL CONTENTS 
C14:SUM 

Exhibit .3. Computation of sums and sums of 
squares of weights. 
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SENTENCE 
LIFE DEATH 

BLACK I 51.8 I 3.0 I 
VICTIM I 148.9 I 3.0 I 

WHITE I 39.6 I 21.2 I 
VICTIM I 95.5 I 21.4 I 

LOGCPR = In 51..8 X 21.2 2.23 3.0 X 39.6 

STD ERR ;;" (
148.9 + 3 + 95.5 + 21;4 ) 
51.82 32 39.62 ~ 

KEY 

I SUM OF WEIGHTS I 
I SUM OF SQUARED WEIGHTS I 

Exhibit 4. LogCPR computation for black defen
dants at aggravation level four. 

The Modified Mantel-Haenszel statistic is based on 
the weighted average of the logCPR's, weighted by 
the reciprocals of their squared standard errors. 
In other words, 

Avg 10 CPR = Sum of 10gCPR/(Squared Std. Err.) 
g Sum of (l/Squared Std. Err.) 

The standard error of the average log CPR is 

1 
Std Err of Avg 10gCPR = -;::==;=:;:::::;::;=======::::;::;: 

,jSum of (1/ (Squared Std Err» 

The Modified Mantel":liaenszel statistic is the 
z-ratio for the av".rage 10gCPR, i.e., 

MMH = Average 10gCPR 
Standard Error of Avg 10gCPR' 

The computation of this statistic using MINITAB 
is shown in Exhibit 5. The MMH statistic is 
interpreted as a z-score. 

For those familiar with logistic regression, the 
weighted average log CPR is an efficient estimate 
of the regression coefficient of the race of 
victim in the logistic regression of sentence 
(DSENTALL) on level of aggravation (AGGSCALE) 
treated as a categorical variable, race of defen
dant, and the interaction of level of aggravation 
and the race of defendant. 
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The data of Exhibit 3 were entered into columns 
1 through 9 of the MINITAB worksheet. 

(Sums of case weights) 

C1 C2 C3 C4 C5 
10 19.73 0.00 262.55 1.00 
11 550.73 0.00 32.31 0.00 
20 36.10 0.00 315.78 13.20 
21 760.23 10.20 55.65 5.00 
30 1.00 1.00 55.14 8.20 
31 42.29 1.00 48.20 12.00 
40 5.42 1.00 49.08 18.00 
41 51.84 3.00 39.56 21.20 
50 0.00 0.00 5.00 17.20 
51 14.53 4.00 1.38 12.00 

(Sums of squares of case weights) 

C1 C6 C7 C8 C9 
10 76.98 0.00 707.36 1.00 
11 1785.54 0.00 132.17 O~OO 
20 104.69 0.00 838.57 13.44 
21 2645.85 10.44 151.93 5.00 
30 1.00 1.00 165.26 8.44 
31 156.86 1.00 119.15 12.00 
40 11. 78 1.00 108.22 18.00 
41 148.88 3.00 95.48 21.44 
50 0.00 0.00 5.00 17.44 
51 42.93 4.00 1.90 12.00 

MTB > LET C10=LOG(C2*C5/(C3*C4» 
MTB > LET C11 = SQRT(C6/C2**2+C7/C3**2+C8/C4**2 

MTB > NAME C1 'TABLE' C10 
MTB > PRINT, C1 C10C11 

ROW TABLE LOGCPR 

1 10 6.62212 
2 11 2.83601 
3 20 9.62171 
4 21 1.90152 
5 30 ":'1.90566 
6 31 2.35405 
7 40 0.68700 
8 41 2;22574 
9- 50 1.23547 

10 51 3.45281 

MTB > LETC12 = 1/C11**2 
MTB > MULT C10 C12C13 
MTB > SUMC13 K1 

SUM = 13.605 
MTB > SUM C12K2 

SUM =7.4294 
MTB > LET K3 = K1/K2 
MTB > PRINT K3 

K3 = 1.83118 
MTB > LET K4 = 1/SQRT(K2) 
MTB > PRINT K4 

K4 = 0.366880 
MTB > KET K5 = K3 /K4 
MTB > PRINT K5 

. K5 = 4.99122 

+C9/C5**2) 
'LOGCPR' ell 'STD ERR' 

STD ERR 

100.006 
141'.422 
100.001 

0.595 
1.476 
1.106 
1.225 
0.705 

141.422 
1.240 

Exhioit 5. Computation of modified Mantel
Haenszel statistic. 

( 
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Some. Consequences of Convenience Samples 
in Criminal Justice Research 

Richard A. Berk, Department of Sociology 
University of California, Santa Barbara (1) 

~.:., 

I. Introduction 

Convenience data sets are endemic in criminal 
justice research. Whether because of budget 
constraints, practical difficulties, or design 
errors, probability samples from known popula
tions are relatively rare. Popular instances 
often rest on official sources of various 
kinds: UCR extracts, arrest statistics, pub
lished clearance rates, and others. 

It is widely recogniZed that causal models 
estimated from such data bases are generalized 
at so~e risk; external validity is always in 
some doubt. Less well known is. that causal 
models estimated from convenience E:'amples often 
rest on weak internal validity unless the means 
by which the sample was selected are explicitly 
taken into account. And this follows even if 
one is prepared to limit one's conclusions to 
the available data. In other words, one cannot 
define away, the problem by making one's results 
conditional upon the data that can be obtained. 

Under the·rubric of sample selection bias 
(Heckman, 1979), I will briefly summarize here 
some recent econometric literature on problems 
that can develop when causal modeling is under
taken with convenience samples. (2) Potential 
remedies will also be discussed along with an 
illustration from a real data set. It cannot 
be overemphasized, howe';er, that my exposition 
if! necessarily, superficial .and that in addit:i,on 
to many primary sources (e.g. ,Tobin, 1958; , 
Amemiya, 1973; Heckman, 1976, 1979; Goldberger, 
1981), there now exist a number of textbook-level 
discussions (e.g., Judge et al., 1980: 609~6l6; 
Berk, 1983; and especially Maddala, 1983). My 
goal is to alert law and,justice researchers to 
an important ,problem that is typically over
looked. 

II. Some consequences of convenience data sets 

Pe.rhaps the best way to gain an initial under
standing ofOthe consequences for causal modeling, 
of non-probability samples is to considerOFigures 
1 through 4. In each figure, there is an initial 

/1 population of interest represented by a schematic 
scatter plot shaped like a parallelogram. (3) 
However, for reasons that will soon be con
sidered, one cannot observe either the endo
genous variable (Y) or the exogenous variable (X) 
for a non-random, subset of cases. In Figure 1, 
cases with Y-va1ues below,,'some horizontal thres
hold are not available for study. One implica
tion is that the proper regression line (labeled 
"before") is replaced by an attenuated regression 
line' (labeled "after"). In other words , when a 
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least-squares regression line is constructed 
from the subset of cases, the impact of X on Y 
is underestimated. 

FIGURE 1 FIGURE 2 
y 

'x 

FIGURE 3 FIGURE 4 
y y 

x 
Figure 2 shows what happens when observations on 
X and Yare eliminated from above. Now Y-values 
falling above some horizontal threshold are lost. 
Again, the after regression line is attenuated 
compared to the before regression line. 

Figure 3 represents a more complicated pattern. 
Once again, part of the scatter plot is lost, 
but not through a single, horizontal threshold 
on the endogenous variable. Note that in this 
instance, thea,iter regression line is inflated 
relative to the before regression line. 

-- rJ Finally, consider Figure 4. There is now a ver-
tical threshol4 for the exogenous variable, and 
cases with X-values to the riglit of this thres
hold are not available for study.' However, the 
before and after regression lines now correspond. 

To briefly summarize, it should first be apparent 
that when a non-random subset of observations is 
excluded, a least-square~ regression line bui~t 
on the remaining dat.a 'will not correspond to the 
regressiol1 line froin ,the original data set. (4) 
Second, the difference between the before 
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If and after regression lines will be a, function only waiits to model t~e impact ,Of.! ~n 1. for_ ~ 
wife 'batterY 'inCidents falling ~,the serious I of the number and location of observations lost. - d' ,'; 

Exclusion via a vertical threshold on the exo- ~ threshel • ~ 
genous variable does not distort the regression W 
line as long as the true rela tionship is linear f' 
over the full range of the exogenous variable. ~ 
Other kinds of exclusions are more problematic. I. 
Third,given d'ifferences between the before and Ii 
after regression line, external validity is Ii 

clearly in jeopardy. One would be foolish to ~, 
generalize from the subs,et regression line to 
the regression line based on the full dataset. 

But what about internal validity? Suppose that 
one were only interested in regression' results 
for the non-random subset. Would not the after 

" regression line then suffice? To answer this 
'; question we must examine the before and after 

regression lines a bit more carefully. 

Consider Figure 5. Suppose that Y is a'measure 
of the seriousness of incidents of wife battery 
and X is the number of prior wife battery inci
dents. Should we takea'random sample fro~ the 
population of such altercations, we might obtain 
a scatter, plot much like the one represented by 
the dots in Figure 5. If we assume, for purposes 
of illustration, that the number of prior inci
dents is the only systematic cause of incident 
seriousness and that for each observation the 
expectation of, the disturbance, term is zero, art 
estimated lirtear regression function capturing 
the impact of X on Y will (within sampling error) 
pa,ss through the means of Y for each value of 
X. (5) Unbiased estimates of the slope and 
intercept follow. In Figure 5, the conditi~nal 
means for Yare indicated by boxes, and the 
regression line is labeled "before • ." 

Now suppose ,that police only make an arrest in 
wife battery incidents if the dispute exceeds 
some threshold of seriousness (Berk et al., 1983). 
Then if the data come solely from arrest report~ 
less'serious incidents below the threshold will 
be excluded. In Figure 5" observatiqns in the 
shadeci area below Y7 are missing. One important" 
conseque~ce is that ~he cortditional means of Y 
for low values of X are substantially altered. 
For example, when X equals Xl, the new mean of, 
Y is Y8. WbenX equals X2, the new mean of Y is 
Y9.5. These new conditional means are indicated 
by circles. 

Focusing on the 'pattern of new conciitional means 
for Y, ,it, is apparent that the original least
squaresregress:!-on line no longer fits,. Indeed, 
no straight iine can pass through these condi
tional means beca~se the conditional means now 

l follow a non-linear path. If one attempted to 
fit ,a straight . line to the data, the "after" , 
regression line might result. It is less steep 
than the original regression line but" mor.e 
importantly, does not PilsS through the condi
tional means of Y. This implies that the ciistur
bances are, correlated with ,X. In short, ,one has 
misspecified the estimated relationship between, 
Y and X while confounding the impact of X.with 
the impact of the disturbances;, orie has a, biased 
and dnconsistent estimate of the al,ope and inter
cept. And ,the estimate is biase4 even if one 

XO XI ,X2 X3 

C.l 

It is easy to demonstrate more fo,rmally what 
illustrated in Figure 5~ 'Consider the usual 
variate regression 1I\0del with disturbances 
meeting all of the requisite assumptions. 

Yi = (30 + (31Xi + Ui, 

Ui IV IN(0,cr2) 

, ,)~)", 
Suppose that 'for a case to be incJ.uded 
analysis, Y mus,t be equal ,to or exceed 
threshold C. Tl).:f,s ,implies that 

in the 
some 

is 
hi":' 

(1) 

(2) 

i1 

\ 
\. 

" 

It then follows that 

(3) 

Equation 3 indicates that. the conditional expec
tation of the disturbances for each case cannot 
equal zero when cases falling'below theY thres
hold are excluded. Moreover, the conditional 
expectation is' a function of X. 

Figure 5 is an example of "explicit selection" 
(Goldberger. 1981). Cases for study are c~osen 
if, in this instance, they fallon or, above some 
threshold defined on the endogenous variable of 
interest. Figures 1 and 2 are also based on 
explicit selection; there exiSts a horizontal 
threshold operating, on the, scatter plot to be 
analyzed. 

Matters become far more complicated when "inci
~entalselection" is at work (Goldberger, 1981). 

. 'Xhere is 'no longer a horizontal, threshold ,for 
theertdogenous var,iable of interest. Rather., 
the exclusion of. certain observations comes 
about through processes involving another endo
genous variable. The shad,edarea ,in Figure 3 
could well result'from incidental selection. 

Consider the follOwing formulation. simplified 
from Heckman's work (1979). Suppose that one 
is interested in the length of sentences given 
to convicted burglars. For expositional purposes 
(and with no loss in generality), assume that, the 
only systematic cause of sentence length is the 
number of prior felony convictions. Equation 4a 
shows the linear regression equation that would 
follow.' 

(4a) 

Burglary sentences, can onl,y be observed for,indi
vidualsconvicted"of burglary. Following legal 
convention. assume that burglary convictions 
require proof, of guilt beyond a,reasonable, doubt. 
One.lcould then imagine a, second"regression equa.,.' 
tion with the strength, of evidence as the,endo
genous, vllriable. FO,r ,simplicity (and with no 
loss Of generality),as/3umethat the strength of 
the evidence is a linea.r function of a single 
systematic 'variable, the number. of eyewitnesses. 
Thus: 

(.4b) 

Finally, assume that there issomta threshold on 
the endogenous variable that must be exceeded for 
a conviction to occur. With no loss ofge{ler
aUty, assuuie that the gUilt th+esholdis coded 
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as zero. The threshold can then be formulated 
as requiring that 

" or 

(5) 

Now, recall that a properly specified regreSSion 
function should correspond to the conditional 
expectation function for the endogenous variable. 
Under incidental selection this implies: 

E(Yul Xli' Y2i > 0) (6) 

aO + alXli + E(Uli1U2i > - (30 - (31X2i) 

Equation 6 indicates that if ~ disturbances 
.!!!. equations·.i! ~ '4b ~ correlated. the dis
turbanceterm in 4a will not have an expectation 
of zero. Furthermore, the expectation will be a 
function of the regressor in 4b (i.e., the number 
of eyewitnesses). Thus, if equations 4a and 4b 
are linked through correlated disturbances and 
one applies. ordinary least squares to equation 
4a as usual, one will obtain biased and incon
s:tstent estimates of the intercept and slope. In 
addition, the bias will increase with the size 
of the correlation. Stated a bit more con- . 
cretely. the processe~ determining whether an 
observation will be available for study will be 
confounded with the processes of substantive 
interest. In our example, factors altering the 
probability of conviction for burglary will be 
confounded with factors influenCing sentences 
given ~o convicted burglars. The larger the cor~ 
relation .. between chance. process affecting the two 
outcomes, the more complete the confounding. 

More generally, equations 4aand 4b are called 
"seemingly unrelated" in the econometrics liter
ature (e.g., Judge et al., 1980:245-257) and' 
are likely when two or more regression equations 
represertt two or more processes unfolding in the 
same setting, at about the same >'time. and/or with 
the same actors. Under such circumstances, ran
dom perturbations are likely to simultaneously 
affect each of the endogenous variables. In our 
example, the demeanor of the suspect, conceptual
ized as a randompet:turbation, would affect the 
likelihood of a guilty finding and the severity 
of any sentence that might follow. Ordinarily. 
seemingly unrelated equations can be estimated 
one ata time or, if greater 'efficiency is de
sired, as a set. In both instances, unbiased 
estimates will result. However. if the seemingly 
unrelated equations capture part of a process by 
whichsonie observations are lost, bias will be 
introduced into estimates based on any non-rand~m 
subset of cases~ 

III. When are convenience samples a problem? 

There can be no disputing that mconvenience 
samples risk biased regression estimates, even 
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if one is only interested in the data on hand. 
But biased estimates are not inevitable. Under 
incidental selection the key is whether the dis
turbances between the selection process (e.g., 
equation 4b) and the substantive process (e.g., 
equation 4a) are correlated. When the correla
tion is zero, one has ,(with respect to estimation 
bias) the equivalent of a simple random sample. 
Unfortunately, even if one is able to formulate 
the selection processes as a set of structural 
equations, there is no direct way to estimate 
the correlation between disturbances across equa~ 
tions in an unbiased (or even consistent) manner. 
In the absence of any straightforward empirical 
diagnostics, therefore, one must rely on previous 
research or social science theory. However, 
there is to date very little work on sample se
lection bias in criminal justice settings and 
virtually no formal theory on when cross~equation 
disturbaII!e correlations are likely to be proble
matic. In short, there is very little guidance 
to be found. 

For explicit selection, the diagnostic issues are 
far more simple. Since a single equation is in
volved (Le., the, substantive and selection 
processes involve the same endogenous variable), 
the degree of bias depends solely on the propor
tion of observations lost. It is even possible 
under some circumstances to formally derive the 
direction and size of the bias (Goldberger, 1981). 

As a means to make these ideas more concrete, 
consider the following examples. 

1. Suppose one is collecting data from insurance 
companies on the value of hous~h9J,d property 
lost through theft or burglary,. However, for the 
insurance companies in question, virtually all 
policies are sold with the requirement that 
losses must exceed $100 before claims can be made 
This means that claims below $100 will not be 
available for study. There is, therefore, a 
threshold on the endogenous variable of interest, 
and one has an instance of explicit selection. 
Regression estimates of the effects of exogenous 
variables on the dollar loss will be biased, even 
if ,one is concerned solely with losses over $100. 

2. Suppose one is interested in modeling the 
number of crimes committed by young males during 
the previous year. However, one only has access 
to incarcera,ted populations. To' the degr~e that 
chance factors affecting the risk of incarcera
tion are correlated with chance fa~tors affecting 
the number of crimes committeq in the year prior 
to imprisonment (which is almost cer~ain), inci
dental selection will be at wprk. ~egression 
estimates of the causes of ~riminal activity will 
then be biased, and the bias ~ll be more severe 
if the correlation is large. 

3. Suppose that one is attempting to intervi4w 
a random sample of adults about victimization. 
Unfortunately, there are·a number of refusals 
leading to a response rate of 75 percent. Then, 
any causal analysis of the victimization data 
risks incidental selection bias insofar as chance 
factors affecting the likelihood of refusing to 
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be interviewed ate correlated with chance factors 
affecting victimization. 

4. Continuing the victimization example, suppose 
one is interested in the severity df incidents 
reported in a single year. The questionnaire is 
constructed to reflect the fact that one must be 
victimized before questions on severity are 
asked. That is, appropriate skip patterns are 
built in. Unfortunately, insofar as chance 
factors affecting the likelihood of any victim
ization are correlated with chance factors 
affecting severity, a regression analysis of 
victimization severity will be jeopardized by 
incidental selection bias. 

5. Suppose that one is doing a study of the 
causes of recidivism and is following a cohort 
of ex-prisoners for two years after their re
lease. Perhaps one important measure of success 
is the amount of time after release until a new 
offense occurs. However, since the follow-up 
period is only two years, failures after that 
period will not be recorded. In other words, 
there is a threshold on the endogenous variable 
of interest, whi~h, if exceeded, means that time
to-failure cannot be observed. Such problems are 
often called "right-hand censoring," but can 
also be viewed as examples of explicit selection. 
Biased estimates follow under the usual regres
sion procedures. 

6. Suppose that one is doing a study of the pro
cessing of reported felonies in rural counties 
within a given state. A simple random sample of 
reported felonies is selected, therefore, ex
cluding felonies from urban counties. I~sofar as 
county is treated as an exogenous variable in 
any analyses to follow, the exclusion of cases 
from urban counties will not bias regression es
timates. However, the sample of reported felo
nies from rural counties is surely nota random 
sample of all felony incidents in rural counties 
(given the ways in which crimes are reported) so 
that there is a risk of incidental selection bias, 
but from a second source. 

The last example raises a more general and dis
turbing problem. Even with random samples from 
known populations, there is the prospect of in
cidental selection bias. A given population is 
almost surely a non-random subset of some larger 
group, which means that the potential for bias 
is carried along into the random sample. In 
other words, the possibility for sample-selection 
bias is virtually universal. (6) Whether the 
potential for bias is realized depends on how the 
selection and substantive processes are linked. 
Within the formulation we have been using, the 
key is the cross-equation correlations between 
the disturbances. 

IV. Solutions 

There are a number of ways to conceptualize s,olu
tions to the problems we have been discussing. 
Perhaps the easiest can be found in Heckman's 
observation (1979) that bias introduced by non
random selection actually results from an omitted 
variable. Recall that, within the usual regres-

I 
1 
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sion formulation, if one omits a variable from a 
regression equation that is correlated with var
iables that are included, biased and inconsistent 
estimates of the regression coefficients follow. 
(7) Heckman (1979) shows that one must take into 
account the likelihood of exclusion for each ob
servation available for study. Roughly stated, 
one must adjust the regression results for the 
risk of not being included in the sample. Phrased 
still another way, one must include a variable 
measuring the consequences of selection to con
trol the confounded selection and substantive 
processes. (8) 

How does one do this? The first step is to dis
tinguish between situations in which data are 
unavailable on both the endogenous and exogenous 
variables and situations in which data are only 
unavailable on the endogenous variable. The 
.former is often called truncation, while the 
latter is often called censoring (Maddala, 1983: 
1-6). Typically, the estimatio~problems are 
most difficult under truncation. Here, the focus 
will be on censoring, which occurs in a wide 
variety of criminal justice situations. (9) 

Second, one must formulate a model that includes 
both the substantive processes of interest and 
the selecti,on method of the cases on hand. Ex
plicit selection must be distinguished from inci
dental selection, and in either instance, struc
tural equations need to be specified. 

Third, the implications of the selection process 
must be built into the substantive structural 
equation(s). Often this means including a new 
variable in the substantive equation(s) that 
captures the likelihood of exclusion from the 
sample. Within Heckman's formulation (1979: 156), 
this new variable is a "hazard rate," which re
presents the "instantaneous probability" of ex
clusion from the sample conditional upon the 
probability of being a risk to exclusion (See 
Berk, 1983, for a more thorough and grpundeddis
cussion). 

Finally, one must choose among several estimation 
procedures. Until Maximum-Likelihood softwa~e is 
more widely available, Heckman's (1979: 157) 
two step approach may well suffice. (10) Hence, 
under incidental selection (with a single selec
tion equation), one begins by estimating a probit 
equation for each case's chance of D~ing included 
in the final data set. All potential cases are 
included in this equation:- Thinking back to our 
illustration of sentences for convicted burglars, 
the probit equation would model the likelihood 
of conviction (with'conviction coded as "1" and 
no conviction coded "0"). Then, predicted values 
from theprooitequation are used to construct 
the hazard rate for eac~ case. ' Finally, tqe sub-

, 'I 
stantive equat10n (assuming one substantive 
equation) is estimated with the hazard rate in
serted as a new ,regressor. Ordinary least 
squares may be employed, ;although generalized 
le~st squares is technically preferable. (11) 

To make this more concrete, consider the following 
"real" example. Forl;easons that need not con;;" 
cern us here (Berk and Shih, 1982), there was 
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interest in finding out how people called for 
jury duty reacted to the experience. In Santa 
Barbara County, California, the full population 
of people called for jury.duty over a period of 
several months was mailed a short, self-adminis
tered questionnaire with the usual expectation 
tha.t many people would not respond. In other 
words, incidental selection (through non
response) was anticipated. By design, however, 
other data from the Jury Commissioner's Office 
were collected on the full population. These 
data included a few important biographical attri
butes (e.g., sex, age) and rather rich material 
on the experien'ces of each person called (e.g., 
whether the person was selected to serve on a 
jury). In short, the data on the full population 
allowed for the possibility of correcting for 
selection bias when the returned questionnaires 
were analyzed. 

Of the 498 questionnaires mailed, 69 percent 
were returned. By the usual standards of survey 
research, the response rate was quite high. 
Moreover, a probit analysis for the likelihood 
of returning the questionnaire did not reveal a 
large number of systematic factors affecting 
who responded. The major determ~nant was age; 
older individuals were more cooperative. 

However, when the hazard rate was constructed and' 
inserted in equations analyzing the questionnaire 
items, there was clear evidence of selection 
effects. Table 1 shows the results for one of 
the items. In the first two columns, the 
regression coefficients and t-values for the 
uncorrected results are reported. The second 
two columns report the regression coefficients 
and t-values for the corrected results. A 
careful comparison will indicate that in the 
absence of the corrected equation, one false 
positive and three false negatives would have 
been interpreted. Individuais who had served on 
a jury would have been incorrectly seen as more 
satisfied with their experience. Missed would 
have been the findings that individuals subjec
ted to a more lengthy jury selection process were 
less satisfied while individuals who were called 
for the first time and who were given more notice 
were more satisfied. Note that each of these 
errors could have important policy implications 
should one care about making jury duty more 
palatable. 

It is also apparent that the hazard rate has a 
statistically significant impact and. adds 3 
percen~ to the explained variance. Individuals 
who are less likely to return the· questionnaire 
are less satisfied; complainers are less likely 
to respond. (12) 

It cannot be overemphasized, however, that the 
credibility of these o.r any other set of results 
depends on the credibility of the equations 
being estimated. In particular, we have been 
assuming that, prior.to selection, the substan
tive and selection processes are properlymo
deled; there are no specification errors. Con
sequently, specification errors (in the usual 
econometric sense) must be. corrected first. 
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"All iIi all,'h6wllould you rate your experience of being 
cailed for Jury duty?'" ' 

Very satif!f:Led 3 
' . 

= Somewhat satisfied 
39.9% (135) 37.6%(127)' 

('i\, / 

Uncorrected 
~\ 

Variable a Coeff. t-Value, 

Intercept 1.47 5.31 

Hazard Rate ,--~-

Female 0.28 2.91 

Employed 0.03 0.32 

White ,0.16 1.18 

Served 0.37 2.07 

Served X Criminal 
Trial 0.11 0.73 

Served X Length 
'of Trial -0.01 -0.68 

Served X 
Defendent Won 0.07 0.40 

Length of Jury 
Selection -0.17 -1.07 

1st Time Called 0~l6 1.57 

II .Days Notice 0.11 1.85 

Does ,Not Drive 0.05 0.31 

R2 ... .10 

F • 3 •. 41 

D P .. < .001 

(a) Positive, but less than 0.00 . 

.. 2 Somewhatdissatlsfied .. 1 
15.7%. (53) 

Probit; 
c.;)tiection 

Very dissatisfied ... 0 
. 6.8%(23) 

Coeff. t-"Value 

2.26 5.91 

-1.26 -2.97 

0.2.6 2.67 

0.15 1.44 

0.12 0.92 

0.21 1.13 

0.10 0.70 

O.OO(a) 0.25 

0.21. 1.20 

-0.33 -1.98 

0.20 1.99 

0.12 1.98 

0.07 0.48 

R2 • .13 

F • 3.94 (J 

P '" < .00l, 

Table 1. Ordinary Least Squares Analysis of Overall Dissatisfaction 

Otherwise~'one risks finding pseudo-selection 
effects that are actually artifacts produced by 
variables that· have been. omitted from the sub
stantive and selection equations. 

V. Concluf!ions 

The potential for selection bias is virtually' 
universal, but, whether the potential for se1ec
tionbiasbecomesa reality depends on. how the 
selection and f!ubstantive'processes are related. 
Unfortunately, there are no direct ways to deter" 
mine the degree 'to which such relations exist'. 
Hence,it is probably wise in practice ,to proceed 
as if selection bias were present and make, When 
possible, appropriate adjustments. The corrected 

" 
ii 
II 

results may orll~Y not b~ more credible than the 
uncorrected retsuits,butone then has the option 
oiworking fr~mfdther (or both) • .. 

Oneimplic.at~~n" is that probabilitys~ple8 '" 
should be c,oUected wheneverpol\isible •. While 
th1smaynotReliDdnate 'the potential for selec
tionbias (giventliat membership in the' .original 
population'was not determined through probability 
sampl,lng), it' ~in often reduce the. risk drama';' 
tically. Anotherimplicationis.that,research 
deSigns shouldariticipate pOf!sible selection 
biases and, include ,plans to collect data that may 
be used to IIiOdeltlleselectiQn proceSI!!. ' A final 
implication is that the ,case for randomized 
experiments is' strengthened. Ifrandom'assign-

\ 
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ment is undertaken after the sample;i~ ~elected, 
treatment dummy-variables will be (within samp
ling error) uncorrelated with all omitted varia
bles, including those reflecting the selection 
process. (13) Unbiased estimates oi'treatment 
effects follow. In the absence of randomization, 
one's results are only as good as Cine's model. 

Notes 

1. While working on this paper I was, supported 
in part by a grant frqm the NIMH Center for 
Studies in, Criminal and' Violent Behav!!ot (grant 
No., ROl MH34616-03). The data used, however, was 
collected in an earlier study funded by the 
National Institute of Justice (grant No .• 80-IJ
CX-003?) • Finally, the figures were done by 
Christine Allen. 

2~ One ,can consider th? sample selection formu
lation to be a special case of limited dependent 
variables. See, in particular, Maddala (1983),. 

3. For simplicity of exposition, Figures 1 
through 4 can ,be viewed as capturing relation
ships between Y and X for some populat±on of 
interest and showing what happens when a non
random subset of observations from that popula
tion cannot be observed. Following Goldberger 
(1981), we can thus postpone worrying about es
timation issues while an intuitive appreciation 
of the problem is being developed. 

t/ 4. The same sort of vesults ,follow from a non-
linear regreSsion function or any formulation 
summarizing the expectation of an endogenous 
variable conditional upon values of,one or moi~ 
exogenous variables. 

5. There are,· of course, other assumptions that 
are usually· made when, ordinary least sqllares is 
applied, but these need not ,concern us fOr now. 

6. For reasons ,that will soon be apparent, ran
domized expe;dm:ents eliminate the potential bias 
in the regression coefficients. 

7. Since the omitted variable's, effects wil~ be 
included aDlong the disturbances, the regressors 
will be correlated with the disturbances. This 
in turn is the direct cause of the biased esti
mates. 

8. A bit more technically, one must include a 
variable to capture thenon"'linear part of the 
relationship shown on Figure 5. 

9. ,Readers interested in estimation under trun
cation shoulq consult Maddala,f s e,xcellent text. 

10. There, is some debate about, proper estimation 
procedures and therobuf!tness 'of each: procedure ',s 
underlying assumptions (e.g., Maddala, 1983: 178., 
194). The praotical implications of ,such con
cerns arest:l;ll being sorted out .. 

11. GLS, is formally superior because the OLS 
disturbances are necessarily heteroscedastic 

(Heckman, 1979: 157). In my experience, however, 
the'OLS and GLS results are substantively indis
tinguishable. 

12. Recall that 'the hazard rate captures the 
chances of exclusion from the sample. 

13. The treatment variables will also be uncor
related with the included regressors, within 
sampling error. 
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T~c:: Civil ~itigation Research Project: Lessons for Studying the 
Civil Justice System* 

Herbert M. Kritzer, University of Wisconsin-Madison 

Abstract 

The Civil Litigation Research Project was a major 
study of the civil justice process, funded by the 
United States Department',of Justice. This paper 
summarizes major findings of the Project and 
discusses the implications of those findings and 
the more general experience of the Project for 
future research on the civil justice system. 

Introduction 

Research on court systems in the United States has 
been an ongoing phenomenon for much of the twen
tieth century; one need only look to the work of 
Charles Clark (e.g., Clark and Shulman, 1937) or 
to the crime surveys of the 20's and 30's (see 
Nardulli, 1978: 3-39) for prominent examples of 
such work. Over the las t, two decades, the a tten
tion of scholars and court reformers has focused 
heavily on the criminal side of the justice 
system. Much of this research began as what might 
be called "gap" studies (see Nelken 1981' Sarat 
1983), in which scholars and/or co~entat~rs ' 
discovered substantial gaps between the ideal (or 
ideology) of the system, and the way the system 
worked on a day by day basis. The gap study is 
most clearly represented in much of the work on 
plea bargaining (see particularly the series of 
articles by Alschuler, 1968, 1975, 1976), though 
more recent work on plea bargaining (see Utz 
1978; Feeley, 1979) has suggested that the p~r
ceived gap may have reflected a misunderstanding 
of both the basis and the goal of the bargaining 
process. The gap study is particularly important 
for justice system policy because such studies 
often lead to proposals for reform. At the same 
time, however, a recent critical evaluation of 
criminal justice reform (Feeley, 1983) has 
suggested that many of the reform efforts have 
sought to oversimplify a complex phenomenon and 
have often intervened in situations that might 
have been better left alone. 

In the last few years, court reformers have begun 
to turn their attention to the civil justice 
system. Spurred on by comments of the Chief 
Justice (aee, for example, the Washington Post, 
January 25, 1982, p. 8), reformers have sought to 
channel disputes typically processed by the civil 
courts to other forums (e.g., see the report of 
the Pound Conference, 70 F.R.D. 79 [1976]; 
Johnson and Schwartz, 1978; Sander, 198Z; Hensler, 
Lipson, and Rolph, 1981; Lind and Shapard 1981) 
~issatisfaction ~ith what has become kno~;'s • 
discovery abuse has led to propooals to alter 

rules of civil procedure to prevent such problems. 
Concern about problems of delay have resulted in 
new rules to require federal judges to impose a 
timetable on pretrial preparation. Problems of 
high cost have led to suggestions for new proce
dures to handle "modest" cases (Epstein, 1981; 
Rosenberg, Rient, and Rowe, 1981) and to a con-
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sideration of modifications of the American rule 
regarding costs in litigation (Rowe, 1982a, 
1982b).[1] Burgeoning case loads have led judges 
to expand their efforts to settle cases short of 
trial as a means of relieving the trial burden 
(Kritzer, 1982; Galanter, 1983).[21 The fundamen
tal question for applied civil justice research ie 
whether these reform efforts reflect (1) an 
accurate understanding of the condition of the 
civil justice system, (2) an understanding of the 
actual working of the system, and (3) an 
understanding of the ,purposes of the users of the 
system. 

The amount of research on the, civil justice is 
system small in comparison to that which has 
resulted from the massive resources that have been 
poure~ into studying the criminal justice system. 
Hurst s recent review (1980-81) of this (and 
other) research identifies a number of research 
themes and a number of relatively small scale 
research projects that have dealt with questions 
of civil justice. Yet the relatively narrow fin
dings reported by Hurst reflect the absence of 
substantial support for research in this area. 
One can identify only a handful of large scale 
civil justice research projects (e.g., the 
Columbia University School of Law Project for 
Effective Justice of the early 1960's; largely 
unreported civil justice aspects of the American 
jury project of the 1950's; the district court 
study project of the Federal Judicial Cent~r; the 
Civil Litigation Research Project· and the Rand 
C i' ' orporat on s civil jury study). The role of 
these large-scale projects is of central impor
tance because (1) they have the ability of putting 
the questions they pose into a fairly broad con
text, something which small projects are often (if 
not usually) unable to do; (2) they provide data 
sets which can be the basis of secondary analyses 
of many questions and issues; and (.3) they can 
often provide insights into the issues and 
problems of studying the civil justice system. 

The purpose of this discussion is to share with 
you some insights from the Civil Litigation 
Research Project (CLRP). All of the three pOinta 
above are applicable to CLRP: results of the p'l'o· 
ject provide broad contextual background that has 
been generally lacking in discussions of civil 
justice; the research experience of the project 
staff provides important lessons for future 
research on civil justice; and the data we pro
duced is already being mined by a number of other 
re~~archers (e.g., scholars at Purdue and Oh:lo 
State Universities, and analysts at the, Rand' 
Corporation and the Federal Judicial Center). My 
comments will focus on some of the major sllbstan
tive and methdological insights of the Project. 
First, let me give you a little background on the 
way the Civil Litigation Research Project came 
into being and the nature of the research that we 
carried out. 

," . 
" 

What CLRP was and what it did 

The Civil Litigation Research Project was a child 
of the Carter Department of Justice (DOJ). 
Attorney General Griffin ~ell created within DOJ a 
planning and research office which was known as 
the Office for Improvements in the Administration 
of Justice (f(~r some background on this see Sarat, 
1981). Within this office (which had'the fond 
acronym"of OIAJ) was housed the Federal Justice 
Research Program (FJRP--FeJeRP). FJRP was a very 
modest program with a budget of $2,000,000 per 
year. In 1978, the Assistant Attorney General in 
charge of OIAJ, Daniel Meador, and the administra
tor of FJRP, Harry Scarr, decided to begin to 
establish a research agenda on civil justice. The 
major (though not the only) research to come out 
of this decision was ·;::LRP. In August 1978, DOJ 
published an RFP (Request for Proposals) , 
describing a broad, ambitious study of disputing 
behavior inside ?nd outside the courts, with a 
particular focus on the costs of,dispute pro
cessing. Through a competitive pro~ess a consor
tium of the University of Wisconsin Law School's 
Dispute Processing Research Program and the 
University of Southern California's Program for 
Dispute Systems Research obtained the contract. 
The final research project differed in many ways 
from the original conception of DOJ. I will not 
here trace the evolution from DOJ's conception to 
what we actually did, though that in, Hsel,[ is an 
interesting story. Needless to say., we believed 
that the final research design reflected a 
coherence and focus that was not present in the 
original RFP. 

What was that final design?[3] The focus of the 
r.esearch was on dispute processing behavior in the 
courts, in alternative dispute processing institu
tions, and in what we teXl1',ed "bilateral" dispute 
processing (i.e., negotIated resolution outside 
any third party institution). We selected samples 
of disputes from each of these modes of pro· 
cessing. Disputes were identified either through 
institutional records (in the case of courts and 
alternatives) or through screening surveys of 
households and organizations. For the institu
tional cases, we examined the record of the 
dispute and coded substantial information from 
those records; we also identified the major par
ticipants in the case (i.e., the disputants and 
their lawyers). From the screening surveys, we 
tried to obtain some very basic information about 
the dispute and to identify the participants. The 
disputes wer~ drawn from five federal judicial 
districts (Eastern Wisconsin, Eastern 
Pennsylvania, South Carolina, New Hexico, and 
Central California); a total of 2,912 disputes 
were included in the overall "sample," over 1,650 
of which involved law suits. 

Once the participants were identified, we sought 
to interview as many of them as we could find; as 
I will discuss later, we were very successful in 
finding and interviewing the lawyers and much l~ss 
successful either in finding or interviewing the 
disputants (except in the cases identified through 
the screening surveys). The content of the inter
views included questions about the way the case 
was processed, the nature of the case (in terms of 
what was at stake), the negotiation process, rela-
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donships among the parties to the dispute, rela
tionships between lawyers and clients, time and 
cost of processing the dispute, and reactions to 
the processing experience. All of the information 
from the institutional records and from the par
ticipant interviews was combined into a single 
public use data base; we also constructed public 
use versions of organizational and household 
screening surveys. All of these data are now 
available through the Interuniversity Consortium 
for Political and Social Research (ICPSR). 

Let me now turn to a discussion of some of our 
empirical findings. In this discussion, I will 
limit my remarks to analyses dealing directly with 
the courts. I will not discuss our analyses 
dealing with general disputing experience and 
behavior (see, for example, Miller and Sarat 
1980-81). ' 

Important findings 

Many of our findings are summarized in a paper 
(Trubek~. al., 1983) to be published in the fall 
1983 issue of the UCLA Law Review. The title of 
that paper, "The Costs OTOrdinary Litigation," 
captures what is probably the most important 
single finding of our research: the "discovery" 
of "ordinary litigation." The typical discussion 
of civil litigation sees cases that are relatively 
substantial in scope; take for example the com
ments by Wayne Brazil in two of his discussions of 
the discovery problem: 

Most of my exposure to litigation has been in 
urban San Francisco with cases of moderate size 
involving claims ranging from $20,000 to $50 boo 
(1978: 1310). ' 

The sample group was also well balanced with 
respect to the median dollar size of the cases 
on which the attorneys worked. All were asked 
to estimate the median dollar value of the cases 
in which they had been involved over the 
preceding five years. The answers ranged from 
four to eight digits, the median being 
approximately $150,000. The figures also show 
that the group was well balanced on the ex
tremes: 39 [o,f 180] attol;neys indicated that the 
median value of their cases had been $25,000 or 
less, while 42 lawyers reported $1,000,000 or 
more (1980: 220). 

As Table 1 shows, only 36% of federal cases and 
only 11% of state cases come up to Brazil's 
"small" case level of $25,000; I should note here 
that we excluded from our samples cases where the 
claim was for less than $1,000. The median case, 
as of 1978, in the state courts of general juris
dictton involved approximately $4,500. While the 
median .federal case involved substantially more 
(around $15,000), the vast majority of civil cases 
(something between 95 and 98%) are filed in the 
state courts, and thus it is the state median that 
represents the most typical case. One possible 
reaction to this finding is that these cases 
represent the ones that seldom get to trial; that 
is, cases that go to trial are typically much more 
substantial. However, the Rand Chicago Jury , 
Ve~~ict study (Peterson and Priest, 1982: 22-24) 
has shown that the median jury verdict (even after 
eliminating those cases in which the defendant 
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wins and the verdict is $0) is on the order of 
$7,000, which is generally in line with our notion 
of ordinary litigation. 

Stakes Federal State 
Cases Cases 

0-5,000 26% " 55% 
5,001-10,000 15 18 

10,001-25,000 23 16 
25,001-50,000 17 7 
50,001 & up 19 4 

100% 100% 
(N) (448) (411) 

Table 1. Distribution of Lawyers' Perceptions of 
Stakes 

The nature of the'everyday civil 'case is also to 
be seen in the nature of the activity reported in 
cases. We counted the number of discovery events, 
the number of nondiscovery-related motions, and 
the number of briefs in each case, in our sample. 
Except for motions, the "typical" state case had 
no discovery and no briefs; if one discounted 
"motions to dismiss" because of settlement, it is 
likely that the typical case would also have zero 
motions. 

Discovery Events Motions Briefs 
Federal State Federal State Federal State 

Number 
0 52% 62% 13% 28% 42% 88% 

1-5 31 30 79 69 46 11 

6-10 10 5 7 3 8 1 
l1&up 7 3 1 0 4 0 

100% 100% 100% 100% 100% 100% 
(N) (809) (840) (809) (840) (809) (840) 

Table 2. Activity level in court cases 

The idea of "ordinary" litigation is of crucial 
importance in the study of civil justice because 
it should tell us to distinguish betwee~ the ordi
nary and the "extra"-ordinary when we conelider 
legal, procedural, and administrative reform. As 
I noted above, reform is typically considered in 
the context of an image of the civil justice 
system that does not 'focus on the "ordinary" case, 

-and reform that is thinking in terms of the "big" 
case may have very negative implications for the 
ordinary case. The source of this big case bias 
is simi>ly that it is the big case that catches the 
attention of the observer and the participant; the 
message of our research is simply not to lose 
sight of the everyday, case which makes up'the 
bulk of a court's docket. I would suggest that 
the recent changes to Rule 16 of the Federal Rules 
of Civil Procedure, whereby judges are to issue a 
scheduling order in every civil case on their 
docket, is an example where the ordinary case 

would be better served by a more informal tickler 
system (cf., Flanders, 1977: 20). 

A second major message of our research, one that 
is closely related to our first, is that one can 
view-much of wpat goes on in the civil justice 
system within a framework that is not particularly 
complicated. We devo,ted substantial effort in our 
design of questionnaires to being able to handle 
complex cases involving multiple parties, numbers 
of changes in perceptions of what was at stake, 
intricate negotiations, complex relationships 
among the participants, and mUltiple dispute pro
cessing forums. While cases do occur where some 
(or even all) of these ,would apply, most cases are 
relatively modest in what is at stake, are handled , i, 
in a relati~~ly straight-forward fashion that 
involves rela~~~ely little court activity (either 
by thfi! court or b:r;o';:he lawyers), and are relati
vely simple in terms of the issues and rela
tionships involved. Certainly every case has its 
unique aspects, but from the viewpoint,;.of civil 
justice planning and administration, one can 
safely simplify many (perhaps even most) cases 
into categories of size, complexity, substance, 
etc. 

A third major finding, again related to the 
message of modesty that I am presenting, is that 
lawyers spend relatively small amounts of time on 
most cases. Table 3 shows the amount of time 
lawyers reported spending on the cases in a part 
of our sample. In the median case, lawyer,~ spend 

Total Hours Percent of Cases 

o - 8 13 
9 24 ?8 

25 - 40 19 
41 80 19 
81 -120 9 
over 120 

", 
12 
'---
100 (f' 

Median: 30.4 N = 719 

-----------------,<,----.~,'-

Table 3. Distribution of lawrer hours per case 

i' " 
less tha.'.i 4 working days on the case, and in: 60% 
of cases, lawyers spend less than a week. The 
message of this is that for most cases reforms 
that seek to reduce lawyer time might have a 
substantial effect because a small reduction in 
absolute time can often represent a substantial 
portion of the time devoted to a case; however, it 
may be, difficult to makes,uch reductions because -0 

'lawyers are already spending relatively little 
time and there may be little that ca~, be cut out. 
This finding also suggests that reforms that 
require lawyers to do additional things (e.g., 
appear in court for sGheduling conferences) may 
signfficantly increase the amount of time that 
must. be sp.ent on cases; obviously, if the add i
tionaltasks increase the quality of the results 

'-
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that lawyers achieve for their clients, the addi
tional effort may be justified, though judgments 
of quality tend to reflect the eye of the' 
beholder. One ddnger of many reform activities is 
that they seek to improve the situation from the 
viewpoint of the bench or from the viewpoint of 
the court administrator; while this may be a valid 
goal,one should keep in mind the potential costs 
to the consumer of court services. 

The next finding I want to mention is directly 
related to the preceding point regarding the rela
tively modest amounts of time involved in court 
cases. Not stlrprisingly, we found that the 
lawyer's fee represents virtually the entire out 
of pocket cost of processing a case"from the 
viewpoint of the litigant. When one factors in 
the value of the disputant's time (or the value of 
employee time for organizational litigants), the 
lawyer's fee represents about 80% of the total 
cost in the typical (median) case. Furthermore, 
in the median case dnly 8% of the lawyer's biil 
r~presents the lawyer's non-time related expenses 
(e.g., travel" ,duplicating, copying, etc.). Thus, 
changes that arfect the amount of time a lawyer 
must devote to a case directly affect the cost to 
the litigant (assuming that the litigant is paying 
the lawyer on an hourly basis). If one din reduce 
the lawyer's ,time by 25%, one is going to reduce 
the litigant's cost by almost 25%. 

( 
The last finding'I will discuss goes off on a I: 
somewhat different direction. It has 1:Iecome popu-" 
lar in discussions of civil justice in 'the United 
States to \rmphasize the role'of settlement in 
disposing ,of cases. At a recent conference in 
Madison, o~e of my colleagues from the Law School 
commented that perhaps the tradItional sign above 
the'~ourt house door, "Equal Justice Under Law," 
should be replaced with "Let's Make, a DeaL" While 
knowledgeable persons have known for many years 
that very few civil cases ever come to trial (and 
I will comment on the ambiguity of the notion of 
"coming to trial" in a few minutes), we should not 
underestimate the role of adjudication in • 
disposing of cases. By adjudication, I mean an 
authoritative decision by a judge or an inferior 
court officer (e.g., a magistrate). There are two 
ways in which adjudication directly disposes of 
cases other than through tr!al.[4] First, a judge 
may directly dispose of a case through a ruling on 
a substantive or procedural motion (e.g., granting 
a motion for summary judgment). In one subset of 
cases, we found that only 5% of either federal or 
state cases were tried, but another 26% of federal 
and 16% of state cases were terminated through 
motions and involuntary dismissals (see Kritzer 
and Anderson, 1983). Second, a judge may 
'indirectly'dispose of a case by a ruling on a 
motion that answars the central dispute in a case 
(e.g., ruling on a point of law or on the admissi-') 
bility of a piece of testimony); once that central 
question has been authoritatively resolved, the 
parties can proceed" to arrive ,at a ~ettlement. We 
have no explicit data on how often this happens, 
but in my discussion of "what is a trial," which I 
will turn to shortly, I will suggest that this Is 
,not infrequent. ';, 

~here are e~ny ot.her findings that I couid mention 
, (on the likelihood of disputes leading to 
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lawsuits, on how lawyers spend their time, on what 
accounts for the amount of time a lawyer spends on 
a particular case, on the background and expertise 
of litigating lawyers, oii the nature of the out
comes of litigation, on what accounts ror those 
outcomes, on what accounts for hourly rates 
chal'ged by lawyers, on a comparison of,j~le courts 
and the American Arbitration, Association vis a vis 
case processing, and so on), but I think I have 
touched on the highlights that you would find most 
interesting (though I will be happy to talk about 
other areas during the di:;cussion if anyone has 
specific interests).' 

I should also note that we have only scratched the 
surface of our data to date. We are now working 
on analyses of the nature and import of non
monetary stakes, of what lawyers think about when 
they consider the alternatiye fo=ums where they 
might take a given case, and of the negotiation 
process. Most of our analyses have been based on 
interviews with lawyers and on data from court 
records; we have done relatively little with data 
from :individual, and organizational disputant sur
veys, and we haven't even touched data from a 
separate government lawyer survey (partly because 
of a relatively small number of interviews). 
Likewise, most of our analyses to date have 
focused on court cases. While we have looked at 
cases from the American Arbitration Association, 
we have not looked systematically 'at the cases 
from the ten other alternative institutions 
included in the study, and we have not looked at 
all at the bilateral c:~~.3es included in our dispu
tant surveys. We hope to be, able to obtain 
funding to conduct some of these analyses in the 
future, though we know that many of them will' have 
to be left to other researchers working with our 
data. 

Lessons for the research community 

As is true of any large study (and perhaps of any 
st~dy regardless of size), I wish that I knew four 
years ago what I know now. There are many things 
I would do differently if I had to start over 
again. When we first heard that we had been 
awarded the contract, one of my colleagues said 
that he felt like he had been big game huntin~,\an.d 
had shot an elephant, and that the elephant ha~ 
just b,een delivered to his front yard. I now know 
how to cut up the elep~ant to put it into the 
freezer. I would like" to share some of the 
lessons I learned with you in the hope that when 
and if the elephant carcus arri.ves on your yard, 
you do nqt have to repeat many of the mif'takes 
that we made. 

The first lesson, which should already be clear 
from what I said previously~ is to avoid over
complication. We tried to be very sophisticated 
in our understanding and research collection stra
tegy. We would have,been better off if we had 
ignored some of the c'omplications that we knew 
existed and had sought to simplify the design. We 
would have missed some subtletieS, but in the end, 
we found that there was re,latively .. little that 
could be done analytically:, w:l,th those subtleties. 
Furthermore, to the degreetli'a,t: one is concerned 
with, administration of civil justice, one has to 
simplify in order to administer; if everything is 
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deemed to be unique, then there is relatively 
little to ad~inister. To the student of any orga
nizational pl,pcess (and that is what the civil 
justice proce,~s is), the goal must be to identify 
the s:l.milariti~,~ in order to structure the process 
while providing mechanisms to allow the unique 
aspects to be considered. In our research, we 
tried to include too much in the "common" com
ponent, and the result was that we. later had to 
Simply ignore some of the complexities that we 
captured. 

The second lesson, one from elementary research 
methods, is that there should have been ::r pilot 
study prior to undertaking the main study. This 
was not a problem that we were unaware of. We 
sought to convince the Department of Justice of 
the importance of a pilot, but' time and cost fac
tors did not allow us to undertake a pilot prior 
to the main study. Given that there had never 
been a study anything like the one that DOJ wanted 
done, it would have made much more sense for the 
initial RFP to have been for a research deSign and 
pilot study (ideally, perhaps two deSigns and 
pilots by two different research organizations). 
That this was not done reflected the fragility of 
OIAJ and its need to quickly produce some research 
product that would legitimize its function. 

Third, and this is something that we should have 
learned from the pilot that never eXisted, 
contrary to at least r>ne recently reported 
research experiensje (Danet, Hoffman, and Kermish, 
1980), lawyers\ia=i extremely cooperative. We were 
able to conduct;long (averaging about an hour) and 
detailed (the survey instrument was over 100 pages 
long) interviews with most of the lawyers we con
tacted.. Only 17% of the lawyers we contacted 
actually refused. An additional 17% indicated 
that they had not had sufficient involvement with 
the case to be able to discuss it in detail with 
us; certainly, some of these ~iere polite refusals, 
but we believe that mOflJ of them represent another 
problem which is most clearly seen in our efforts 
to get information from organizations about their 
dispute experiences. 

In order to obtain interviews with organizational 
litigants, we sought to .:!.rlentify within each orga
nization.we contacted a particular person to talk 
to, someone whom we referred to as the Key 
Organizational Decisionmaker (or, in Project 
lingo, the KOD). In deSigning the organizational 

II '; questionnaire, we went to some lengl:h 1;0 allow for 
situations where we would need to"'dl:f to several 
persons in the organizatidnt;;'>g~t 'lhIRe'whole pic-

, II \' 
ture of what happened; to my knowle~)g~,.,Jwe never 
actually spoke t() more than one per·son. The 
problem that this reflected was·· that when we 
designed the questionnaire, we had in mind the big 
complex dispute of popular con~ern, not tli.~ 
modest, routine, everyday dispute represented in 
our sample. The biggest problem that we encoun'" 
tered with organizations, and the one I believe 
that was indicated by the responses of lawyers who 
said that they had little or no involvement in 
cases in our sample even though they were listed 
as the attorney of record. in the court file, w~~ 
that of organizational memory. The problem with 
ordinary cases is that they are not particularly 
memorable;[5] in fact, the processing of routine 

34 

cases is likely to be dispersed through an organi
zation with no. one person having any significant 
memory of a particular case. Case files may be 
hard to find, and even if they can be found' they 
may contain little information on the way the case 
was processed ,they probably contain primarily 
factual information about the dispute). This lack 
of institutional memory makes it extremeiy dif
ficult to study organIzational proceSSing of 
disputes using the kind of retrospective design 
that we were using. 

Regarding individuals, we encountered a different 
problem: finding them. Court records contain 
very little information on how to contact 
litigants; this is not surprising since, after the 
initial complaint is served, service of papers is 
through the lawyers (in large part because the 
lawyers are easier to contact than are the 
litigants). We tried to solicit information from 
lawyers about how to get ahold of their former 
clients, but most individual clients are "one 
shot" players, and the lawyers have no reason. to 
maintain contact. Furthermore, geographic mobi
lity is such that any information on where a per
son lives has a high probability of quickly 
becoming out of date; this is particularly true 
for individuals involved in divorce cases, since 
the termination of the marriage itself is likely 
to lead to relocation. "'\ 

The theme that has .been most dominant in this 
discussion has bee~' the need to avoid over
complication. I would like to close my discussion 
by suggesting at least one area. where one should 
avoid oversimplification. One totally unexpected 
finding has to do with the ambiguity of ter- . 
mino:J.ogy. For 'example, whatia a "trial"? Given 
the formality, as defined in rules of civil proce
dure, of the civil justice process, we expected 
there to be relatively little ambiguity,at least 
in the formal proceedings. We noted in our data 
obtained from the court records whether there was 
an indication that a trial had taken place. In 
our interviews with the lawyers, we asked them 
whether a trial had taken place. We were shocked 
by the level of inconSistency between the court 
records and the lawyers' recollections. 

Was there a trial 
according to the Was there a trial lawyer? 

according to the 
court record? Yes No 

Yes 119 32 

No 109 1117 

Table 4. Is a trial a trial? 

There are at least two interpretations to the 
inconsistencies shown in Table 4. First, one 
source of data, most likely the interview data, is 
unreliable. No doubt there is some reporting 
inaccuracies in the interview data, but .we do not 
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think th~t this is the major problem refl~c-ted by 
the table. The second explanation is that the 
notion of a trial may be much more ambiguous than 
we had realized. When we first encountered this 
inconsistency, we took a sample of the cases and 
went t'o the raw data to see if we could figure out 
why the inconsistency was there. What we found 
was that in many cases where the lawyer reported a 
trial but the court record did not there was a 
hearing on a major issue in the case which 
resulted in a ruling by the judge; after the 
ruling the case was settled. We also found that 
in a number of cases where the record showed a 
trial but the lawyer did not recall there being 
one, the trial-may have been a hearing that Simply 
ratified a previously worked out agreement among 
the parties; for one reason or another the parties 
either needed (e.g., in a divorce case) or wanted 
some formal decision from a'judge to legitimize or 
to make enforceable their agreement. [6] 
A second way in which we encountered this kind of 
ambiguity was in our coding of court records. Our 
field staff frequently encountered motions they 
had never heard of. When they discussed this with 
the local court clerk, they were told that it was 
standard procedure for lawyers to Simply file a 
motion for "Y" either if "Y" fell between "X" and 
"Z," which were provided for in the rules, or if 
"Y" was something they needed or desired even if 
it was not provided for in the rules. Needless to 
say, this creativity made for problems in coding 
and analyzing information on. the individual events 
that make up the litigation process. 

The implication of this ambiguity is that: one has 
to be careful in adopting for research purposes 
the formal categories of the civil justice pro
cess. The categories may serve to disguise the 
process in important ways. It is better from a 
research standpoint to define analytic categories 
and then to frame questions around those cate
gories. For example, instead of asking about 
whether a "trial" occurred, we could have asked 
whether a decision by a judge or other court 
officer served to resolve the major issue in 
dispute; if the answer were affirmative, we could 
have followed up with a question concerning 
whether the presentation of the issue to the judge 
involved primarily questions of law, questions of 
fact, or a combination of law and fact. This 
would have provided a more useful analytic cate
gory scheme than simply asking whether there was 
something that was labeled a "triaL" 

Conclusion 

I am very excited by the prospects for research on 
the civil justice system. There is much to be 
learned and there is much to. be done. I believe 
that the Civil Litigation Research Project was an 
important"beginning. We have learned a lot about 
the civil justice process (and there is much more 
yet to be learned from the data that we have in 
hand), and we .have learned a lot about how to 
carry out research on this part of our court 
system. The civil justice system is an extremely 
important topic for research since it accounts fer 
substantially more of the business of the courts ',' . 
than does the criminal side of justice. 
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Notes 

* This research was funded by the U.S. 
Department of Justice under Contract No. 
J01A-79-C-0040, with supplemental funding from the 
University of Wisconsin Law and Graduate Schools. 
The senior research staff included, in addition to 
the author, David M. Trubek, W~lliam L. F. 
Felstiner, Austin Sarat, and Joel B. Grossman. 
1. I suspect that current discussions of fee 

shifting also reflect a desire to create disincen
tives as a means of reducing the number of law 
suits. 

2. Some of the interest in settlement reflects a 
belief that a resolution through settlement is 
"better" than a resolution through adjudication. 
3. The research design is described in some 

detail in Kritzer (1980-81). 
4. Adjudication is also a fundamental part of the 

settlement process in that the adjudication of 
other cases sets the context through which a given 
case is ultimately settled. 
5. Last summer, I conducted field work in Toronto 

involving interviews with corporate lawyers and 
corporate officials. I found that, while cor
porations had many small cases, when I mentioned 
litigation to persons in these kind of pOSitions, 
they immediately thought in terms of the "big" 
case. The "everyday" case simply gets lost within 
the routine of the organization or the legal prac
tic,e. 
6.'This may be the civil equivalent of what is 

referred to as a "slow plea" in the study of cri
minal trials. 
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An Examination of U.S. Appellate Court Opinions 

Alan E. Gelfand, The University of Connecticut1 
W. Robert Stephenson, Iowa State University 

I. Introduction an'd Sta:tement of the 
Prohl'em 

In a common-law system such as ours, the 
written, published appellate court 
opinion is the most important body and 
source of legal doctrine. While the 
court is charged to establish whether or 
not "reversible error" has occurred in a 
lower court decision, its opinions often 
supply more than a critical review. 
These opinions have a directive force 
based on their acceptance and use as 
pTecedents. The reported opinions of 
appellate courts are what lawyers and 
judges study so that they may decide, 
predict, and counsel. Some appellate 
opinions change the course of commerce, 
governmerit, and other social activity. 
Much of Anglo-American jurisprudence has 
been a series of colloquies about the 
meanir.g of appellate opinions. 

In many aspects of legal regulations, the 
appellate opinion becomes the law appli
cable to widespread geographical areas 
covering mill,tons of persons and many 
important mat'Cers. This is especially 
true of the intermediate federal appel
late courts, the twelve 2 courts of 
appeals. Federal appellate courts make 
the bulk of the law in the federal system 
and because of diversity jurisdiction may 
have some fair impact on state law. 

The federal Supreme Court has certiorari 
jurisdiction_-the power to decide not to 
review a case--and, by granting 
certiorari in less than two percent of 
the petitions presented, actually pro
vides full written opinions of only some 
150 to 175 cases a year. Thus the 
importance of the courts o~appeals to 
lawyers and litigants and to those con
cerned with legal regulation may, in many 
areas of law and for many purposes, be 
greater. than that of the Supreme Court. 
Litigants, lawyers, and the federal 
appellate judges know that the probabil
ity of reyersal or even of a case being 
heard by the Supreme Court is so slight 
as to be insignificant. The courts of 
appeals, however, lacking certiorari 
jurisdiction, must decide every appeal. 
In 1960 these courts decided fewer than 
4,000 appeals per year; by 1977 that 
number had reached ~pproximately 20,000. 

Table 1, derived from data in the annual 
reports of the administrative office of 
the U.S. courts, details this dramatic 
increase in case load on a per judge 
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basis for four of the busier circuits. 
It is even more striking When one notes 
that in each of these circuits the number 
of judges has increased over this period 
as well; the total number of judges rose 
by more than a third, from 61 to 82. 

Circuit 

2nd 
4th 
5th 
9th 

1962 

61 
52 
65 
52 

'1970 

131 
161 
126 
117 

1973 

162 
239 
191 
165 

Table 1. Cases Terminated Per Judge 

1976 

216 
191 
210 
198 

The appellate courts have the same basic 
task as that of the Supreme Court, Which 
is (1) to effectively decide controver
sies that have sharply divided legisla
tors, lawyers, and the public; (2) to 
understand and elucidate the complexities 
of issues precisely and persuasively in 
their expositions; and (3) to give 
direction to the law. This task cannot 
be accomplished adequately with a large 
backlog of cases awaiting appellate 
review. "The indispensable condition for 
the discharge of the Court's responsi
bility is ad'equate time and ease of mind 
for research, reflection and consultation 
in reaching a judgment .... "a 

Some proposals to ameliorate this burden 
have suggested that the solution lies 
with the creation of more circuits arid/or 
the expansion of the present circuits. 
Such growth has been criticized in that 
it may lead to intercircUit conflict and 
in that larger courts pose the "danger of 
losing the quality of collegiality, 
losing time for conference, time for 
deliberation, [and] time for the slow 
maturation of principle."-

Much of the difficulty in handling the 
large number of appeals facing the courts 
is that the complicated and often 
"political" process of opinion writing is 
considered the Single most laborious task 
of federal appellate judges. Perhaps up 
to thirty percent of all judges' time is 
devoted to opinions. 

Many federal appellate judges believe 
that there is no need for an opinion at 
all in a substantial number of cases. 
"Where in a. given case [it] is the 
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considered judicial judgment of three 
Judges comprising a panel [that a written 
opinion is unnecessary], then it is 
perfectly obvious that the now limited 
and precious judicial resources can be 
husbanded by a procedure which eliminates 
that unnecessary opinion. lls If the 
number of written opinions could be 
reduced, judges could spend more time on 
the fewer opinions that have to be 
written. Such decisions might then be 
more thoroughly reasoned statements of 
the law. Moreover, as noted above, many 
judges feel capable of discerning whether 
a particular case merits a written 
opinion. Of course, litigants and 
lawyers who invest time and money in the 
development of an appeal would feel 
entitled to a written opinion on that 
appeal. However, the' dramatic increase 
in the number of appeals suggests the 
possibili ty that Inany routine, perhaps 
even frivolous, appeals are being brought 
before the appellate courts. Accordingly, 
by 1980 all but the Third Circuit had 
adopted local rules allOWing, in certain 
Circumstances, judges to decide cases 
without a written opinion. 

The Fifth Circuit with its Local Rule 216 
was the first circuit to adoot such a 
rUle, and for a 28-month period between 
August 1970 and November 1972 it was the 
only circuit with such a rule. 7 It is 
the focus of this article to investigate 
how effectively the Fifth Circuit judges 
have utilized this rule. 

One might envisio~ a variety of con
trolled experimental designs to study 
such performance. For example, the 
judges could have continued to write 
opinions in all cases, deSignating, 
however, those not meriting a written 
opinion. After a period of time, compar
isons could be made. Alternatively, 
cases could have been randomly assigned 
to two groups: one in Which the rule was 
operative; the other, not. Again after a 
period of time, comp'arisons could be made. 
The latter design raises constitutional 
and ethical issues. In any event, the 
urgency, of the problem--an apparently 
unmanageable workload--led to the imple
mentat.ion of the rule in the absence of 
such controlled experimentation. Fortu
nately, no other sharp or sudden \ 
operati ve changes appear to have been' 
made in the federal appellate court 
system during the aforementioned 28-month 
period, ,which allows for a somewhat 
IIcontrolled" investigation. 

Table 2 records the number of opinions 
disposed of by Rule 21 as well as the 
total number of dispositions in the Fifth 
Circuit from 1970 to 1976 as repo'rted by 
the Clerk of the Fifth Circuit. After 
utilization of the local,rule peaked in 
1974, it has since 1976 be~n applied to 
between 25 and 30 percent of cases. This 
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may not imply that the proportion of non
meritorious opinions has declined. 
Rather, it may be a response to the 
vociferous complaints of affected 
attorneys and litigants. Table. 3 shows 
that, as a result of Rule 21 t.be 
opinion-writing load of the Filh Circuit 
judges o~ ~ per judge basis has been 
brought to a level comparable with that 
of all other circuits (AOC). 

II. Data 

Six different samples labeled A through F 
of sizes indicated in Table 4 were drawn 
at random from the FederaZ Reporter. s 
The earliest samples, A and D, were dr'awn 
nearly ten years prior to the implementa
tion of Rule 21, while the second pair B 
and E, were drawn during the period ' 
shortly prior. This sampling enables 
comparison of case mix and deciSion mix 
over this decade. The third samples, C 
and F, were drawn during the 28-month . 
period when only the Fifth Circuit had a 
disc~etionary rUle.in effect. 

Table 5 reports the mix of cases and 
decisions encountered in the six samples. 
With regard to deCision mix ,we s'ee that 
the frequency of affirmations has 
remained quite stable over the samples. 
Wit~ regard to case mix, there are 
differences. The Fifth Clrcuit samples 
show more civil cases and fewer admini
strative and criminal cases than the 
other circuits taken together (AOC). 
However, within the Fifth Circuit data 
if samples A and B are jOined and com-' 
pared against sample C (see Table 6), 
there has been no significant chahge in 
case mix. Of separate interest is the 
very strong relationship between case mix 
and decisaon mix. , 

We next turn to the "phYSical" character
istics of the written opinions. For each 
case sampled, we recorded the length of 
the opinion, measured by the number of 
columns in the FedepaZ Reporter. We also 
recorded the number of citations in each 
opinion, defined for this study to 
include all full-case referenc~s Whether 
i "t i' ,f n a s r ng cite' of introduced by"any 
kind of Signal and whether in the text- of 
the. opinion or in a footnote. Table 7 
presents the total incidence of and 
average value of these characteristics 
for samples B, b, E, and ·F. Examination 
of these samples suggests that, for a 
given case, the number of columns of 
opinion and the number of citations per 
opiniqn both follow a Poisson distribu
tion. Under such a model we find that, 
for the Fifth Circuit, the Post-Rule 21 
sample, C, has Significantly longer 
,opinions with mo~e citations per opinion 
than the pre-Rule 21 sample, B. In the 
AOC samples, the reverse is true. A 
possible inference from these comparisons 
is that Rule 21 allowed the Fifth Circuit 
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judges more time to write longer and 
more detailed opinions while the judges 
in the other circuits in response to 
increased load~ were writing shorter, 
less detailed opinions. 

III. How Good Were the Judges? 

We may finally address the question Of 
how effective the judges were in select
ing cases to be affirmed without written 
opiniOn by Local Rule 21. Recall the 
text of Rule 21. 9 In order for it to be 
applicable it must be the case that 
"[t]he Court ... determines that an 
opinion [written] would have no prece
dential value." Taking this as the 
performance criterion, how may we assess 
the ability of the judges to determine 
nonmeritorious cases? To do so requires 
specification of how to measure the 
precedential value of a case. 

With regard to judicial opinions, given 
the assumption that "cited ll is equivalent 
to lIused," we think precedential value 
means at least that the cited opinion had 
an effect on later citing opinions. It 
does not seem an unwarranted hazard to 
assume that the frequency of citation to 
an opinion reflects the influence--the 
precedential irn.p'ortance--of that opinion. 

The dispute whether citation counts are a 
usefUl measure of quality continues in . 
the natural and social sciences. Some 
critics take an "absolute" View, disput
ing the theory that the importance of a 
published paper--considereq here as 
roughly equivalent to a reported case-
may be measured by the number of 
citations to it. This often means that 
only in a retrospect of historical 
dimensions can the importance of a paper 
be assayed. But the more "social" 
measure of quality. which also does not 
require the consensus of historians of a 
general discipline or a subspecialty, is 
that of citation frequency. This latter 
method is based on the premise that if 
those whose business it is to use papers 
do in fact use some more often than 
others, that use is largely due to their 
greater importance. Thus, precedential 
value is regarded as meaning, even 
necessarily implying, that a set of 
reported opinions having that character
istic is more usiful to jurists and will 
be cited more often. 

There do not appear to be any "landmark" 
cases amongst those sampled, i.e., cases 
that foreclose issues, thus resulting in 
no later litigation on these issues and 
rendering later citation unnecessary. 
Similarly, an appellate opinion heard by 
the federal Supreme Court might, by such 
review, have its impact terminated or be 
given greater force according to whether 
the higher court reversed or affirmed the 
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opinion. We would anticipate an incon
sequential number of sampled opinions to 
be heard by the Supreme Court. 

Therefore, utilizing Shepard's FederaZ 
Citations, we recorded the number of 
subsequent cases that cited each sampled 
opinion. lo For each subsequent citation, 
we also recorded how long after the date 
of the sampled opihion this citation 
occurred. This latter data is of parti
cular use in characterizing the active 
lifetime of an appellate opinion with 
respect to subsequentcitation. 1l 

It may be argued that such counting fails 
to gauge the quality of an individual 
reference, that each subsequent citation 
receives equal weight. We would respond 
by arguing that frequency of use is 
assumed to measure importance and that 
variability in the nature of subsequent 
citations would average out. 

It may be further argued that opinions on 
complicated or unique cases having 
unusual associated facts might be dis
advantaged by our measure of precedential 
value. That is, if IIstring-citing ll is 
becoming an easier and more common 
practice, it may, in more straightforward 
cases, encourage perfunctory citation of 
many opinions where only a small subset 
truly establish precedent. We would 
argue that during the period of observa
tion this may be less of an issue Since 
prior to 1976 there were few automated 
opinion retrieval systems available, 
which likely made extensive string-citing 
less frequent. Moreover, in a compara
tive sense, there is no reason to suggest 
that such complicated or unique cases are 
occurring with different relative fre
quency across our samples, so again any 
such disadvantage should average out. 

Experimental modification relevant to the 
above arguments and worthy of further 
investigation would be to count a sub-' 
sequent citation only if it quotes text 
directly from the sampled opinion or at 
least if it refers to the sampled opinion 
in its own text rather than footnotes. 

For another argument against our fre
quency count, one might conclude that, 
with an increasing number of written 
opinions over time, an important case 
from a later sample is apt to receive 
more ci.tations over the same amount Of 
time than an equally important case from 
an earlier. sample. The same argument, 
however, suggests that over time an 
increasing number of important cases will 
arise, for there seems to be no reason to 
expect a limit on the number of important 
opinions. Moreover, in our samples we 
have seen relatively little change in 
either the length of opinions or in the 
number of citations per opinion. ThUS, 
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it is likely that, with .more important 
opinions competing for comparably more 
citations, no adjustment over time is 
required. 

While some of our sampled opinions (in A 
and D) were available for as much as. 15 
years of subsequent study, others (in C 
and F') allowed fewer than five years. To 
render comparisons fair, we utilize for 
all sampled opinions only 'the fi.rst 48, 
months following the opinion. Unfortu
nately, during this interval we may 
anticipate seeing only a third of sub
sequent citations. 12 However, in a 
comparative sense, this should create no 
problem. 

Table 8 presents what appears to be a 
disconcerting picture. The Fifth Circuit 
judges seem to be doing worse than would 
be expected ynder ~andom applicatloh of 
Rule 21. In fact, the difference between 
the post- and pre-Rule 21 samples, while 
perverse in direction, is not statisti
cally significant. But the more 
important issues are the following: 

(1) Why is a cited/not cited dichotomy 
appropriate? Since we argue that fre
quency of subsequent citation measures 
importance, why not a dichotomy into, 
e.g., three or less/four or more? Indeed, 
why is any simple dichotomy appropriate? 
Why not look at the distribution of 
subsequent citation in more detail? 

(2) Local Rule 21 is applicable to 
affirmations only. Therefore, only 
sampled affirmations ought to be compared. 
By looking at all cases in aggregate, 
might we not be masking sampl.e differ
ences with regard to affirmations? 

(3) Suppose that application of Rule 21 
at a rate of at most 30 percent implies 
that the Fifth Circuit judges are 
vo'luntarily underutilizing it. If, in 
addition, the inCidence of routine 
appeals after Rule 21 runs at a higher 
rate than tha:t prior to Rule 21, the 
effectivenes~ of ,the judges would not be 
expected to be revealed in such a 
tabulation. 

In Tables 9-l~ we respond to issues 1 and 
2. Whether issue 3 is of consequence 
cannot be evaluated under our experiment 
and in any event seems difficult to " 
assess. 
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Table 9 addresses issue 1 providing a 
more detailed distribution of subsequent 
citation for the Fifth Circuit samples. 
The limitations of Table 8 are 
revealed. 13 In fact the post-Rule 21 
sample seems to be receiving more 
frequent subsequent citation. Again the 
differences are not statistically 
significant. 

Table 10 returns to the dichotomy of 
Table 8, but in response to issue 2 
separates affirmations and nonaffirma
tions. The size of the affirmation 
samples within C and F were each 
increased by 50 after the original sam
pling to provide adequate sample size 
for significance testing. This results 
in larger total C and F samples' with 
different aggregate figures for "percent 
cited within 48 months" than those in 
Table 8. The FUth Circuit al'firmations 
in the post-Rule 21 sample show an 
increase in the proportion cited within 
48 months compared with the pre-Rule 21 
sample. Again this difference is not 
significant. We have no explanation for 
the dramatic decline (16.3%) in propor
tion cited within 48 months for the 
Fifth Circuit in nonaffirmations (C vs. 
A and, B). 

Table 11 considers issues 1 and 2 
together. Using the categories in 
Table 9, we see that the post-Rule 21 
affirmations in the Fifth Circuit record 
significantly more subsequent citations 
as measured by (1) comparison of mean 
number of subsequent ci t,ations under a 
Poisson arrival model, (2) comparison of 
the "three or less" with "four or more" 
groups as a 2x2table, and (3) comparison 
of the incidence of heavily cited (> 10) 
cases, nearly twice as many arising-in 
the post-Hule 21 sample. 

Lastly, in Table 12, using th& other 
circuits (where, again, no discretionar~ 
rule was operative during the "post" 
sampling period) as a control, under the 
identical categories as in Tables 9 and 
11, no. differences are seen between the 
pre- and post-Rule 21 samples. 

We ,are thus led to conclude .. that, under 0 

our assumptions, one can demonstrate 
effective selection by the Fifth Circuit 
judges of appeals meriting written 
opinion; Rule 21 seems to be enaoling 
reduced opinion-writing loads while 
fulfilling its judicial intent. 
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1971 

Hule 21's 210 

Total 
dispositions 1748 

Percent 12.0 

Table 2. Incidence of 

Number of cases 
disposed of after 
hearing and sub
mission/judge 
AOC 

Number of cases 
disposed of after 
hearing and sub
mission/judge 
5th Circuit 

Number of cases 
adjusted for 
Rule 21 

1970 

57.2 

96.4 

96.4 

1972 

488 

1877 

26.0 

Rule 21 in 

1971 

71.4 

110.7 

96.7 

1973 1974 1975 1976 

629 633 764 664 

2092 1763 2244 2181 

30.1 35.9 34.0 30.4 

the Fifth Circuit 

1972 1973 1974 1975 1976 

81.2 91.8 81.6 83.3 87.4 

121. 7 133.9 121.1 133.4 128.6 

89.1 91.9 . 78.9 82.5 84.3 

Table 3. Comparison of dispositions between circuits adjusted for Rule 21 

Time Periods 

1960-62 1967-70 1971-72 

5th 100 (A) 101 (B) 99 (C) 
Circuit 

Othe:r 100 (D) 295 (E) lOS (F) 
Circuits 

.~~I 

Table 4. The sampling frame 
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A 

B 

C 

D 

E 

F 

{ 
A.f.firmed, etc. 
Reversed, etc. 
Dismissed 
Other 
Totals 

~; , 

{ 
A.f1'irmed; etc. 
Reversed, etc. 
Dismissed 
Other 
Totals 

{ 
A.f.firmed,. etc. 
Reversed, etc. 
Dismissed 
Other 
Totals 

{ 
Affirmed, 
Reversed, 
Dismissed 
Other 
Totals 

{ 
Affirmed, 
Reversed, 
Dismissed 
Other 
Totals 

{

Affirmed, 
Reversed, 
Dismissed 
Other 
Totals 

etc. 
etc. 

etc. 
etc. 

etc. 
etc. 

Criminal 

12 
-'.f 

4 
0 
0 

16 

11 
6 
0 
0 

17 

17 
4 
0 
0 

21 

9 
4 
0 
2 

15 

46 
15 

0 
4 

65 

26 
3 
2 
3 

34 

'. 

U.S. Civil Private Civil Administrative 

14 27 7 
9 13 5 1 0 0 
1 2 '1 

25 42 13 

10 27 10 
3 20 0 
1 0 0 
1 8 2 

15 55 12 

7 28 6 
11 15 5 0 0 0 

2 3 0 
20 46 11 

14 25 8 
5 11 4 
0 4 1 
0 7 3 

19 47 16 

26 76 35 
10 37 10 

1 0 3 4 14 7 41 127 55 

8 24 15 
4 12 5 0 1 0 
2 3 0 

14 40 20 

Table 5. Classification by decision,and case type for the six samples 

" 

" 

,. " • , , 

," 

Bankruptcy Other 

3 0 
1 0 
0 0 
0 0 
4 0 

1 0 
0 0 
0 0 
1 0 
2 0 

0 0 
0 0 
0 1 
0 0 
0 1 

1 0 
2 b 
0 0 
0 0 
3 0 

4 b 
2 1 
0 0 
0 0 
6 1 

0 0 
0 0 
0 0 
0 0 
0 0 

r:!, 

Totals 

63 
32 

1 
4 

100 

59 
29 

1 
12 

101 

58 
35 

1 
5 

99 

57 
26 
5, ~ 

12 
100 

iS7 
75 

4 
29 

295 

73 
24 

3 
8 

108 
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Criminal 

A,B 
(201) 33 (16.4) 

C 
(99) 21 (21. 2) 

"~~~'~'~~ .... "."'-.. ----,---...-,-~",-"",~ .. 

0.. S. Civi.l P:r;>ivate 
Oi vil . 

40 (19.9) Q7 (48.3) 

,. 
20 (20.2) 46 (46.5) 

Admin
istrative 

25 (12.4) 

11 (11.1) 

Table 6. A, comparison of case mix for the Fifth Circuit samples 

Number (average number) Number (average number) 
col~mns of opinion citations per opinion 

Other 

6 (3.0) 

1 (1.0) 

,.;'!, 

\./ 

Averalilie citations 
Average columns 

B (101) 559 (5.53) 1221 (12.09) 2.18 (FC) < 
C (99) 631 (6,37) 1308 J13.21) 2.07 
E (295) 1923 (6.41) 3483 (11.61) 1. 81 (AOC)< 

(108) 622 (5. 76) 1036 (9.59) 1.67 F 

Table 7. "Physical" characteristics of appellate court opinions 

A, & B 
(201) 

C 
(99 ) 

5th Circuit Percent cited 
within 48 months 

Pre-Rule 21 77.6 (A,B) . (201) .'" 

Post-Rule 21 
70.7 (C) (99) 

Others 

Pre-Rule 21 
(D,E) (395) 

Post-Rule 21 
(F) (l08) 

" 

(f 

Percent cited 
within 48 months 

79.5 

79.6 

Table 8. All cases-~citation within 48 months' 

o 1-3 

45 (22.4) 86 (42.8) , 
v I 

65.2 
() 

29 (29.3) , 
v / 

56.6 

,,4-6 7-9 > 10 

29 (14.4) 19 (9.4) 22 (10.9) 
Q 

'~'~--------~vr--------~/ , 
(, 

21 (21.2) 
\ 

34.7 

8 (8.1) 

Mean number' 
o.f citations 

4.4 

5.0 

------------------------------------,-------------------------------....... _._---....---------'\" 
Table 9. Fifth Circuit wr:1,tten. ~lPinions-.;.subsequent .c;itati.onwlthlrl:4? months 
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Fifth Circuit Percent cited Others Percent 
within 48 months within 48 

Affirmations 71. 7 Affirmations 74.3 
(A,B) (D,E) 

Nonaffirmations 85.2 Nonaffirmations 86.4 
(A,B) (D,E) 

All (A"B) 77.6 All (D,E) 79.5 

Affirmations 76.0 Affirmations 76.5 
(C) (F) .,:;) 

Nonaffirmations "68.9 Nonaffirmations 7.9.5 
(C) (F) 

All (C) 73·8 All (F) 77.2 

Table 10. Subsequent 'citation--affirmations and nonaffirmations 

0 1-3 4-6 7-9 > 10 

A & B 32 (28.3) 51 (45.1) 13 (11. 5) 7 ( 6.2) 10 (8.8) 
~) 

v / 
, (113) , 

v I '-

73.4 26.6 

C 15 (27.8) 13 (24.1) 12 (22.2) 5 (9.3) 9 (16.7) 

v I 
(54) 

" / v 

51.9 48.1 

cited 
months 

Mean number 
of citations 

3.4 

5.2 

(/ 

Table 11. Fifth Circuit affi,,:'mations with writtenopinion--subsequence citation within 
4c8 months 

D,E 
( 395) 

F 
(108) 

Table 12. 

o 1-3 

70 (17.7) 151 (38.2) 

21 (19.4) 42 (38.9) 

Other circuits' written 

o 

4-6 7-9 > 10 

·71 (18.0) 36 (9.1) 1,67 (17.0) 

opinions--subsequent cilation within 

Mean number 
of .citat1ons 

5.3 

.5.4 

48 monthis 

n 
~. 

,\ 

,.,. .. 
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Footnotes 

1. This research ewes its nasoence to. 
Philip Shuchman, Professer of Law, 
Rut,gers Uni versi ty, who. cellaberated with 
the first auther en the paper, "The Use 
of Lecal Rute 21 in the Fifth Circuit: 
Can Judges Select Cases ef 'No Prec~aen
tial Value'?'" Emory Lqw Jou:r>naZ (1) 29 
(1980), 195-1.230, from whi ch much of thi s 
article was drawn. 

2. At the time the data for this 
researen was gathered,tl).}i-'.re were ten 
oircuit courts in additie>i} to. the DO'C. 
circuit. Subsequently, the Fifth 
Circuit, which will be the focus in the 
sequel, ~as split into two. circuits. 

3.· Report ef the Study Group on the 
Caselead of the Supreme Court, 57 .FRD 
573, 606 (1972). 

4. Bark, Dealing with the Overlead in 
Article IIICeurts, 70 FRD 231~ 233 
(1976) . 

5. NLRB v. Clothing Werkers Lecal 990, 
430 F.2d 966, 971 (5th Cir. 1970), 

6. Lecal Rule 21 provides: When the' 
Court determines that anyone er more of 
the fellowing circumstances exists and. is 
dispositive of a matter-submitted to the 

,Court for decisioq: (1) that a judgment 
" ot: the district court is based on find
ings of , fact Which are not clearly 
erroneous; (2) t,ha t the evidence in ' 
support of a jury verdict is not insuffi
ci~nt; (3) that the erder.of an admini-
strative.agency is supported by • 
substantiaJ, evidence on the r'ecordas a' 
whole; and the Court also determines that 
no error of la~ appears and ~n ppinion 
would have noprecedential valuq.;, the' 
judgment or order may be aft:irmeid or 
enforced without opinion. In such case, 

)) 

o 

11'- . () 

o 

the Court may in its discretion enter 
either of the following orders: 
"AFFIRMED. See Local Hule 21," or 
"ENFORCED. See Loc:al Rule 21." 5th Cir. 
R. 21., ~. 

7. OD November13, 1972, the Tenth 
Circuit adopted its" Local Hule 175 which 
is nearly identical to the Fifth 
Circuit's Local Rule 21. 

8. The following volumes'lof the 
Fede~aZ Reporter, Second Series were used: 
For samples.)A and D, volumes 282, 285, 
287~ 290, 293, 297, 300; samples B anq E, 
volumes 371, 379, 385, 392, 399, 407, 
415), 424; samples C and F, volumes 433~ 
441, 448, 455, 468. 

9., See note 6, supra. 
. 10. The samples contained too few sub
sequent state court citations to impact 
on our findings. 
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11. See Shuchman and Gelfand, note 1, 
supra, for a brief discussion. Gelfand 
(1981), "Am Estimation Problem for. 
Poisson Processes," AustraZ'an JournaZ of 
Stat'stics 23 (2):1-8 contains a fo~mal 
mathematical formulation and solution for 
this.::sort of estimatien preblem illustra
ted with the sampled data.. Gelfand and 
StephE1nsen (1979), "A Medel for Prece
dential Value ef'Appellate Ceurt 
Decisions," Proceedings. of the Social 
Statistics Section, 1979 t(ASAj''leetings, 
pp. 559-563, prevides pre~imihary 
discussion on the medeling of~the active 
lifetime of a U.S. appellate ceurt 
opinion. 

12. See discussion in references given 
in nete 11, supra. 

13. The number of and definition of 
categories is arbitrary and a similar 
picture would emerge under other choices. 
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Data Analysis Problems at the State Level: 
Data Problems and Data Collection 

Michael H. Rabasca, DeLaware Statistical Analysis 
Center 

I think the best way to begin to describe data 
problems and data collection for the state-level 
practitioner is to recall for you the first time 
state officials came to me for assistance in 
early 1977. The Statistical Analysis Center (SAC) 
was newly, formed, and I was engaged in trying to 
identify both data sources and potential users. , 
There was considerable turmoil in the prison sys
tem. Overqrowding was the issue. It still is. 
Someone suggested tllat prison population projec
ti~ns might be useful in promoting what was being 
heralded as the Corrections Master Plan. My 
assignment: project the prison population to the 
year 2000. My data base? End-of-year populations 
for 1975 and 1976--two years of data to project 
twenty-three years into the future. I indicated 
that if I could <jet that two years converted into 
twenty-four data points I might take a shot at 
projecting next motith's population. That was 
O.K., they said; they had already decided to 
build a 360 bed prison. All they wanted were 
some statistics to support the decision. 

It was then that I learned the first law for 
criminal justice statistics--give them Wi,-,\-t they 
want or they'll stop asking. They got a, :icojec
tion; the prison was built, is currently full, 
and double bunking begins shortly. 

In a nutshell that means, first and foremost, 
that the criminal justice system is a political 
being and th,a,t it is policy, not numbers,,) not 
crime, not arrests, not populations;-i:hat drives 
the system, and any agency that wishes to meet 
the primary goal of a bureaucracy--survival--must 
recognize that fact. Establishing credibility is 
the only way to survive. It's the best friend 
a $tatistical Analysis Center can have. 

YoU' ~robably noticed, that I didn't mention the 
time-honored tenets of Reliability and Validity 
It is not that these are not important; they most 
assuredly are; however, they often do not exist. 
Credibility comes from making logical presenta
tions, sometimes without statistical proofs, that 
customers, whoever they are, will accept. ~nat 

might be called lucking out at the 95% level. It 
also comes from meeting head-on the problems of 
data collection and analysis which plague us at 
the operating level. 

There are several very formidable constraints 
which make the classic scientific approach a 
difficult, if not impossible goal. 

Not the least of these is time. The ability to 
design and conduct a specialized research project 
or experiment over an extended period of time is 
a lUXury which most of us must forego. 

It is an extraordinarily rare event to receive a 
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request for data or d1ata analysis that' is part of 
a long-range planning, process. Normally, the 
requester wants it i~mediatelY and, preferably, 
over the phQne. 

" We find ourselves la~king in resources, both peo-
ple and funds. As I Ihave just said, a sizable 
portion of our requests from other agencies for 
data analysis is knee-jerk, reactive to an immed
iate issue. Data collection, as you are aware, 
costs money and uses people. Planning and commib
ting funds a year in advance for ad hoc requests 
that may never come is a tough concept to sell to 
bUdget-writing committees. As it turns out, we 
are, more often than not, forced to use data in 
the,form in which it is produced'by the agency 
that collects it. Data collection at the crimi
nal justice system operating level is not always 
a very sophisticated process. Each agency 
collects data that measures its activity and 
supports its continued survival. The thought that 
data would be captured to support some other part 
of the system is a new idea. Even with the advent 
of computerized record keeping and data collection 
we find that better data is not available. Manual 
tasks are simply converted to computerized tasks. 

Next, we have the data itself, or themselves, 
whichever you prefer. It comes in many forms-
normally non-normal, non-existent, erroneo,us, 
missing, fabricated, discontinued, illogical, 
non-transactional, and ignored. 

The fourth constraint is the people from whom we 
collect this data. I don't recall who said, "You 
can ',t reason someone out of something they were 
not reasoned into," but he was right. The,problem 
of collecting data, reporting data, and analyzing 
data must be dealt with in the light of the paro
chial viewpoint of those from whom we collected it 
and the bureaucratic paranoia that somehow you 
will use the data against them or that someone 
else (r.i9ht use it if they get their hands'on it or 
that \\ou might have something to say about it. 

At this point I'm reminded of the story of:',the 
traveling salesman driving along a country road. 
N~ar a fa~mhouse he spots a pig hobbling around 
on a wooden leg. Fascinated by this, sight, he 
stops and inquires as to why a pig might have a 
wooden leg. The farmer replies, "We all love 
that pig. Why, one day on the back forty, I hit 
a stump with my tractor. The tractor tipp~d over 
and pinned me underneath. Tha t pig ran hoIile and 
got help. He saved my life. Then one night the 
house caught fire and that pig ran from room to 
room wakin' everyone up and leadin' them out to 
saf~ty. He's a fine pig." 

f ' 

"But, why the wooden leg?" asks the salesman 

,'" . 
" 

"We love that pig," replies the farmer. "You 
don't eat a pig like that all at once." 

Well, the criminal justice system is a pig that, 
like it or not, some of us must eat all at once. 
The option of selecting just one part is not 
available to those of us who find ourselves in 
the criminal justice system information business. 
We have to deal with the whole, and focusing time 
and resources to correct data collection and 
reporting problems and bureaucratic inertia at 
one point necessarily neglects another. Not that 
we don't do this; we do. It's a risky enterprise. 
It causes us to narrow our system perspective, 
and if we can't pro\ride a broader picture of 
,,,hat's happening in the system than the system 
components ~hemselves, we're out of business. 
Some political savvy and finger-tip access to 
data, research findings, and informed opinion on 
the. criminal justice issues are assets as 
important to the state-level analyst as are 
statistical skills. 

I've dealt with some generalities; let me be a 
little 'more specific about some of my problems in 
system-wide data collection and analysis. 

Everyone's bread and butter seems to be the 
Uniform .Crime Report (UCR). In Delaware, respon
sibility for the collection and reporting of data 
belongs to the State Bureau of Identificiation 
(SB~), part of the State police. I might point 
out here that Delaware has only three counti",s 
(only one of which has a police force), a C01.',1:"ec
tions and judicial system operated only by the 
state, and no jails. Everyone goes to prison. 
The only criminal justice agencies below state 
level are local police departments and a munici
pal court and prosecutor's office in our largest 
city. 

Through agreement with the State police, we handle 
all UCR data requests outside the police community. 
The UCR is the only oollective measure of crime 
and response to crime that we have. We aren't 
part of the National Crime Survey and 5~"ply 
don't have the capability to conduct ou~ own. 

Now for the problems. The UCR is the classic 
case of the tail wagging the dog. Data reported 
to the State Bureau (the SBI) is converted to 
data that meets FBI reporting requirements and 
then into ourc;t!jl'lputerized incident-based system. 
The data then i~ediat1y loses its identity as 
Delaware crime. For example, Delaware had no 
crime called i'aggravated assault", which is one 
of the seven Index Crimes. Assaults in Delaware 
are by degree, first and second being felonies, 
third degree a misdemeanor. Assaults are not 
differentiated by weapons Use and only partially 
by physical injury. Differentiation in degree 
is by state of mind of the accused. Thus, first, 
the charge and, second, the UCR classification 
are highly judgmental.. 
. , 

;In 1978, the State Bureau Director unilaterally 
'elected to .record all domestic quarrels as 
aggravated assaults in order to highlight the 
problem. He. succeeded. We thouqht a roving band 
ofman~acs w~, loose in the state. The pr~blem, 
once d1scovere~ was that no one had the t1me or 
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resources to go back to the source documents and 
change the classification'. Besides, they were 
r~ported, and they are official. The outcome of 
the UCR classification is that there exists arate 
of aggravated assault for Delaware that is compar
able to rates of aggravated assault in other 
states but that is essentially erroneous and mean
ingless within the state. 

Speaking of comparable rates, we all know that the 
incidence of crime is related to a myriad of 
agreed - and disagreed - upon factors and that 
comparing the crime rates of various jurisdictioos 
or the frequency of crime in jurisdictions with 
similar populations can be an invalid and unfair 
comparison. But you simply cannot publish the 
crime rates of City A and City B or State C and 
State D without inviting comparisons, particularly 
in the press. Did you know that the reported 
crime rate of Manchester, New Hampshire was higher 
in 1981 than that of Chicago, Illinois? Now where 
would you rather walk down the street at night? 
The point is that if an issue were made that 
Manchester is a new U. S. ' crime center, you can bet 
the rate will come down. People are sensitive to 
those things that are official measures of their 
success or failure. If the security of a police 
chief's job is dependent on the crime rate, it'll 
be low -- until budget time. 

Back to the tail wagging the dog. UCR's divide 
larcenies into classifications of less than $50, 
$50 to $250, and over $250. In Delaware the 
dividing line between grand and petty theft is 
$300. NOW, I can get the data given the time and 
money. But,:: in the meantime, the state is rou
tinely collecting, and distributing to every 
agency in the state, data that is produced to 
meet FBI ra~~er than local needs. 

The one last word.' about the reporting and record
ing of crime data that has serioue'i implications on 
reliability and validity is the universal lack of 
aUditing. No one seems to have the wherewithal to 
tackle it. As a result, when recording the map
grid location of a Grime, police officers occa
sionally make one up or use the same one over and 
over, one they have. memorized. Consequently, 
Delaware crimes might be reported in grids located 
somewhere in Iceland, or we discover a major crime 
''lave in someone' s backyard. It appears that magis
trates' are committing persons to prison for crimes 
over which they lack. jurisdiction. They are not 
doing it, it is simply that the crime codes are in 
error. Persons disappear from sentenced-inmate 
reports one month, only to mysteriously reappear 
the next. 

The relative severity of crime is something that 
most researchers ,and practitioners have dealt with. 
All of our data about offenses and offenders is 
collected, according to the most serious offens~: 
Most offenders who enter the system have more thi:u'!,' 
one charge against them. If one charge is murder 
and the other is overparking, there is no problem. 
Problems occur when the differences are subtle and 
when procedures for determining the most serious 
charge are non-standard" If two offenses are in 
the same felony class, which, is more serious? Is 
a crime that requires mandatory incarceration mare 
serious than one that does not? Inthe absence of 
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agreement, we can only assume that the Irost 
serious is reported. But when someone is 
imprisoned for contempt of court, violation of 
probation or parole, resisting arrest, or the 
offense of miscellaneous, of which we have several 
per year, we simply don't know if these offenses 
were more se'.:dous than the one that brought him 
to court in the, first place. Incidentally, those 
commitments account for 25% of all admissions. 
For a very long time, corrections input operators 
were selecting the offense wi th the lowest code 
number as the most serious when in reality those who 
originally d~signated the codes had grouped the 
crimes by type of: offense without regard to 
severit¥ or statutory classification. 

Similar to these data collection problems are the 
internal decisions of criminal justice. agencies 
that supply us data, decisions to change or dis
continue the data collection process. 

One of the principal activities we have been 
involved in is seltltencing reform. I'm almost con
vinced _it.! E'~n impossible task. We collected 
five years.Ql,'? sentencing data that was produced 
annually by the staff of the State Superior Court. 
We developed a methodology, using standard scores, 
that allowed us to evaluate the average perform
ance of each judge over six measures of possible. 
disparity. We had to use aggregated data simply 
because of the time and resources problem again. 
With a five-year data base in hand we set out to 
compare 1981 and 1982 to it. As you might guess, 
as a cost-saving measure,the data was no longer 
being aggregated. The court had no need for the 
data in that manner. I, of oourse, was welcome 
to go through the 8,000 court dockets manually. 
Sampling is an obvious and reasonable suggestion. 
However, consider ~~at ~~ere are eleven judges 
and several hundred types of crimes. There would 
hardly be a sample large enough for each cell. 
The only answer is to deal with selected crimes, 
which we are doing, to the detriment of the 
Reform Commission's timetable. 

We are constantly looking for clues about what is 
happening to prison populations. By the time 
input and turnover information is collected, 
however, major policy decisions have occurred 
that change everything. Looking over eighty-nine 
months of popUlation data, we, through serendi
pity, discovered what appeared to be a cyclical 
pattern. Using time-series analysis and classi
cal economic-decomposition theory, we described 
fairly regular periods of alternating growth and 
stability. The pattern indicated that the cUrrent 
level of growth should shift to a period of sta~ 
bility in October 1982. Naturally, in October 
1982, Corrections changed its reporting format 
and is currently months behind and is reporting 
the data differently. So it may be some time 
before we can learn whether we could describe 
what might be the underlying cause of the cycle, 
if we,\\indeed, even find that the . cycle continues. 

The.whole business of projections is enough to 
challenge sanity. Delaware's response to the 
efforts of Mother's Against Drunk Driving was to 
enact a very tough driving-under-the-influence 
law. This law was the product of a task force that 
among other things tried to project the impact of the 
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new law. ~vould increased sanctions deter drinking? 
Would new emphasis resul t in more arrests? longer 
incarceration? Unbeknownst to anyone, the State 
Police had devised and kept secret a road-block 
plan that they launched immediately af~er enact
ment. Arrests skyrocketed and, suddenly, driving
under-the-influence is the single greatest cause 
of incarceration in the State. 

I would like to take a moment to tell you how 
valuable the research performed by people like 
yourselves is to people like me. As I indicated 
earlier we have not the time, the resources, or, 
especially in my case, the talent to dig into some 
of the research questions you undertake. As one 
who often must provide some analytical insights 
about what appeared in this morning's newspaper, I 
can respond to thoSe who ask, having the benefit 
of your research and wisdom. The news reporter 
won't wait for me to perform a research project 
on why crime is up or down. He has a ,deadline. If! 
can't meet it, there is no story--no story, no 
exposure--no exposure, eventually no SAC. The SaITe 

holds true when I talk to a legislator who is 
looking for both research and statistical support 
for his proposed bill. He needs it today. As a 
voracious reader of what the research community 
finds,' I can at least articulate some of the major 
considerations and relate them to Delaware data. 

Some words about the politics of criminal justice: 
after seven years of collecting, analyzing, and 
disseminating data in the system, I read of the 
decision to build a new state prison in the morn
ing paper two mGnths ago. That was a political 
decision. The announcement and the size of".the 
prison were dictated by the political environment, 
not on a projection of £uture needs, becaUSe we 
don't know our future needs, and even if we did, 
then size would still be based on what the 
political market would bear. 

I respect decisions like those. They reflect the 
reality of, the system. Living wi th.them makes one 
Ih-e, and think about data, in the world as it is. 

I'd like to give you another example of a poli tical 
response to a criminal justice issue. It was pro
posed in the Delaware Legislature that the crime of 
rape in the first degree be punished by manda tory life 
imprisonment without parole. Rape was (and is) 
increasing, and this was thought to be the lOgi'cal 
deterrent. Now it just so happens that the exist
ing penalty was also mandatory life but with 
parole. First eligibility comes in about thirteen 
years. 

Opponents of the change noted 'that the new penalty 
was the same as that for murder, so, they argued, 
rapists would murder their victims after raping 
them since they had nothing to lose. Proponents, 
of course, touted the deterrent effect. 

We were asked to' provide a 'legislative impact 
statement. We discovered first, that parole 
currently occurred in less than one in· four rape 
cases and, second, that 85% of all rapes were 
committed by persons under age thirty. Our 
projection showed that only three persons current
ly in prison would be under thirty if paroled at 
the one in four rate. We also pointed out that it 
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seemed unlikely that a person who would currently 
commit rape and risk life in prison with a less 
than one in four chance of parole would be 
deterred from the crime because the ch~ce was 
decreased to zero in four. We added that the 
cost·of keeping all persons for life despite the 
very low probability of recidivism exceeded a 
half-million dollars additionally per non
parolable inmate. The ultimate outcome had to be 
a political compromise. The bill was amended to 
prohibit parole for the first twenty years, and 
it passed like a Flag Day resolution. It, of 
course, has had no measurable impact on the 
occurrence of rape, but that wasn't the real 
purpose. .The real purpose was to show the 
constituency a get-tough-on-crime posture. 

My final comment deais with our audience. My job 
is to service that audience, the public, the 
media, the private agencies, the criminal justice 
agencies, and the policymakers. They are very 
naive about statistics. They are interest~d 
in. frequency, how much more or less than a year 
ago. They tend to reach their own conclusions 
about data. I could give them a mountain of 
statistical proofs, but I don't, because they 
won't read them. I tell them what the data tells 
me; they respect it but may not believe it. A 
great deal of legislation and criminal justice 
policy is the result of conventional wisdom and 
gut feelings. Data must be presented to the 
audience in a manner they'll Understand and in a 
form they will accept. There is a fine line 
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between keeping people informed and bombarding 
them with unsolicited and untimely information. 
You know you've arrived when they come to you. 
If I do not respond, they will stop asking. When 
there is a perception that there is no further 

'need for:the service, WI:! will cease to exist. 
So the bottom line is, whatever the data, it's 
all we have and we'll use it. Improvements corne 
slowly because analysis for planning, which is 
really what we ought to deal in, is not perceived 
to be as important as operational dat~. Fighting 
fires and crisis management are a large part of 
daily life in the criminal justice system. We 
in the data business have to be prepared to 
respond to those needs. That scientific methodo
logy and data cleaning sometimes suffer goes 
without saying. 

Lest I be accused of being insensitive to the 
principles of management, I am very aware that 
Delaware has developed a botto~up criminal 
justice information system. We have numerous 
applications at the operating level. I~'s when 
tactical or strategic questions are asked that 
we have very disparate data. The data problem 
is not always the absence of data but sometimes 
too much data that is irrelevant. We tend to 
collect that which is easiest to collect whether 
or not we really need it. To paraphrase Russell 
Ackoff, the noted management thinker, "Wisdom 
is the ability to cont~ol what you can and not 
fret over what you can't." 

, 
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Policy Relevance in Criminal Justice Research 

Daryl Fischer 
Paul Stageberg 
Statistical Analysis Center, Office for Planning and Programming 

Introduction 

One of the major challenges in social 
science Toesearch is to make analytic products 
policy' relevant. Despite good intentions, data 
presentations frequently end up being too general 
or too superficial to directly inform policy 
deliberations on complicated issues. In other 
cases, researchers "overkill" the problem by 
writing reports that only their colleagues can 
read. As a result, much of the material generat
ed by social science research organizations, both 
public and private, lies unused in large stacks 
"out of sight" and "out of mind." 

At the Iowa Statistical Analysis Center, 
we've become acutely aware of this problem and 
have adopted a hard and fast rule to guide our 
research and report writing efforts: unless a 
research project can potentially and realit:ltical
ly have an impact on the operation of cr~inal 
justice or on important policy deliberations, we 
won't do it! As a result, most of our projects 
deal with the needs of the Governor, the Legis
lature, and operational agencies. Since legis
lators, administrators, judges, parole board 
members, and other "non-researchers" have little 
time or patience to offer in consuming our pro
ducts, we strive for reports and presentations 
that are relatively short, hard-hitt:!.ng, L \1 to 
the point. 

Obviously, as research professionals, we 
want our products l.:> be sound methodologically 
and to show a high level of expertise and sophis
tication. Yet this desire must be carefully bal
anced and tailored to allow those unfamiliar with 
research methods to assimilate the material. In 
this paper, we would like to discuss some of the 
approaches we have taken in Iowa to identify the 
important research issues in criminal justice and 
to conduct the type of quality, policy-relevant 
research that can inform those issues. 

It is our view that the survivors in social 
science research during this period of funding 
parsimony will be those who can best balance 
superior statistical/technical capabilities and 
a working appreciation for justice system pro~ 
blems and needs. The successful researcher will 
need to wear a number of hats, as a quality stat
istician, computer scientist, writer, public 
speaker, and politician. The days of grace are 
over for social science research. 

Identifying the Impo.rtant Issues 

When the Statistical Analysis Center began 
operation in early 1978, most of the j.ncoming 
staff had previously been involved in criminal 
justice research and planning in other state 
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agencies. As a result, the staff came in with an 
appreciation for many of the important criminal 
justice issues facing the state. 

One of the major issues in Iowa, as in other 
states, has been the size of the prison population. 
Each year, the legislature has debated the con
struction of new prison facilities and whether 
other alternatives should be considered, such as 
changes in sentencing and/or parole laws or .an 
expansion in cOlrununity-based alternatives to in
carceration. As is normal in legislative bodies> 
the debate has dealt mainly with questions of 
costs. and funding, but .issues of public protection 
and punishment have also played a role. Law en
forcement advocates have emphasized the need to 
protect and punish and to find solutions to the 
apparently growing crime problem in the state. 
Others have cautioned against fiscal irresponsi
bility, while yet a third group has pushed for 
more humane and effective treatment of offenders 
in community programs. 

Very early on, the Statistical Analysis Cent
er recognized that a major emphasis in its re
search efforts should be directed to assisting the 
state in avoiding the unnecessary construction of 
a new state prison. Both the Governor and the 
L€gislat~re had expressed displeasure with the 
thought of the massive expenditures required for 
such a project. Further, various studies have 
suggested that rising prison populations may be a 
temporary phenomenon associated with the "age 
bulge" of post-WWI! babies moving through the 
crime-prone years. 

The approach we took in Iowa to analyze the 
prison population problem differs in one primary 
respect from the approaches used by many other . 
states. While many others have accepted current 
admission and release practices as "givens"-
resulting in the development of multi-year prison 
population forecasts and projections--we have, 
instead, devoted the majority of our time to anal
ysis of the t~yes of persons sent to prison in 
Iowa in an effort to identify those who either 
don't need to be there at all or who could be re
leased in shorter periods of time. Underlying 
oUr work is the realization that the size of a 
state's prison population is policy-driven, the 
result of decisions determining who needs to be 
punished, who needs to be rehabilitated, and who 
needs to be locked up for public protection. 

Necessarily, the issue of public protection 
arises in the context of efforts to avoid prison 
overcrowding. Reducing the prison popUlation 
would obviously involve the release of offenders 
who would otherwise be incarcerated, with the re
sulting .question of a possible threat to society. 
In a more general context, public protection is 
an important issue in and of itself. Legislators 
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and releasing autliorities are continually looking 
for ways to provide better public protection from 
dangerous and recidivistic offenders. Research 
directed to this end could yield benefits both 
for the justice system and for society as a whole. 

Other issues of importance include the de
bate over the relative advantages of determinate 
and indeterminate sentenCing; concerns with pros
ecution/sentencing/parole disparity by sex, race, 
or jurisdiction; the issue of punishment versus 
the other goals of sentencing and corrections; 
the issue of classification of offenders in and 
out of institutions for custody a~d supervision
level assignment; and the more general issue of 
the allocation of resources by correctional agen
cies--where should the money be spent to get the 
most bang for the buck? 

Parole Guidelines 

The Parole Guidelines System offers a prime 
example of the application of criminal justice 
research to real-world problems. ~In early 1981, 
the Statistical Analysis Center completed the 
development of a set of guidelines to assist the 
Iowa Board of Parole in determining how much time 
individual inmates should serve and when they 
should be released, in keeping with the goals of 
public safety, punishment, and other concerns. 
The system was formulated specifically to help 
the Board increase paroles and stabilize the pri
son population while Simultaneously reducing vio
lence among parolees. * 

The guidelines reflect the results of two 
separate but coordinated research studies, one of 
time-served patterns among inmates released on 
parole in previous years and the second of the 
factors that best predict success and failure of 
parolees. In these studies, the'Statistical 
Package for the Social Sciences (SPSS) was used 
to examine the experiences of several thousand 
offenders who moved through the adult correction
al system in Iowa in the mid-to-late seventies. 
Several statistical techniques, including regres
sion analysis, configural analysis, and Unit 
weighting (the Burgess technique) were used to 
identify the best possible predictive combina
tions of independent variables in the data base. 

The first study was directed to the formu
lation of 'descriptive guidelines to quantify 
past Parole Board practices, that is, a mathema
tical/statistical moael of past parole decision
making. This study identified the fact that 
three factors explain much of the variation in 
time served among parolees: (1) the length of 
the inmate's sentence, coupled with the serious
ness of the crime for which convicted, (2) the 
number and seriousness of previous adult felony 
convictions (emphasis on past prison record), 
and (3) current institutional misconduct. 

Past time-served' averages were calculated 
and displayed as a function\~f the logical com
binations of these factors •.. This "statistical 
overview" of past parole decision-making afford-
ed a clear formulation of existing parole . 
policies and' practices and thus gave us a "base" 
from which to estimate the impact of alternative 

51 

policy modifications, such as increasing term 
lengths for certain offenders and decreasing them 
for others. 

.The second study was directed to an .entirely 
different concern, Le., the identification of 
the types of offenders who fail at the highest 
rates while on parole and/or pose the greatest 
threat to society after release from prison. The 
goal of th~study was to identify through various 
"risk-assessment" techniques the characteristics 
of "high-risk" offenders and thus also of "low
risk" counterparts. The resulting prediction 
"guidelines" could alsG be called descriptive in 
that they describe the past performance of vari
ous categories of parolees. However, they are 
also highly prescriptive in that they provide use
ful information for the parole board in screening 
inmates for potential risk to society. It is 
this prescriptive function that holds the potent
ial benefit both to the Board and ultimately to 
the state and to the general public in terms of 
reduced expenditures for corrections and better 
public protection. 

Offender Risk Assessment 

The risk assessment portion of the project 
was completed in mid-1980, following approximate
five years of research at a cost of over 3,000 
man-hours and $300,000. The final product en
tailed two predictions, one of recidivism in gen
eral and the second of new violence. Using the 
Mean Cost Rating (MCR) , the Coefficient of Pre
dictive Efficiency (CPE), and general percentages 
of correct prediction, the staff determined that 
the system was approximately 75% accurate in pre
dicting both violence and general recidivism, es
tablishing the Iowa system as one of the moSt, if 
not the most, accurate system in the country. 

Following the completion of the recidivism 
research, the staff devoted the next several 
months to completing research on time-served pat
terns and on interrelating the results of the two 
studies. Essentially, a set of descriptive guide
lines of past parole practices was devised and 
was then modified to reflect the application of 
risk assessment as a separate "dimension" of the 
decision to parole. Guideline terms of expected 
time-to-be-served were modified to allow for long
er terms for the highest-risk offender and short
er terms for the lower-risk ones. The new "pre
scriptive" guidelines were carefully structured 
to achieve a definite anticipated impact on the 
prison population, in terms of increased paroles 
of lower-risk offenders, and on public protection, 
in terms of reduced recidivism and violence among 
parolees. 

The structure of the current prediction/risk
assessment system is summarized in Figure 1. The 
process involves five steps, based on an analysis 
of four types of offender factors: (1) Age at 
Conviction, (2) Substance Abuse History, (3) Cur""' 
rent Offense Classification, and (4) Prior Crimi
nal Record. The emphasis of the system is on the 
identification of types of recent serious crimi~ 
nal history, coupled with other good predictors 
of.recidivism such as an early age at the current 
conviction, a serious substance abuse history, 
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and conviction of an offense that i~ frequently 
repeated. We find, then, that the most .. danger
ous or recidivism prone offender is typically a 
male in his late teens or early twenties who. has. 
a history. of·serious substance abuse, who. has had 
a recent serious prior involvement with the jus
tice ~ystem, and who is currently convicted of an 
offense such as burglary, robbery, motor vehicle 
theft, forgery, or aggravated assault. 

In the new model, there are effectively 
three levels of risk, labeled Poor Violence Risk, 
Poor Property Risk,and Good Risk. Recently, SAC 
staff t.ested' the accuracy of the new model .on a 
sample of 722 ex-prisoners followed for approxi
mately four years each. Figure 2 illustrates 
the high level of accuracy of the model ,on this. 
sample, 1. e., the Poor Risks constituted 35% of 
the sample yet accounted for 85% of the total, 
threat of violence.' These figures translate 
roughly into 85-90% accuracy in prediction. 

Figure il 

The Iowa Risk Assessment Model 

Step I - 4-Factor Scoring 

o Substance Abuse History 
o Current Offense Classification 
o Age at Conviction 
o Total Volume of Past Record 

Step II ~Offender Typing 

o Violent Offender/Non-Violent Offender 
o First Offender 
o Burn-out Factor 

Step III - Special Risk Factors 

o Prior Felony History 
Q. History gf Violence 
o Street Time Since Prior Offenses 

Step IV- General Risk Assessment 

o Combination of 4~Factor and Special 
Factor Results 

o Application of First Offender and 
Burn-out Classifications 

Step V - Violence/Property Risk Assessment ,-

o Combination of <kneral Risk Assessment and 
Violent Offender/Non-Violent Offender 
C1aflsification 

Guideline Implementation and Impact 

In early 1981,theParo1e Guidelines System 
was put into fimll forlJ.l and was presented to both 
the' .Board of Parole and the Iowa General Assembly 
for consideration to aid inamelioradng the pri.., 
son population problem at the time. Subsequent
ly, the Board agreed to begin 4sing the guide
lines and was given further support for that de-
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Figure 2 

The Iowa Risk Assessment Model 
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decision by the passage of 1I. F. 849. which requi~1 
.ed the Bo.ard to considf,;!r statistical predictions 
of recidivism in making parole decisions. In 
April:' 1981, the system was. formally implelDented, 
and since. that tilUe (to Au'gust, 1983) • the Board 
has reviewed over 4.000 ~ases in which guideline 
information was available. . . 

Early in the' project, whEm.theBoard was 
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stilladj usting to. the use of the guideUnes, 
and when the SAC staff had.yet to. fully.under.., 
s~and the complexity of tbe parole decision, tbe 
rate of agreement betweenrecolll!llendations and 
actual parole decisions was. in the neighborhood 
of. 40-60%. At the preElent time, however,we see 
about a 75.-80% rate of agreement. Further, the 
Board members themselves have expressed the feel
ing that they've come to depend on the. guidelines 
to help them make good deci~ions. It would ap
pear that the "prescriptive" nature of the guide
lines will soon become more "descriptive." 

In H.F. 849, the General Assembly called for 
a final report to .be submitted by January I, 1983 
on the progress of the Parole Guidelines System. 
The report, entitled The Impact.of Objective 
Parole Criteria on Parole Release Rates and Pub
lic Protection, documented that 'the guidelines, 
combined with a legislatively imposed population 
limit) :bad; contribute.d. . to,a 52% inl!re!ls~' in pa
roles during 1981-1982 over tbe'previous two 
years, which served to prevent extremely serious 
overcrowding in state prisons. Further, with the 
aid of the violence-prediction portion of .the 
guidelines, the Board of Parole was able to re
duce the rate of violent crime among parolees by 
35% and the general threat posed by a typical 
parolee by 17%. Despite .the huge increase in pa
roles, the conclusion of the report was that pub
lic .. protection had ~ been compromised in the 
process. 

Transferability of the Iowa Model 

During the last several months, the Statis
tical Analysis Center bas considerably simplifi
ed lll1cL :!'1ll:Q~~Yed ,the .risk~as!l.eli!smentJ:!ystem; with. 
the result that it is now judged suitable for, 
use outside the Eltate. During the next year, the 
Iowa .SAC will be preparing a series of manuals 
and reports d~Jigned to int~rest other juris
dictions ineitl1er adopting the Iowa model or in 
conducting parallel research. This effort is 

-being funded bytlieBureau of Just:Lce Statistics 
wi~h support from the Criminal JU1;ltice Statistics 
Association. 

The present simplified risk-assessment model 
has been shown to be approximately 88% accurate 

'in predicting serious. recidivism and violence. 
The Iowa SAC conservatively.estimates that, ~ith 
the Iowa model,. pri~on pop~jlations nationwide 
could be reduced by 20% witl1 11,0 increase in 
threat tothegenera,l pl.\blic. Furtller, with m.ore 
emp.hasis on incapacitation of potential recidi,
vists, the total threat.to society pqsed bypa
roles .could be .reducec1l by 35% while simultaneous~' 
ly reducing· prison populations by .5-10%. Various 
strategies/scenarios for implementing the Iowa 
model would . lead to varying 1?enefits in .reduced. 
prison population1;land. enhancecl public protect
ion. In any case, considering the a,pparent im.
pact ,that recidivism/parole l:'esea.rch l1al? had 9n 
the.prisonpopulationproblem.in Iowa, we strong~ 
ly recommend that other states begin consiclering 
simila.refforts. 
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The Classified Sentencing System 

The Iowa Classified Sentencing System is 
another example of the· application of research 
methods to the solution of a perplexing problem in 
criminal justice. Over the last several years in 
Iowa, as elsewhere, there has been a growing dis
satisfaction with parole and the indeterminate 
sentencing system. Critics point to generally un
fettered discretion vested in paroling authorities, 
the early release of sometimes dangerous criminals, 
an emphasis on rehabilitation and reintegration at 
the expense of punishment and deterrence, and the 
general lack of fairness and "justice" in the de
termination of criminal penalties. 

In 1976, for example, the Iowa General Assem
bly enacted a group of mandatory sentence provi
sions that prohibited the granting of probation to 
certain class.es of offenders and established mini
mum prison terms for others. Applicable to about 
10-15% of prisoners, these provisions narrowed the 
gap between the present indeterminate system and a 
determinate model eliminating parole release dis
cretion. However, in 1982, following a series of 
murders charged to parolees from state institu~ 
tions, the legislature began deliberations on fur~ 
ther limitations of parole discretion. 

Testimony was received from many sources, in
cluding county attorneys, judges, andother public 
officials to the effect that the indeterminate 
sentenCing system was-not working and that the 
state should move to a determinate system in which 
judges would have greater control over time served. 
Some further advocated the'move to a SentenCing 
Guidelines System to allow structured discretion 
far-.;,j udges- -i·n setting'-prison terms. 

During the latter half of 1981, in anticipat
ion of legislative debate on sentencing reform dur- . 
ing the upcoming session, the Governor established 
a body called the Interagency Council on Criminal 
Justice Planning. Thi1;lbody was ch<!:!;ged.with .. the 
development of alternatives and. proposals .for leg
islative .debate on this issue. a,mong others. The 
Statistical Analysis Center was asked to provide 
staff support for this effort and, as a, result, 
undertop~ in-depth research into various sentenc
ing models and systems. 

In part, this involved the documentation of 
the relativeadva,ntages and diEl&dvantages pf ,deter
minate and indeterminate sentencing, including the 
potential impact. on prison. population, reCidivism, 
and othel;' facets of system operation of .the move to 
a determinate model. Further ,consideration was 
give!} to the possibility of.a "hybrid" system.in
corporating.aspectscof both extremes, Specifical
ly, a system was devised by SAC staff' that would 
allow for continuation of the parole release func
tion.only within def.~nite limits .to be set by 
law. A simple .classification system. based on cur
retlt offense severity "and . past adult felony cqnvic
tiqns was devised tl\at ·wou.ld allow the legislature 
to I?et basi,c ",rang~s" of parole discretion .as!?ociat
ed with these .. factors.. The .more ser;!,ous the past 
and present offenses, the less' thediscr.etion al
lowed for~arly ,1;'e1ease, and the greater the po':' 
tential maximum penalty. 
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This Classified Sentencing System was, struc

tured in such a manner that it could be incorporat
ed directly into .theCode of Iowa yet retain aon
siderable discretion at tke. parole. l~e'l. Fur
ther, tbe Habitual Offender Classification Sys
tem, which measures the seriousness of the past 
record, was structured to correlate strongly with 
the risk of recidivism as ascertained from recid
ivism research previously conducted in Iowa. In 
this manner, potentially 10uger terms could be al
lowed for the most dangerous offenders, while the 
early release of low-risk offenders would be fur
ther encouraged. The Classified Sentencing Sys
tem would thus provide for greater potential im
pact of the previously discussed Parole Guidelines 
System on prison population and public protection. 

Following extensive work with legislative lead
ers in ironing out the details of the system, a 
bill was introduced and passed by the Iowa House 
of Representatives on a 94 to 2 vote. However., 
because of other pressing matters, time ran out at 
the end of the session before the bill could be 
passed by the Senate. Further, many key legislat
ors left the General Assembly prior to the next 
session, and despite the support of newly elected 
Governor Branstad, the bill died in committee. in 
1983 due to a lack of understanding of its rami
fications. 

Nonetheless, the Classified Sentencing System 
is now being considered by the Iowa Board of Pa
role for incorporation in their administrative 
rules. If adopted, the system would serve to es
tablish "parole policy guidelines" to provide 
basic expectations on time served for the Board, 
for inmates, and for the general public. This 
move has the support of the Governor and may well 
deflate any further interest in a move to deter
minate sentencing in Iowa. 

Sentencing and Community Correc~ions 

The whole issue of sentencing policy and the 
use of community alternatives to incarceration 
has been at the forefront of criminal justice 
debate in Iowa for a .number of years. Following 
the early success of the Des Moines Project, 
which received the first "exemplary" designation 
from the Law Enforcement Assistance Administration, 
the Legislature moved quickly in 1973 to fund a 
statewide community corrections network. Based 
on favorable evaluations of the Des MOines Project 
prepared by the National COuncil on "Crime and De
linquency, eight locally administered community 
corrections projects were established across the 
state offering pre~trial release screening, pre
tri.al supervision, pre-sentence investigation, 
probation supervision, and community residential 
corrections services. 

With the new emphasis on the use of community 
corrections programs, the widely expressed ex
pectations of corrections officials, the Legisla
ture, and the Governor were that Iowa was enter
ing a new era of de-institutionalization of adult 
offenders. Some officials even speculated openly 
that one of the two major prisons in the state 
could soon be closed with the exPected decrease in 
the prison population. 
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In 1976, following a 22% increase in the 
population during 1975, a special "blue ribbon 
committee," officially entitled the Advisory Com
mission on Corrections Relief, was appointed to 
study the sources of the increase and to offer op
tions to rei"-.olve the apparently growing prison pop
ulation problem. This commission collectBd ext en
sivedata on trends in various correctional popula
tions and on the characteristics of prisoners and 
community corrections clients. 

The conclusion of the Commission, after a care
ful consideration of available evidence, was that 
the prison population problem was only temporary 
in nature and that no new prison construction was 
necessary. The basis for this conclusion wast'~o
fold. One, the Commission's analysis of a profile 
of state prisoners in4icated that as many as 15-20% 
of committed offenders could, and should be'divert
ed to community corrections programs with little 
additional threat to public safety. Two, the Co~ 
mission observed that the community residential 
corrections programs had been implemented in only 
one of the state's eight judicial districts, and 
that establishment. of these programs in temairl'ing 
districts would reduce "unnecessary" prison commit
ments. 

Since residential facilities were to be expand
ed statewide during 1977, the expectation of the 
Commission was that individuals of the type iden
tified in the 15-20% group would no longer be sent 
to prison. This observation was further supported 
by the estimate of a public official that the ex
isting residential program in Des Moines had oper
ated as an alternative to imprisonment, rather 
than to probation Qr other programs, f01: 75% of its 
clients. In fact, the Commission developed a pri
son population projection that indicated a decline 
in the population in the foreseeable future based 
on the impact of the new residential programs. 

However, the expectations of the Commission did 
not hold true, despite the full implementation of 
the community corrections model. In fact, the pri
son population continued on the previous upward 
trend as if nothing whatsoever had happened in the 
interim. 

During 1977-1978, a second group called the Cor
rections Master Plan Task Force was formed to study 
the COmmission's findings, to determine the sources 
of error in their estimates, and to make further 
appropriatE' recommendations. This group concluded 
that the major error in the COmmission's calcula
tions derived from a faulty estimate of the potent
ialimpact of the new residential programs on the 
prison population. By means of a careful statis
tical analysis of offender characteristics, the 
Master Plan staff cOncluded that instead of. the 
75% estimate used by the Commission, at most 20% 
of residential corrections clients were being di
verted from the state prison system, and no more 
than 15% successfully. The Commission had vastly 
over-estimated the impact of the community cor
rections progr~m on the prison population. The 
majority of residential clients were in fact young 
property offenders without serious prior records, 
most of whom would have been placed on straight 
probatio~"had the residential programs not been 
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available. The full conclusions of the Master 
Plan group on this issue are d~tailed in the re
port Crime and Criminal Justice in Iowa: Volume 
IX - Prison Population from the Statistical 
Analysis Center. 

The SAC report concluded further that the 
members of the 15-20% group identified by the 
Commission were not in fact better risks for re
lease than were remaining prisoners, partially 
due to the fact that the Commission's analysis 
ignored factors associated with the risk of recid
ivism. However, this opened up a whole line of 
research by the sAc as to the identification of 
individuals committed to state prisons unneces
sarily, i.e., who could safely be placed in com
munity corrections programs without depreciating 
the seriousness of convicting offenses. 

As in the Commission's analysis, the SAC ex
amined this issue in relation to the problem of 
jurisdictional disparity in sentencing. It soon 
became apparent that many of the so-called r(marg
inal" commitments to state prisons· were coming 
from certain counties and judicial districts where 
more reliance was placed on the use of imprison
ment as a sentencing alternative. In 1979, a com
mittee was appointed by the State Supreme Court to 
study the sentencing disparity problem, with SAC 
staff providing research support for the project. 

Following the study of approximately 17,000 
felony sentences handed do~ in the state during 
1974-1979, the SAC developed a statistical model 
for ascertaining the extent of sentencing dispar
ity across state jurisdictions. The application 
of this model led to the conclusiQn by the Com
mittee that sentencing disparity by jurisdiction 
did exist in Iowa, and that it was Significant, 
but that it did not constitute a serious enough 
problem that remedial steps should be taken,at 
that time. ' 

Despite the conclusion of the committee, in
terest continued in the state in the sentencing 
disparity phenomenon, especially in. light of the 
fact that the prison population was continuing to 
rise. With the prison population problem as a 
major source of inspiration, the SAC became heav
ily involved in the study of existing sentencing 
policies of judges and generally in a line of re
search parallel to the study of parole decision
making. In fact, a system of model sentencing 
guidelines, based on the same classification 
scheme a's the parole guidelines, was formulated 
"in late 1980. " The reports Risk Assessment in 
~ and Offender Risk Assessment: Implications 
for Sentencing and Parole Policy from t~e, SAC 
discuss the results of th~, sentencing research 
and the potential impact or implementation of the 
model guidelines. 

It was the estimate of t~e SAC that both the 
number of commitments to state.'. prisons and the 
burden of recidivism among con~,unity corrections 
clients could be reduced by 25%\ .. if judges would 
begirt using the 1I\0de;I. guihe line s' in reaching sen
tencing decisions.' Although the sentencing guide'
lines were not implemented in the same manner as 
the parole guidelines, they were tested i~ Polk 
County during 1981 with apparently favorable 

55 

results. 

In early 1982, following c~ntinued increase 
in prison population, the Department of Social 
Services, which operated the prison system and 
monitored community corrections, asked the SAC to 
undertake a study of the impact of jurisdictional 
sentencing disparity in the prison population and 
to look for means of solving the problem. As a re
s~lt, detailed offender and offense information was 
collected from inmate files on 559 individuals com
mitted to state prisons during 1981. The staff 
calculated risk assessments on all 559 offenders 
and otherwise developed measures of the serious
ness of the committing offense, the prior record" 
and other factors affecting the decision to impri
son. A model was then constructed to judge the 
"marginality" of a given commitment, 1. e., the ex
tent to which a given offender might have served as 
a good candidate for community corrections. 

The conclusions of this study, which have yet 
to be published, were that (1) approximately 15-
20% of committed offenders could insteaa have re
alistically been placed in community .corrections 
programs without serious additional threat to so
ciety and (2) the bulk of these "marginal" commit
ments were coming from certain judicial districts 
and counties with higher than average commitment 
rates. This suggested an avenue of approach to 
solving the problem by working with judges in those 
jurisdictions in better identifying good candidates 
for release. 

Further, SAC staff formulated a strategy for 
the identification of "marginal commitments" soon 
after prison admiss"ion to allow corrections offi
cials to recommend such individuals back to the 
court for reconsideration of sentence and release 
on shock probation. It was envisioned that this 
process would also provide candidates for early 
parole. To date, the project has not gotten un
derway due to a problem with the timely generation 
of inmate files in the Parole Board Office. None
theless, the SAC fully intends to pursue this pro
ject as time permits. 

Looking at Statistics in the "Right" Way 

Much of whci't we have discussed so far has 
concerned rather sophisticated studies of recidi
vism and decision-making patterns and the struc
turing of guidelines and other tools for translat
ing research into practice. However, there are a 
number of quite simple and straightforward func
tions that researcAorganizations can undertake 
that can have an i.llf:.jct on criminal justice policy. 
Two examples of such application come to mind. 

In late 1981, ~"hen the Interagency Council on 
Criminal Justice Planning was discussing system 
problems and needs, it was noted that the increase 
in the prison population during the preceding se
veral years had been accompanied by a nearly cor
responding increase in the level of reported vio
lent crime in t.he state. This concurrence in 
trends had frequently been noted by legislators and 
other system critics, and served to convince many 
that a new state prison was necesssary to meet the 
increase in violent crime.·, 
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However, in presenting the informat.ion to the 
Council, the staff noted that the increase in 
violent crime had, in fact, very little relation
ship to the increase in the prison population. 
The reason for this derived from a more careful 
examination of the crime data and of basic statis
tics on system operation. The SAC staff observed 
that almost all of the increase in violent crime 
in Iowa between .. 1975 and 1980 fell in one cate
gory--aggravated assault. The number of murd
ers, rapes, and robberies had changed very little. 
Further, aggravated assaul~" is the one violent 
crime that is unlikely to i~ad to imprisonment 
for several reasons. First, many are reduced to 
simple assaults, which can't possibly result in a 
prison term. Second, the commitment rate among 
persons convicted of aggravated assault is compar
able to that for burglary and is much less than 
that for the other violent crimes. Finally, most 
aggravated assaults are charged at a level that 
cP.h. lead to at most a one- or two-year prison 
S"entence, with the result that persons convicted 
of t"hat crime gen,erally serve shorter than aver
age prison terms. All this is reflected in the 
fact that only a very small fraction of prisoners 
are committed for aggravated assault. 

These observations established clearly that 
the increase in reported violent crime in Iowa 
during 1975-1980 was very IDisleading. The SAC 
staff demonstrated that much of the increase in 
the prison population during 1975~1980 was not 
due to an increase in violent crime, but rather 
to an increase in adult arrests for non-violent 
crimes such as burglary. This observation was 
vital to an understanding of what had indeed been 
happening in Iowa's criminal justice system and 
where the ~jor problems 19y. 

A second situation arose in early 1981 dur~ 
.ing legislative debate on a solution to the 
prison population problem. At that time, the 
General ~~sembly was made aware that the prison 
population had jumped by 18% during 1979-1980. 
Further, the Department of Social Services had 
noted that prison a~issions had increased by 
12% from 1977-1978 to 1979-1980, and based in 
large part on this trend, the Department was 
projecting a further increase in the population 
through 1982. Since therp. is very little 
that can be done to reduce admission levels di
rectly, indications were that new construction 
might be necessary to meet future populations. 

However, in taking a closer look at prison 
population movement data, the Statistical Analysis 
Center observed that the 12% increase in admis
sions during 1979-1980 was actually an artifact 
of the advent of sback probation as a sentencing 
alternative for judges. In fact, 86% of the in
crease in admissions was of offenders who would 
end up serving no more than three months in pri
son. As a result, the impact on the prison 
population of increased admissions was far less 
than 12%. Further, most shock probationers are 
young property offenders without serious records 
who would have been placed -in community correct
ions minus the shock probation option, i.e., the 
12% admission increase was for the most part not 
of regular "prison types." Instead, the SAC'docu-
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mante~ that 7~% of the ,increase in the p~ison 
popuIationduring I~79"":'1980was due· to',a 29%' re
duction in paroles from 1977-1978. This apparent
ly had gone unnoticed, or at least was not suf
ficiently emphasized in the analyses by the De
partment .and its consultants. 

As a result of the more accurat.e trend ana
lysis provided by the SAC, the legislature re
cognized the real source of the problem at the 
time--reduced paroles--and subsequently enacted a 
prison population cap, placing most of the re
sponsibility for population control with the Board 
of Parole. 

Much of the work we have. done in Iowa leads 
to the conclusion that many of the assumptions 
upon which the justice system has operated in the 
past are clearly in error. Study of the prison 
population and of sentencing practices has brought 
to light many of these false assumptions. 

One example which is applicable in almost 
every state pertains to jucicial sentencing 
practices. In discussions with criminal justice 
professionals, legislators, and concerned citizens, 
everybody agrees that judges send the "worst 
risks" to prison. After all, what judge would 
jeopardize the public by knowingly referring high 
risks to non-~ecure settings? 

Our study of Iowa sentencing practices, com
bined with offender-based risk assessments, shows 
clearly that there is not a strong risk-related 
dichotomy between those sent to prison and those 
who remain in the community. While it is possible 
to develop a system of classification that would 
generally separate "prison types" from "Community
based types," such a system would not necessarily 
correlate strongly with risk. In Iowa, for example, 
the. highest average risk for new property crime is 
found among thQse referred to community residential 
facilities, not among those sent to prison. 

Another example is foun~ in the dichotomyfre
qently made between those sent to prison for prop
ertz offenses and those referred for violent crimes. 
In discussions about methods to avoid prison over
crowding in Iowa, it has not been unusual to hear 
support for the concept of releasing property of
fenders at earlier dates, while either maintaining 
or lengthening terms for violent offenders. Much 
of this debate apparently is based upon the belief 
that those committed to prison for violent offenses 
are significantly more dangerous to the public 
than those committed for property offenses. 

Drawing such a simplistic dichotomy, however, 
shows little appreciation for either the nature of 
many violent crimes or for the development of 
criminal careers. Iowa research shows clearly that 
many of those committed to prison for violent 
crimes are incarcerated not because of lengthy 
criminal careers 9r dangerousness, but due to the 
severity of a single offense. While society may 
frequently feel the need to punish single offense 
violent· offenders, our research indicates that many 
present very little threat to society if referred 
to community--based or other non-secure correction
al programs. 
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On the other hand, many ~f the property 
offenders sent to prison constitute real threats 
to public safety, not only for new property crime, 
but for violen.t crime as W&l.L Tbis iii ,true in 
part because of many of the propertY offenders 
sent to prison are committed due to lengthy 
criminal careers and a series of past failures 
in community-based programs. Many of them are 
incarcerat(!d in their. late teens and early 
twenties during vety active portions of their 
criminal careers. Some, while they show only 
property offenses on their rap sheets, will 
ultimately "graduate" to arroed robbery-and 
c;.thermore serious violent offenses. 

The lesson in this is that resaarchmay fre
quently be of assistance in examining·the 
vaUdity of the information and assumptions. upon 
which policies Ilre based. This- is. part1.cul-arly 
true in the justice system, as all too frequent
ly polic,ies andprocedurea exist simply because 
people have gotten used to them. Many of the 
~ecisions made in the justice system historical
ly have been made by ,I the seat of the pants." 
Note: 

We are starting to make some progress in 
this area, however, as practitioners and planners 
become more comfortable with basing their de
cisions upon good information. We researchers 
have an obligation'to assist the policymakers 
in reaching informed conclusions. 

Our experience with the Iowa Board of 
Parole is instructive. The Board wasn't quite 
sure about the utility of statistical risk 
assessments when they first became available 
to them two years ago, and at first they viewed 
the assessment somewhat suspiciously. After 
having referred to individual assessments since 
that time, however, they now report a.need 
for the assessments to make informed parole 
decisions. The researcher who attends the 
needs of practitioners and policymakers 
can have significant impact on system 
operation, and, to our thinking, is 
perhaps the best hope for improved justice 
system operation in the future. 

*We have space here to give no more tban a general overview of the development, st~ucture, 
application, and! impact of the Pat'ole Guidelines System. For a detailed discussion of 
these topics the reader should refer to several publications from the Statistical Analysis 
Center. In addition, two other reports provide useful references in understanding the 
Iowa research: 

"Finding the 
Planning and 

Keon S. Chi, 
Project, The 

Balance 1.n Prison Sentencing," Iowa Review Quarterly, Office for 
Programming, Winter, 1983, Volume 2, Number 1. 

Offender Risk Assessment: The Iowa Model, Innovations Transfer 
Council of State Governm~,nts. July, 1983. 
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Is Crime Seasonal?* 

Carolyn Rebecca Block, Statistical Analysis Center! 
'Illinois Criminal Justice Information Authority 

Introduction 

Researchers and policy makers often take for 
granted that seasonal fluctuation in crime is an 
established fact. To suggest otherwise goes 
against the grain of a long tradition in 
criminology. Indeed, Brearley (1932:161-199) 
begins his review of the literature on criminal 
seasonality with Hippocrates, and Wolfgang 
(1966) citfts scholarly works dating from 1825. 

Quetelet, a Belgian statistician and one of the 
earlies~ investigators of seasonal fluctuation 
in crime (1842:90;also see Sylvester,1982), 
states, 

The seasons, in their course, exercise a 
very marked influence: thus, during sum
mer, the greatest number of crimes 
against persons are committed and the 
fewest against property; the contrary 
takes place during the winter. 

The assumption that crime occurs seasonally 
continues to be made today. In heralding the 
"War on Crime" of the Johnson administration, 
the President's Commission on Law Enforcement 
and ·the Administration of Justice (1967: 27) 
stated that 

Murder is a seasonal offense. Rates are 
generally higher in the summer, except 
for December, which is often the highest 
month and almost always 5 to 20 percent 
above the yearly average. In December, 
1963, following the assassinatipl,1 of 
President Kennedy, murderJ ::t~-.:..::. -·~e:L-ow the 
yearly average by 4 percent, one of the 
few years in the history of the UCR that 
this occurred. 

One of the most influential basic criminology 
textbooks in the United States, Sutherland and 
Cressey (1978:82), ~tat~s that 

statistical studies show very uniformly 
that crimes against property reach a max
imum in winter months, and crimes against 
the person and against morals in the sum
mer months. 

In reality, the answer to the question, "Is 
Crime Seasonal?" is not nearly 80 straight
forward as these quotes would suggest. Some 
types of crimes fluctuate with the seasons, 
while others do not. The same crime may show 
seasonal fluctuation in one geographic area, bu't 
not in another. The same crime in the same 
geographic area may fluctuate seasonally during 
one time period but not during another. In 
addition. the decision as to whether or not a 
Iparticular series is seasonal depend.f':'upon the 
conceptual and operational definition of 
seasonality the decision-maker uses. 
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This report first reviews some analytical issues 
that must be considered in decisions regarding 
the seasonal fluctuation of crime. Second, 
using analysis that the Statistical Analysis 
Center has conducted over the years, the report 
answers the question, "Is crime seasonal?" for 
specific crime types, places, and time periods. 

The report ends with a review of analyses, pub
lished and unpublished, that deal with seasonal 
fluctuation in crime, including a review of. the 
findings of a previously unpublished survey of 
analyses done at the state level. Studies were 
not selected for inclusion in this review bib
liography on the basis of good methodology or 
any other quality criterion. The report s.imply 
attempts to provide a comprehensive review of 
the existing literature. 

Issues in the seasonality of crime 

The question, "Is crime seasonal?" is not 
easily answered with a yes or a no. The answer 
~epends upon the statistical criteria used to 
make the decision (see Block,1983). Methods of 
seasonal analysis are not completely objective. 
Their results must be interpreted, and 
researchers using the same method. may come to 
differing conclusions. !here is even dis
agreement among statisticians on the ver~ 
definition of seasonality. 

·For a complete discussion of alternative 
conceptual and operational definitions, see 
Block (1983). For the purpose of this report, 
we will U53 Kallek's (1978:15) simple 'and 
straightforward definition: 

Seasonality refers to regular per iod ic 
fluctuations which recur every year with 
about the same timing and with the same 
intensity and which. most importantly. 
can be measured and removed from the time 
series under review. 

Not all analysttl concur with this definition. A 
case in p?i~t ia, Warren. et al. (1981), w~o 1\ ' 
found homlclde to have a seasonal pattern tliat 
changes from yealr' to year. That is, a "peak 
month" in some Yllars is a "trough month" in 
other years. ThE! authors conc lude::"Jthat homicide 
is seasonal, but :;"inconsistent." Since year-to
year consistencY"is implied in Kallek's defi
nition, if we accept that definition, "incon
sistent seasonality" is a contradiction in 
terms. 

This aection deall' with several methodological 
and analytical is~iues that affect an investi
gator' • ,decision ~.IS to seasonality. These 
iSlues may explairl the seemingly contradictory 

,results of some st',udies of seasonal fluctuation 
in crime. 
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Length of series. Generally, a number of years 
of data are necessary in order to answer the 
question, "Ia this crime !leasonal?" with 
confidence. A series shorter than seven years 
is considered too short for a definite decision 
about the presence of seasonality (see Block, 
1983). The rea610n for this'" becomes clear if you 
consider that, in one year, you observe one 
ins tam:e of each luonth. In six years" you would 
have only six observations of Jan~aries, six 
observations of Februaries, and so q~. 

With an increasing number of observations 
(years), seasonal fluctuation is described more 
accurately. A few ext~emes will have less 
effect on the total analysis in it longer series 
than they will in Il,-s"ort series. Also, with a 
very short series ,otily ~t!.'!lng se.asonal 
fluctuation is likely to'produce statistical 
significance. In general, the longer the 
series, the mo~e likely that relatively weak 
seasonal fluctuation (that ia, however, 
consistent over time) will be significant. 

Table 1 shows the effect of length of series on 
a seasonal analysis, using the same method 
(Census X-II) and the same statistical criteria 
(F of stable seasonality and percent 
contributions of the seasonal and irregular 
components).. The F value is an indicator of 
significance, while the percent contribution of 
the seasonal component is analagous to a measur.e 
of aSiJoqiation.(l) The series, seven Index 
crimes in Illinois, begin in 1972, but extend 
either to 1977 (six yea;s) or to 1981 (ten 
years) • 

Because we cannot assume that observations in a 
time series are independent, the· stable 
seasonality F should be inter.preted as an 
indicato!:, of the degree of seasonality, not as 
an exact measure of significance. The "Plewes 
rule-of-thumb'i (Block, 1983) uses the irregular 
contribution as a means' of interpretin2 the F 
value. ThePl~~eB criteria are:-If th; .. -
irreg~lar contributes 30 percent or more of the 
total month-to-month variation, the decision 
should be "no stable seasonality," regardless of 
theF value. If the percent contribution is 25 
to 29, the F value needs to be at lea~t 15, and 
if the percent contribution is 15 to 24, the F 
value needs to be at le~st 2.41 for the series 

to be considered seasonal. An F value leas than 
2.41 indicates no stable seasonality, regardless 
o~ the irregular contribution. 

One effect of increasing the length of the 
~llinois Index' crime series was to increase the 
F value. This happened for murder, forcible 
rape, robbery, and burglary. Howev'er, the 
stable seasonality F values of aggravated 
assault, larceny/theft and motor vehicle theft 
~ere lower in the longer series. 

The percent contribution of the seasonal 
component over a one-month span does not always 
increase when the length of the series 
increases. For example, for forcible rape, the 
seasonal contribut'ion is 20.5% in the longer 

'series, and 27.2% in the shorter series, 
although the F is higher in the longer series. 
This is also true of murder and robbery. Why 
should this be so? 

It is, of course, possible that there is less 
seasonal fluctuation in the 1978-1981 years than 
in the previous six years. In that case, the 
addition of the 1978-1981 years to the series 
would decrease the seasonal fluctuation overall. 
However, if that were true, why would the 'p 
value increase? The answer to this apparent 
contradiction is that a longer series allows a 
more accurate description of seasonal activity. 
This more accurate description tells us that the 
seasonal contribution is less. Thus,. it is 
possible .that these violent crime Neries contai!), 
a weak degree of seasonalfluc:tuadon, and teat: 
this weak fluctuation lIlight become sig,nificant 
in series that are even longer than these. 

'The literatu~e of crime seasonality contains 
numerous examples of seasonal ane-lyses based on 
very short series, sometimes only one~year (see 
"Review bibliography," below). It isnot 
surprising that different analysts" analyzing 
the same crime but ,for varying time periods, 
would reach differi'rig conclusions about the 
presence of seasonll fluctuation in' that crime. 
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Local versus state or nation6l. What is th~ 
appropriate level of geogra~~ic aggregation to 
answer the question, "Is crime seasonal?" 
Should we look for an answer at the local level, 
or at the state or national level? On one hand, 

Six-Year Series 
1972-1977 

Ten-Year Series 
1972-1981 

Index Crime 

Murder 
Forcible rape 
Robbery 
Aggravated assault 
Burglary 
Larceny/theft 
Motor vehicle theft 

Stable 
F 

1.5 
8.1 
7.1 

49.5 
10.8 

104~6 
16.2 

% Contribution 
Seasonal Irregular 

(J 

3<;1.5% 
27.2 
34.4 
63.1 
52.8 
81.2 
51.9 () 

68.7% 
72.2 
60.5 
35.7 
43.2 
17.2;,', 
46.8,! 

,I 
• I' crlmes. 

: 
Table 1. Census X-ll results, Illinoisc:rndex 
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Stable % Contribution 
F Seasonal Irregular 

2.8 29.0% 70.4% 
10.0 20.5 79.0 
10.9 32.3 65.0 
45.7 59.6 38.5 
19.3 55.9 41. 7 
95.8 80.7 18.2 

.',13.0 39.1 59.6 

/: 
\ 

~ 

;~!~ .- , . , 
; • .! 

(; 
.~ ~ ~j 

'" 



--~-...-~-~-~----~ - ---------

--------------~---

"using local data may lead to erroneous conclu
sions about the seasonal pattern because of the 
small numbers involved and the possibility of 
local intervention or prevention efforts" 
(Michael and Zumpe, 1983). On the other hand, 
many, if not most, administrative and policy 
decisions in law enforcement are made at the 
local level, and relate to local policy. If 
these decisions are based on information about 
seasonality at at the n~tional level, they may 
lead to erroneous local-level conclusions 
(Coldren, 1!}80). 

The same phenomenon may vary seasonally in one 
place but not in another. Some geographic 
areas, such as a college town, a tourist mecca, 
or the home of the state fair, have an influx of 
population during certain seasons of the year. 
In addition, if the weather is an underlying 
cause of seasonal fluctuation, areas with 
different climates may experience differi,n& 
patterns of seasonality. For examples, see; in 
the "Survey of the states" below, Arizona, 
Delaware and Maine. 

The argument that the effect of local inter
vention or other "error" is "equalled out" in 
nationally aggregate data is spurious. Error 
never disappears, though it may be hidden. At 
the local level, with knowledge of the local 
situation, there is a better chance to discover 
and then control for local effects. 

The case of aggra'lat€,d assault demonstrates that 
conclusions about seasonal fluctuation in a 
crime may be very different, depending on the 
local area concerned. In Illinois, the F of 
stable seasonality in Index assault from 1972 to 
1981 varies by jurisdiction -- Chicago, Cook 
County (excluding Chicago), SMSA counties 
containing a central city, suburban SMSA 
counties not containing a central city, and a 
typical small city of less than 50,000 
population (see chart 1). The less urban the 
place, the more aggravated assault known to the 
police appears to fluctuate seasonally. 

Such a change in th~ F, a measure of signifi
cance, might be argued to be caused by a change 
in the number of observations. It is true that 
a longer series, or a series containing higher 
observations, is more likely to produce a high 
F, other things b~ing equal, and there are fewer 
reported assaults in Quincy than in Chicago. 
However, the lack of seasonal fluctuation in 
Quincy is evident not only in the F statistic, 
but also upon inspection of the graph. Despite 
the difference in scale, Chart 2 and chart 3 
show that there is clearly a pattern of seasonal 
fluctuation in Chicago, but no discernible 
s~asonality in Quincy. 

Does crime occur seasonally, or is it reported 
seasonally? Most homicides are, in their 
characteristics, a subset of another crime -
aggravated assault. They begin as a fight, 
brawl or argument. Although some homicides are 
prec1pitated by a robbery. a rape, a gangland 
"hit," or another non-assault circumstance, the 
great majority begin as a fight, brawl or 

== 
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Chart 1. Seasonal fluctuation of a~gravated 
assault: Illinois, 1972-1981 (Census X-II 
additive adjustment). 

argument, and escalate to murder. In Chicago, 
68 percent of the homicides known to the police 
from 1965 to 1981 began as an aBsault, 17 
percent began as a robbery, 2 percent began as a 
rape or burglary, and the rest involved other or 
unknown circumstances. (2) 

Homicides that begin as fights or brawls differ 
from homicides that begin as robberies in a 
number of ways, including the weapo::t, the place 
and time of occurrence, the victim-offender 
relationship, an1 many other characteristics. 
In fact, homicides that begin as assaults are 
more similar in their characteristics to 
aggravated assaults than they are to homicides 
that begin as robberies (see Block, 1977). They 
can almost be considered to be separate types of 
crime. A homicide that begins as a fight or 
assault can be thought of as a type of 
aggravated assault, one in which the victim was 
injured so seriously that death resulted. 

Because assault homicides are similar in most of 
their characteristics to all aggravated 
assaults, we would expect them to be similar in 
another characteristic, seasonal fluctuation. 
If more assaults occur in the summer months, for 
example, we would expect more assault homicides 
to occur in the summer. However, Chicago data 
'(table 2) indicate that this is not necessarily 
true. Aggravated assaults known to the police 
fluctuate seasonally. ,Assault homicides do not. 
Why does this occur? . 
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Chart 2. Chicago Index aggravated assault, 1972-1981.* 

Source: SAC edition, Illinois Uniform Crime Reports offense data. 

* Index aggravated assault includes aggravated assault, aggravated battery, and attempted 
murder. 
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Chart 3. Quincy Index aggravated assault, 1972-1981.* 

Source: sAc edition, Illinois Uniform Crime Reports offense data. 

* Index aggravated assault includes aggravated assault, aggravated battery, and attempted 
murder. 
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Additive Multiplicative 
Assumption* Assumption* 

Stable % Contributl.on Stable % Contribution Index Crirue F Seasonal Irregular F Seasonal Irregular 

All weaEon types 
Aggravated assault 109.1 70.0% 27.3% 104.5 70.3% 27.4% Assault homicide 6.2 25.1 74.3 6.2 \~ 25.7 73.7 

Firearms 
Aggravated assault 60.9 60.0.% 35.4% 54.2 57.4% '38.7% Assault homicide 4.3 24.2 75.2 4.2 24.1 75.3 

Oth'er weapons 
Aggravated assault 89.2 65.6% 31.5% 90.6 65.0% 32.4% Ass.ault homicide 3.8 29.3 70.3 3.8 24.2 75.5 

Table 2. Aggravated assault and assault homicide: Chicago, 1967-1981.** 

*Under an additive assumption, the seasonal and irregular components are independent; under 
,.a mUltiplicative assumption, they are not. For more detail, .see Block (1983). 

** • ~o~rces: ~ssault data,set re-constructed by the Authority from two sources, each con-
I.a~n~ng par~~al data: ,Ch~cag? Police Department records, and the City of Chicago Municipal 
Reference L~brary. T~me ser~es data are in 13 "police periods" per year. To obtain 
estimates of months for the present analysis, we used a moving average. This probably 
decreased the amount of seasonal fluctuation. Assault homicide: see note 2. 

In searching for an explanation, we hypothesized 
that, in fact, assault does not occur more often 
in the summer than in the winter months. 
However, it becomes known to the police more 
often in the summer months. More serious 
assa~lts! in~olving serious injury and possibly 
hosp~tal~zat~on, become .known to the police with 
greater likelihood than less serious assaults. 
They are reporte~ by medical personnel and 
hospital staff, and are more likely to be 
reported by the victims themselves (LEAA, 1972; 
Block and Block,1984). Less serious assaults, 
01', the other hand, tend not to come to the 
attention of the police unless they are public. 
They are more likely to be public in the 
summertime. In the warm months, an assault is 
more likely to occur outside, and if it occurs 
inside, the windows are ~ore likely to be open. 
Thus, we hypothesized that the explanation for 
the seasonality of assault and lack of 
~easonality of assault homicide is that neither, 
~n fact, occurs seasonally, but that more 
assaults become known to the police in the 
summer months. 

To test thishypot:hesis, we c.ompared seasonal 
fluctuation in the number of aggrav.ated assaults 
known to the police, and seasonal fluctuation in . 
the number of aggravated assault victimizations 
for the same place and time period: the United ' 
States from 1973 through 1979. The police data 
are Index aggravated assaults reported by police 
jurisdictions to the FBI through the Uniform 
Crime Reporting program. (3) Thevictimization 
data are aggravated assault victimizations 
(defined the same as Index aggravated assaults) 
estimated by the National Crime Survey.(4) We 
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expected to find much more seasonal fluctuation 
in reported assaults than in assault victimiza
tions. That is, in fact, what we found, as 
table 3 shows. 

Having found that reported assault fl~ctuates 
with the seasons much more than assault 
vict~mization, at least for the United States as 
a whole, we looked at the same relationship for 
another violent crime -- robbery (table 3). 
Robbery victimizations, like assault 
victimizations, do not fluctuate with the 
se~sons, but robberies known to the police do. 
Th18 s?ggests that less serious and less public 
robber~es do not occur more often in the swmner 
but are more likely to become known t.O the ' 
police in the summer months. . 

Because the hypothesis is grounded on the issue 
of "public" crime, and the degree to .which a 
crime is public may be related to whether it 
occurs in an. urban area or not, abetter test of 
the hypotheslS would compare seasonal fluc'tua':' 
tion in victim and police data in urban areas 
only.. If this. ~ere done, we would expect that 
the d~fference ln Census X-ll·results would be 
even higher. However, d'ata are not currently 
available to do<this.(5) Partial support is 
found in the abo\~ analysis of assault data (see 
"Local versus sta(;';e or national"). Aggravated 
auault series are more likely to be seaso.nal 
th~ more urban the place. It i~ also Supported 
by 'the seasonality of Chicago assaults by type 
of weapon, in table 2 above. The F of stable 
seasonality and the percent contribution of the 
susonal component are nigher for assaults 
without a gun than for assaults with a ,gun. 

r ' 

Additive 
Assum~tion 

Multiplicative 
Assumption, 

Stable % Contribution Stable 
F 

% Contribution 
Seasonal Irregular Index Crime F 

~&ravated assault 
Known to police 94.2 
Victim survey 7.5 

Robber;):: 
Known 1:0 police 100.4 
Victim survey 4.6 

Seasonal 'Irregular 

83.7% 15.0% 
31.0 68.4 

86.9% 10.6% 
34.0 63.7 

131.3 
7.4 

107.6 
4.5 

85.0% 
29.9 

86.9% 
27.3 

13.7% 
69.5 

11.0% 
70.4 

Table 3. Seasonality of victimization and reported crime: United States, 1973-1979. 

Perhaps assaults without a gun are less serious, 
result in lesser or no injuries, and are thus 
more likely to become known to the police in 
public situations, especially in the summer 
months. 

Is crime seasonal? 

In this section, we summarize the findings of 
analyses of seasonality in crime thl,l:!.: the 
Statistical Analysis Center of the Authority has 
conducted in the last few years, either in 
response to requests from users or in 
conjunction with a research project. 

The reader's evaluation of the findings 
presented here, and indeed the evaluation of any 
analysis of seasonality, should take. into 
'account the method and criteria used, the place 
and time period, and the definition of the 
crime. 

To facilitate comparison, all the analyses 
summarized here use the same method, the Census, 
X-II, and the same criteria, F of stable 
seasonality and percent contributions of the 
seasonal and irregular components over a 
one-month span. However, we have repeated many 
Of these analyses with a stochastic (ARIHA) 
model, andr,esu~ts are aV'lilable on request to 
the author. 

Crime definitions u8;ed are also consisten'i: 
throughout the section~ Index crimes, as defined 
by the Uniform Crime Reports. Even when we 
analyze victimization estimates from the 
National Crime Survey, we attempt to make NCS 
crime categories comparable to Index crime 
categories (see note, 4, above, and Block and 
Block,1984). The section summarizes, in turn, 
findings for each of the four violent Index 
crimes and three property Index crimes~ The 
eighth Index crime, arson, is not ~ncluded, 
because, in general, consistently defined data 
have not been collected for the minimum seven
year period. 

Place and time, however, change from analysis to 
analysis, and are noted for each. 

1) 

Sources of the time aeries analyzed intllis 
sl!ction are the following: 
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• United States 1970 to 1982: Uniform Crime 
Report:s, .FBI. See note 3. 

• National Crime Survey: See note 4. 

• Illinois, parts of Illinois: Authority 
version of the Illinois Uniform Crime Reports 
offense data or SHR, data. See Miller and Block 
(1983) • 

• Chicago Aggravated Assault: data set 
reconstructed by the Authority from two sources, 
each containing partial data: Chicago Police 
Department records, and the City of Chicago 
Municipal Reference Library. 

• Chicago homicide: Data collected from police 
homicide files, with the cooperation and 
assistance of the Chicago Police Department over 
a number of years and changes in administration. 
See note 2. 

• California. Los Angeles: Authority time 
series version of data obtained from the Bureau 
of Criminal Statistics and Special Services, 
state of California. 

• New York City: Lily E. Christ, John Jay 
College of Criminal Justice, City University of 
New York. 

'. Boston: Deutsch and Alt (1977); see "Review 
bibliography. " 

• Canada, Ontario: Time series files created 
by Craig McKie, Statistics Canada, from homicide 
data collected by the Law Enforcement Section, 
Canadian Centre for Justice Statistics, 
Statistics Canada. See Block, et. a1., 1983. 

Is violent crime seasonal? 
Homicide. The preponderance of the empirical 

literature finds that homicide does not vary 
seasonally. (6) In the "Review bibliography" 
below, see Deutsc.h andAlt (1977), Hay and 
McCleary (1979), Lamp (1982), and Michael and 
Zumpe (1983). However, the prevailing point of 
view in criminology seems to be that homicide is 
seasonal. See the quote from the President's 
Commission in the Introduction, above, and 
Warren, et a1. (1981). 



As part of various research projects and in 
response to user requests, the Authority has 
analyzed hundreds of homicide series for the 
presence of seasonal fluctuation. Most of these 
ser.ies were types of Chicago homicide or types 
of Canadian homicide; for example, homicide 
committed with a gun, homicide committed with a 
knife. and homicide committed with a blunt 
instrument. In addition to the Chicago and 
Canadian series. we have analyzed Boston 
homicide, California and types of California 
homicide. Index homicide in the United States, 
Index homicide in New York City. and homicide 
and types or homicide in Illinois jurisdictions 
outside of Chicago. Table 4 summarizes 
Bell-Canada(7) results for the ma}or Chicago 
homicide component series. 

In addition to the types of homicide presented 
in table 4. we analyzed more detailed Chicago 
homicide types. such as multiple offender 
assault homicide with a gun. We also conducted 
more detailed analyses. using the Census X-II. 
on any series Having a Bell-Canada F value of 
2.41 or over. After analyzing over a hundred 
Chicago series. we finally found one that showed 
some seasonal fluctuation. This may be one of 
the few cases in which the maxim. "the exception 
proves the rule." is true. Of the dozens of 
series, the only type of. homicide that 

Total homicide 

Firearm 
Knife 
Blunt instrument 

Assault 
Robbery 

Family 
Acquaintance 
Stranger 

Black victim 
White victim 
Male victim 
Female victim 
Offender age 15-19 
Offender age 20-24 
Offender other ages 

Single offender 
Multiple offenders 

Inside a residence 

Additive 
Assumption 

4.25 

2.86 
2.17 
3.15 

5.38 
2.07 

1.23 
2.36 
2.58 

3.05 
1.86 
5.34 

.39 
1.43 
1.13 
4.15 

5.05 
1.83 

1.28 
Inside a nonresidence 3.03 
Out of doors. vehicle 18.60 

Multiplicative 
Assumption 

4.13 

2.75 
2.07 
* 

5.20 
* 

1..26 
2.20 
2.04 

3.05 
2.12 
5.00 

.39 
* 

1.50 
4.10 

4.94 
1.59 

.90 
3.24 

16.56 

Table 4. Bell-Canada F of stable seasonality: 
Ctticago homicide 1965-1.981. 

*Because the series contains one or more zero 
values, a mUltiplicative adjustment is not 
applicable. 
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fluctuates with the seasons is homicide 
occurring out of doors or in a vehicle. This 
type of. homicide tends to occur half as often in 
January and almost twice as often in August as 
in an average month. ~ 

The Chicago analysis was duplicated with twenty 
years of Canadian homicide data. also 
categorized into component types. Consistently, 
each Canadian series showed a 10werF value than 
the corresponding Chicago series (see table 5). 
This was not due to more observations in the 
Chicago data; the opposite is the case. The 
Canadian series is longer. and contains about 
the same number of homicides per month as the 
Chicago series. 

None of the California homicide series. nor the 
twenty component California series, was seasonal 
(however. note that these series are short). 
The same is true in New York City and Boston. 

The only exceptiolll to the general finding of 
very low F values for homicide is United States 
homicide from 1970 through 1982. There are 
several possible reasons for this. First. the 
relatively high F value may reflect the high 
number of cases, which ranges from 1087 to 1866 
per month. Second. it may reflect some artifact 
in the data. These data were collected by the 
FBI from reports from local jurisdictions. and 
the number of jurisdictions increases over time 
(see note 3). Third. it is possible that 
homicide fluctuates seasonally in some United 
States localities that we have not analyzed. 
southern states for example. If so. seasonal 
fluctuation in these areas might override the 
lack of seasonalfluctuation.in Illinois, New 
York City, Boston. and California to produce 
'seasonality in the national aggregate. 

Even though the United States Index murder 
series is significantly seasonal according to 
the Plewes criteria, the degree of seasonal 
fluctuation is veFY small. An indicator of this 
is the "final seasonal factors," a result of the 
Census X-II analysis method. A seasonal factor 
can be interpreted a8 a monthly weight. If it 
is over 1.00, .then the month tends to be high; 
if it is under 1.00., then the month tends to be 
low. For example, the January seasonal fa'ctors 
for Chicago homicides occurring outside or in a 
vehicle; discussed above, are all l~ss than 0.50 
over the seventeen years, and the August 
seasonal factors all approach 2.00. 

In contrast, the seasonal factors for United 
States Index murder (multiplicative assumption) 
are close to 1.00 for all months. For 1982, 
they are the following: 

January .99 July 1.08 
February .90 August 1.07 
March .97 September 1.03 
April .92 October .99 
May .99 November .98 
June 1.00 December 1.07 

Seven or eight percent more Index murders tend 
to occur in July, August, or December than in 
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the typical month. About ten percent fewer tend 
to occur in February. Otherwise, no month tends 
to be particularly high or low. However, 
because this weak pattern is consistent over the 
thirteen years of the series, and becaUSE the 
number of cases is so high, the F value is 
relatively high. 

In summary. it is possible that certain types of 
homicide, such as those occurring out of dOQ~a 
or in certain parts of the country, vary with 
the season of the year. However, for most types 
of homicide in most places, seasonal 
fluctuation. if it exists at all, may be too 
weak to affect practical administrative or 
policy decisions. 

Additive 
Assumption 

Forcible rape. Forcible rape, another violent 
Index crime, is, like homicide, seasonal in the 

'United States as a whole (table 6). However. it 
is not seasonal. by the Plewes criteria, in New 
York City or in any of the Illinois jurisdic
tions we have analyzed. including three 
categories of counties: Gook County, which 
contains Chicago, small-~ity counties 
(nonmetropolitan countie,il -wi.th a city of 25.000 
to 49,999 population) ana ~~ral counties (all 
other nonmetropolitan counties). 

For other analyses of forcible rape, see, in the 
"Review bibliography" below, Deutsch (1978), 
Edgerton et al. (1978). FBI (1981), Lamp (1983), 
Marshall (1977), Michael and Zumpe (1983). In 

Multiplicative 
Assumption 

Stable % Contribution Stable % Contribution 
Index Crime F Seasonal Irregular F Seasonal Irregular 

Total homicide 
United States 1970-82 28.9 70.1% 28.2% 31.0 71.5% 27.1% 
Canada 1961-80 1.4 13.7 86.0 1.4 16.7 83.0 
Illinois 1972-81 2.7 29.0 70.4 2.8 29.4 70.0 
California 1976-80* 5.1** 44.0 53.8 7.8 49.2 48.7 
Ontario 1961-80 0.8 18.7 81.0 0.7 16.6 83.2 
Chicago 1965-81 5.6 30.5 67.2 5.3 27.1 70.7 
Other Illinois 1973-82 0.5 9.7 90.0 0.5 5;4 94.5 
New York City 1973-82 7.2 45.2 54.5 7.1 41.0 58.7 
Los Angeles 1976-79* 2.7 39.1 60.4 2.4** 35.8 63.7 
Boston 1966-75 2.8 26.8 72.4 2.7 27.7 71.5 

Homicide with a Bun 
Canada 1961-80 2.1 19.0% 80.6% 2.3 19.1% 80.7% 
Illinois 1973-82 2.0 26.9 72.5 2.1 9.0 90.3 
California 1976-79* 1.5** 35.2 61.3 1.6 9.6 89.9 
Ontario 1961-80 1.8 22.0 77.6 *** *** *** 
Chicago 1965-81 3.8 29.3 69.7 3.6 25{; 74.0 
Oth~r Illinois 1973-82 0.5 12.4 87.4 0.5 5.0 94.8 
Los Angeles 1976-79* 1.4 41.8 57.7 1.3 31.0 67.7 

Assault homicide 
Canada 1961-80 1.9** 22.0% 77.8% 1.7 26.6% 73.3% 
Illinois 1973-82 3.5 23.8 75.8 3.5 10.5 89.4 
California 1976-79* 3.0 29.8 69.3 3.0 25.8 73.4 
Chicago 1965-81 6.2 21.6 77.6 5.7 22.2 77 .2 
Other Illinois 1973-82 1.1 17.5 82.1 1.0 10.8 89.0 

Robbery homicide 
Canada 1961";80 1.9 25.1% 74.5% *** *** *** 
Illinois 1973-82 1.3 19.8 77.3 *** *** *** 
California 1976-79* 0.5 9.0 90.4 0.5 9.6% 89.8% 
Chicago 1965-81 2.4 9.1 80.5 2.4 19.1 80.5 
Other Illinois 1973-82 0.7 13.6 86.0 *** *** *** 

Table 5. Census X-ll results in selected homicide series. 

*Note that this series contains fewer than seven years. See "Length of series." 

**Moving seasonality present at the one percent level. 

***Because the series contains one or more zero val~es, a multiplicative adjustment is not 
applicable. 
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Additive 
Assumption 

-~-~----------

Multiplicative 
Assumption 

Index Crime 
Stable 

F 
% Contribution 

Seasonal Irregular 
Stable 

F 
% Contribution 

Seasonal Irregular 

United States 1970-82 110.8* 
Illinois 1972-81 10.0 
Cook County 1972-79 3.8 
Chicago 1972-81 ' 2.6 
Small-city counties 1972-79 1.7 
Rural counties 1972-79 12.7 
New York City 1973-82 10.9 

86.6% 
20.5 
27.6 
17.2 
27.6 
36.2 
40.3 

12.1% 
79.0 
71.9 
82.4 
72.1: 
63.4 
59.4 

283.2 
9.9 
4.4 
3.1 
** 

11.2 
10.8 

86,3% 12.6% 
17.0 82.5 
30.9 68.6 
16.4 83.2 
** ** 

25.4 74.3 
' 23.1 71.8 

Table 6. Census X-ll results in selected forcible rape series. 

*Moving seasonality present at the one percent level. 

**Because the series contains one or more zero value, a multip~icative adjustment is not 
applicable. 

the survey of the states, see California, 
Delaware, Kentucky, Maine, and North Carolina. 

Robbery. Robbery is a violent Index: crime 
that also involves the taking of property. We 
have suggested above (Ills crime seasonal or is 
reported crime seasonal?lI) that the seasonal 
fluctuation found in some robbery series may 
reflect a tendency for less serious robberies 
(attempts, for example) to become known to the 
police more often in the Bummer months. The 
analyses of Index robbery conducted by the 
Authority do not offer much illumination of this 
question (tables 7 and 8). 

We would expe-::t that robberies known to the 
poli~e, especially less serious robberies 
occurring in cities, to fluctuate seasonally. 
The number of Index robberies reported to the 
FBI in the United States as a whole does 
fluctuate seasonally (table 7). as do Index 
robberies in New York City. However. none of 

Additive 
Assumption 

the Illinois series we have analyzed are 
seasonal by the Plewes criteria, whether the 
state as a whole, Chicago, or various large and 
small jurisdictions (table 8). On the other 
hand, if we consider armed robbery to be 
relatively serious, we would expect that -it 
would not fluctuate seasonally, and that is what 
the ten-year' Boston data indicate. 

Robbery victimizations (occurring to noncommer
cial ~ictims aged 12 and over) do not fluctuate 
seasonally (table 7). Neither theweapOl} nor 
the relationship of the offender to the ,iic'tim 
makes a difference in the seasonal fluctJ'ation 
of robberies in the National C1,"ime Survey,. 

For other analyses of robbery. see. in t'il~ 
IIReview bibliographyll below. Block (1979); 
Deut!~ch (1978). Deutsch and Alt (1977). H1y and 
McCleary (1979). FBI (1981). Ku and Smith' .• ' 
(1977,1978). Marshall (1977). Michael and Zumpe 
(1983). US/BJS (1980). In the survey of the 

Multiplicative 
Assumption 

Index Crime 
Stable 

F 
% Contribution 

Seasonal Irregular 
Stable 

F 
% Contribution 

Seasonal Irregular 

146.7 United States 1970-82 
National Crims Survey 

Total robbery 
1973-79 

Robbery with a gun 
Robbery without a gun 
Robbery by a stranger 
Robbery by acquaintance 

Illinois 1972-81 
Chicago 1972-81 
New York City 1973-82 
Bo'ston 1966-75, armed 

4.6 
4.3 
2.3 
4.8 
0.4 

10.9 
6.4 

36.1 
6.0* 

87.5% 

34.0 
38.4 
24.8 
39.7. 
31.6 
32.3 
26.3 
74.0 
36.8 

10.4% 

63.7 
61.2 
72.9 
58.5 
68.0 
65.0 
71.6 
23.2 
60.0 

Table 7. Ce~sus X-11 results in selected robbery series. 

*Moving seasonall.'ty ~~~ present at the one percent'~evel. 
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'-
159.0 86.5% 11.4% 

4.5 27.3 70.4 
4.6 30.8 68.9 
2.3 23.4 74.7 
4.5 34.0 64.1 
0.5 25.8 73.8 

10.9 28.9 69.0 
6.6 21. 7 76.8 

35.1 72.7 24.3 
5.6 41.2 55.4 

" .. 
". 

City 

Chicago 

Stable Seasonality F 
Additive Multiplicative 

Population Assumption Assumption 

3,005,072 6.4 6.6 
Springfield 99,098 4.2 4.6 
Joliet 78;165 1.2 1.1 
Champaign 57,1}6 1.1 1.0 
E. St. Louis 54,966 1.1 1.2 
Quincy 42,048 1.9 * 

Table 8. Bell-Canada F of stable seasonality: 
Index robbery, selected Illinois cities, 1972-
1981. 

*Because the series contains one or more zero 
values, a multiplicative adjustment is not 
applicable. 

,states, see California, Delaware, Kentucky, 
lMaine. and ~North Carolina .• 

Aggravated assault. Assault is repeatedly 
used aa an example in IIIssues in the seasonality 
of crime. 1I above. We suggest there that assault 
victimization may not vary seasonally, but that 
leas serious assault may become known to the 
police more frequently in the summer months 
because it tends to be more public. The 
findings for assault in the Authority's seasonal 
analysis file (tables 9 and 10) do not, 
generally. conflict with this int~rpretation. 
However. neither do they give l.t strong support. 

Among the Illinois cities we have analyzed for 
,) the 1972 to 1981 period (table 10), assault 

fluctuates with the seasons in Chicago. but not 
in the smaller cities. If we analyze fifteen 
years of data for Chicago, the presence of 

Additive 
Assumption 

seasoQal fluctuation is even clearer (tible 9). 
For Cook County and for Illinois as a whole, the 
irregui~r contribution is too high to make any 
definitive statement about seasonality. 

Boston data for firearm assaults over ten years 
show no seasonal fluctuation at all. New York 
City Index assault data, which include 
aggravated assault by any weapon, have a high 
stable seasonality F value, but, like the 
Illinois data, also have an irregular that is 
too high for a definitive statement. 

There seems to be no question, however, of 
seasonal fluctuation in assault victimization, 
whatever the weapon or the relationship of the 
offender to the victim (table 9). For all 
components of assault, F values are low and the 
irregular contribution is high. 

Fo~ other analyses of assault, see, in the 
IIReview bibliography'i. 'below, Deutsch (1978), 
Deutsch and Alt (1977), Hay and McCleary (1979), 
FBI (1981), Marshall (1977), Michael and Zumpe 
(1983), Pittman (1964), US/BJS (1980). In the 
survey of the states,. see California, Delaware, 
Kentucky, Maine, and North Carolina. 

Is property crime seasonal? 
Burglary. In the juriSdictions we have 

analyzed, burglary generally has a low F of 
stable seasonality (though not usually as low as 
homicide) and a high percent contribution of the 
irregular component (tables 11 and 12). 
However. it is strongly seasonal in the United 
States as a whole and in New York City. The 
contrast between New York City and Chicago is 
striking. Chicago X..,ll results contain no hint 
of seasonality, l~hile the same measlires indicate 
strong seasonality in New York. 

Multiplicative 
Assumption 

Index Crime 
Stable 

F 
% Contribution 

Seasonal Irregular 
Stable 

F' 
% Contribution 

Seasonal Irregular 

237.8 83.9% 14.6% 
-;:./ 

7.4 29.9 69.5"\ 
1.7 16.3 83.4 
9.4 45.8 53.6 
4.6 20.6 78.7 
6.4 34.9 64.6 

42.9 58.9 39.5 
44.6 52.6 45.8 

United States 1970-82 94.7* 83.2% 15.2% 
National Crims Survey 197,3-79 

Total aggravated assault 7.5 31.0 68.4 
Assault with a gun 1.8 22.8 76.8 
Assault without a gun 9.4 47.3 52.0 
Assault by a stranger 4.8 18.8 80.4 
Assault by acquaintance 6.2 29.2 70.4 

Illinois 1972-81 45.7 59.6 38.5 
Cook County 1972-32 46.5 52.4 45.7 

104.5 70.3 27.4 
54.2* 57.4 38.7 
90.6 65.0 32.4 
60.6* 59.4 40.1 

2.9 12.8 8.6.6 

Chicago 1967-81 
Total agg. assault 109.1 70.0 27.3 
Assault with a gun 60.9* 60.0 35.4 
Assault without a gun 89.2 65.6 31.5 

New York City 1973-82 58.1* 62.6 37.0 
Boston 1966-75. gun 2.8 24.3 74.8 

Table 9. CensusX-ll results in selected assault series. 

*Moving seasonality present at the one percent level. 
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City 

Chicago 
Springfield 
Joliet 
Evanston 
Champaign 

Stable SeasonalityF 
Additive Multiplicative 

Population Assumption Assumption 

3,005,072 32.3 28.9 
99,098 6.0 7.0 
78,165 2.0 1.5 
73,278 4.6 5.6 
57,176 4.8 4.8 

E. St. Louis 5.4,966 4.6 * 
Schaumburg 52,083 0.7 * 
Quincy 42.,048 1.2 * 
Carbondale 26,144 0.9 * 

Table 10. Bell-Canada F of stable seasonality: 
Index aggravated assault, selected Illinois 
cities, 1972-1981. 

*Because the se~ies contains one or more zero 
values, a multiplicative adjustment is not 
applicable. 

For other analyses of burglary, see, in the 
"Review bibliography" below, Block (979), 
Deutsch (1978), FBI (1981), Kuand Smith 
0977,1978), Marshall (977), Schneider and Sumi 
(1977), US/BJS (1980). In the survey of the 
states, see California, Delaware, Kentucky, 
Maine, and North Carolina. 

Larceny/theft. Of all the crime types we have 
analyzed over the years, Index larceny/theft 
seems to have the most consistently seasonal 
pattern. The F of stable seasonality is high 
not .only in Chicago (table 13), but also in 
smaller cities (although the irregular' 
contributions are often high). The F value is 
extremely high in the United States as a whole 
and in Illinois as a whole (table 14). In the 
United States, Illinois and New York City, 
seasonality contributes 80 to 90 percent of the 
month-to-month variation in the number of 
offenses known to the police. Cook County and 
thos~ nonmetropolitan counties containing a city 

Additive 
Assumption 

City 

Stable Seasonality F 
Additive Multiplicative 

Population Assumption Assumption 

Chicago 3,005,072 5.4 5.2 
Springfield 99,098 1.3 0.9 
Joliet 78,165 6.2 6.5 
Evanston 73,278 3.6 3.4 
Oak Lawn 60,358 3.2 * 
Champaign 57,176 7.3 7.2 E. St. Louis 54,966 3.1 * 
SChaumburg 52,083 1.4 1.2 
Quincy 42,048 2.2 2.2 
Carbondale 26,144 1.3 1.3 

Table 11. Bell-Canada F of stable seasonality: 
Inde~ burglary, selected Illinois cities, . 
1972-1981. 

*Because the series contains one or more zero 
values, a mUltiplicative adjustment is not 
applicable. 

of 25,000 to 49,999 population also show 
seasonal fluctuation in the number of 
larceny/thefts known to the police. 

Such a strong seasonal pattern can be useful in 
practica.l situations. In our experience, a good 
prediction qf larceny/theft can often be made by 
knowing the seasonal patt·:lrn and little e18e. 

For other analyses of larceny/theft, see, in the 
"Review bibliography" below, Deutsch (1978), FBI 
(981), Lamp (983), US/BJS (980). In the 
survey of the states, see California., Delaware, 
Kentucky, Maine, and North Caroli'na. 

Motor vehicle theft. Index motor vehicle 
theft (table 15) is seasonal in the United 
States as a whole and New York dity, but not in 
any of the other jurisdictions we analyzed. As 
with burglary,' the contrast between the lack of 
seasonal variation in Chicago and the strong 
seasonal variation in New York City is striking. 

Multiplicative 
Assumption 

Index Crime 
Stable 

F 
% Contribution 

Seasonal Irregular 
Stable 

F 
% Contribution 

Seasonal Irregular 

United States 1970-82 
Illinois 1972-81 
New York City 1973-82 
Chicago 1972-81 
Champaign County 1972-79 
Kankakee County 1972-79 
Macon County 1972-79 

99.6* 
19.3 
46.6 
5.4 
5\.1 
~!.4 
2.4 

89.8% 
55.9 
78.0 
32.0 
40.2 
30.3 
16.7 

8.1% 
41.7 
18.4 
65.7 
57.9 
66.4 
80.9 

Table 12. Census X-ll results in selected burglary series. 

*Moving seasonality present at the one percent level. 
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130.6 
19.0 
42.7 
5.2 
5.3 
4.1 
2.4 

90.1% 
53.6 
78 • .5 
28.8 
43.0 

°23.8 "" 
19.6 

7.8% 
44.2 
Ie.5 
69.4 
55.0 
72.9 
78.0 

'0 

City 

Chicago 
Springfield 
Joliet 
Evanston 
Oak Lawn 
Champaign 

" 

Stable Seasonality F 
Additive Multiplicative 

Population Assumption Assumption 

3,005,072 39.9 36.9 
99,098 18.6 15.4 
78,165 10 .. 9 12.1 
73,278 15.5 18.6 
60,358 2.2 1.9 
57,176 7.4 6.2 

E. St. Louis 54,966 10.8 9.3 
Schaumburg 52,083 7.9 8;0 
Quincy 42,048 8.5 9.1 
Carbondale. 26,144 2.4 2.6 

Table 13. Bell-Canada F of stable seasonality: 
Index larceny/theft, selected Illinois cities, 
1972-1981. 

For other analyses of motor vehicle theft, see, 
in the "Review 'Oibliography" below, Deutsch 
(1978), FBI (1981), and US/BJS (1980). In the 
survey of the states, see California, Delaware, 
Iowa, Kentucky, Maine, and North Carolina: 

Additive 
Assumption 

Review bibliography 

This is a comprehensive listing of analyses of 
seasonal fluctuation in crime, published and 
unpublished, concentrating on research from the 
1960's to the present. (For earlier research, 
see Wolfgang's (1966) review.) It also includes 
a review of the findings of a previously 
unpublished survey of the states, conducted in 
1979, in which governmental officials were asked 
to describe existing analyses of seasonal 
fluctuation of crime in the state. 

The review does not include those unpublished 
analyses that the Authority has conducted over 
the years, and that have been covered earlier in 
this report: homicide in California, Canada, the 
United States, and Illinois; Index crime in the 
United States and in New York City; certain 
crimes in Boston; National Crime Survey robbery 
and assault estimates for the United States; and 
Index crime in Illinois and cities within 
Illinois. 

The studies have not been chosen for their 
quality, and are not necessarily methodo~o-

Multiplicative 
Assumption 

Index Crime 
Stable 

F 
% Contribution 

Seasonal Irregular 
Stable 

F 
% Contribution 

Seasonal Irregular 

United States 1970-.82 
Illinois 1972-81 
New York City 1973-82 
Chicago 1972-81 
Cook County 1972-79 
Small-city coun. 1972-79 
Rural counties 1972-79 
Quincy 1972-81 

267.1 
95.8 
59.1 
39.9 
75.1 
46.5* 
23.9* 
8.6 

91.5% 
80.7 
80.2 
60.1 
79.3 
70.9 
53.6 
32.3 

6.7% 
18.2 
17.1 
38.3 
19.4 
25.8 
43.2 
65.4 

Table 14. Census X-II results in selected larceny/theft series. 

*Moving seasonality present at the one percent level. 

Additive 
Assumption 

Stable % Contribution 
Index Crime F Seasonal Irregular 

United States 1970~82 167.9 90.0% 8.9% 
'. Illinois 1972-81 13.0 39.1 59.6 

New York City 1973-82 46.0* 74.8 23.0 
Chicago 1972-81 5.0 17.9 81.8 
Small-city coun. 1972-79 6.9 41.4 55.8 
Rural counties 1972-81 12.8 38.0 59.3 
Quincy 1972-81 4.0 21.5 78.0 

291.0* 
98.2 
~5.3 
36.9 
71.1 
56.6 
29.3 
9.0 

Stable 
F 

172.5 
12.7 
39.2* 
5.0 
7.1 

10.7 
4.5 

Table 15. Census X-II results in selected motor vehicle theft series. 

*Moving seasonality present at the one percent level. 
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91.0% 
77 .2 
79.5 
54.4 
74.9 
67.3 
50.5 
32.3 

7.0% 
21.4 
18.0 
44.1 
·23.4 
29.2 
46.9 
64.8 

Multiplicative 
Assumption 

% Contribution 
Seasonal Irregular 

90.4% 8.5% 
38.1 60.5 
72.6 25 .• 1 
17.2 82.5 
38.9 58.6 

('30.7 68.6 
9.3 90.4 
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gically sound. They have been chosen only 
because they each. deal with seasdhality in 
crime. The results given for each study 
represent the findings of its author or authors, 
not the opinion of the author of this review. 

For each study, the review specifies title and 
author, type of crime analyzed, time period and 
geographical area, method and criteria used, as 
well as the findings. The included studies vary 
greatly in~method, crime analyzed and its 
definition, and even in the author's definition 
of seas'onal fluctuation. It is incumbent upon 
the reader, therefore, to take characteristics 
of each study into account when making a 
decision as to its contribution to our knowledge,-: 
011 the subject. 

The reader should be especially cautious 
regarding the length of the time series analyzed 
in each study. As we discuss above (see the 
section, "Length of series") the results of any 
analysis of fewer than seven years should be 
read with skepticism. Many of the studies in 
this section utilize fewer than seven years of 
data" and some base their conclusions, on one 
yea;r only. 

The reader may not be familiar with some of the 
term~1 used in the review bibliography under the 
categories "method," "criteria," and "results." 
TheSf! terms are explained in the report, How to 
Handle Seasonality (Block, 1983), which also 
contains, for those who want more detail, an 
annqt:ated bibliography of the seasonal analysis 
literature. For the purpose of understanding 
the present report, however, the following may 
be helpful: 

Census X-ll 

Stable Season
ality F 

Contribution of 
the Irregular 

Plewes rule-of
thumb 

A method of analyzing season
ality, developed by the U.S. 
Census, and widely used frome 
the 1950's to the preseni~' It 
divides a series into three 
components: seasonal, trend/ 
'cycle, and irregular. 
A statistic generated by the 
X-II: the ratio between the 
seasonal and irregular compo
nents. See "Length of series," 
above. 
A statistic generated' by the 
X-II; the percent contribution 
of the irregular component to 
month-to-month variation in the 
series. Contributions of the 
three components add to 100%. 
See "Length of series," above. 
Criteria for the presence of 
seasonal fluctuation in a 
series. If the irregular 
contributes 30 percent or more 
of the total month-to-month 
variation, the decision should 
be "no stable seasonality," 
regardless of the F value. If 
the percent contribution is 25 
to 29 the F va,lue needs to be 
at least 15, ;';rid if the perC;,ent 
contribution is 15 to 24 the ,F 

( 
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Bell":'Canada 

value needs to be at least 2.4,1 
for the selries to be considered 
seasonal. 

Stochastic model 

A short version of the Census 
X-II, used as a screener. 
An approach to seasonal anal
ysis that emphasizes forecasts 
and the relati.onship of each 
observation to previous 
observations. Also known as 
"Box/ Jenkirls" and "ARIMA." 

Autpcorrelation Describes the relationship of 
observations within a series. 
In a seasonal series, obser
vations 12 months apart are 
correlated. In a successful 
model, the residuals will not 
be autocorrelated,. 

ARIMA model A stochastic model of the form 
(p,d,q)(sp,sd,sq) where p ~ 
degree of autoregressive 
process, d = degrees of 
differencing1 q = degree of 
moving average process, and sp, 
sd, and sq indicate seasonal 
autoregressive, seasonai 
differencing, and seasonal 
moving average process, 
respectively. If the second 
term is not in the modei, it is 
not a seasonal model. 

Block, Carolyn Rebecca 
1979 Descriptive Time Series Analysis for 

Criminal Justice Decision Makers: Local 
Illinois Robbery and Burglary. Chicago: 
Statistical Analysis Center, Illinois Law 
Enforcement Commission. 

CRIME: 
TIME, PLACE: 

METHOD: 
CRITERIA: 

RESULTS: 

Index Burglary, Index Robbery. 
77 Illinois jurisdictions 
(counties, cities over 25,000 
population, planning regions) 
1972-1977. Note: series are six 
years long. 
Bell-Canada screener; Census X-II. 
Plewes rule of thumb for stable 
seasonality F and % contribution 
of irregular. 
No seasonality in any series. 

Block, Carolyn Rebecca and Richard L. Block 
1980 Patterns ()f Change in Chicago Homicid'e: 

The Twenties,The Sixties, and the 
Seventies. Statistical Analysis Center, 
Illinois Criminal Justice lnformation 

CRIME: 

(J 

"~ ... :.... 

Authority. ' 

.... 

Eighteen types of homicide 
(homicides attributed to white, 
black or Latin offenders, to young 
or older offenders, to male Or 
females; homicides of victims by 
age, sex and race categories; 
homicides with a gun or another 
weapon; homicides precipitated by 
a fight or robbery; and 
combinations of j:hese). 

0 

ft, '-

1/ 

r 

TIME, PLACE: 
METHOD: 

CRITERIA: 

Chicago, 1965~1976. 
Bell-Canada screener,·Census XII, 
stochastic model. 
Plewes rule of thumb for stable 
seasonality F and % contribution 
of the irregular; simpiest model 
with no significant 
autocorrelations in residuals. 
No seasonality in any serieE'. 

Block, Carolyn Rebecca, Craig McKie, and 
Louise S. Miller 

1983 Patterns of change over time 
'and United States Homicide. 
Perspectives, Spring. 

in Canadian 
Policy 

CRIME: 

TIME, PLACE: 

METHOD: 
CRITERIA: 

RESULTS: 

Thirteen types of homicide (gun VB. 

not gun; offender age 15-24 vs. ' 
other; fight vs. robbery; family 
vs. acquaintance vs. ~tranger; 
"native" vs. other for Canada; 
black vs. other for Chicago; female 
vs. male victim). 
Chicago, 1965-1981; Canada 1961-
1980, also each Canadian province 
for same time period. 
Bell-Canada screener, Census X-II. 
Plewes rule of thumb for F of 
stable seasonality and % 
contribution of irregular. 
No seasonality in 'any series. 
Highest F of Canadian series, 2.18. 
Highest F of Chicago series, 4.23 
(irregular contribution 60%). 

Block, Carolyn Rebecca, Louise S.Miller, 
Richard Block, Douglas Hudson 

1981 Explaining patterns of change over time In 
Chicago homicides with a gun. Manuscript. 
Statistical Analysis Center, Illinois Law 
Enforcement Commission. 

CRIME: 

TIME, PLACE: 

METHOD: 
CRITERIA: 

RESULTS: 

Homicide with a firearm (same types 
as above), handgun, rifle and 
sho'tgun registrations, gun and' 
not-gun suicides, gun and not-gun 
aggravated assaults; also number of 
general assistance (GA) and aid to 
dependent children (ADC) cases. 
Homicide, Chicago 1965-1978; 
registrations, Chicago 1969-1980; 
suicide, Cook County 1963-1979; 
assault, 'Chicago, 1965-1978; GA and 
ADC, Cook Count~ 1965-1979. 

'Bell-Canada screener, Census X-II. 
Plewes rule of thumb for stable 
seasonality F and % contribution of 
irregular. 
Nohpmicide series was seasonal. 
Rifle and shotgun but not handgun 
registrations seasonal. Assault 
seasonal. Neither gun nor not-gun 
~icide seasonal. ADC seasonal 
after 1975, not before. GA not 
seasonal. 
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Deutsch, Stuart Jay 
1978 Stochastic models of crime rates. 

International Journal of comyarative and 
Applied Criminal Justice 2(2 :127-151. 

CRIME: 

TIME, PLACE: 

METHOD: 
CRITERIA: 

RESULTS: 

7 Index crimes: homicide, forcible 
rape, robbery, aggravated aSllault, 
burglary, larceny/theft, and motor 
vehicle theft. 
Ten cities: Jan. 1966 to July 1975 
for St. Louis, Portland, Los 
Angeles, Kansas City, Atlanta, 
Cleveland, Boston and Denver. Jan. 
1970 to July 1975 (5 1/2 years) for 
Dallas and Cincinnati. 
Stochastic modelling'. 
Simplest model with no' significant 
autocorrelations in residuals. 
Homicide and rape not seasonal in 
any city. ARIMA model for all 
other crimes in all cities was 
(0,1,1)(0,1,1). 

Deutsch, Stuart Jay and Francis B. A1t 
1977 Irhe effect of Massachusetts' gun control 

law on gun-related crime in the city of 
Boston. Evaluation Quarterly 1(4, 
November):543-568. 

Deutsch, Stuart Jay and Lu. Ann Sims 
1978 An identification algorithm for dynamic 

intervention modeling with application to 
gun control. Series no. J-78-29, Georgia 
Institute of Technology, Atlanta 30332. 
Mimeographed. _ 

Hay, Richard A., Jr. and Richard McCleary 
1979 Box-Tiao time series models for impact 

assessment: A comment on the recent work 
of Deutsch and Alt. Evaluation Quarterly 
3(2,May):277-314. 

Deutsch, Stuart Jay 
1979 Lies, damn lies and statistics: A 

rejoinder to the comment by Hay and 
McCleary. Evalu~tion Quarterly 3(2, 
May):315 328. 

CRIME: 

TIME, PLACE: 

METHOD: 
CRITERIA: 

RESULTS: 

Homicide, assault with a gun, armed 
robbery. 
Boston, Jan. 1966 to Oct. 1975 for 
Deutsch and Alt, Hay and McCleary; 
Jan. 1966 to ,Sept. 1977 for Deutsch 
and Sims. 
Stochastic modelling. 
Simplest model with no significant 
autocorrelation in residuals. 
All analysts agree that homicide is 
not seasonal. ARIMA models for 
assault and robbery fdbnd by 
Deutsch and Alt and Deutsch and 
Sims:(O,l,l)(O,l,l) Hay and 
McCleary, using,the same method and 
data, find a (0;1,1)(0,0,1) model 
for assault, a~d log (0,1,1)(0,0,1) 
for robbery. 
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~dgerton, Julie, Linda Phelps,Karen Boley-Chang, 
Constance Osgood 

1978 Ecology of Rape, Kansas City Metropolitan 
Area: Summary Report of the .Rape Data 
Bank. Institute for Community Studies, 

' University of Missouri, Kansas City. 
Report Prepared prepared for the Metro
politan Organization to Counter Sexual 
Assault. 

CRIME: 
TIME, PLACE: 

METHOD: 
CRITERIA: 
RESULTS: 

Rapes known to the police. 
Kansas City, Missouri, Kansas City, 
.Kansas and Independence, Missouri, 
1971,and 1975 (two years). 
Inspection of monthly data. 
Not specified. 
"No definite seasonal pattern." 

Federal Bureau or Inve~tigation 
1981 Crime in the United States: Uniform Crime 

Reports 1980. U.S. Department of Justice, 
Washington~ D.C. 20525. 

CRIME: 

TIME, PLACE: 
METHOD: 

CRITERIA: 
RESULTS: 

Murder: 
Forcible 
Robbery: 

Index offense rates, agencies 
reporting all 12 months of each 
year. 
1971-1980, United States. 
Quarterly d.ata, expressed as a 
relative crime rate (proportion\of 
the first quarter, 1971). Ratio
to-moving-average for each 
quarter, averaged over ten years 
into a "seasonal index." 
Not specified. 
Seasonal indices (see mE:\thod), by 
quarter, are: 

Q1 Q2 Q3 Q4 
95.0 ' 95.4 104.2 105.5 Rape: 85.9. 101.5 116.8 95.8 
97.5 89.7 101.0 111.7 Agg. Assault: 88.6 103.4 110.8 97.2 Burglary: 96.1 94.6 104.8 104.4 LarcenY/theft: 88.5 102.5 109.1 99.9 Motor Veh. Theft: 91.7 98.0 106.6 103.8 

Ku, Richard and Bradford Smith 
1977 First Year Evaluation of the Illino,is 

Urban High Crime Reduction Program: Final 
Report. Manuscript. Abt Associates, Inc., 
Cambridge, Massachusetts., 

1978 Second Year Evaluation of the Illinois 
Urban High Crime Reduction Program: Final 
report. Manuscript. Abt Associates, Inc., 
Cambridge, Massachusetts. 

CRIME: Residential burglaries and 
robberies known to the 'Police. 

TIME, PLACE: Jan. 1972 to June 1978 in three 
Illinois cities: Peoria, Champaign 
and Joliet. ',>, 

METHOD: Ratio-to-moving-aver.age. 
CRI~ERIA: Not specified. 
RESULTS: Not specified, but subsequent 

analysis uses seasonally adjusted 
data. 

o 
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Lamp, 
1983 

Rainer 
Jahreszeit und Kriminalitat. (Time of year 
and criminality) Paper presented at the 
International Congress'on Criminology, 
Vienna. Max-Planck-Ins"t itut, Freiburg. 

CRIME: Total crime, theft, rape, murder. 
TIME, PLACE: Federal Republic of Germany, 1971-

1980. 
METHOD: 
CRITERIA: 

RESULTS: 

Census X-II, stochastic modelling. 
% contributions of three compo~ 
nents, accuracy of 1981 forecasts, 
simplest model with no significant 
autocorrelations in residuals. 
Both methods agree:\\ Murder not 
seasonal ,but theft, rape and total, 
crime are seasonal (strong moving 
average effect.) 

l1arshall ,Clifford W .. 
1977a Application ofrTime Series Methodology to 

Crime Analysis:' The Polytechnic 
Institute, 33 Jay St. Brooklyn, 1!20!. Law 
Enforcement .. Assistance Administration 
Grant #76-TA-99-0028 

1977b The State Space Forecasting Technique 
Applied to Reported Crime Data. 
Supplement to 1977a, above. 

CRIME: 

TIME, PLACE: 

METHOD: 
CRITERIA: 

RESULTS: 

Robbery, aggravated assault, 
burglary, rape. 
"District I" of Cincinnati, 
1968-1974. 
Census X-11. 
Stable seasonality F of 2.41, 
"reasonable" graphs of three 
components. 
Robbery seasonal with December con
sistently high. Aggravated assault 
seasonal (F = 2.78). Burglary and 
rape show no seasonal effects. 

Michael, Richard P. and Doris Zump~ 
1983 Sexual violence in the United States and 

the role of season. The American Journal 
of Psyc~iatry 140(7,July): 883-886. 

CRIME: Rates of forcible rape, aggravated 
assault, robbery, murder. 

TIME, PLACE: 1975-1979 (5 years): Alabama, 
Arizona, Ge~Fgiaj' Honolulu, 
Illinois, L'o8 Angeles, Maine, New 
Mexico, North Carolina, Oregon, 
Puerto Rico, San Francisco, South 
C1!t'olina, Tennessee, Texas, Utah. 

METHOD: karmonic analysis of crime rates 
and monthly mean temperature, 
separate analyses for each crime 
and I)lace. Locations ranked by 
latii:ude. 

CRITERIA: Significance of relationships 
between crime. latitude and 
tempe'rature, Spearman rank 
correlation. 

RESULTS: Assault sedsonal in 12 locat'iolls, 
rape in 14, robbery in 5, murder in 
one. Latitude had no effect, but 
temperature was oignificant for 
assault and rape. 
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Pittman, David J.and William Handy 
196'4 Patterns in criminal aggravated assault. 

Journal of Criminal Law, Criminology, and 
Police "Science 55: 462-470. 

CRIME: 

TIME, PLACE: 

METHOD: 
CRITERIA: 
RESULTS: 

Aggravated assaults~known to 
police. 
St.cLouis, 1961. Note: one year 
only. 
Crosstabulations. 
Chi square. 
Nooeasonal pattern in zero-level 
tableD, no relation between 
indoor~outdoor location and season. 

Schneider, Anne L. and David Sumi 
1977 Patterns of Forgetting and Telescoping in 

LEAA Survey Victimization Data. Institute 
of Policy Analysis, 777 High Street, Suite 
222, Eugene, Oregon 97401. 

\; 

CRiME: Burglary victimization. National 
Crime Surveys city survey data. 
Eighteen cities (all available 
cities), ten 'months of 197,2, 1973 
or 1974 (one year per city). 
""Seasonal Distinctiveness" (range 
of mean monthly temperature for 
year of survey), recall patterns 
(telescoping and forgetting), and 
~eason in which survey was fielded. 
Correlations, inspection of graphs. 
Seasons ~nfluence memory. More 
crimes are reported to victim 
survey interviewers, in the summer. 
This is especially true of crimes 
that the victim had not reported to 

TIME. PLACE: 

METHOD: 

CRITERIA: 
RESULTS: 

the police.' -

Stein, Donald P., Jay-Louise Crawshaw and 
Algrid ".R. Barskis 

1967 Computer-Aided Crime Prediction in a 
Metropolitan Area. TechnicalReports 
1-202 and 1-202-A, The Franklin Institute 
Research Laboratories,Philadelphia. 

CRIME: Part I offenses, five percent 
sainple. 

TIME, PLACE: Philadelphia SMSA, 1966. Note: 
one year only. 

METHOD: Multiple regression. Other vari
ables: weather, time of, day, day of 
week,phase of the moon. 

CRITERIA: ProbabiHi:y that a certain type of 
crime would occur, given that some 
crime did Occur. 

RESULTS: Criteria repder results irrelevant. 

United States, Bureau of Justice Statistics 
1980 Crime and Seasonality. NaHonal Crime 

Surv~y Report SD .NCS-N~15,NCJ-64818. 
Repol;t. written by Richard w. Dodge and 
Harold R. Lentzner,' Crime $tati~tics . 
Andysis staff, Center for Demographic 

.Studies, U.S; Bureau of the Census. 

.. 
73 

CRIHE: Household larceny (total and over 
and under $50), ~ersonal larceny 
without contact (total and over and 
under $50), Residential burglary 
(total, forcible entry and unlawful 
entry), Motor vehicle theft, 
Assault (total, aggravated and 
simple)" Noncommercial robbery. 
Crimes occurring in "series" 
(recurring offenses)' not, included. 
National Crime Survey incident
level data. 

TIME, PLACE: United Sta~,es, 1973-1977 (5 y'ears). 
Persons aged 12 and over. 

METHOD: 
CRITERIA: 

RESULTS: 

Census X-II. 
Stable ,1I't:i,asonality F of 10 or more. 
F 2.34 td 9.99 considered "merely 
indicative of seasonality." 
Percent contribution of seasonal 
'i::ompcnent, and seasonal factors. 
Household larceny F=51. 75 (under 
$50, F=22.61jover $50, F=27.65)j 
Personal larceny F=25.08 (under 
$50, F=43.50, over $50, F=15.36}j 
Resitl.ential burglary F=22.98 
(forcible entry F=7.04, unlawful 
entry F= 35.96)j Motor vehicle 
theft F=7.09j Assault F=7.52 
(aggravated F=5.80, simpleF=4.79)j 
RobberyF=2.15. 

Warren, Charles W •• J-'~'C~ C. Smith and 
\' I Carl W. Tyler ' __ J 

1981 Seasonal v~riation in suicide and 
homicide: A question of consistency. 
Unpublished manuscript. Public Health 
Service, U.S. Centers for Disease Control, 
Atlanta, 30333. 

CRIME: Homicides, except for deaths 
resulting from legal intervention, 
and suicides of people over age 14, 
National Vital Statistics Mortality 
files. 

TIME, PLACE: United States, 1969-1978. 
METHOD: 

CRITERIA: 
RESULTS: 

Periodic regression analysis (PRA). 
See Bliss (1958, 1970). 
Goodness of fit of PRA model. 
Both' homicide and suicide hav.e -:.\ 
significant monthly patterns within 
each year. For homicide, however, 
the pattern differs from year to 
year. December, for ex~ple ,,- itl a 
"peak month" in some years and a 
"trough month" in other years. 
Suicide is consistently high in the 
spring and l:owin the;~inter. 

Wolfgang, Marvill E. 
1966 Patterns In Criminal Homicide. New York: 

-:?'.John Wiley &\,Sons 

CRIME: 

'l'Ifom , ' PLACE; 

- Homicide,""by race 'and sex of 
victim. Number of multiple 
s,uspects arrested for criminal 
homicide. 
Philadelphia, 1948-19521(5"years)j 
Unit:ed States, 1930 and 1950. 



'( 
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METH9D.: 

CRITERIA: 
RES<lLTS: 

Proportion of total homicides, 
aggregated over the five years, 
occurring in each month. 
Inspection of table. 
Rejected "hypothesis (of) a rela
tionship between monthly or 

"seasonal changes and variations in 
criminal hbmicide." Fot the United 
States, 1930 and 1950, September is 
a high month. Arrests of multiple 
suspects show greater seasonal 
fluctuation. 

Survey of the states, 1979 

In late 1979, the Illinois Law Enforcement 
Commission (predecessor to the Illinois Criminal 
Justice Information Authority) surveyed the 
states asking' the director of each criminal , . 
justice planning agency the follow~ng: 

Has anyone analyzed reported Index crimes 
in your state to determine whether they 
increase and decrease with the seasons? 
If so we would appreciate a copy of the 
publi~ation, or a summary of the findings 
if they ha'\1e not been, published. 

We received responses from seventeen states and 
the District of Columbia. Six of these states 
said that they had not analyzed seasonality. 
The findings of the other respondents appear 
below. 

Arizona 

CRIME: 

TIME. PLACE: 

METHOD: 

CRITERIA: 
RESULTS: 

california 

CRIME: 

TIME, PLACE: 
METHOD: 

CRITERIA: 
RESULTS: 

Property crimes (burglary~" larceny/ 
theft and motor vehicle theft). 
Arizona, by county, 1975, 1976 
and 1977 (three years). ' 
Mean across three years of number 
occurring in e~~h month. NorthE~n 
counties and Maricopa and Pima 
Counties analyzed separately. 
Inspection of graph. . 
Number of property offenses var~es 
with the tourist season (northern 
counties high in summer months, 
Maricopa and Pima high in winter 
months) • 

.):::. 

Each Index crime (willful homicid,~, 
forcible rape, robbery, aggravated 
assault, burglary,thaft, motor 
vehicle theft). 
Cdifornia, 1974-1978 (five years). 
Graphs of number of offenses known 

, tel polH:e each month over the five 
YElsr period. 
Irlspection. 
Homicide: decrease each February, 
mnny fluctuations from month to 
m(lnth. Rape: high .Ju~y-October, 
lClw -!,anuary-February. Robbery: 
high December, low May June. 
Allsault: peak in summer or fall. 
Bilrglary: high in fall and winter, 
lc/west in June. Theft: September 
lc)w in all years, but pattern ' 

Delaware 

CRIME: 
TIME, PLACE: 

METHOD: 
CRITERIA: 
RESULTS: 

Iowa 

CRIME: 

TIME, PLACE: 
METHOD: 

CRITERIA: 
RE~iJLTS: 

Kentucky 

CRIME: 
TIME, PLACE: 

METHOD: 
CRITERIA: 
RESULTS: 

Maine 

CRIME: 
TIME, PLAC!!;,: 
METHOD: 

CRI'fERIA: 
RESULT,5; 
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inconsistent for other months. 
Motor vehicle theft: n~ consistent 
pattern for all years. 

Each rndel{. t. Fime. 
Total Delaware, and Sussex County, 
1976-1978 (three years). 
Ratio-to-moving-average. 
Not given. 
Homicide, burglary, an~'motor 
vehicle theft not seasonal. Rape, 
robbery, assault and larceny 
seasonal. Sussex County, which has 
a lot. of tourism, has large 
seasonal fluctuations. 

Motor vehicle theft, by type of 
vehicle. 
Iowa, '1975-1978 (four years). 
Graph of each t~pe of motor vehicle 
theft. 
Inspection of graph. 
Decrease of total motor vehicle 
theft in winter, due entirely to a 
decrease in theft of motQr'cycles. 

Each Index crime. 
Total state, 1973-1978 (six 
years). For homicide, 1978 qnly. 
Comp~rison of high and low months. 
Inspection. 
1978 Homicide high in late spring 
and summer. Rape consistently high 
in aummer, low· in January_ ]<'oDbery 
highest in final quarter of year. 
Ass,ault high May to September, low 
January, February. Breaking and. 
entering slightly more frequeqt in 
second aalf of Year. Larceny 
consistently high June to August. 
Auto theft high July to August, low 
Jan-February. 

Each Index crime. 
Maine, 1975-1978 (four years). 
GraPhS of number of offenses known 
to polic~ per month. 
Inspec,tion. 
Homicide, rape, rQbbery not 
seasonal. Assault high 'May
October. Burglary high October
November. Larceny/theft strongly 
seasonal; high June-October. Motor 
vehicle theft high JI'j'ly-October. 
Seasonality may be(fl~'artifact of 
popUlation fluctuation. Total 
'rI\dex crime rates, cC;lUntin~ ,/i 
residents plus tranS1ents ~n .. ·the 
denominator, is not seasonal. 

New Jersey 

CRIME: 

TIME, PLACE: 

METHOD: 

CRITERIA: 
RESULTS: 

" 

Violent Index crime (homicide, 
rape, robbery, assault); nonviolent 
Index crime (burglary, larceny/ 
theft, motor vehicle theft). 
New Jersey, 1975-1977 (three 
years). 
Graphs of crimes known to the 
police. 
Inspection. 
Violent crime not seasonal. 
Nonviolent crime high June
September, low January-February. 

North Carolina 

CRIME: 
TIME, PLACE: 

METHOD,: 

CRITERIA: 
RESULTS: 

Virginia 

CRIME: 

TIME, PUCE: 
METHOD: 

CRITERIA: 
RESULTS: 

Washington 

CRIME: 
TIME, PLACE: 
METHOD: 
CRITERIA: 
RESULTS: 

Each Index crime. 
North Carolina, 1977-1978 (two 
years). 
Graphs of crimes known to the 
police. 
Inspection. 
Murder and motor vehicle theft are 
not seasonal. Rape ,and aggravated 
assault: high in summer. Robbery, 
burglary high in December; larceny/ 
th~ft high in August. 

Personal Index crime (homicide, 
rape, assault); Property Index 
crime (robbery, burglary, larceny/ 
theft, motor vehi~le theft). 
Virginia, 1975-19'78 (four years). 
Graphs of crimes known to the 
police. 
Inspection. 
Personal crimes high June-August; 
Property crimes high July-August. 

Homicide. 
Washington, 1958-1962 (five years). 
Graph. 
Inspection. 
No \leasonal pattern. 

Washington, D.C. 

CRIME: 
TIME, PLACE: 

METHOD: 
CRITERIA: 
RESULTS: 

Footnotes 

Violent and Property Index crime. 
District of Columbia, 1977 and 1978 
(two years). 
Graphs. 
Inspection. 
Violent crime not seasonal. 
Property crime peaks in August. 

* An earlier ve~sion of this paper was presented 
;\/at the Max i:Planck Institut, Freiburg, Germany. 

" ,\'. 

1. Fot' a more cOIliB-?:e'to discussion, see Block 
(1983) and the st9aies listed in its annotated 
bibliography. F~r a,brief review of the 
statistics in tible 1, see the introduction to 
the "Review bibliography." 
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2. Source: Chicago Police Department police 
files, collected by the Authority, the Center 
for Studies in Criminal Justice of the 
University of Chicago Law School, and J,oyola 
University. Time series files maintained by the 
Authority. 

3. These unweighted UCR data are the total 
offenses reported by those agencies that 
reported to the FSI in every month of the year 
in question. The number of reporting agenciES 
increased over the 1973-1979 period from 7,106 
(representing a popUlation of 174,249,026) to 
11.782 (representing 196,836,371). (Note that 
the added agencies were mostly small jurisdic
tions, serving cities and counties with smaller 
populations.) Thus, these data cannot be used 
to examine trends over time. However, because 
Census X-II results indicate the behavior of the 
seasonal component of the series as opposed to 
tb~!:-ehavior of any "trend," whether real or 
s:ftifi~dal, the data can be used as one indica
tor oj/the presence of seasonal fluctuation. 
For/:~nother analysis of UCR data, see FBI (1981) 
in 'the "Review bibliography." 

4. These victimization estimates from the 
National Crime Survey, provided by Richard L. 
Block and Wesley Skogan, represent the number of 
victimizations occurring in the NCS sample, 
corrected for u~lderrepresentation of various 
population groups. The sample includes only 
noncommercial victims aged 12 and over. 
Victimizations in which the month of occurrence 
is unknown, such as "series" victir.}.zations, are 
not included. These missing data account for 
fewer than one percent of the robberies or 
assaults in any month. Dodge and Lentzner 
conducted an analysis of NCS data for a shorter 
'(five-year) period, pl,!!; did net attempt to 
analyze crime categories comparable to police 
categories. See US/BJS in the "Review bibli
ography." As this report went to press, 1980 
and 1981 NCS data pecame available. We plan to 
continue thls analysis with more recent data, as 
they are available. 

5. Vic6~m survey data are not available for a 
seven-y\~ar period in any city, and there are 
some p~i!'blems in utilizing the NCSto examine 
metrop~litan areas. 

6. Although suicide is not usually considered to 
be a crime, it is often discussed in conjuncti9~; 
with homicide. For a review of the literature" 
on seasonal fluctuation in suicid.e, se~ Lester 
(1972). The Authority has analyzed Cook County 
suicidea from 1963, and has found no evidence of 
seasonal fluctuation, either in suicides with a 
gun or without a gun. F values range from 0.5 
to 1,8. 

7. The Bell-Canada is a quick screener for 
aeasonality, similar to the Censlls-"':C-ll but 
allowing no user options. The Belr:"Canada F 
value can be interpreted as the Census X-ll F 
(see "Length of series"). 
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Alternatives to Time Series Analysis in Population Projections 

John P. O'Connell, Office of Financial Management 

Because criminal justice operations remain 
largely a state and local responsibility, 
criminal justice research and analysis Is 
very pertine~t at that level. Even in the 
best of environments research can be a challenging 
and difficult endeavor. However, at the 
state level, criminal justice research takes 
on the added dimensions of urgency aNu policy. 
These added dimensions make the research 
process more complex. One result of this 
Is the problem of selecting the appropriate 
typ~ of analysis for the question being addressed. 

Two·recent Washington State renearch projects 
exemplify the problematic environment that 
often serves as the beginning point for state
level research. Both of these projects dealt 
with efforts to forecast future. events. 
The two research questions discussed In this 
report are a crime forecast and the state 
Inmate forecast. ({s wi I I be shown, address ing 
the Issue of crime forecasts logically precedes 
the problem of forecasting the state inmate 
population. 

Forecasting Crime 

In the late 1970's It became evident that 
the skyrocketing crime pattern~ that Washington 
5tate--and the nation--had experienced over 
the past decade were showing Indications 
of slowing down. Because the volume of crime 
is very closely related to the number of 
arrests made, which are In turn very closely 
related to number of cases filed In court 
by prosecutors and so on through the criminal 
justice system, the leveling off or decline 
In the rate of Increase of crime would be 
Significant news for the operation of all 
criminal justice agencies. The problem was 
to determine whether the observed deceler
ation In the crime pattern after 1974 was 
a short term pause or whether the crime pattern 
had 1n fact reached a turning point. 

Due to the work in the early 1970's of Wellford 
and Christenson, It was a widely accepted 
fact, by the time our crime forecast was 
undertaken, that the change In the volume 
of the criminally "at-rJsk" group--I.e., 
young males roughly between the ages of 15 
and 29--clearly Impacted the number of crimes 
in a state. All things held constant, the 
greater the number of at-risk males In your 
sta te the grea ter the ri.:Jmber of cr Imes. 

In additlonC'to the number of at-risk males 
In a state, the second major var~,ble affeqtlng 
crime volumes Is the probability for persons 
within the at-risk group 10 commit crimes. 
T~ls is measured by the crime rate, in our 
case the number of reported crimes per 1,000 

+ 
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at-r i sk ma I es. 

Washington State has a very active demography 
program, so isolating changes in the size 
of the at-risk group was relatively simple. 
However, identifying the reasons for the 
growing crime rate was much more problematic. 
The review of the literature showed that 
there were three current methods that attempted 
to project or explain crime rates. These 
are represented by the following works: 
(1) "Parametrizing Age, Period, and Cohort 
Effects," 1978, by Thomas W. Pullum. This 
study shows the importance of each of the 
listed variables in relationship with U.S. 
del inquency rates between 1964 and 1973. 
The study utilized log-linear analysis. 
(2) "Forecasting Crime Data: An Econometric 
Analysis," 1978, by James A. Fox. This is 
a sophisticated effort using a nonrecursive 
regression model that predicts crime and 
clearance rates. It uses such independent 
variables as the number of police, the change 
in the number of police over-time, unemploy
ment rates, and change in the size of the 
black population. 
(3) "Property Crime Rates in the United 
States: A Macrodvn~m!c AnalysIs) 1947=1917, 
with Ex AnteFore~ast for the Mid-1980's," 
1980, by Cohen, Felson, and Land.Quanti
fying their opportunity theory these authors 
use an ex ante forecast. A forecast Is ex 
ante when it retains the variables in the 
model but uses projections of these variables 
as the balis.for estimating crime rates rather 
than the knQ\'!n val ues themselves. 

Although these forecasts were all state of 
the art theoretically and methodologically, 
they did not explain or predict the apparent 
downturn in the crime pattern that had piqued 
our Interest. The question s~ill remained: 
Is this apparent downturn in crime rate a 
lead Indicator for the leveling or decline 
In the crime pattern or Is it just a random/' 
dip? 

An alternative method of explaining the variation 
In the crime rate was found in the social 
diffusion model. Diffusion models were adapted 
from the physical sciences for the social 
sc iences by Dodd (1955) and Coleman (1959)., 
In the most general sense, diffusion model.-' 
are based on the concept that there are basic 
forces that contribute to the adoption of 
a social behavior among a population. When 
a new behavior appears in the population 
a~d social forces are activated, the behavi~r 
begins to be adopted throughout the population. 
The spread of the behavior throughout a popu
lation may be partial or total. 



Applications of the diffusion-type models 
to crime forecasting were first observed 
in recent efforts by Snow and LaSante (1980). 
However their applic~tion uses a physical 
sci ence' model, wh i ch obscu res the soc i a I 
nature of the problem. MacCorquodale and 
Pullum's 1974 study provides an application 
of diffusion models that is more pertinent 
because it is applied to a social situation. 
These authors' study applies the diffusIon 
model to the evaluation of women's acceptance 
of birth control practices. Using the MacCorquodale 
and Pullum social diffusion study as a guide, 
the application of this procedure was generalized 
to crime rates. 

The first assumption posits an external force 
and the second assumption posits an internal 
force. Using the diffusion model for this 
purpose involves two underlying assumptions 
that represent the driving social forces: 
The first assumption is that forces outside 
of the adopting group operate at a constant 
level until all of those who are going to 
adopt a new behavior eventually do so. An 
example of such external force would be the 
adoption of a new product that is influenced 
solely by a mark't:ti\1g effort. In the case 
of crime rates, the)?utside force is pos:I~ly 
represented by th<.!ccchange in social stability. 
As a society becomes more unstable (e.g., 
the legitimacy of the system is questioned 
or there is great social change), the tendency 
of a population to commit crime i~creases. 

The second assumption of the diffusion model 
used in this analysis is that the adoption 
of a behavior is proportional to the fraction 
of the population that has accepted it at 
time t. As the proportion of g~~~ptQr~ !n~rg9~g~; 
a nonacceptoris' in~reasingly likely to encounter 
acceptors in daily interact ibn. Put simply, 
a force that causes behaviors to pe adopted 
in a given population is the inter~ction . 
of individuals within that population. This 
force of diffusion is best called the inter-
act i on effect. 

For many processes, including criminality, 
acceptanc~,may come from either of the two 
assumptions. To represent this, the two 
above-stated models are added together to 
create a mixed dlffusiun mode.l. By adding 
these two effects one assumes that they are 
mutually exclusive. The mixed model appears 
as fol lows: 

Where: 
Y = the number of people who adopt criminal 

behavior during any given time period 
X = the cumulative number of people who 

adopt criminal behavior 
W 1 = repre,sents the externa 1 force that 

influences people to adopt criminal behavior 
W2 = represents the in.t,eraction among 

people that leads to the adoption of criminal 
behavi or i) 

N-~= represents the (potential) population 
that can be treated as potential acceptors. 
This captures the reality that potential 
aCc'~ptors are drawn from an ever-decreasing 
population 

One of the important reasons for using the 
mixed diffusion model as a method for crime 
forecasts in Washington State is that the 
diffusion model follows the leveling off 
of the crime rate since 1976 more closely 
than do the other methods. Furthermore, 
the diffusion model provides a rationale 
for the leveling off of the crime rate after 
such a long period of increases (i.e., the 
growth curve is approaching its asymptote). 
Because of this new information the actual . 
projection of crime volume IS greatly simpl~fie~. 
Once. it is determined what a reasonable projection 
of the crime rate might be (here it was predicted 
that it remains relatively const~nt for the 
immediate future), ~ne merely needs to multiply 
the estimated at-risk group by the expected 

. \ cr ime rates. 

Combining the effect of Wl and W2 for the 
accumulation of the adoption of the behavior 
over time (X), it is obvious that the mixed 
diffusion model predicts that, once a force 
outside a population begins to exert its' 
influence, there may be different periods 
of acceleration depending on the values of I 

Wl and W2 , but that eventually the adoption 
of a behavior will reach a limit. As it 
does so, the rate and the !ncrease in the 
total number of adopters Will slow down. 

I' 

The basis of the mixed diffusion model is 
different from the other methods of predicting 
the erime fates discussed eariier. where 
the methods discussed earlier focus on a 
specific set of prediction variables as a 
means of estimating a future phenomenon, 
the diffusion model focuses on the social 
process of two variables--outside influence 
and the influence of social interaction,\, 
In thus acceding to the diffusion model, 
the socially disorganizing events of the 
late 1960' sand ea;:Jy 1970' s wi II eventually 
run their) course, cufm(natlng In a new equi 1 jbrium. 
Each period of social change, be it an aggravating 
change or an ameliorative change (i.e., the 
curves can either Increase or decrease), 
can be followed by Cl. period of relative stability 
or, because of new events, enter into a new . 
epoch and a new period of diffusion of behavior. 

Another thing to recognize about the dlffUs!on 
of behavior is that the model does 'not require 
that all or even a majority of an eligible -' 
population. a'dopt the behav'lor. A poorly 
diffused ~bhavior would be represented by 
a relatively flat curve while a more successful 
diffusion would be represented by a much 
steeper curve. 

Comparing the results of the mixed diffusion 
model to the previously discussed literature 
shows a major advantage of t~.e mixed diffusion 

CJ 

\ 
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model; It mathematically follows and theo
retically predicts the leveling off of the 
crime rate in Washington State and, one could 
conjecture, the nation. Other methods of 
crime prediction failed to explain the leveling 
off of 'the cr ime rate. Therefore, even though 
these other models explain a remarkable percentage 
of variance, the mixed diffusion model appears 
to be a reasonable method of estimating the 
rate of crime. 

As was noted earlier, once the asymptote 
of the diffusion curve is reached, it is 
then predicted that the rate of crime for 
the at-risk group will remain constant or 
decrease somewhat. For the state of Washington 
this appears to be the case. In the last 
couple of years the change in the rate of 
crime has stabilized. However, as the 1978 
Increase In the crime rate Indicates, even 
if the crime rate has stabilized, we can 
still expect a wide degree of variation from 
year to year. The diffusion model~would . 
have us predict that on the average the crime 
rate will remain relatively stable. This 
points out a major shortcoming of the diffusion 
model; it Is limited to predictions within 
one episode or period of change. Once the 
asymptote Is reached one must look for emerging 
external forces of change that could le9d 
to a new period of diffusion. As history 
has shown a new epoch of change can be either , . . 
in the positive or negative dlrectlo~~~ 

Graph 1 (which will follow at the end of 
the paper) shows the original forecast made 
for total reported crimes for Washington 
State using the mixed diffusion mOdel. Although 
not extremely accurate, the restilts are fairly 
close.. The crime rates have not,. Increased 
at ,~he rate they Cildln the 1970 's,but they 
have still Increased~';'<CI.t least until 1982. 
However, since the late 1970's, crime, to .• 
a large extent, can be characterized as fluctuating 
widely without showing any true sign of direction. 
In general this Is what the mixed diffusion 
model projected. Also in partial .defense 
of the diffusion model the volume of the 
at-risk group ~Id not Increase nearly as 
greatly as was forecast in 1979 •. If actual 
population data were used, the mixed diffusion 
model would be somewhat closer. 

Forecasting State Inmates 

Tlie need f .. or Improved prison population forecasts 
becomes critical as the need for correctional 
facilltl'es and programs Increases While available 
resources decrease. Increased competition 
for scarce resources requires a system that 
produ~es reI fable, forecasts of the size and 
composition of the prison population. To 
this end, thIs forecast takes into account 
the critical demographic and criminal Justice 
system factors that pr6dUc. changes In the 
prison population size. This forecast does 
not presume to prov i de an exac t descr I ptl on 
of the future but, rathet, makes a'statement 
of what the future prison population will 
be If the crime, demographic, and crlmJnal 
Justice system factors f.ollow their projected 
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paths. The assumptions in this forecast 
are based upon the historical .behavior of 
these critical factors and the expert consensus 
of key criminal justice decision makers. 

This prison population forecast uses a computer 
simulation. A general flowchart of this 
system is presented in Figure A. Due mainly 
to data limitations, this forecast does not 
include all of the possible contributing 
factors that may explain changes in the prison 
population. However, we believe the most 
significant factors are included. Those 
factors which are included In the forecast 
are indicated on Figure A as solid lines 
and shaded areas. As can be seen on this 
flow chart, the prison population forecast 
includes key contributing factors such as 
demographic changes, superior-court felony 
convictions, the judicial decision to imprison, 
length of stay in prison, and the readmission 
of persons who fall once paroled. 

The process by which the forecast was developed 
Is unique. For the first time in this state 
a representative group of key criminal justice 
decision makers used a coordinated process 
for developing a prison population forecast. 
The catalyst for this Involvement was the 
Governor's establishment of the Interagency 
Criminal Just~ce Work Group (GICJWG). One 
of the major charges of this group is to 
provide a coordinated interagency system 
for prison population forecasting. The involvement 
of the GICJWG went far beyond the normal 
managerial oversight that is the usual role 
when given such a technical task.' The involvement 
of this group in the prison population forecast 
Included review and evaluation of the method
ology and d~ta used, the establishment or 
the forecast operating assumptions, and close 
monitoring of the technical development. 

The major outcome of this prison 'popUlation 
forecast Isa single Indicator projection 
for FY 1982 to FY 1995. However, as a supplement 
to the single indicator projection, the forecast 
provides a wealth of detail in terms of the 
changing characteristics of the prison popu
lation over time. Therefore, it is possible 
to estimate not only th~ abso~ute change 
In the prison population, but also the changing 
composition of the prison population. 

Equa I I n Importance to the types of ava 11 ab I e 
detail in the forecast is the flexibility 
that Is built into the computer model. Although 
the forecast produces a single-line estimate 
based on current operations and projected 
ch~nges, It is also possi~le through alternative 
assumptions of the critical forecast factors 
to produce alternative forecasts; Changes 
in the system can be Introduced that reflect 
various policy and system changes. T~e impact 
of these changes can be traced over time 
throughout the prison population. For example, 
the Impact of the following questions could 
be eve·l uated: 

What If the violent crime rate continues 
to Increase beyond the mid and later 1980's? 



What if the number of drug offenders 
belngcsent to prison stablll~es? 

What if the rate of parolees returning 
to prison drops significantly? 

What if the length of stay Increases 
or decreases three years from now? 

What if the migration patterns change 
significantly? 

What if the probability of being c9!)vlcted 
:- I of a felony goes up 5%? 

What happens if all 
at the same .t ime? 

Ie" 
of the above happen 

Basically, the forecast operates according 
to the simplified formula: 

Future 
Pri son 
Population 

Present 
Prison + 
Population 

Pr i son 
Releases 

New 
Prison + 
Admissions 

Parole 
Failures 

Staff Document No. 72, IIProgrammlng Methodology 
for Calc-ulating Washington State Inmate Population," 
provides a detailed review of the rationale 
for the operations of the computer model. 
For those interested in a more technical 
review there is the IIlechnical Programming 
Document. II 

The remaining two sections of this presentation 
show the most recent forecast and the monitoring 
and evaluation effort that is part of the 
forecasting process. 

Monitoring and Evaluation 

Once a forecast is published, the next step 
taken is to monitor and evaluate that forecast 
to determine, if it ,and it~ assumptions are 
tracking correctly. 

No forecasting effort can be presumed to 
provide an exact description of future events, 
and deviations between the forecast and actual 
events should be expected to occur. It Is 
important to monitor and evaluate these deviations, 
because such deviations can provide valuable 
feedback regarding the reasons for current 
events. This new knowledge can then, in 
turn, be used to reassess the forecast model 
and assumptions. 

The results of the monitoring and evaluation 
effort for the Fall 1981 forecast (that Is, 
the forecast for FY 1982-1995) showed that 
for the first el~ht months of the forecast, 
the maximum devia~lon of the forecast popu
la,tlon from the actual population equaleo 
2.6 percent, an underestimation of t40prlsol10rs. 
However, within the next four months the JI 
d~yiatlon of the forecast from the actual (( 
more than doub I ed to 6.3 percent, represent 1'19 
an ~nderestimation of 364 prisoners., This J 
sudded and dras tic change tr I ggered a deta fled 
analysis of the problem. From this It was 
concluded that the major portion of the sudden 
Increase in prison population was due to: 

o Increased prosecutorlal activity that 
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led to a sharp Increase in the number of 
new admissions to prison 

o slower than forecasted rate of release 
of prisoners 

Graph 2 and Table 1, ,(which wil I follow at 
the end of the paper) provide a summary overview 
of the monitoring effort for the Fall 1981 
prison population forecast. A detailed review 
of this analysis can be obtained by reading 

,OFM F&E Special Report No. 57. 

The monitoring and evaluation, of the Fall 
1981 prison population forecast not only 
served as an early warning for the sudden 
and unanticipated change in the criminal 
justice system~ it also proved to be a major 
source of Information for updating the prison 
population forecast assumptions for the Fall 
1982 prison population forecast. 

Flndln~ 

Findin~s for the FY 1983-FY 1996 prison popu
lation forecast, also known as the Fall 1982 
Forecast, are presented in this section. 
See charts 3 and 4 ann Tables 11 and 12 (which 
will follow at,the end of the paper). The 
Annual Forecast reports on the expected number 
of p r i soner's as of the end of each f i sca I 
year (I.e., June of each year) and the annual 
number of expected admissions and releases 
for fiscal years 1983-1996~~ This Information 
is best suited for long-run issues such as 
capital planning and long-range criminal 
justice system planning. The Monthly Forecast, 
which Is provided In the full forecast document, 
provides monthly admissions, releases; and 
popUlation data for the flsci31 years 1~8l: 
ISS3, 1384, ,and 1985. The mOnthly Information 
Is most appropriate for shorter range efforts 
such as budget preparal\lon, program planning, 
and forecast monltorlng\) Also provided In 
the full forecast docuri{ent Is a section showing 
the changes In the Inmate population by crime 
type over the forecast period. 

The Fall 1982 prison population forecast 
does not Include the Impact of two antici
pated criminal Justice system changes. First. 
the Fall 1982 prison popUlation forecast 
does not Include the Impact of the recommen- , 
datlons of the Sentencing Guidelines Commission. 
However, the Fall 1982 prison popUlation 
forecast, representing the current criminal 
Justice system practices, Is used by the 
Sentencing Guidelines Commlsslon,to provlge 
a base II ne of c9fllpar I s,on for the I r recom
mendat,lons. These recommenc;jatlons are presented 
In a separate docu~~nt prepared by the commission. 
Second, the Fall 1982 prison population forecast 
does not include the Impact of the early , 
release effort of the, Board of Prison Terms 
and Paroles. At the time that the forecast 
was being developed, Inf()rmatlon regarding 
the magn I tude of the early release effort 
was not available. The Impact of the early 
ri:;lease effort Will ,pe Include9 In the monitoring 
phase of the forecast. 
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ACTUAL AND FORECAST REPORTED CRIMES 

STATE OF WASHINGTON: 1961 to 1985 
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WASHINGTON PRISON POPULATION ~ 
1981-1982 

'", .' ' 

fi 5750 
D 

o 
F S500 

" o ., 
T 
H 5250 

JUt. AUG SEP OCT NOU DEC JAt; FEB /fAR APR HAV JUN 
ACT,MAL;,( ••• )& ' FORECASt (--~),' ' 

, . ..:.. ~":""":'-=7C_·~:"'~ ... _ 
, " 

'1981 
'1982 ,;July Aug Sep Oct, Nov Dec Jan F.eb " Mar " Apr 

Actual: 4,848 4~939' 5,018 5,068 5~306 5,294 5~~25,418 '5,525 5,654 Forecast 4,797 4',868 4,970 5,041 5,117 5,175 5,226'-!,278 5,313. ~,358 Difference 
() 

~~-F-A: -51 -71 -48 -27 -89 -l1S ~116 -140~212 -296,', 
o THEPI\ISON POPULATION FORECAST UNDERESTIMATED THE ACTUAL PRISON POPUlATI'ON. 

TIiE<UNDERESTIMATIONBE~AME SIGNIFICANT DURING THE LAST FOUR MONTHS OF THE FISCAL YEAR." () ", " 

o ' •• THE STRONG UPSWING OF ADMISSIONS TO PRISON IS,LARGELY EXPLAINEDdlV:AN INCREASE OF' 
ADMISSIONS FOR SEX CRIMES, ROBBERY, AND, OTHER CRIMES. 

*End oflllOnth populatIon. Includes Institutions and work release. 
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TABLE 1 

BREAKDOWN OF THE DEVIATION BETWEEN FORECAST AND ACTUAL 
PRISON POPULATION BY MAJOR FORECASTING.COMPONENTS FY 182 

Percent 

Forecast Actual Differenc~ Difference 

-120 -8.0% 
New Admissions Mille 1,496 1,616 

Female 104 103 +1 +0.9% 
-7.4% 

Total 1,600 1,719 -119 
I) 

Return Admisslons* Hale 612 699 -87 -14.2% 

I) Female 26 23 +3 +11.5% 

Total 638 72'1. n-84 ~13.2% 
\,,1 

1,383 +125 +8.2% 
Releases Total 1,508 

730 1,058 -328** +44.9~ 

Total 
(Admissions-Releases) 

o THE TOTAL DIFFERENCE BETWEEN ACTUAL AND FORECAST FOR FY1982 EQUALS 
THE SUM OF THE TOTAL DIFFERENCES FOR EACH OF THE MAJOR FORECASTING 
COMPONENTS, NEW' ADMISSIONS, RETURN ADMISSIONS, AND RELEASES.(ll9 + 

.;; 84 + 125 = 328) 

o 
THE DIFFERENCE BETWEEN THE FORECAST AND THE ACTUAL PRISON POPULATION 
FORECAST IS EXPLAINED BY SIGNIFICANT DEPARTURES FROM THE EXPECTED IN 
EACH OF THE MAJOR FORECASTING COMPONENTS 
o 0 NEW ADMISSIONS ACCOUNT FOR 36% OF THE TOTAL DIFFERENCE 
o 0 RETURN ADMISSIONS ACCOUNT FOR 26% OF THE TOTAL DIFFERENCE 
o 0 RELEASE ADMISSIONS ACCOUNT FOR 38% OF THE TOTAL DIFFERENCE 

1\ 

*Return admissions Include parole returnees who are processed both 
through the courts and the paroleBoard.·~"';\ 

**Technical note: The difference of 67 Inmates between the end of tHe 
compar;lsons (Graph 1) and the admissions versus releases analysis 
shown here can be accounted for by one or more of the following reasons. 

II 

(1) 
(2) 

(3) 

Relatively large changes In dally counts 
The forecast not accounting for non returning escapees or re-
sentenced pr I soners . ' 
The forecast not C!ccountlng for special prisoners 
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CHART 3 
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TOTAL PRISON POPULATION AND RATED CAPACITY· 
1970 TO 1996 

ACTUAL FORECAST 

FORECAsr"'"AS OF FALL 82 

----,.,.,. _ - PRISON POPULATION - . ",'" 

,'" ,,'" 
,," RATED CAPACITY 

,," 

1971 - 2,668 

1972 - 2,761 
1973 _6. 2,670 

1974 - 2,825 

1975 - 3,147 

1976 3,589 

1977 4,001 

1978 4,244 

1979 4,524 1983 6,427 
1980 - 4,453 1984 6,714 
1981 4,7.20 1985 7,007 
1982 - 5,814 1966 7,313 

1987 7,576 

1966 7,819 
1969 8,083 

1990 8,333 

1991 8,540 

1992 8,713 

1993 8,862 

1994 9,025 

1995 9,171 
1996 9,331 

70 .71, 72 73 74 75 76 "17 78 79 8() 81 82 83 84 85 66 87 88 89 90 91 92 93 94 95 96 

FISCAL YEAR 

• PRISON POPULATION INCLUDES ALL STATE INMATES, BOTH IN PRISON AND ON WORK RELEASE AS OF JUNE 30TH. 

RATED CAPACITY INCLUDES PRISON AND INMATE WORK RELEASE BEDS • 

• PROJECTED PRISON CAPACITY INCLUDES THE FOLLOWING ANTICIPATED NEW BEDS • 
•• DOUBLE CELLING AT THE CORRECTION CENTER. THIS WILL ADD 150 BEDS OCT. 1983, FEB. 1984, AUG. 1984, AND OCT. 1984 FOR A TOTAL OF 600 B[OS • 

•• A 500 BED PRISON AT MONROE COMING ON LINE JUL Y1984 • 
•• 200 BEDS AT THE McNEIL ISLAND FARM IN JUL Y1984. 
•• A 500 BED PRISON AT CLALLAM BAY IN NOVEMBER 1985 • 
•• A GRADUAL INCREASE OF APPROXIMATELY 40 WORK, RELEASE BEDS AS PRISON RELEASES .INCREASE DURING THE NEXT BIENNIUM. 

OfM/FIEI 
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"ANNUAL ADMISSIONS "VERSUS 'RELEASES 
, 1970 '1996 ADMISSIONS 

3,000 

N 2,500 
U 
M 
B 
E 
R 2,000 

o 
F 

P 
R 
I 1,500 

,5 
o 
N 
E 
R 
51,000 

500 

ACTUAL 

1970 1975 1980 1985 

FISCAL YEARS 

1. ADMISSIONS DIP BECAUSE OF A 5% DROP IN THE JUDICIAL DECISION TO IMPRISON. 

1990 1995 

2. ADMISSIONS ARE EXPECTED TO DIP IN FY 1983 BECAUSE OF THE CURRENT DECREASE llil THE NUMBER OF REPORTED CRIMES. 

3. RELEASE~~EACH A TWELVE YEAR LOW 'BECAUSE THE EARLY RELEASE PROGRAMS OF FY 1980 ANDFY 1981 REDUCED THE 
I~OOL OF RELEASEES IN FY 1982, AND .FY 1983. ' 

4. EXPECTED RELEASES INCREASE RAPIDLY IN RESPONSE TO THE SURGE OF ADMISSIONS IN FY 1981 AND 1982. 
ofM/FIE 
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New 'Court Adm 
Return Court Adm 

~ Return P B A~m~" 

E Total' Adinlsslons' 
Releases 
Population 

New Cou rt Adm 
Return Court Adm 

~ Return PB Adm 

~ Total Admissions 
Releases 
Population 

New Court Adm 
Return Court Adm 

~ Ret urn PB Adm 

~ Total Admissions 
Releases 

New Court Adm 
R~turn Court A~~ 
Ret urn PO Adm 

w 
;i Total Admissions 
E Relenes 

Population 

,New Cou rt Adm 
Return 'Court Adm 
Ret urn PB Adm 

w 
::J
w 

Total Admissions 
x Relenes 
... Population 

..J 

New Court Adm 
Return Court Adm 
Return PB Adm 

~ Total Admissions 
~ Total Releases 

Total Population 

MY 
135 
22 
22 

179 
105 

5,660 

12 
o 
0' 

12 
8 

231 

147 
22 
22 

191 
113 

5,891 

.!l!!.!:L 
136 

23 
26 

185 
181j 

~~183 

12 
o 
1 

13 
11 

247 

148 ' 
,23 
27 

198 
195 

6,430 

133 
22 
22 

177 
118 

5,719 

10 
o 
o 

10 
11 

230 

143 
22 
22 

187 
129 

5,949 

~ 

136 
21 
23 

180 
126 

6,237 

10 
o 
o 

10 
7 

150 

1"6 
'21 
23 

190 
133 

6,,.87 

,11 

Sept 

132 
27 
27 

186 
12" 

5,781 

8 
5 
2 

15 
9 

236 

140 
32 
29 

201 
133 

6,017 

Sept 

135 
28 
24 

187 
1"3 

6,281 

9 
5 
3 

17 
6 

261 

14,. 
33 
27 

20" 
1"9 

6,5"2, 
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MONTHLY PRISON POPULATION FORECAST FY83 

133 
23 
23 ' 

179 
132 

5,828 

9 
1 
1 

11 
15 

232 

1"2 
24 
24 

190 
147 

6,060 

132' 
25 
25 

182. 
130 

5,880 
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Establishing Causation: The Role of Epidemiological Evidence 

Shanna Helen Swan, University of California, Berkeley 

The use of epidemiological evidence to 
establish a causal connection between an ex
posure and a disease outcome is relatively ne'w 
in litigation. Until recently, it was often 
sufficient for a physician to testify to such a 
connection on the basis of his clinical 
experience. ~owever, in recent years, large 
numbers, of suits ~ve been brought against drug 
and chemical manufacturers that rest~ in large 
part,on the epidemiological evidence of an 
association between exposure to a drug, device" 
or chemical and a disease outcome. These cases 
include: 

• Occupational exposure to asbestos and 
mesotheli9ma , 

• Prenatal exposure to diethylstilbestrol 
and vaginal cancer, 

\ 
• Use of intrauterine contraceptive devices 

and pelvic inflammatory disease, 

• Tampon use and toxi:c shock syndrome. 

What these examples have in common is the 
availability of a number of relevant 
epidemiological studies in which an association 
has been analyzed, together with the absence of 
definitive information about causal mechanism. 
In such a situation, the epidemiologist, trained 
to synthesize and evaluate a wide range of 
epidemiological and medical evidence, may be 
uniquely qualified to assess the available data 
with regard to a causal connection bet,ween 
exposure and disease. This analysis must be 
done with considerable care; epidemiology is 
also subject to a wide range of methodological 
pitfalls which may render epidemiological 
evidence misleading or even useless. 

Alternative models of causation will be 
discussed briefly. Subsequently, causation will 
be contrasted with aSSOCiation, and the factors 
considered in deciding whether an association is 
causal will be discussed. TWo examples drawn 
from recent litigation illustrate these pOints. 

Models of Causation 

"Cigarette smoking is the major cause of 
lung cancer in the Uni ted Sta te s. " 

(Surgeon General's Report, 1982). 
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Perhaps the most ,widely accepted example of 

a causal connection which was initially estab
lished on the basis of epidemiological evidence 
is t~ relationship between cigarette smoking 
and lung cancer. It is useful in' this context 
to examine what is meant by the above statement 
of causation. Several alternative models are 
considered. These are illustrated in Figure 1. 

• One Cause-One Effect Model (Figure lA) 
While this model incorporates the most 
intuitive notion of causation, it is 
probably the least applicable in this 
context. Under the one cause-one 
effect model every smoker would 
develop lung cancer and every lung 
cancer case would be attributable to 
smoking. In fact, only about 10% of 
smokers develop lung cancer and less 
that 85% of lung cancer cases can be 
attributed to cigarette smoking.1 

• Multi-Effect Model (Figure IB) 
This model correctly includes the fact 
that cigarette smoking has been shown 
to be causally related to a number of 
disease outcomes. However, it is not 
certain that every smoker will develop 
one or more of these diseases. 

• Multi-Cause Model (Figure lC) 
This,model assumes that there are 
several facors, suc~ as smoking and 
asbestos exposure that independently 
give rise to lung cancer. While it is 
t~ case that both smoking and asbes
tos exposure are, independently, 
causal factors for lung,cancer2 , not 
every smoker or asbestd~1 worker will 
develop lung cancer. 

• Component Cause Model (Figure ID) 
Under this model a number of component 
causes or factors must all, simul
taneously, be present in order for 
smoking- to lead to lung cancer. While, 
this is theoretically appealing, no 
known collection of factors completely 
predicts which smokers will develop 
lung cancer. 

\ 

" 

• Indirect Causal Model (Figure IE) 
In this model, a factor, for example 
genetics, leads to an outcome such as 
smoking, which, inturn, leads to lung 
cancer. This model may also postulate 
that the primary cause (genetic in 
this case) would also lead to the 
outcome (lung cancer) absent the 
intermediate cause. This model has 
been suggested by, those researchers 
who are critical of the evidence for a 
direct causal connection between 
smoking and lung cancer. 

• Probabilistic Model (Figure IF) 
In this model, smoking increases the 
probability of lung cancer. This 
probabilistic model is in closest 
agreement with current thinking. The 
complete model should include several 
independent causal factors in addition 
to smoking and several largely unknown 
component causes. The probability of 
developing lung cancer for smokers can 
be estimated as a function of known 
risk factors such as age and 
occupation. The exposure, "smoking," 
can also be made more specific, and 
the probability of disease will then 
depend upon duration of exposure 
(number of years smoking), level of 
exposure (number of packs per day), 
and perhaps tar and nicotine content 
and so on. Both epidemiological and 
statistical methods are utilized in 
obtaining these estimates. 

The statement "Smoking causes lung cancer" 
is, therefore, a probabilistic one that can be 
quantified using epidemiology and statistics. 
All the other, deterministic models discussed 
are inadequatel;o describe the nature of the 
connection between smoking and lung cancer. It 
is likely that a similar analYSis of the caus~l 
connection between any exposure and a medical 
outcome will utilize a probabilistic model. 

Association and Causation 

Association between an eXPQsure and a disease 
outcome is simply a statistical dependence that 
does not, in itself, imply causation. This 
association can be measured by a variety of 
parameters. One, of these, relative risk, is 
most commonly used by epidemiologists to measure 
association. The relative risk of a disease 
associated with a particular exposure is defined 
as: 

This parameter can be estimated in several ways, 
depending upon the particular study design which 
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is used. The,se estimates of relative risk can 
be obtained specific to a particular subpopula
tion or stratum and pooled across strata to 
provide a summary measure of association. 

Once a measure of association has been 
obtained it can be tested for statistical sig
nificance under a model that assumes random 
selectIon of cases and controls. However, in 
practice, subjects are seldom selected at 
random. The usual study design is 
observational; subjects select their treatment 
or exposure. In this nonrandomized case, great 
care must be taken to insure the comparability 
of study groups with respect to all variables 
related both to outcome and exposure. 
Epidemiologists must identify such variables, or 
confounders, and take care to control for them 
in the design and analysis phases of the study. 
Further care must be taken to insure that study 
groups are representative of the population from 
which they are assumed to have been drawn, 
particularly with respect to the expostii~ and 
outcome under study. Failure to achieve this 
goal results in an important form of bias known 
as selection bias, which can severely limit the 
value of the epidemiological findings. Thus, 
the evidence must be critically reviewed to 
assess the presence of all potential biases and 
confounders that may have distorted the results. 

Once a statistically significant association 
has been found and the problem of bias and 
confounding has been addressed, the question of 
causation vs. association must be considered. 
The principles for establishing causation have 
evolved gradually since Koch's postulates were 
originally developed for infectious diseases. 
The rol1o~i~g factors are now generally con
sii\!r:,red by epidemiologists when evaluating a 
possible causal connection between any disease 
outcome and an exposure: 

• Strength of the Association: What is 
the magnitude of the relative risk 
estimate and what is its statistical 
signif icance? 

• Consistency of the Association: Has 
the result been replicated, preferably 
in studies of alternate deSigns? 

• Biological Gradient: Is there a dose
response relationship bet~~een exposure 
and outcome? 

• Biological Plausibility: Is the 
finding consistent with current 
~iological thinking? Have reasonable 
mechanisms been postulated? 

• Experimental Confirmation: Is therr, 
supporting evidence from laboratory' 
studies,' such as animal bioassays or 
challenge-rechallenge studies in 
humans? 

• Collateral Evidence: Are .there sup
porting results from other disciplines 

~i.~> ____ ~ ________________ ~ ____________ ~ ______ __ 
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or other epidemiological studies, such 
as time trends in disease that corre
late with patterns of product sales? 

• Elimination of Other Causes: In 
establishing causation in any par
ticular instance, have other known, 
independent causes of the ou~come been 
considered and eliminated? 

• Chronology: Does the outcome follow 
.'. the exposure? 

• Quality of Epidemiologic Studies: 
Have all major sources of bias and 
confounding been considered and 
elimina ted? 

It is not necessary that each of these criteria 
be met. Rather, these are guidelines for 
evaluating the available evidence for causation. 
However, failure to meet the last two condit:i:'pns 
would result in serious doubts about the causal 
nature of an association. The Surgeon General's 
reports have carefully discussed each of t~ese 
factors in regards to smoking and lung cancer in 
arriving at a conclusion., of causation. 3 In what 
follows, two examples drawn from recent litiga
tion will illustrate the application of these 
criteria. 

Two Case Histories 

1. Diethylstilbestrol and Vaginal 
Adenocarcinoma 

In 1947 the sYnthetic estrogen, diethylstil
bestrol (DES), was first marketed for prevention 
of spontaneous abortion. It was wid~ly used in 
the 50's and 60's, despite inadequate testing 
for safety or efficacy. It has been estimated 
that between two and four million' offspring were 
exposed to this drug prenatally, It and in 1953 
Dieckmzn et a1. established the lack of efficacy 
of this drug for prevention of ~ontaneous 
abortion or premature delivery. However, it 
continued to be ma.rketed for use in pregnancy 
until 1971., At that time, Herbst et a1. ob
served an excess of a rare vaginal cancer which 
was previously extremely rare in young women. 6 
A case-control study found documented first
trimester exposure to DES in seven of the eight 
cases and none of the thirty-two matched con
trols. The drug was subsequently withdrawn for 
use in pregnancy. Extensive research followed 
and the International Agency for Research on 
Catlcer has concluded that, "Diethylstilbestrol 
is causally associated with the occurrence of 
cancer in humans". 7 The principles for est/ab
lishing causation will be illustrated using this 
example. 

• Strength of the Association: 
The relative risk estimates in this 
case are very large. One estimate is 
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provided I1,sing the augmented odds 
ra,tio on the unmatched dat;a, which 
yields an estimate of 325. 
Alternatively, one can compute ~ lower 
confidenge limit for the relative risk 
using the matched data. This method 
provides 7.5 as a lower 95% confidence 
limit for the r;e1ativerisk. In 
either case Che'::.oignificance probabil
ity is less than 1/10 6• 

• Consistency of ~he Association: 
This finding was replicated by 
Greenwald et'a1. using five cases and 
eight matched controls. None of the 
controls had a history of synthetic 
estrogen exposure, while all five 
cases were exposed. S 

• Biological Gradient: 
No dose response for cancer has been 
observed in humans although a strong 
dose response for impaired fertility 
has been observed in mice. A clear 
response . relationship between gesta
tional age at exposure and risk of 
cancer has been documented. 9 

• Biological Plausibility: 
DES has been known, since 1938, to 
cause cancer ;l.n·· animals. It has been 
shown in pregnant miCe to concentrate 
in the fetal reproductive tract. It 
is believed that DES interferes with 
the normal repl,acement of vaginal 
columnar epithelium by squamous 
epithe.lium. Forsberg has demonstrated 
in mice that treatment with DES 'in
hibits this transformation.lO 

. j; 
• Experimental Con firma tion;~ 

Experimental studies :I,n~fats and mice 
support the human epidemiological 
findings. In one study transplacental 
exposure of rats to DES resulted in 
genital malignancies in 20-40% of the 
exposed and in none of the unexposed 
contro1s. l1 . In addition, DES has been 
shown to induce mutations in the mouse 
lymphoma syystem. 12 

• Collateral Evidence; 
Evidence of a wide range of 
vagina1/cervica1 and uterine anomalies 
occurring in exposed female offspring 
support the causal connection between 
DES and clear cell adenocarcinoma. 
These' abnorma1ities have also been 
produced in test animals and, like the 
cancers, are inverseiy related to 
gestational age at exposure. Similar 
findings Imve been found in males, 
both in humans and test animals. 

• Elimination of ather Causes: 
To date' no other cause for clear-cell 
adenocarcinoma in young women has been 
suggested. Some have argued that 
threatened spontaneous abortion, which 

wa.s the indication for DES use, Dlay 
iltal?lf have increased the risk of 
dUlCeI'. 'However, no other study has 
ever associated high-risk pregnancy 
with vaginal adenocarcinoma. 
Furthermore, the frequency of high
~isk pregnancies does not correlate 
with the temporal pattern of c1ear
cell adenocarcinoma. 

• Chronology: 

The appearance of vaginal adenocar
cinoma occurs betwen seven and thirty 
years after the exposure to DES. 

• Quality of Epidemiological Studies: 
Diagnostic Bias: 
Diagnosis of initial cases was 
blind with respect to exposure. 
Furthermore, diagnosis was done by 
~yto10gy and was well defined. 

Ascertainment Bias: 
Initial cases were ascertained 
before DES h&:J been associated with 
vaginal adenocarcinoma. The 
Registry that has been established 
to collect cases of adenocarcinoma 
does so without regard to exposure. 

Recall Bias: 
Ascertainmen~ of exposure was not 
limited to recall but required 
writt~n confirmation of exposures. 
All 'records were equally reviewed, 
regardless of outcome. 

Confounding: 
Maternal history of pregnancy 
failure or bleeding was the only 
variable, other than DES exposu>e, 
related to the cancer outcome. 
Since these variables have had a 
uniform pattern of incidence both 
before and after the occurrence of" 
this rare cancer, it is highly 
unlikely that they are causally 
related to tlle risk of cancer. 

Therefore, it appears that exposure to DES 
during the first trimester is a significant 
causal factor ,in the subsequent development of 
clear-cell vagina1/cervica1 adenocarcinoma in 
young women. 

2. Toxic Shock Syndrome and Tampon Use 

The history of the toxic shock story and the 
methodological problems associated with it are 
well documented by Harvey, Horowitz, and 
Feinstein. 13 It is worth reviewing briefly: 

In November 1978, Toxic §hock Syndr.ome (TSS) 
was described by Todd et a1. in seven children 
ages 8 to 17, including three boys and five 
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girls. The association with menstruation was 
not noted until one year later when Davis, of 
,the Wisconsin Division of Health, noted three 
cases in menstruating women. Subsequently, the 
Center for Diseaae Control, Atlanta (CDC) was 
notified of large numbers of cases in young 
women and began carrying out surveillance for 
additional cases. In February 1980, Utah He~lth 
Department circulated a newsletter to physicians 
describing TSS and its association with 
menstruation. One month later, Schrock, of the 
Minnesota Health Department, published a letter 
in the Jou~a1 of the American Medical 
Association stating that TSS "appearfl to occur 
in women only, at an age of active menstruation, 
at or near the time of menstruation." In May 
1980, CDC reported an aosociation between tampon 
use and TSS, which was not related to brand or 
absorbency .Na tiona1 publicity followed, in
cluding speculation concerning a possible link 
to the new, highly absorbent tampon, Rely. 
Subsequently, reporting of TSS increased and 
self-reporting of cases was frequent. On 
September 19, 1980, CDC published the results of 
a second study that showed a statistically 
significant associa·:;lon between TSS and Rely 
brand tampons. On September 22, 1980, Rely was 
removed from the market and CDC stopped accept~ 
ing direct case reports. On January 30, 1981, 
CDC published data showing a decrease in the 
number of reported cases, which they attributed 
largely to withdrawal of Rely and decreased 
tampon use. 

An association between TSS and tampun use 
has been established and replicated. HU'i':,~":'!er, 
the epidemiological studies that demonstbted 
this association are subject to several source's 
of bias. The presence of these biases raises 
serious doubts about the causal nature of the 
association at this time. 

Reporting Bias: 
In Minnesota, where surveillance for cases 
of TSS was active and ongoing, 83.8% of 
cases were tampon'associated. The majority 
of the remaining cases reported to the CDC 
were the result of self-reports and passive 
surveillance; 92.4% of these cases were 
tampon related. lit 

Furthermore, while the overall pattern of 
cases collected by the CDC through passive 
surveillance shows a sharp peak in August 
and September of 1980 associated with the 
publicity concerning TSS and tampon use, the 
incidence of cases collected oy Minnesota 
shows no such peak. /> 

Recall Bias: 
·Twenty-two cases of menstrua11y associated. 
TSS were interviewed twice. Before the peak 
of the Rely pUblicity (7/11/80) only 32% 
reported using Rely. However, whe~ inter
viewed after Rely was withdrawn from the 
market (10/1/80), 50% of the same women 
claimed to have been using Rely at the time 
of their i1ness. 12 

'. 
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Diagnostic Bias: 
While physicians have previously diagnosed 
toxic shock in.children, boys, and older 
women, publicity suggesting that TSS was a 
disease of menstruating women increased the 
likelihood that a diagnosis of TSS be made 
in a menstruating women. 

It is possible that TSS is associated with 
tampon use only through its association with 
menstruation. If TSS is menstrually associated 
and if ove~ 80% of menstruating women used 
tampons, irreSPective of TSS, ~fore the summer 
of 1980, the prevalence of tampon 'use pbserved 
1:1 the Minnesota cases, which were those most 
likely to be free of bias, could well be 
explained. In this case, the excess observed in 
the CDC case series may well be the result of 
the biases mentioned • Therefore, at this time 
biases in the epidemiological data make it 
impossible to draw a conclusion of causation 
with respect t~ TSS and tampon use. 

Epidemiological evidence can contribute 
uniquely to establishing causation between 
exposures and medical outcomes. In establishing 
the causal connection a number of conditions 
must be satisfied. In particular, great care 
must be. taken to avoid biases and confounding, 
which may result in erroneous conclusions. 
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FIGURE I: ALTERNATIVE MODELS OF CAUSATION 
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A Probabilistic Approach to Tracing Presumptions 
in the Law of Restitution 

Michael O. Finkelstein*, Columbia University 
Herbert Robbinst , C~{umbia University 

The talk by Michael O. Finkelstein was subsequent
ly published by Mr. Finkelstein and his co-author 
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ABSTRACT 

Establishing an equitable lien or constructive trust over fonds taken by fraud 
requires tracing. Where the misappropriatedfunds sought to be traced are min
gled with other funds in an account and are subjected to withdrawals and de
posits, the couns have used various presumptions to determine the extent of 
trust fonds remaining in the account. It is suggested that probability theory 
yi,elds rules and results that better accord with the legal theory underlying the 
remedies allowed in tJ>.~se cases. 

It is well settled tliata person who has been defrauded of money may assert 
an equitable lien or a constructive trust with respect to the funds in the posses
sion of the wrongdoer. An equitable lien is a security interest in the funds that is 
limited to the amount of the claim. A constructive trust is an equitable owner
ship interest in the funds that is not so limited.' Important applications of this 
dOCtrine arise When the wrongdoer deposits the money in an account, eiL'ler 
separately or mingled with other funds, and then becomes bankrupt. In that 
situation, if the claimant can "trace" the funds in the account he may recover 
on a priority basis, even though general unsecured creditors of the wrongdoer 
recover nothing because the estate available to them has been depleted.' 

Prior to the Federal Deposit Insurance Corporation Act of 1933,' tracing 
claims frequently were asserted by defrauded depositors in failed banks who 
sought to recover their deposits on a preferential basis.' Although such cases 
are no longer common, tracing claims continue to arise in the wake of bank 
failures' and in a variety of other contexts, most of which involve claims against 
an insolvent debtor. • The current high rate of business bankruptcies promises to 
generate a new wave of such claims, perhaps at least equal to those of the 
19;30s. 

In most cases involving tracing, the wrongdoer has commingled funds 
subject to the trust or lien with other funds. It is well settled that this does not 
destroy the claimant's equitable preference, but is likely to complicate tracing. 
We propose in this article to take a fresh look at two significant doctrines that 
determine the limits of tracing with respect to commingled funds. The first re
lates to the characterization of withdrawals from a commingled fund; the sec~ 
ond to the determination of the lowest intermediate balance of a fund. In each 
case, highly artificial presumptions have been made to resolve uncertainty and 
to protect the claimant. We suggest a different approach: one that uses more 
plausible and neutral presumptions and then looks to mathematical probability 
based on the assumed facts to deduce the rules. 

Withdrawals From a Commingled Fund 

Once the right to an equitable remedy is established, the key to claimant's re
covery is his ability to trace the funds. A rather elaborate body oflaw has devel
oped on the requisites for tracing, and much of it favors the defrauded claim
ant.

7 
A key presumption relates to the funds withdrawn from a commingled 

account. If funds withdrawn from the account are used for the wrongdoer's 
own purposes and dissipated, it is presumed that he selected his own funds for 
that purpose, so that claimant may trace the funds remaining in the account. 
Thus, as long as the balance in the account remains in excess of the amount of 
the'claimant's funds there is a presumption against dissipation, and he may re
cover the full amount. If the balance in the account drops below the amount of 
the claimant's funds, the extent of depletion is determined by assuming that 
other funds were withdrawn first. 

This rule derives from Knatchbull v. Hallett,' an English case in which a 
soli~itor holding some bonds for a client sold them without authority and de
POSited the proceeds in an account with his bankers. He subsequently added 
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some of his own funds to the account. Thereafter, he withdrew funds for his 
own purposes. When he died the balance in his account was (and apparently at 
all times had been) greater than the amount of his client's funds. The traceable 
assets would thus have been undissipated if the withdrawals had been deemed 
made from the solicitor's own funds, but substantially impaired if deemed 
made from the client's funds. Mr. Justice Frye held that he was bound by prece
dents (notably Clayton's Case'), to presume tllat the first funds deposited were 
the first withdrawn. Since the client's funds had been deposited first, he found 
that they had been substantially dissipated. 

On appeal, the decision was reversed, two justices holding that when the 
solicitor made withdrawals for his own purposes, it must be presumed that he 
used his own funds. Jessel, Master of the Rolls, argued that if the monies were 
indistinguishable sovereigns in a bag, the fiduciary must be presumed to intend 
to take his own money when reaching into the bag. "His money was there, and 
he had a right to draw it out, and why should the natural act of simply drawing 
out the money be attributed to anything except to his ownership of money 
which was at his bankers."'· Mr. Justice Baggalley agreed: "Can any reason 
be assigned why. . • I should r.!!'.; as between myself and my cestui que trustent 
have the honest intention attributed to me of drawing against my own private 
funds and not against the trust funds, though it was the first paid in?"" This 
presumption, known as The Rule of Jessel's Bag, has been almost uniformly 
adopted by American courts. 

In the particular context of Knatchbull, the presumption of honesty seems 
reasonable because the solicitor had not obtained money by wrongful means, 
nor had he clearly appropriated the funds to his own use. But most American 
courts, without considering the reasonableness of the presumption in other 
contexts, have simply adopted Knatchbull as superior to the first-in first-out 
rule in Clayton's Case. " This extension is most questionable when defendant 
has defrauded the plaintiff, or as a fiduciary has committed some act evidenc
ing an intent to appropriate the money entrusted to him. In such circumstances 
it is incongruous to presume that the wrongdoer has become punctilious with 
respect to withdrawals, and in fact a few courts have refused to do so for ihis 
reason." 

A second problem relates to deposits: if the wrongdoer is presumed to be 
honest with respect to withdrawals, he should also be presumed to intend to 
restore the claimant's funds, if they have been depleted, by subsequ~nt deposits 
of his own funds. This, however, is so implausible that the cases have split on 
the issue, with the majority and the Restatement of Restitution refusing to go 
that far, but rather requiring proof of an intent to make restoration." The 
wrongdoer is thus presumed to protect the claimant's funds with respect to 
withdrawals, but not with respect to deposits, a patchwork of presumptions that 
is unlikely to reflect his actual intention in either respect. 

A third problem is this: if the funds withdrawn are invested in traceable 
assets while the balance in the account is dissipated, I(natchbull would presume 
that the claimant's funds were dissipated. This seemingly unsatisfactory result 
led an English court in a subsequent case to reverse Knatchbull in that situation 
and to presume that traceable funds were withdrawn to make the investment. " 

This reverse presumption arguably is not inconsistent with Knatchbull, but 
rather represents an extension of its logic: the honest wrongdoer is presumed 
to intend to use the claimant's funds to make the best investment, while dissi
pating his own funds. If this seems rather fanciful, the Restatemem of Restitu
tion embroiders the fancy into metaphysics by providing that ifftinds from a 
commingled account are withdrawn and invested in an asset, the claimant is 
entitled to a lien against the asset to the full amount of his claim, even if that 
exceeds the amount invested. Thus if a claimant has a $1,000 claim against a 
COmmingled account, and $500 is withdrawn and invested in securities, theRe
statement would give the claimant a $1,000 claim against the securities." The 
courts have not gone so far, but rather limit the preference to the amount in
ve~ted in the case of an equitable lien, or to the proportionate part of the product 
in the case of a constructive trust. 17 

The artificiality of these presumptions makes it plain that the presumed 
intention of the wrongdoer-the original basis for the Rule of Jessel's Bag-is 
no longer a useful guide to what the rules are or ought to be. Nor is a desire to 

protect a recovery by the innocent defrauded claimant and to punish the tort
feasor or his estate a sufficient or even relevant basis on which to rest tracing 
doctrine. Since a constructive trust or equitable lien gives a defrauded creditor 
a significant advantage over general creditors only when the defendant is insol
vent, the equities to be balanced in most cases are those of the defrauded claim
ant versus other, general creditors;. the equities of the tort-feasor are not in
volved." A tracing rule that favors the defrauded claimant deprives the general 
creditors of their share of the traced assets and to that extent collides with the 
strong federal bankruptcy policy requiring equal treatment for all unsecured 
creditors. Thus it has been held that where trust funds are commingled with the 
debtor's property, a state statute that confers a lien on all the debtor's property 
without requiring tracing would create an invalid preference under the bank
ruptcy law. " 

If tracing must stop somewhere in order to respect the equities of general 
creditors (and the bankruptcy law) where shall the line be drawn and on what 
~eory? We suggest that the limits of tracing be determined by a reasonably 
coherent theory that is not convoluted in an effort to protect the defrauded 
claimant in the exceptional case in which he tilts with the tort-feasor. 20 In this 
approach the superior equities of the defrauded claimants are viewed as satis
fied by their entitlement to a preference to the extent of tracing , but the limits of 
tracing are determined without reference to equitable considerations. In effect, 
this would mean replacing artificial presumptions designed; ~D reward the 
claimant at the expense of the tort-feasor with a more plausibLe and neutral al
ternative. 

An obvious neutral presumption is in fact a more realistic one: the wrong
doer did not care which money he used when he witlldrew funds; in effect, he 
picked dollars at random without regard to their source. If that is assumed, 
probability theory applies to the results of the selection process. 

Imagine that the claimant and the wrongdoer's funds are represented by 
labeled tokens in Jessel's Bag and the wrongdoer withdraws a given number of 
them at random without regard to their labels. The number of claimant's tokens 
removed (and hence the number remaining in the bag) will vary if this experi
ment is performed repeatedly (restoring the bag to its original state after each 
repetition), but. the probabilities of various results can be calculated and the 
effect on the claimant's funds determined by probability theory." To perform 
the calculations precisely, it would be necessary to decide in what units the 
withdrawals were made (Le., the denomination of the tokens) and the choice is 
not obvious. However, the results that are important for our purposes are sub
stantially independent of this choice. 

First, the "expected" result (sometimes referred to as the "mean" result) 
is the one in which the proportion of the claimant's tokens among those with
drawn equals their proportion in the bag from which the withdrawal was made. 
A result as near as possible to the expected number '(a result exactly equal to the 
expected number may not be possible because the expected number may in
clude a fractional token) is among the most probable exact results, although this 
probability is still likely to be very small because the probability of any particu
lar result is small. 

Second, and of greater significance, the expected number is approximately 
equal to themedian, Le., there is approximately 1\ 50 percent probability that 
the number of the claimant's tokens withdrawn would exceed the expected 
number, and llPproximately a 50 percerit probability that it would be less than 
this. If a court were to presume that the proportion of claimant's tokens with
drawn equaled their proportion in the bag (or the next larger whole number of 
tokens if the expected number included a fraetionn! token), tIlere would be a 
probability of about 50 percent that the actual,number of traceable tokens with
drawn was equal to or less than this and correspondingly a probability of about 
50 percent that the number of claimant's tokens left in the bag was at least equal 
to tile number obtained by subtracting tile expected number withdrawn from 
the original number in tile bag. A presumption to that effect would thus be sup
ported by a preponderance of probability, which is the level frequently associ
ated with a preponderance of evidence." 

This result is unchanged if there are multiple withdrawals, which may sim
ply be aggregated and treated as a single withdrawal. If the trustee makes a 
deposit between witlldrawals (represented by adding tokens to the bag), it will 
usually be of nontraceable funds. Whatever tlJe characterization, if a subse
quent withdrawal is at random from the bag as newly constituted, the same 
principle would apply: the. expected number of claimant's tokens remaining in 
the bag after a series of deposits .and withdra",,!~~ would be the number that 
would be obtained if at each stage the proportioi! 'of claimant's tokens among 
those withdrawn were equal to the proportion of claimant's tokens in the bag at 
the time the witlldrawal was made.2l 
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To illustrate this rule of proportionality , suppose the bag contains 100 dol
lar tokens, of which half are claimant's funds. If fifty dollars are withdrawn at 
random, the expected number of claimant's dollars remaining in the bag is 25. 
Assume the wrongdoer now deposits 25 additionn! dollars of. his own funds, 
and then withdraws $25. The expected number of claimant's dollars then re
maining would be two-thirds of25, or 16.67, so that at the end of these transac
tions the expected balance of claimant's dollars in the account would be in ex
cess of 16. If the court adopted 'the probabilistic approach suggested here, it 
would allow tracing to the extent of $16, as compared with $50 under the rule in 
Knatchbull or $0 under tile rule in Clayton's Case. 

Of course a proportionality rule would be less favorable to the claimant 
than the current rules. But it occupies a rationally defensible ground and one for 
which there is some case authority." In addition, the Restatement proposes 
such a rule for the special case in which a constructive trust is sought against a 
conscious wrongdoer. 2l The Restatement theory appears to be that an equitable 
lien up to the amount of the claim attaches to all the funds in a commingled 
account (without regard to their identity), but that a constructive trust may only 
be asserted with respect to the claimant's property and its product. The Restate
ment thus recognizes the proportionality rule when tracing is required of the 
claimant's specific funds. Since most courts do require tracing of the claim
ant's funds and have not accepted the Restatemem's broader lien theory," we 
may summarize the situation by observing that ~e proportionality rule marries 
two ideas: the judicial insistence on tracing as the basis for an equitable lien or 
constructive trust, and the Restatement's rule of proportionality when it deems 
tracing to be required for the claimant's remedy. 

The Lowest Intermediate Balance 

Since a deposit does not usually restore traceable funds once depleted, '7 the se
quence in which deposits and withdrawals are made may critically affect the 

amount of traceable funds remaining in an active account, even though the clos
ing balance exceeds the amount of such funds. If, for example, sufficient with
drawals are made first, the traceable funds could be depleted, whereas they 
would have remained intact if sufficient deposits had been made first. This situ
ation is reflected in the rule that traceable funds may not exceed the lowest in
termediate balance of the account. 

This rule creates a difficulty in active accounts because the sequence of 
deposits and withdrawals within a day generally is not known, since banks do 
not determine true intennediate balances but ratller limit themselves to daily 
closing balances. For example, the Trustee of Franklin New York Corporation 
and Manufacturers Hanover Trust Company sought to trace and recover $30 
million that allegedly had been obtained by fraud from Manufacturers and de
posited in Franklin National Bank's account with the Federal Reserve Bnnk of 
New York." Although this account was far in excess of $30 million at the close 
of each day from the day of deposit on April 3, 1974 to the day the bank closed 
on October 8, 1974, there were hundreds of deposits and withdrawals on each 
day, far exceeding in aggregate amount the opening balance in the account. 
However, the lowest intermediate balance could not be determined because the 
Federal Reserve Bank did not compute intraday balances." 

What is to be done when the order is unknown? One answer was given by 
the decisioI' "Republic Supply Co. of California v. Richfield Oil Co. 30 In that 
case, the master who conducted the trial had three theories presented to him to 
deal with the intermediate balance problem. First, only daily closing balances 
should be considered. Second, deposits and withdrawals in the order posted by 
the bank should be accepted as the true sequence, even though it was shown that 
this sequence represented only "the arbitrary inclination of the posting'clerk." 
Third, the lowest balance should be determined by deducting all withdrawals 
before crediting any deposits. The master chose the third theory, arguing that 
since plaintiff had the burden of proof, the nature of the sequence should be 
presumed against him. The district court adopted the master's position. 

On appeal, the Ninth. Circuit reversed. ~ince the choice was between the 
tort-feasor and the innocent claimant, the equities were not equal and this in
equality justified putting the burden of prD?f on tlJe defendant. Thus the court 
held that a prima facie case of tracing was proved by showing daily closing 
balances in excess of the amount of traceable funds; if in fact that account fell 
below the amount of the funds during the course ofa day, the burden was on the 
defendants to prove that fact "with accuracy." If the court meant by this, proof 
of the actual sequence (and it would seem that the court did mean that), the 
presumption in effect gave this point irrebuttably to the claimant. 

We have already criticized the court's balance of equities argument. The 
case illustrates the point previously made because the defendant was clearly 
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insolvent and hence its equities were not involved, but only those of the other 
creditors. In this situation, instead of presUming a sequence that favors one 
party or the other, it seems fairer to a~sume that each possible sequence of with
drawals and deposits was equally likely. On that assumption, the probability 
that the trust funds were dissipated to any given extent by a low intermcdl~'l-te 
balance can be-calculated by a formula in certain simple cases and estimated by 
computer sill',ulation generally. 

For purposes of illustration, consider the simple case in which all deposits 
and withdrawals are of a fixed amount and are equal in number, so that the 
opening and closing balances are equal. Such a sequence may be modeled in 
familiar terms by assuming that a fair coin is tossed, say 200 times, with heads 
representing a $1 withdrawal and tails representing a $1 deposit, and that each 
face comes up 100 times. The probability of dissipation of$10 or more in such 
a case is equal to the number of different possible sequences of 100 heads and 
100 tails in which, at some point, the number of heads leads the number of tails 
by at least ten, divided by the total number of possible sequences of 100 heads 
and 100 tails. 

Most people do not have an intuitive feel for a probability of this type be
cause it does not relate to any common experience (except perhaps gambling). 
Test yourself: in 200 tosses of a fair coin in which 100 heads and 100 ·tails 
appear, what is the probability that heads led tails by at least ten at some point in 
the process?" The presumption of nondissipation may seem reasonable if one 
believes that this sequence of tosses wound up in balance because by some self
correcting mechanism it stayed close to balance throughout the process. In fact, 
it is more correct to regard the process as having segments with possibly large 
leads in one direction that are counterbalanced by segments with leads in the 
opposite direction." 

When deposits and withdrawals are all of the same amount (although not 
necessarily equal in number) a simple formula (set forth in the margin) gives 
the probability of a dissipation equal to or greater than a given level. " To illus
traie the formula, the table below sets forth the probabilities of various 
levels of dissipation in an account which is subjected to 100 one-dollar de
posits and 100 one-dollar withdrawals, so that the closing balance is equal to 
the opening balance. 

The table shows, for example, that the probability that $8 or more will 
have been dissipated is 0.522, while the probability that $9 or more will have 
been dissipated is 0.445. A court following the rule we have suggested would 
find that about $8.86 had been dissipated, because that is the expected 
amount." 

Computing probabilities in actual cases is more cOlllplicated than our sim
ple formula would allow for two reasons. First, deposits and withdrawals are 
unlikely to be in identical amounts, so that probabilities determined by the for
mula will not represent the actual situation. It appears likely, however, that if 

TABLE I 

Probabilities of Dissipation Equal to or Greater Than Selected Amounts 
Assuming 100 $1 Deposits and 100 $1 Withdrawals 

Amount Dissipated (k) 

$5 
6 
7 
8 
9 

10 

15 
16 
17 
18 
19 
20 

Probability of 
Dissipating k or More 

0.779 
0.698 
0.613 
0.522 
0.445 
0.368 

0.105 
0.077 
0.056 
0.041 
0.028 
0.018 

the formula is applied to an average figure for deposits and withdrawal~;' the 
probability of exceeding any given dissipation determined by the formula will 
be smaller than in the actual situation." 
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Second, the formula gives the probability of dissipation if the rule in 
Knatchbull is followed and withdrawals are deemed to be made first from non
traceable funds; it does not apply if random selection is assumed. If there are 
$50 of claimant's funds in an account that has $100, and there are fifty $1 de
posits and fifty $1 withdrawals, under the Rule of Jessel's Bag the expected 
dissipation Would be $6.27, all of which would come from nontraceable funds 
since they are presumed to have been used first. But if random selection is as
sumed, our computer simulations indicate that the expected dissipation of 
claimant's funds would be about $30, so that only $20 of such funds would 
remain on the average." Thus, as one would expect, the expected levels of dis
sipation of traceable funds are much greater than those indicated by the formula 
if the Rule of Jessel's Bag is rejected in favor of the presumption of random 
selection. Computer simulation is thus required if deposits and withdrawals are 
of differing amounts or if the presumption of random selection with respect to 
withdrawals is adopted. 

Since the formula appears to understate the probability of dissipation, it 
may be used by general creditors to show that plaintiff's tracing claim must fail. 
This is likely to occur frequently because most bank account cases involve trac
ing over many days. Since the possible exhaustion of claimant's funds on each 
~y is a separate event, the probability of nonexhaustion at the end of a number 
of days equals the product of the probabilities of nonexhaustion on each day. If 
there are appreciable probabilities of exhaustion on each day, the probability of 
ex!laustion over a longer period will exceed 50 percent within a very few days. 
In that situation a more accurate calculation to show a higher probability of 
exhaustion would be unnecessary. 

For example, in the table previously shown, there is a probability of 0.056 
that $17 or more would have been dissipated. If the initial compOSition of the 
bag implied that such a dissipation would have exhausted the claimant's funds, 
the probability of non exhaustion is 0.944 for a single day . But if the same situa
tion were repeated for thirteen days, the probability that any traceable funds 
would remain at the end of that period would be less than 0.50." 

In the Franklin Bank case previously mentioned, there were many days in 
which the opening balance in the Franklin Bank's Federal Reserve account was 
in the range of $80 to $100 million; there were 400 to 500 deposits and with- . 
drawals aggregating $2,500 to $3,500 million, and the closing balance was in 
the same range as the opening balance." On such days, the probability that the 
account was completely exhausted at some point was about 30 percent on the 
basis of the fonnula, and the probability of nonexhaustion was about 70 per
cent. If only a single day were involved, we could not conclude that claimant's 
fundS had been dissipated. But since there were more than twenty such days, 
the probability that any such funds remained becomes extremely small (less 
than one chance in a thousand).l' It is thus unnecessary to inquire how much 
smaller the probability of nonexhaustion would be if more accurate methods 
were used. . 

Should We Bother? 
One is entitled to ask whether refinement of these presumptions is worth the 
burden of introducing and understimding the technical methods of probability 
theory. We think that although the methods are technical, the burden is not very 
great and their use is justified. When the sequence and amounts of deposits and 
withdrawals are known, computing the expected u!ldissipated amount using the 
pro rata approach is only slightly more difficult than computing the amount 
under the Rule of Jessel's Bag; a bookkeeper could do either calculation. Prob
ability theory tells us only that it is reasonable to use a pro rata division of the 
withdrawals between b,lIst and non trust funds b--..cause that division generates a 
result that is consistent with a preponderance of probability. approach. The out
come strikes a balance between general creditors and the defrauded claimant, 
which seems more in keeping with their balance of equities than an arbitrary 
resolution in favor of the claimant. 

When the sequence of deposits and withdrawals is unknown, as in an active 
bank account, the appiication of a safe-bound formula will frequently indicate 
that it was more likely than not that the claimant's funds did not survive long 
enough to be traced, even under the favorable assumptions indicated by the 
formula. Of course, unless the parties agreed that the formula was correct, an 
expert would have to testify. In closer clllles requiring more precise calcula
tions, a computer simullltion would be needed. However. the computer pro
gram is quite simple, and the computations could not reasonably be subject to 
much dispute. Indeed, the court might appoint a neutral expert to make them 
and report. 

There is no doubt that the introduction of probability theory adds some 
complexity, but the burden does not seem unfair. The general creditors (or 
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their representative, the trustee) should not object, since they would otherwise 
lose the point to a presumption. The court would not be greatly burdened, since 
the results of the computer calculation should not be disputed and may indeed 
be stipulated. The defrauded plaintiff may complain at losing the advantage of 
the presumption and having to work harder to sustain a tracing claim. but given 
the simplicity of the computer program, the extra work is not very great. More
over. since the complexity arises because the claimant seeks to stretch the trac
ing doctrine to situations in which there was a substantial risk of dissipation. 
some extra effort to prove that no dissipation probably occurred does not seem 
inappropriate. Finally, as a matter of legal style, it seems preferable to deal 
with factual uncertainty by making neutral assumptions and calculating proba
bilities than by favoring one party with artificial presumptions when there is no 
strong policy basis for thus tilting the balance in civil litigation. 

'Lecturer in Law, Columbia University. A.B., 1955, J.D .• 1958, Harvard University, Mr. 
Finkelstein writes: "This article is dedicated to B. W. NimkiJ1, Esq., who for many years has 
graced the practice oflaw in New York City with both integrity and scholarship." 

tHiggins Professor of Mathematical Statistics, Columbia University. A.B., 1935, Ph.D. 
1938, Harvard University. 

ISee, e.g., RESTATEMENT OF RilsTITUTION, §§ 160. 161, and 166. Which remedy is more 
advantageous for the claimant will depend on the success with which the funds have been invested. 

'Most courts use the same tracing rules for equitable liens and constructive trusts. However, a 
few courts and the ResrateltU!nt of Restirution have proposed a special rule for constructive trusts. 
This is discussed infra at 71. 

'48 Stat: 162. I 
'See Anno., Following Trust FuiuJs Deposited in Mixed Account afTrustee, 102 A.L.R. 372. 
'A case not in the usual mold involved Franklin New York Corporation. the holding company 

of the failed Franklin National Bank. The trustee in bankruptcy. Sol Neil Corbin, used a tracing 
theory to assert a constructive trust over the proceeds of a $30 million loan by Manufacturers Hano
Yer Trust Company to the Franklin New York Corporation that was invested in Franklin National 
Bank shortly before its collapse. (Corbin v. Federal Deposit Insurance Corporation, 75 Civ. 2144 
(filed E.D.N. Y. December 19, 1975». 

"E.g .• C. O. Funk & Sons, Inc. v. Sullivan Equipment, Inc., 891l1.2d 27 (1982) (tracing rules 
used to determine proceeds from the sale of collateral which were subject to the secured creditors 
lien under the Unifonn Commercial Code); Utica Sheet Metal Corp. v. J. E. Schecter Corp., 53 
Misc. 2d 284,278 N.Y.S.2d 345 (S.T. Schenectady County 1967) (trust under New York lien 
law). 

7See RESTATEMENT OF REsTITUTION §§ 202-215. For a review of the cases see Anno" Fol
lowing Trust Funds Deposited in Mixed Account of Trusttt, 102 A.L.R. 372. Se. also DoBBS, 
HANDBOOK ON THB LAW OF REMEDIES, 421-30(1973); I PALMER, THE LAW OF REsnTUTION, §§ 
2.16-2.18 at 193-217 (1978). 

'13 Ch. Div. 696 (1880). 
'1 Mer. 572. 
'°13 Ch. Div. at 727-28. 
"13 Ch. Div"at 735. 
"See, •. g., I. & T. N. Bank v. Peters, etal., 123 N.Y. 272, 25 N.E. 319 (1980). 
Illn Mitchell v. Dunn, 211 Cal. 129 (1930), the court, citing Crawford County Commissioners 

v. Strawn, 157 F. 49 (6th Cir. 1907), refused to adopt the presumption of honesty with respect to 
withdrawals because the trustee had demonstrated prior dishonesty. 

"Su, e.g., Conqueror Trust Co. v. Fidelity & Deposit Co., 63 F.2d 833 (8th Cir. 1933); 
RESTATEMENT OF RESTITUTION, § 212 (b); Commen! on clause (b). 

"In re Oatway, Hertslet v. Oatway, 2 Ch. Div. 356 (1903). 
16RESTATEMENTOFRESTITUTION, § 211, iIIus. 2. 
171 PALMER. THE LAW OF RESTITUTION, § 217 at 209 (1978). 
11 A claimant may gain an advantage even when the wrongdoer Is not insolvent by asserting a 

constructive trust and thus re<;overing the wrongdoer's profits, but this will generally not be a ma
Jor flctor with respect to funds in banlc accounts. 

"Elliott v. Bumb, 356 F.2d 749, 7S4-55 (9th Cir. 1966). 
"Those cases may be left to special rules. 
"The nmberof claimant's tokens included in the withdrawal is a random variable that has what 

is known as a hypergeometric distribution. For a discussion and derivation of fonnulas sec, e.g .• 
FItBUND, MODERN ELEMBNTARY STATISTICS 163 (5th ed. 1979). 

"'But cf,. FINKELSTEIN. QUANTITATIVE METHODS IN LAW. ch. 3 (1978). We note that if the 
numbers of claimant's and other tokens are sufficiently large, the probability that only the other 
tokens would be selected at random-the result presumed by Jessel as a result of intention-is van· 
Ishingly small. 
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"The expected number of claimant's tokens remaining in the bag after a series of deposits and 
withdrawals may be computed as the probability that a designated claimant token would not be 
removed in any of the withdrawals, times the number of claimant's tokens initially in the bag. The 
probability of nonremoval for each withdrawal is the ratio of the number of tokens not removed to 
the total number in the bag at that time; the probability of nonremoval afttr several withdrawals is 
equal to the product of these probabilities for each withdrawal. The value thus computed for the 
expected number of claimant's tokens remaining in the bag may be shown to be algebraically 
equivalent to that detennine<i by assuming that the expected number was removed at each with
drawal. 

"Orrv. Rose, 169 Okla. 387, 37 P.2d 300 (1934); Standishv. Babrock,52 N.J. Eq. 628,29A. 
327 (1894). In rdnjopa Paper & Board Mfg. Co .. 269 F. Supp. 241, (S.D.N.Y. 1967) the court 
observed that "it might well be argued that the beneficiary claimant ought only to be entitled to a 
lien on the property in proportion to the amount of trust money in the account at the time of its 
purchase. " 269 F. Supp. at 261 n. 29. But the court declined to do so on the ground of symmetry: if 
the Knatchbull presumption allowed full recovery of the balance of a fund not withdrawn, it should 
also allow full recovery of assets purchased by withdrawals from the fund. Id. The proportionality 
rule we suggest would be symmetrical by limiting recovery in both situations. 

"RilsTATEMENTOF RESTITUTION, § 211(2) and Comment on subsection (2). The rule is based 
on Professor Ames's article. Following Misappropriated Property Into Irs Product, 19 HARV. L. 
REv. 511, 518-19 (1906) and Learned Hand's opinion in Primeau v. Granfield. 184 F. 480 
(S.D.N.Y. 1911), rev'don other grounds, 193 F. 911 (2d Cir. 1912), cerl. denied, 225 U.S. 708 
(1912). The rule is also consistent with the treatment of the case in which multiple parties have 
claims against a single fund. In that situation, each claimant's recovery is proportionately reduced 
by the amount of any withdrawals from the fund. Su RESTATEMENT OF RESTITUTION § 213. 

"See, e.g .. Republic Supply Co. v. Richfield Oil Co., 79 F.2d 375 (9th Cir. 1935); Brennan v. 
TlIIinghast, 201 F. 609 (6th Cir. 1913); In re Anjopa Paper & Board Mfg. Co., 269 F. Supp. 241 
(S.D.N. Y. 1967). In some cases the Restatemen/theory has been accepted. Su Erie Trust Compa
ny's case (No. 1),326 Pa. 198, 191 A. 613 (1937). 

'1Su , e.g., Maryland Casualty Co. v. City Nat. Bank, 29 F.2d 662 (6th Cir. 1928), cen. 
denied, 279 U.S. 847 (1929). 

"See n.5, supra. 
"whether tracing should be allowed in this circumstance was not judicially resolved because 

the case was settled after the beginning of a bench trial. 
"'79 F.2d 375 (9th Cir. 1935). 
"See Table I Infra for the answer. 
"Many people think that the familiar newspaper chart of stock prices, which shows. "waves" 

of price movement around the local average, displays trends from which future price levels may be 
projected. In fact the waves of the chart are similar to those that would be produced by coin toss
ings. 

3J Assume that n is the total number of deposits and withdrawals (not necessari1y equal in num
ber); IV is the size of each single deposit or withdrawal; and aw is the amount by which the closing 
balance is less than the opening balance (a is a negative integer if the closing balance exceeds the 
opening balance). With this notation. the probability that at some point the opening balance was 
decreased by kw or more is: 

P (opening balance was decreased at some point by O!:: lew) = 
b(b-I) .•• (b-k+l) 
(n-b+k)(n-b+k-I) ... (n-b+1) 

where b = (n+a)/2. This isapproximately equal to e raised to the - [2k(k-a)/nJ power, where e 
is the base of natural logarithms 2.718. 

,.. In the special case in wh1ch the open1ng and clOSing amounts 
are equal. the expeoted diss1pat1on 1s equal to O.6271n and the 
med1an dlls1pat1on 1. O.5B91n. 

"There are various ways of selecting such an average figure. For example, one may assume 
that the numbers of deposits and withdrawals are the actual numbers and then detenoine the figure 
tilat preserves the total aggre~ate deposits and withdrawals, or the figure that preserves the differ
~nce between them. Under either of these regimes it appears from computer simulation that the 
probability of dissipation will be larger in the actual case than that computed using the formula. 
However. a mathematical proof of this fact is not yet available. 

"'The authors are indebted to their colleague Prof. Bruce Levin for preparing the computer 
program and perfonning the simulation. 

31(0.944)13 = 0.47. 

"Stipulation of Facts, Joint Exh. A·\. 
39(.70)'" a .0008. 
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Statistics in Employment Discrim!nation: The Use of Experts 

James Beckett, Criterion Incorporated 
Peter Lewin, University of Texas at Dallas 

Introduotion 

MallY' people today have aooess to oomplex 
statistioal techniques that they do not fully 
understan~ This presents the statistios 
profession with a proble~ An analogy with the 
modern sOienoe of miorowave oooking may prove 
helpful. Just as in oooking, (just about) 
anyone oan take a reoipe and follow the ste~by
step instruotions and sometimes (hopefully) oome 
out with a deoent meal-but it is usually only a 
trained gourmet chef who oan adapt or manipulate 
the reoipe to meet ohanging or speoifio 
opnditions. He (or she) has the understanding 
of the prooess of cooking. Not everyone wants 
to be a great ohef (or a great statistioian), 
but everyone should know where to find one for 
that special oocasion (litigation). Gourmet 
food (oomplioated analysis) is not required for 
every ocoasion, but food that tastes good (and 
analysiS that is appropriate) is always the 
objective. Wrong, ill-conoeived statistioal 
analysis (just 11lce poisonous food) should not 
be tolerated by the protession sinoe it is 
dangerous to one's heal tho To oomplete the 
analogy, the following oorrespondenoes are 
noted: (a) data = ingredients (bad ingredients 
imply garbage in, garbage out); (b) reoipe = 
software, algorithm, or methodology (sometimes 
oritioal ingredients are not available or are 
inadvertently lett out); and (0) oven or 
microwave::: mode ot analysis or oomputer. The 
computer (especially powertul micro-computers), 
just like the miorowave oven, has beoome the 
great equalizer in permitting allY'one to become 
an "instant statistioian", regardless ot 
training. 

The Expert Witness in EEO Contexts 

The difterence between the statistician and 
the miorowave button pusher is that the 
statistiCian knows the fundamental assumptions 
inherent in the methodol~gy. This knowledge 
should and usually does prohibit the 
statistician trom employing inappropriate 
techniques regardless of how good the result 
looks to the people who are paying him. 

In using an expert, it is important to 
tailor the expert's role to his/her expertise in 
an optimal way. The lawyer and the expert bring 
difterent types ot knowledge to ally partioular 
case. The lawyer brings a knowledge ot law and 
ot specifio faots ot the cas~ The expert 
brings a knowledge of his/her partioular field 
ot expertise and, perhaps, some experience of 
similar cases. It the expert is to be 
etteotive, he/she must not be made to go outside 
ot his/her area ot expertise. 
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Many aspeots ot EEO litigation involve 
matters ot eoonomios and the applioation ot 
statistios to eoonomio issues. Modern-day 
training in eoonomios neoessarily i~volves a 
fairly high level ot statistioal training. An 
eoonomist- with extra training in eoonometr.10s 
will generally be ot greater valu~ This is 
beoause the eoonomist can then testify on 
matters ot statistioal and economio relevano~ 

In general, the eoonomist is likely to be 
strongest in areas involvin~ multivariate 
analysj.s and weakest in thoSe involving small
sample, non-parametrio statistios. In many, 
perhaps most, olass-aotion Title VII cases, 
however, some torm ot multivariate analysis is 
called tor. In faot, in reoent years, this area 
of law bas provided an unpreoedented and 
increasing number of statistioal applioations of 
the eoonomo theory ot .llwI.u. gapital. 

A person's human oapital is the value of 
his/her produotive skills, talents, and 
knowledge. This human oapital is valuable to a 
firm in that it refleots a oapaoity to produoe 
goods and servioes that oan be sold tor profit. 
A firm requires human oapital stooks of oertain 
types in order to aohieve any produotion plan. 
Human oapital difters from physioal capital in 
that it is insaparable from its original owner; 
it is "embodied" in the individUal worker. The 
relevanoe of this to the issue of employment 
disorimination is, thus, obvious. Tbe question 
is: is the firm rewarding only the human 
oapital oharaoteristios of its employees or are 
other non-produotivity related oharaoteristios, 
suoh as raoe and sex, playing a role? 

Typioally then, the human oapital oontext ot 
a Title VII case will oall for some knowledge ot 
labor economios and multivariate statistios. 

In addition to the statistioian and 
eoonomist, a variety ot other possible experts 
may be of use in employment disorimination 
cases. Notably, experts in the area of 
industrial psyohology may be used to evaluate 
the "Validity" of employment related teats. 
Industrial psyohologists and industrial 
relations experts are sometimes used to evaluate 
training programs and job-oontent profiles as 
they relate to earnings. 

Expert witnesses are used in a wide variety 
of oontexts besides EEO analyses. The role of 
the medical expert in establishing the oause and 
extent of injury is well establ1she~ 
Psyohologists and psychiatristsoan testify 
about states of min~ Rehabilitation experts 
can testify about job opportunities. 

m._. 
til 
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The eoonomist and statistioian also have 
opportunities to testify in areas other than 
Title VIL The statistioian may be ot use in a 
variety ot oriminal oontexts (tor example, 
fraud) in evaluating the likelihood of oertain 
suspeot outoomes. The economist is used 
routinely in personal injury and wrongtul death 
cases. to evaluate lost earnings and eoonomic 
damage. The economist may also be used to 
eValuate lost profits or eoonomio damage in any 
other oontext, notably antitrust litigation. 

Every expert has his or her own style: 
loquacious or laoonio, flamboyant or 
oonslervative, nervous or 0001, authoritative or 
informativ~ However, the most prominent 
ditf'erenoe between witnesses or experts is 
usually based on the answer to the questions, 
"Whioh party bas hired you to be a neutral 
expert' in this matter?- or "Whioh side are you 
impartial toward-plaintiff or defendant?- The 
plain tift expert is usually working with several 
distinot disadvantages: (1) he is usually less 
well tunded~ (2) he rarely has the defendant's 
"full" aooess to data and information relevant 
to the oase, and (3) he does not get the last 
word. Of oourse, the plaintitt also has some 
advantages over the defendant, tor example, 
getting to take the first shot in the duel. 

Working with Attorneys and Clients---Anatomy 
of a Typical Case 

The expert should not work- in a vacuum; in 
order to design and oarry out a deoent analysis 
ot the issues involved, typioally meetings or 
initial oonsulting sessions are held in whioh 
the basios ot the oase are presented by those in 
attendano~ These early meet1ngs are attended 
by three (sometimes only two for plaintiffs) 
types of people. The triumvirate of involvement 
in a case is slightly different for the two 
opposing parties: the plaintift has expert/ 
attorney/named plaintitt, whereas the defendant 
has expert/attorney/personnel expert. Notwith
standing the above advantages to the defendant's 
statistiCian, sometimes the most valuable 
resouroe ot the defendant's statistioal expert 
is the company's representative (legal liasion, 
personnel expert, data expert, oomputer expert) 
who oan give olear, personal, and detailed 
answers to virtlmlly 8IlY' question about the 
employment praotices and data in question. 

Most oases are reoeived by referrals and 
otten by word of mouth in the network ot 
attorneys, bar assooiations, etc. Our 
experienoe has been that typi~ally the labor 
attorneys that do (praotioe) this type of work 
do a lot of this type of work. Of oourse, news 
of bad oases travels taster and tarther than 
news of good oases. A bad oase (tor an expert) 
is not necessarily a lost case, but is one in 
whioh the expert did not oOlle across well or was 
trapped in an inoonsistenoy. 

It is, therefore, important that the expert 
and the attorney have a good understanding. 
This requires that there be oareful and ext 
sive preparation and full and frank,exohange 
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between them. The at-torney should be aware ot 
what the expert (and the opposing expert) oan 
and oannot BaY. It should never be torgotten 
that, while a qualified expert may have the 
right to be ~ in a oourt ot law, he/ she does 
not have the right to be believed. Minimizing 
the extent of "surprises" to attorney and expert 
will serve to enhance the expert's oredibility. 

Careful preparation starts with the 
discovery process. The role ot the expert in 
disoovery is limited but vitally important. 
This oan best be explained by noting that allY' 
oase is distinguished trom every other oase by 
tour main faotors: 

1. The issues: There are m8llY' possible 
issues in Title VII litigation: hiring, plaoe
ment, promotion, transter, training, pay, 
oonditions, and termination. Only rarely will 
a single oase involve the~ all, and frequently 
only one or two will be involve~ 

2. The data: The data relevant and avail
able will differ trom oase to case. 

3. The process: Each oase will involve 
standards and praotioes that are more or less 
unique to the firm or organization in question. 
These may be thought of as oharaoterizing 
aspeots of the employment prooess. 

4. The soope: Eaoh oase will have a 
particular soope of applioation, a relevant time 
period and a relevant olass or subolass of 
employees. 

Having obtained information on these four 
taotors, the expert will then be in a position 
to help determine the extent and type of 
disoovery necessary for the conduot ot the oase. 
The type of relevant deciSion will include what 
types ot study would be appropriate, what type 
of data is neoessary to do the studies, the 
availability of data in the required form, what 
would be entailed to convert it if it were not 
in the required torm, and fiO on. 

An example of the way in whioh woefully 
inadequate disoovery oan prejudioe the whole 
case is presented by the toll owing situation. A 
large national. insuranoe compallY' was sued for 
hiring discrimination. Inoumbent statistios 
were relevant, but an expert was engaged only at 
a fairly late stage and the statistios were not 
obtained. 

The plaintiff's task was merely to .establish 
an adverse statistioal impaot in the hiring ot 
sales persons by the insuranoe oompallY' in 1975. 
The insuranoe industry had been aooused by some 
ofbaving been slow to inoorporate females into 
non-clerioal positions. Nonetheless, plaintiffs 
in this case failed to establish a ~ Wh 
case of adverse treatment of temales. 

The statistioal issue presented was the 
simplest one-a straighttorward oomparison ot 
snapshot-utilization to availability. The first 
qU8stion-utilization-should have been 
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determined by the lawyer during discovery. The 
lawyer's failure to pursue discovery resulted in 
the expert's being provided a "universe. as 
follows (Table 1): 

Male Female Total 

1975 

Job A 
Job B 

6 
6 

2 
o 

8 
6 

1976 

Job A 
Job B 

2 
11 

o 
1 

2 
12 

Table 

The seoond issue--availability--should have been 
addressed jointly by the lawyer ("ho should have 
known what the job requirements were) and the 
expert (who should have been able to looate and 
defend the best availability statistios). In 
faot, the lawyer failed to disoover the true 
qualifioations for the job, and the expert 
attempted to defend general population, rather 
than labor foroe or insurance industry, as the 
proper measure of availability. 

The defendant's expert was able to aocept 
direct instructions concerning the data to be 
analyzed (those were the numbers, and the jobs 
had different qualifications), locate avail
ability statistics that best reflected the job
content of the jobs, and demonstrate that zero 
utilization of females was, in fact, not 
adverse, given the data discoverad. 

Adequate and appropriate discovery lays the 
foundation for the analysis. A statistical 
model must be chosen. The choice of a 
statistical model is a crucial aspect of any 
analysis. In a Title VII context, it will most 
likely involve both economio and statistical 
theory. Regarding the for~er, the general 
problem of misspeoifioation is relevant. This 
was recently stated quite penetratingly for a 
regression context as follows: 

• • • in economics • • • the theory used to 
derive tests ordinarily does not generate a 
complete speoification of which variables 
are to be held constant when stathtical 
tests are performed on the relation between 
the dependent variable and the ind .. ~pendent 
variables of primary interest. Accbrdingly, 
in such cases there will be a set of often 
very different candidate regression-based 
tests, each of which has equal status with 
the others since each is based on a 
different projection of the same underlying 
model. Except in the unlikely event that 
the explanatory variables are mutually 
orthogonal, the conditional regression 
ooefficients, which generally form the basis 
for the test statistic, will depend on the 
conditioning set. We conclude from this 
that, if a theory which does not generate a 
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oomplete specifioation of the regression 
test is nonetheless to have testable 
implications, these must be robust over the 
permissible alternative speoifications. If 
the restrictions indicated by the theory are 
satisfied in some projeotions, but not in 
others that have an equal olaim to represent 
implioations of the theory, one oannot 
conolude that the theory has been oonfirmed. 

The faot that the observable implioations 
()f valid theories must obtain over a broad 
(but usually inoompletely speoified) set of 
regressions rather than for a single 
regression introduces a large and 
unavoidable element of imp,eoision into 
hypothesis testing •••• 

Although the above quotation was taken from an 
artiole dealing with the demand for money in a 
macroeconomic oontext, it a~plies with equal 
foroe to the oase of earnings disorimination. 
Human oapi tal theory suggests~ a set of earnings 
funotions that is potentially very ;J.arge. A 
subset is the set of linear or log-linear 
equations which have beoome traditional. It oan 
be shown that this type of analysis oan result 
in a finding of disorimination when, in faot, no 
such disorimination exists. The problem arises 
beoause, although the linear regreSsion model 
fits the data adequately, it is not able to 
adequately represent the details of the salary 
administration prooess. In partioular, where 
the work force f~ composed of women and 
minorities in decreasing proportions in the 
higher eduoational and skill levels where women 
and minorities with high educational and skill 
levels are typically relatively reoent entrants 
into the work force and where education and 
skill information is limited, the chances of a 
spurious finding of discrimination increase. 

It is important, therefore, for the expert 
to attempt to learn as much as possible of the 
relevant aspects of the firm's employment 
prooess and to attempt to "model the process. as 
aocurately as possible. Failure to do so may 
resul t in a sucoessful modeling SJi. .t.Wt .!lib. 
(good fit, high RZ) ,but a failure to ~.tJut 
process. 

In attempting to get a more accurate 
pioture of the employment process as a whole, 
the expert may want to use a series of different 
statistical modela, one appropriate to each 
relevant issue. This is often a substitute for 
or a complement to a oonglomerate regression
type analysis which tries to represent the 
entire employment process. For example, initial 
placement and salary progression could be 
analyzed separately. The analysis of salary 
progression, which involves promotion, merit and 
general increases, transfers, and possibly 
training, can itself involve separate analyses, . 
each addressing a specifio issue. This in 
itself offers an advantage over the traditional 
regression analYSiS, which does not identity 
those employment practices that contribute to, 
or possibly are the sole souroes of, 
discriminatory employment activity. And, in 
this respect, the expert may be led to the use 

of various non-parametric, more basio types of 
models and tests. 

If the plaintiff prevails on any of the 
issues, damages are likely to be awarded. The 
expert as economist-statistioian has an 
important role to play in this second phase of 
the oase. A model must be ohosen that will 
yield a speoifio dollar amount. 

It is important, in this regard, to remember 
that the point of referenoe is that amount whioh 
will make the plaintiffs whole,1.e., restore to 
them the value of the opportUnities or earnings 
that they would have obtained ~~ oertain 
disoriminatory aotiona. Thus, for example, the 
entire produotivity-adjusted earnings gap 
against women should not be figured as a loss, 
sinoe, in the absenoe of disorimination, men 
would have gotten l.wUl and women more. The 
oorreot estimate of loss is the differenoe 
between a sex-neutral wage and the wage aotually 
reoeived. This~ype of oonsideration pervades 
all aspects of phase-two analysis. 

Many oases go on for a long time. All cases 
essentially are either settled (sometimes every
body wins) or deoided (sometimes everybody 
loses). Many decisions and most settlements are 
complex, where a oompromise of sorts i~ reaohed 
by the parties themselves or through the oourt. 
Of oourse, appeals are not unoommon and oan 
oertainly greatly prolong the eventual "final
deoision. 

Settlement is one of the ways and, indeed, a 
oommon way that a oase may end. The 
statistioian or economist oan oertainly be of 
assistanoe to attorneys in the settlement 
"disoussions· that frequently take plaoe. These 
disoussions sometimes even result in an aotual 
settlement. Many settlements ooour on the steps 
of trial for a variety of reasons that neither 
side will ever admit to later--as both sides 
wish to oall the settlement a "victory" ••• 
that was meroifully foroed upon the other Side. 

The deoision on a case (the trial judge's 
opinion) can take up to a year and a half or 
more after the trial, depending on the length of 
the trial. It is interesting to read opinions 
where judges summarize one's testimony and 
oomment on one's oredibility. One must remember 
that the judge is faoed usually with two 
eminently qualified opposing experts eaoh 
contradioting the other and that the judge has 
the task of deoiding, in eft'ect, which expert is 
more oredible; if both ~e equally oredible, 
implioitly the tie goes to the expert on the 
prevailing side. 

Real Case Examples Using Anonymous Data 

Case Example 1: Misleading data or 
misleading interpretations of data oan arise in 
a regression oontext. With many independent 
variables being measured on a large work foroe, 
the ideal of having oomplete data on every 
single employee is admirable. However, some
times there are variables tbat are importa~t 
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predictors that were simply not maintained over 
the whole time period or were not maintained tor 
some types ot employees. Important missing data 
can be deleted or salvaged. Salvaging the 
missing data can involve estimation or control, 
either of whioh is usually preferable to the 
wholesale throwing away of large numbers of 
oases (employees). Table 2 shows why one must 
be auspicious of the reasons for whioh data 
(oertain variables) are missing for some 
employees. In a preliminary regression on 
sta:'i'ting salaries for a firm, high sohool 
graduates (the default value of a set of 
eduoation dummy-variables) appeared to be worth 
more than Bachelors or Masters due (in part) to 
the many higher level employees who had attaohed 
a resume (but had not filled out the education 
portion of the application) that detailed their 
educational attainment. The "Seoond Glance" at 
the table shows the effect of separating out the 
Missing from the defaul t group. Resumes were 
not originally asked for in this case. Thus, 
the final step shown in Table 2 was based on the 
addition of the resumes which were later 
requested and received. 

Case Example 2: Underspeoified models arise 
in ~any situations, some of whioh oannot be 
helped (data not available). Table 3 shows a 
situation where underspeoifioation may be argued 
frQm the residual analysis performed using the 
opposing expert's regression on pay as a 
funotion of a few human oapital variables. The 
lower level individuals all seemed to be under
paid, whereas the higher level individuals 
almost uniformly appeared to be overpaid, in 
other words, not muoh different from what one 
would oome up with using a regression with only 
a oonstant term. 

Case Example 3: Sinoe the observations 
correspond to people with names outliers oan be 
traced, and sometimes can be legitimately thrown 
out of the analysis. They can be very 
influential with small samples and surprisingly 
so with large samples. Table 4 shows some of 
the ·anomalies· and outliers that have been 
encountered in actual cases. 

Case Example 4: Violated assumptions can 
involve or imply statistical assumptions or 
prooess assumptions; both types oan oause 
inoorreot oonolusions. The most oommonly 
violated statistioal assumption is the 
assumption of independenoe. Tests performed 
year after year on the same employees are not 
striotly independent, but what are they? Are 
they positively serially correlated or are they 
negatively serially oorrelated or neither? 
Violations of process assumptions oan oause 
obvious problems, as in the situation shown in 
Table 5, whioh shows the problems that are 
oaused when terms are not defined oarefully. 

Case Example 5: The relative adequacy or 
inadequaoy of a model otten depends on where the 
burden of proof lies. Consider the results for 
an analySis of promotion presented in Table 6. 
The following cross-examination of the expert 
proved effeotive. 



Q. " ••• tbe protessional degree variable bas 
1 negative and a signifioant impaot. Is 
tbat plausible? •• " 

A. " ••• The anarer is no." 

Q. "Tben doesn't tbat resul t ••• oause you to 
question tbe model?" 

A. "Not tbe result in and ot itselt." 

Q,. "It that sort ot result repeated itselt 
••• would you bave questions raised?" 

A. "Again, let me stress that I'III not 
partioularly oonoerned with tbe explanatory 
power ot tbe model. The purpose ot tbe 
model was not tor prediotive 
purposes. • •• " 

Q. WDid you tben.limit your investigation bere 
essentially to wbetber or not tbe [race/sex] 
variable appeared signiticant?" 

A. "That's the primary tocus ot tbe analysiSo" 

Q. "Isn't it posaible tbat tbat partioular 
variable ••• oould be spuriously 
1na1gniticant it tbe model itselt is 
sUSpeot?1f 

A. "Statistioally, tbere is a chance that could 
ocour." 

Q. "And isn't a way to determine wbetber tbe 
model itselt is 8USpect, to examine tbe 
results obtained on all otber variables as 
to stability, plausibility and explanatory 
power? If 

A. "That is one way ot evaluating tbe model." 

Q. "Is it true in tbat case [an equation with 
very low explanatory power], tor example, 
that you oould draw no oonolusions at all 
trom any ot the independent variables?" 

A. "Ob, I draw tbe oo~clusion that none ot tbem 
are sign1tioant." 

Q. 

A. 

Q. 

"Is that a tail' oonclusion, or can you just 
draw tbe oonolusion that none ot tbem 
explain what ooourred? In otber words, can 
you draw tbe conolusion speoitioally, tor 
example, tbat tbe [race/ sex] variable was 
not signiticant, as opposed to tbe 
oonolusion that your .... equation here 
simply tailed to explain that occurred?" 

"Well, the tact that none ot the variables, 
inoluding tbe [race/ sex] variable, waa not 
significant, it is ot some import." 

-:ta it ot import only granting the 
assumption that your model in general and 
this equation in partioular have some 
lIean1ngtul explanatory power; must you 
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assume that betore you oan reach the 
oonclusion ot no sign1ticanoe on the 
[raoe/sex] variable?" 

A. "Aa I explai'ned betore, allot tbe other 
independent variables oan be insignifioant 
and it's still poasible to obtain a 
sign1tioant estimate on tbe [race/sex] 
variable. If 

Q. WDoes that toll ow with regard to eaob and 
every ot tbe independent variables, can eaob 
ot tbe independent variables be 
insignificant and you draw some oonolusion 
trom that?" 

A. "I would oonolude tor the model as estimated 
••• that they have no signitioant effeot 
in terma ot =w the 1I0del apecitied on tbe 
likelibood ot being prolloted." 

Q. "Would another oonclusion tbat you oould 
draw be that tbe 1I0del tailed to isolate 
whate~~ are'tbe signitioant etteots on the 
likelihood ot being prolloted?" 

A. "One oould 'oonQlude tbat as well. lf 

Conclusion 
There are no sillple rules when it oomes to 

tbe analysis and presentation ot statistios by 
an expert. The above examples illustrate solie 
ot the ott-enoountered problema and potential 
solutiOns. However, e\'~ situation has some 
new ingredient that calls tor' oaretul 
e:alllination and judgment in tbe applioation ot 
statistical techniques. 

First Glanoe 
Blaok White 

HS (default) 40 60 
Solie College 30 10 
College Degree 20 20 
Masters 10 20 

Second Glance 
Black White 

Hissing 10 40 
HS 30 20 
Some College 30 10 
College Degree 20 20 
Masters 10 10 

True Picture 
Blaok Wb1te 

Hissing 5 5 
HS 30 20 
SollIe College 30 15 
College Degree 25 40 
Masters 10 20 

Table 2 

I 

I ~ 
1 

,I 
tl 

~ 
~ 
~ 

~ f ~' 
~! 

If 

~ 
! 
I 
" 

1/1/75 1/1/76 1/1/71 111/78 

G5-1 -5991. -5896. -6889. -11436. 

G5-9 -4214. -5098. -5598. -6924. 

G5-11 -2591. -3314. -3915. -4642. 

G5-12 -416. -1170. -1116. -2182. 

G5-13 1095. 852. 691. 611. 

G5-14 3160. 2148. 2845. 3125. 

G5-15 6111. 6058. 6758. 1580. 

Table 3. Table of Average Residuals 

Observed Expected Explanation 
Salary Salary Residual or Comment? 

19,000 20,000 .-1,000 

20,000 20,OPO 0 

20,000 19,000 1,000 

20,000 15,000 5,000 Night 
Colleotor 

26 ,000 20,000 6,000 Red Circled 

18,000 23,000 -5,000 Refused 
Promotions 

50,000 25,000 25,000 Related to 
Owner 

30,000 20,000 10,000 outstanding 
Pertormanoe 

15,000 20,000 -5,000 Poor 
Attendanoe 

15,000 20,000 -5,000 Irtterrupted 
Tenure 

Table 4. Extract ot Residual Analysis 
witb Potential Outliers 
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For a large employer, level 5 bas 30~ blaoks and 
is the level immediately below level 6. There 
have been 50 openings at level 6 during tbe past 
year wb10b were tilled from wi thin. Only lOot 
these seleotions went to blaoks--a sbortfall of 
5. 

Tbe Ifoatoh" in this partioulQr oase (and tbere 
isn't always a oatob) was tbat the expert 
oounting these "job tillslf or ·opportunities tor 
advanoement" assumed tbat all tbe openings were 
tilled by promotions trom level 5 wben, in taot, 
many were demotions during this year ot 
retrenohment or belt-tightening. In tact, tbe 
data give an entirely different look when tbat 
faot is taken into aooount. 

Blaok Wb1te Total 

Promotions 

Demotions 

Total Job Fills 

Table 5 

9 (30~) 

1 (5~) 

10 

21 

19 

40 

30 

20 

50 

(PLUSR NOTE THAT TABU 6 IS AT THE un. or THIS. 
ARTICLB.) 

• Cooley, Thollaa r. and Stephen F. LeRoy, 
"Identification and Bstimation ot Money 
Demand, It .DI, 'merigID Bgopollig BeTieY, 
December 1981, p. 825. 

, 
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VARIABLE Grade 5 Grade 7 Grade 9 Grade 11 

INTERCEPT -3.5301* -0.5547 0.2991 -1.7748* 
RACE/SEX -0.5828, -0.0476 0.4227 0.1737 
PTIGLTYR 5.0598* 1.3817* 1.0294* 2.7354* 
PTIGGTYR (a) -0.aao3 -0.9880* 0.5322 ,-
PTIGGT2 (a) 0.4407 0.1587 -0.1494 
PRMD (a) 0.6678 0.3417 -0.0839 
VETD -0.0380 0.1289 0.1328 0.3380 
LOCD 4.6709* 0.0939 0.0564 0.4837* 
LAWD (a) (b) (a) 2.1625* 
RELTD 5.4454* 1.7561* 1.0283 -0.2662 
LBD -0.0841 -0.3723 -0.],401 -0.2915 
PROFD (a) 0.1859 0.0730 -0.0874 
ADVDEGD -0.6585 -0.0311 0.0706 0.3680 
YEAR2D -2.4264* -1.6929* 0.2940 0.4574 
YEAR3D -0.6240 .. 1.4481* 0.1914 -0.9928 
YEAR4D -0.2413 -1.7567* 0.4623 -1.7413* 
YEAR5D .. ~.2735· -2.2113 1.4186* 0.1983 
YEAR6D -2.8920* -3.1324- -1.6385* -1.4568* 
EXREL -0.0570 1.3224* -1.0811* -1.1721* 
EXREL1 (a) -0.5324* 0.2399* 0.1998* 
EXGOV -0.0504 0.0168 0.0152 _ 0.0116 
EXGOV2 (a) -0.0026 -0.~0007 -0.0015 
AGE 0.0017 0.0022 -0.0275* -0.0118 

Model 
Chi-Square 117.68* 209.31* 161.20* 281.95* 
(Degrees of 
Freedom) (15) (22) (21) (22) 

.Signifioant at a 95 peroent oonfi~enqe level. 

Grade 12 Grade 13 

-2.0330* -1.3217 
0.3621 -0.0543 
2.6069- 0.0180 
0.5730 1.6221* 

-0.0371 -0.4045* 
0.8140* 0.1130 
0.1144 0.1207 
0.2346 0.3616 
2.2429* -0.2414 
0.2119 -0.9623* 

-0.0639 -0.1276 
0.0836 0.5717 

-0.2071 1.1527* 
1.2237* 1.6762* 
0.0777 -0.1166 
0.2842 -0.1299 
1;2625 1.6965* 

-2.5113* -0.0461 
-2.4685* 0.3034 

0.4153* -0.0920 
-0.0581 0.0027 
0.0012 0.0018 

-0.0213 -0.0676* 

284.20* 155.33* 

(22) (22) 
0+. -1) 

Grade 14 

0.3710 
-0.3451 
0.2469 
0.3091 

-0.0150 
-0.3419 
0.3864 

-0.2412 
0.3044 

-0.1695 
-O.073S 
-0.4355 
-0.2206 
2.3811* 
1.0694 
1.2681 
2.1444* 
0.4295 

-1.1769 
0.2131 

-0.1163 
0.0047 

-0.0607* 

39.01* 

(22) 

Grade 15 

-4.4784 
-0.0949 

1.6684 
2.6490 

-0.2636 
0.6045 

-0.6U3 
-0.0477 
1.9154* 
0.7358 

(a) 
-';2';r:() 55* 
-0.58~0 

(a) 
(a) 
(a) 
(a) 
(a) 

-1.5602 
(a) 

-0.0494 
(a) 

Q.0368 

17.55 

(14) 

,', 

Notes: (a) This variable was exoluded from the model in order to ensure a non-singular 
matrix. 

(b) All employees who possessed this oharaoteristio w~re promoted; thus, this 
variable perfeotly prediots promotions. The ooeffioient is automatioally set 
to 500 by the LOGIST prooedure and the values of the remilining ooeffioients 
are adjusted in order to fit the likelihood funotion. 

Table 6. Estimated Logistios Models: All Employ@es Estimated Coeffioients 
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Appendix A: Program 

Second WorkshoE on Law and Justice Statistics 

Sponsored by ASA's Continuing Education Department 
and 

The Bureau of Justice Statistics* 

Sheraton Centre, Toronto, Canada 

Saturday~Sunday, August 13-14, 1983 

This workshop was developed by the ASA Com,mi ttee on Law & Jus tice Statistics. 

S. James Press, Chair-
Alan E. Gelfand, Vice-Chair & \Jorkshop Coordinator 

Saturda:i:' August 13 

Morning 

Session I Chair: Katherine K. Wallman, Council of Professional Associations 

9:00- 9:10 Introductory Remarks: 
S. James Press, University of California, Riverside 
Alan E. Gelfand, University of Connecticut 

9:10- 9:30 Bureau of Justice Statistics: Present and Future Plans 
Ralph Roesum, Bureau of Justice:Stadstics 

9:30-10:00 Providing Statistical Support to the Policy Process 
Sue Ann Lindgren, Bureau of Justice Statistics 

10:00-10:30 Issues in Using Statistics in the Poli~y Process 
Marion R. Metcalf, Office, of Policy & Management Analysis 

I-

10:30-10:50 M 0 R N I N G B REA K 

on Federal, Statistics 

10:50-11:20 Structure and Process of Collecting and Analyzing Justice Statistics in Canada 
Gaylen A. Duncan, Canadian Centre for Justice Statistics 

U:20-12:00 The Organization of the Ministry of the Solicitor General of Canada and the Role of the 
Statistics Policy Advisor . 

Penny Reedie, Ministry of Solicitor General, Canad~, 
\( 

I) 
12: 00- 2: 00 L U N C H B REA K 

Afternoon 
,,; 

Session II Statistical Methodology in Law & Justice Statistics (Part One) 

Chair: George G. Woodworth, University of Iowa 

2:00- 2:50 Analysis of a Y-Stratifie-d Sample: The GeCirgia Charging and Sentencing Study 
Geo~ge G. Woodworth, University of Iowa 

2:50- 3:30 Some Consequences of'Conv€nience Samples in criro,inal Justice Research 
Richard A. Berk, University of Californi';", Santa B",=-,bara 

3:30- 3:50 AFT ERN 0 0 N B REA K 

Statistical Analysis in the Courts 
() 

Chair: Albert J. Reiss, Jr., Yale University 
r? 

3:50- 4:25 The civil Litigation Research Project:' Lessons for Studying the civil Justice System 
Herbert M. Kritzer, University of Wisconsin, Madison 

4:25- 5:00 An Examination of U.S. Appellate Court Opi~ions 
Alan E. Gelfand, _U~iversity of Connecticut 

*With special acknowledgment to the Criminal Justice Statistics Association for assistance in planning 
the workshop. 

~ ________________________________________________ ~~~~~~ _____ ~ __ ~~>~~~~ __ ~~\~.~~ ____ M-. ____________________________ ~~.~~ __________ ~ ______________ ~~==~ __ ~~~~~ ________ ~~~~ 
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Sunday, August 14 

Morning 

Session III 

9:00- 9:40 

% 
!h40-10: 30 

10:30-10:50 

10: 50-11: 25 

11:25-12:00 

12:00- 2:00 

Afternoon 

Session IV 

2:00- 2:30' 

2:30-3:00 

3:00- 3:30 

3:30- 3:50 

3:50- 5:00 

I) 

Chair: Thomas A. Henderson, "Cdm:in~l Justice Statistics Associatitm 

Data Analysis Problems at the State Level: Data Problems and Data Collection 
Michael H. Rabasca, Statistical Analysis Center, Delaware 

Policy Relevance in Criminal Justice Research 
Paul Stagebergand Daryl Fischer, Statistical Analysis Center, Iowa 

M 0 R N I N G B .. ,R E A K 

Is Crime Seasonal? 
Carolyn Rebecca Block, Statistical Analysis Center, IlUnois 

Alternatives to Time-Series Analysis in PopUlation Projections 
John P. O'Connell, Statistical Analysis Center, li1ashington 

LUNCH BREAK 

Statistical Methodology in Law & Justice Statistics (Part Two) 

Chair: Alan E. Gelfand, University of Connecticut 

Establishing', Causation: The Role of Epidemiological Evidence 
Shanna He~en Swan, Department of Health Serv~ces, California 

Two Statistical Methops fOl:"Examining Claims of Employment Discdmination 
Joseph Gastwirth, george Washington University 

A Probabilis~1c Approach to Tracing PreslJl!lptions in the La,~ of Restitution 
Michael O. Finkelstein, Bal'rett, Smith, Shapiro, Simon and Armst~'ong, New York 

AFTERNOON BREAK 

The Statistician as'Expert Witness 

Statistics in Employment Discrimination: The Use of Expert Witmefjses 
James Becket~, Cr~ terion Incorporated· .'-' 
Peter Lewin; University of Texas, Dallas 
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Appendix B: Addresses of Speakers 

James Beckett 
Criterion Incorporated 
13140 Coit Road, Suite 318 
Dallas, TX 75240 

Richard A. Berk 
Department of Sociology 
University of California, Santa Barbara 
Santa Barbara, CA 93106 

Carolyn Reb~cca Block 
Statistical AnalXllis Center 
Illinois Criminal Justice'Information Authority 
120 South Riverside Plaza 
Chicago, IL 60606 

Gaylen A. Duncan 
Canadian Centre for Justice Statistics 
19th Floor, R.H. Coats Building 
Tunney's Pasture 
Ottawa, Ontario, KIA OT6 
Canada 

Michael O. Finkelstein 
Barrett, Smith, Shapiro, Simon and Armstrong 
26 Broadway 
New York, NY 10004 

Daryl Fischer 
Office for Criminal & Juvenile Justice Planning 
523 East 12th Street 
Des Moines, IA 50319 

Joseph Gastwirth 
Department of Statistics 
George lvashington University 
kiashingfon, D.C. 20052 

Alan E. Gelfand 
Department of Statistics 
University of Connecticut 
Storrs,CT 06268 

Thomas A. Henderson 
Criminal Justice Statistics Associatio~, Inc. 
444 North Capitol Stree.t, Sui te 122 
Washington, D.C. 20001 

Herbert M. Kritzer 
Department of Political Science 
University of Wisconsin, Ma~':.;ison 
Madison, WI 53706 

Peter Lewin 
Criterion Incorporated 
13140 Coit Rpadj suite 318 
Dallas, TX 75240 

Sue A. Lindgren 
U.S. Buteau of Justice Statistics 
633 Indiana Avenue, N.W. 
Washington, D.C. +0531 

,,1\' u.s. GOV~RNHEN'I: PRINTlNG OFFICE: 1984-42\-934: 1\212 
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Marion R. Metcalf 
Office of Policy and Management Analysis 
Criminal Division 
U.S. Department of Justice 
Room 2214 
Washington, D.C., 20530 ~t 

John P. 0' Connell 
Statistical Analysis Center 
Forecasting and Estimation Division 
400 East Union, ER-13 
Olympia, WA 98504 

S. James Press -:; 
Department of Statistics 
University of California, Riverside 
Riverside, CA 92521 

Michael H. Rabasca 
Statistical Analysis Center 
Suite· 207, Treadway Towers 
Dover, DE 19901 

Penny Reedie 
Ministry of Solicitor General 
Sir Wilfred Laurier Building 
340 Laurier Avenue, Hest 
Ottawa, Ontario KIA OP8 
Canada 

Albert J. Reiss, Jr. 
Department of Sociolqgy 
Yale University 
Box 1965, Yale Station 
New Haven, CT 06520 

Ralph Rossurn 
U.S. Bureau of Justice Statistics 
633 Indiana Avenue, ).~.lv. 
Washington, D.C. ;,>"'20531 

Paul Stageberg \ 
Office for Criminal & Juvenile 
523 East 12th Street 
Des Moines, IA 50319 

Shanna H. Swan 
Department of Health Services 
2151 Berkeley Way 
Berkeley, CA 94704 

Katherine Wallman 

Justice Planning 

Council of Professional Associations;6n Federal 
Statistics f 

806 15th Street, N.W., Suite 
lvashington, D.C: 20005 

George G. Woodworth 
Department of Statistics 
University of Iowa 
Iowa City, IA 52240 
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The NatiOll~ Criminal Justice Reference SerVice (NCJRS) abstractS documents published in thecririUnaljustice field. Persons who 
are registered with the Reference Service receive announcements of documents in their steted fields of interest and order forms for free 
copies ofDureau of Justice Statistics pu!?lications. Hyou are not registered with tIle'Reference Service, and wish to be, please provide 
your name and mailing address below lind check the appropriate box. 
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Bureau of Justice Statistics reports 
(revised June 1984) 

Single copies are available free from the National 
Crimin;'l! Justice Reference.Service, Box 6000, 
Rockviile, Md. 20850 (use NCJ number to order). 
Postage and handling are charged for multiple 
copies: up to 10 tiUes free; 11-40, $10; more than 
40, $20; libraries call for special rates 
(301/251-5500). 

Public-use tapes of BJS data sets and other 
criminal'justice data are available frornthe Criminal 
Justice Archive and Information Network, P.O. 
Box 1248, Ann Arbor, Mich. 481 06, (313/764-5199). 

National Crime Survey 
Criminal.victimization in the U.S.: 

1973-82 trends. NCJ-90541, 9/83 
1981 (final report), NCJ-90208 
1980 (final report), NCJ·84015, 4/83 
1979 (final report), NCJ-76710, 12/81 

BJS special reports: 
The economic cost of crime to victims, NCJ-

93450,4/84 
Family violence, NCJ-93449, 4/84 

BJS bulletins: 
Criminal victimization 1983, NCJ-93869, 6/84 
Households touched by crime, 1983, NCJ-

93658,5/84 
Violent crime by strangers, NCJ-80829, 4/82 
Crime and the elderly, NCJ-79614. 1/82 
Measuring crime, NCJ·75710, 2/81 

The National Crime Survey: Working papers. 
vol. I: Current and historical perspectives, 
NCJ-75374,8/82 

Crime against the elderly in 26 cities, 
NCJ-76706,1/82 

The Hispanic victim, NCJ-69261, 11/81 
Issues in the measurement of crime, 

NCJ-74682 , 10/81 
Criminal victimization of California residents, 

1974-77, NCJ-70944, 6/81 
Restitution to victims of personal and household 

crimes, N~~J-72770, 5/81 
Criminal victimization of New York State 

residents, 1974-77, NCJ-66481, 9/80 
The cost of negligence: Losses from preventable 

household burglaries, NCJ-53527, 12n9 
Rape victimization in 26 American cities, 

NCJ-55878, 8n9 
Criminal victimization in urban schools, 

NCJ-58396, 8n9 
Crime against persons in urban, SUburban, and 

rural areas, NCJ-53551, 7/79 
An introduction to the National Crime Survey, 

NCJ-43732; 4n8 
Local victim surveys: A review of the issues, 

NCJ-39973, 8n7 

Please put me on the mailing list(s) for. 

National Prisoner Statistics 
BJS bulletins: 

Capital punishment 1983, NCJ-93925,7/84 
Prisoners in 1983, NCJ-92948, 4/84 
Prisoners 1925-81, NCJ-85861, 12/82 

Prisoners iii State and Federal institutions on 
December 31 , 1981 (final report), NCJ-86485. 
7/83 

Capital punishment 1981 (final report), 
NCJ-86484, 5/83 

1979 survey of inmates of State correctional facilities 
and 1979 census of State correctional facilities: 

BJS special reports: 
The prevalence of imprisonment, NCJ-93657, 

6/84 
Career patterns in crime, NCJ-88672, 6/83 

BJS bulletins: 
Prisoners and drugs, NCJ-87575. 3/83 
Prisoners and alcohol, NCJ-86223, 1/83 
Prisons and prisoners, NCJ-80697,2/82 
Veterans in prison, NCJ-79632. 11/81 
Census of jails and survey of jail inmates: 
Jail inmates 1982 (BJS bulletin), NCJ-87161. 2/83 
Census of jails, 1978: Data for individual jails, 

vols. I-IV, Northeast, North Central. South. West. 
NCJ·72279-72282. 12/81 

Profile of jail inmates, 1978, NCJ-65412, 2/81 
Census of jailS and survey of jail inmates, 1978, 

preliminary report. NCJ-55172. 5n9 

Parole and probation 
BJS bulletins: 

Probation and parole 1982, NCJ-89874 
9/83 

Setting prison terms, NCJ-76218. 8/83 
Characteristics of persons entering parole 

during 1978 and 1979, NCJ-87243. 5/83 
Characteristics of the parole population, 1978, 

NCJ-66479, 4/81 
Parole in the U.S., 1979, NCJ-69562.3/81 

Courts 
The prosecution of felony arrests, 1979, NCJ-

86482,5/84 
Habeas corpus (BJS special report), NCJ-92949. 

3/84 
State court caseload statistics: 

1977 and 1981 (BJS special report), 
NCJ-87587.2/83 . 

State court organization 1980, NCJ-76711 ,7/82 
State court model statiGtical dictionary, 

NCJ-62320, 9/80 
A cross-city comparison of felony case 

processing, NCJ-55171, 7n9 
Federal criminal sentencing: Perspectives of 

analysis and a design for research, NCJ-33683. 
lOn8 

Variations in Federal criminal sentences, 
NCJ-33684. lOn8 

Federal sentencing patterns: A study of 
geographical variations, NCJ-33685, 10/78 

Predicting sentences in Federal courts: The 
feasibility of a national sentencing policy. 
NCJ-33686, lOn8 

State and local prosecution and civil attorney 
systems, NCJ-41334. 7/78 

o All BJS reports - 30 to 40 reports a year 

o BJS Bulletin- timely reports of the most current justice data 

o Courts reports - State court case load surveys, model annual 
State court reports, State court organization surveys 

o Corrections reports - results of sample surveys and censuses of 
jails, prisons, parole, probation, and other corrections data 

o National Crime Survay - the Nation's only regular 
national survey of crime victims 

o Sourcebook of Criminal Justice Statistics - ~ broad spectrum 
of data from 153 sources in an easy-ta-use, comprehensive 
format (433 tables, 103 figures, index) 

o Please send me current report(s) checked on the list above. 

> .. 

Expenditure and employment 
Justice expenditure and employment in the 

U.S., 1979 (final report). NCJ·87242. 12/83 
Justice expenditure and employment in the 

U.S., 1971-79, NCJ-92596 (forthcoming) 

Privacy and security 
Computer crime: 

Electronic fund transfer and crime, 
NCJ-92650, 2/84 

Computer security techniques, 
NCJ-84049. 9/82 

Electronic fund transfer systems and crime, 
NCJ-83736, 9/82 

Legislative resource manual, NCJ-78890.9/81 
Expert witness manual, NCJ-77927, 9/81 
Criminal justice resource manual, NCJ-61550, 

12/79 

Privacy and security of criminal history 
information: 

A guide to research and statistical use, 
NCJ-69790, 5/81 

A 9uide to dissemination, NCJ-40000. 1/79 
Compendium of State legislation: 

NCJ-48981, 7n8 
1981 supplement, NCJ-79652. 3/82 

Criminal justice information policy: 
Research accas;; to criminal justice data, 

NCJ-84154, 2/83 
Privacy and juvenile justice records, 
NCJ-84152, 1/83 
Survey of State laws (BJS bulletin). 

NCJ-80836. 6/82 
Privacy and the private employer, 

NCJ-79651.11/81 

General 
BJS bulletins: 

Federal drug law violators, NCJ-92692 
2/84 

The severity of crime, NCJ-92326, 1/84 
The.American~response to crime: An overview 

of criminal justice systems, NCJ-91936,12/83 
Tracking offenders, NCJ-91572, 11/83 
Victim and witness assistance: New State 

laYo!s I\nd tile system' s response, NCJ-87934, 
5/83 

Federal justice. statistics, NCJ-80814, 3/82 
Sourcebook. of Criminal Justice Statistics, 1983, 

NCJ-91534, forthcoming 10/84 
Report to the nation on crime and justice: 

The data, NCJ-87068, 10/83 
BJS five-year program plan, FY 1982-86, 7/82 
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