
i 

I 
1 

- ........ '-,.,.- --. - - ~ -- ---~----

Q __ ~,_~_. . __ .~ __ ._~~"_~ .... ___ . _,. __ --' ___ .' __ .. _...,.~ ~_c.,~.--c._ •. _. ___ L~ 

This microfiche was produced from documents received for 
inclusion in the NCJRS data base. Since NCJRS cannot exercise 
control over the physical condition of the documents submitted, 
the individual frame quality will vary. The resolution chart on 
this frame may be used to evaluate the document quality. 

111111.25 11111_1.4 111111.6 

MICROCOPY RESOLUTION TEST CHART 
NATIONAL BUREAU Of STANDARDS·1963.A 

/ ,0#' Microfilming procedures used to create this fiche comply with 
;':,1 the standards set forth in 41CFR 101-11.504. 
\ i 
\' t 
-'" 

Points of view or opinions stated in this document are 
those of the author(s) and do not represent the official 
position or policieD of the U. S. Department of Justice. 

National Institute of Justice 
United States Department of Justice 
Washington, D. C. 20!)31 

t~· 

.Q t, 
':'~ t:' . ~l: ,,', 

9/24/84 I 

~:,~~ 
'!":,'\ 

> .r:·~ 
.~-- ?" 

'l 

'~;);'0~' 
. t~" 

,~,;;\ tiff .. 

.. ::~?~r-r-~~\T~Z,:~-· 
. ":t,,~ 

- ',,, 
~- , 

•• ,' i<. ,!: 

MEASURING THE USE 
OF CONF1NEMENT 

Final Report 
Grant #80-IJ-CX-0082 

If you have issues viewing or accessing this file contact us at NCJRS.gov.



~"l"" " -, ¥ 

\i..~' 

A'1fT> 

-1, 

fl' .... f.iJt. <". ~; 

--~ -~-~--- - ~ 

MEASURING THE USE OF CONFINEMENT 

BY 

JAMES GAROFALO 

Director, Research Center East 
National Council on Crime and Delinquency 

Final Report, Grant Number BO-IJ-CX-OOB2 

Submitted to 

Corrections Division, National Institute of Justice 

January 19B3 

. . 

, 

" 

Production of this report was supported under Grant No. BO-IJ-CX-OOB2, 
awarded to the National Council on Crime and Delinquency, Fort Lee, 
N.J. by the Corrections Division, National Institute of Justice, 
U.S. Department of Justice. The project was directed for NCCD by 
James Garofalo and monitored for NIJ by Lawrence A. Greenfeld. Points 
of view or opinions expressed in this report are those of the author 
and do not necessarily represent the official positions or policies 
of the U.S. pepartment of Justice. 

I 
I 
( 

' .. 

<:,,~ 

~5 

ABSTRACT 

Although this monograph begins with a conceptualization of 
confinement thet includes all institutions in which the state 
holds people ~"jer lock and key, attention is focused on confine­
ment facilities of the justice system -- prisons, jails, juvenile 
facilities -- and many of the examples presented pertain only to 
prisons because of limited data availability. 

Two major types of measurement are discussed: the fraction 
confined and the chance of confinement. Fraction measures reflect 
the proportion of a base population confined at a given point in 
time; chance measures reflect the probability of entering confine­
ment during a given time period, given membership in a specified 
base population. The numerators and denominators of fraction and 
chance measures are discussed extensively in Chapters II, III, and 
IV. 

In Chapter V, two additional forms of measurement are dis­
cussed: time served in confinement and the prevalence of confine­
ment experiences among population coho~ts= In the first part of 
Chapter VI, some implications of measurement issues for policy 
analysis are discussed. 

Because a major purpose of the monograph is to illustrate how 
measurement can be improved by researchers and analysts with 
modest resources, the examples presented rely almost exclusively 
on easily available information from state and federal publications. 
For the same reason, Chapter VI concludes with some comments and 
suggestions about improving existing data sets. 
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CHAPTER I 

INTRODUCTION TO CONCEPTS AND TERMINOLOGY 

Since the 19th century, confinement has epitomized the re­

sponse of the criminal justice system to convicted offenders. This 

does not mean that confinement is the modal response; probation and 

other dispositions are more common, especially for the more fre­

quent, minor offenses. But all other sanctions can be viewed in 

terms of a standard based on confinement. For example, probation 

is given f0r cases thought not to be serious enough to warrant con­

finement, and the death penalty is reserved for cases in which even 

a long prison term is thought to be insufficient (for whatever 

reason). Confinement provides the point of departure for both 

sides of the punislunent debate: Advocates of "toughness" argue for 

more frequent use of confinement and longer sentences, while crit-

ics propose alternatives to confinement. 

Criminal justice research has used various aspects of confine-

ment as independent variables: the length of time served, the 

nature of the prison experience, the treatment or custody orienta-

tions of institutions, the probability of being sentenced to pris-

on or jail, and so forth. These factors have been examined in re­

lationship to dependent variables such as recidivism, "prisoniza-

tion," and crime rates. 
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The use of confinement has also appeared as a dependent vari­

able. This is apparent in historical research which has examined 

the origins of the prison system and how the use of confinement, 

vis-a-vis other penalties, has changed over time. There is also a 

growing body of research concerned with the issue of whether con­

finement is meted out disproportionately to specific racial groups 

and social classes. Finally, there have been some examinations of 

the relationships between the use of confinement and other socio­

demographic factors, such as the unemployment rate. 

This monograph examines issues relating to how we measure the 

extent to which a jurisdiction uses confinement; the focus is on 

the problems of making_comparisons of the use of confinement across 

time and across jurisdictions. Occasionally we will discuss mea­

surement issues as they relate to confinement in institutions that 

are not associated with the criminal justice system, but most Qf 

our attention is given to prisons, jails, and facilities for juve­

nile delinquents. 

In this chapter f commonly used indicators are discussed and 

criticized. Then, a set of concepts, with accompanying terminol­

ogy, is presented and explained. In subsequent chapters, the con­

cepts are examined in more detail and are illustrated with data 

from national and state sources. 

The Traditional "Rate of Imprisonment" 

The "rate of imprisonment" is a concept that appears frequent­

ly in the professional literature. The indicator generally used 
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for this concept is (POP.1/POP2) x k, where POP! is the number of 

people held ~~~ri30n on a given day (or, less frequently, the 

number of people admitted to prison during a given year), POP2 is 

the total resident population of the jurisdiction, and k is a con-

stant (usually 100,000). A number of objections can be raised to 

this traditional indicator. 

Regardless of whether the x'ate is computed with the number of 

prisoners present or the numbe~ of admissions in the numerator, 

determining the appropriate people to be included in the numerator 

presents problems, especially when comparisons are being made a-

cross jurisdictions. For ,example, it is not sufficient to compute 

the "rate of. imprisonment" in the United States with a numerator 

consisting of the number of inmates in state and federal prisons 

on a given date and ·then to compare that rate with the "rate of im-

prisoI'.ment'~ in countries such as Sweden or Denmark. The "prison" 

statistics in many European countries include inmates who are more 

comparable to peop·1e held in American j ails (those serving short 
. 

sentences or awaiting trial), and there are major cross-national 

differences in how juveniles are defined and handled (see Waller 

and Chan, 1974; Do1escha1, 1977). 

Even within the United States, the problem of the comparabil-

ity of numera·l:ors across jurisdictions occurs. If jail inmates 
\ 

are not included in the numerators, comparisons can be misleading 

because some states allow sentences of 18-24 months (and even more) 

..J' 
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to be served in local facilities, while others require that sen-

tences of more than 90 or 180 days be served in state facilities. 

Similarly, if the inm~tes of juvenile institutions are not in-

cluded in the numerators, comparisons across states can be affect-

ed by variations in the jurisdictional age limit of the juvenile 

court and in the practice of waiving juveniles to adult cQurts. 

Perhaps the thorniest question concerns differences in the strin-

gency of custody: Should the inmates in a state with a large pro-

portion of its prisoners serving time in minimum.-securi ty community 

correctional centers be counted the same way as the inmates in a 

state with virtually all of its prisoners in maximum-security in-

stitutions? 

The composition of the denominator in the traditional "rate of 

imprisonment" -- the total resident population of the jurisdiction 

-- has also been questioned (e.g., Waller and Chan, 1977; Fla. 

Dept. of Corrections, 1980). Some subgroups of the population 

the very young, the elderly, women -- have relatively low proba-

bilities of being in prison, while males between the ages of 19 and 

35 are overrepresente~, compared to their numbers in the general 

popu1ation.~ Part of the variation in "rates of imprisonment" could 
~ 

be due to differen~es in population age and sex distributions among 

jurisdictions or changes, in the distribution over time. Another 

criticism is' that the denominator counts the resident population of 

the jurisdiction, while the numerator includes some proportion of 

inmates who are not residents; to the extent that this proportion 
I 
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varies among jurisdictions or over time, comparisons of "rates of 

imprisonment" can be affected. 

The preceding criticisms ~f the traditional "rate of imprison-

ment" deal with questions of measurement. But technical measure­

ment problems do not exhaust the topic. Even when well measured, 

the >1rate of imprisonment" does not subsume all of the conceptual 

issues involved in variation (across jurisdictions) or changes 

(over time) ill the use of confinement as a sanction. We will be 

exploring many of those issues empirically in subsequent chapters, 

but first there is a need to discuss and define some basic termin-

ology. 

Propos~d Concepts and Terminolog~ 

Levels of Inclusiveness 

Most of this monograph deals with measurement issues pertain-

ing to two broad concepts: the fraction confined, which refers to 

the proportion of a specified base population that is confined on a 

given day, and the chance of confinement, which refers to the prob­

ability of being admitted to a confinement facility, given that one 

occupies a specified status (e.g., a member of the resident popula-

tion, an arrestee). But before discussing the concepts of frac-

tion and chance, it will be useful to make some differentiations 

within the concept of confinement. 

Confinement is a broad term that can apply to a number of dif-

ferent types of facilities. For our purposes, it will be helpful 

to be more specific about the range of confinement facilities that 

" , 
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are the subject of any given fraction or chance measure. Accord­

ingly, we use three terms to indicate whether we are referring to 

a narrow or wide range of confinement facilities at any given time. 

At the most inclusive level, we refer to institutions because, 

for some research purposes, it may be necessary to consider all of 

the facilities in which the state holds people under lock and key. 

Focusing only on certain types of institutions could mask the shift­

ing of "clients" from one type of institution to another. For ex-

ample, Lerman (1981) has shown how the age distributions and the 

diagnoses of populations in mental health facilities have changed 

during the movement to remove adults from mental institutions and 

juveniles from correctional facilities. Similarly, a major concern 

in many jurisdictions today is that a large number of adult mental 

patients who have been the beneficiaries of "deinstitutiona1ization" 

are ending up in county jails. The rise and decline of special 

facilities to which mentally disordered offenders and narcotic ad­

dicts are civilly committed is another case in point. Thus, the 

general concept of institutionalization may be necessary in re-

search that tries to address variations in the overall use of con-

finement as a social control measure. The numerator used to COln-

pute the fraction institutionalized (or the chance of institution-

a1ization) ideally includes all people in (or admitted to) residen­

tial social control facilities. 

At a less inclusive level, we refer to the fraction incarcer­

ated (or the chance of incarceration). The numerator in this case 
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includes people in all confinement fac~l~t~es ... ........ operated by the 

justice system: pr~so ""1 .... ns, Ja~ s, and juvenile correctional and 

detention facilities. 

Finally, at the least inclusive level, f we re er to the fraction 

in prison (or the chance of imprisonment). _ With this concept, 

attention is focused on people who have been convicted of crimes 

and who are serving substantial sentences in confinement facilities 

the image generally associated with the term, "prison." 

By necessity, this differentiation among concepts is primarily 

heuristic. Often, the data needed to construct th e most appropri-

ate indicators of the concepts are unavailable, or are available in 

forms that make them difficult to use. For example, an inclusive 

indicator of the chance of incarceration would require not only 

counts of people admitted to prisons, which are widely available, 

but also counts of p, eople admitted to J" a~ls and " .... Juvenile facilities, 

which are more difficult to assemble. 

However, by recognizing that (at least) three levels of in-

elusiveness 

are implied 

researchers 

cepts that 

specifying 

-- institutionalization, incarceration, imprisonment 

within the general idea of the use of confinement, 

should be more careful about specifying the exact con-

they are using. And there is a great deal of room for 

or modifying the definitions presented to meet the exact 

e e ~n~t~ons leave needs of a particular research proJ"ect. Th d f" " " 

some questions open. For example: In which category should con­

fined juvenile status offenders be counted? How long is a 

! 
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"substantial" sentence for the purpose of construct,ing an indica­

tor of the fraction in prison or the chance of imprisonment:~ Also, 

there is nothing to preclude the addition of other conditions to 

the definitions. For example, a researche:r studying the chance of 

incarceration might want to focus on adults only or might \\I'ant to 

exclude admissions to jails and detention centers that res~llt in 

stays of less than 24 hours. 

Our search for common, working definitions is guided by the 

hope that, in further specifying or modifying the definitions, re­

searchers will be led to explain explicit rationales for the spec­

if'ications/modifications in terms of the goals of their research 

projects. In addition, more careful attention to the exact nature 

of the facilities and inmates covered by terms such as imprison­

ment and incarceration should make it more likely that the use of 

inappropriate indicators and the making of inappropriate compari­

sons among indicators will be detected.' Presumably, this will in-

crease the understanding among researchers of each other's concepts 

and findings. 

Denominators of Fraction and Chance Measures 

In the earlier discussion of the traditional "rate of impris-

o nment" it was noted that the denominator of that rate the 

total resident population of the jurisdiction -- has been the sub­

ject of criticisms. Our definitions of three levels of inclusive-

ness among indicators of the use of confinement (institutionaliza­

tion, incarceration, imprisonment) do not specify a preferred 

,~ 

, , ... 
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denominator to be uRed in computing a particular chance or frac-

tion nleasure. 

Later, we will have more to say about selecting appropriate 

denominators. For now, it is sufficient to note that, primarily, 

we will use the term, base populations, to refer to the denomina­

tors of our chance and fraction measures. This term is more neu­

tral than ~opulations at risk, which implies that the defining 

characteristics of the population are related to variations in the 

use of confinement and that the person using the term has some 

notion of the mechanism involved in that relationship. 

Relationship Between Fraction apd Chance Measures 

In this section we discuss the underlying connections and dif­

ferences between the concepts, fraction in prison and chance of im­

prisonment. We -restrict our attention to prison/imprisonment 

(rather than including institutionalized/institutionalization and 

incarcerated/incarceration) because it will simplify the discussion 

and because fraction i~ prison/chance of imprisonment have more 

often been the focus of prior criminal justice research. This 

approach is not·meant to minimize the importance of the distinc­

tions in the three levels of inclusiveness that we have defined. 

The discussion that follows can, with slight modifications, be 

applied,to the two more general levels, but in the interest of 

efficient communication, we focus on just one of the levels. 

As noted earlier, the fraction in prison refers to the ratio 

of the number of persons confined in prison at a given time to the 
, 'u' I.' 
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number of persons in a specified base population. The traditional 

"rate of imprisonment" is one such measure: the number of inmates 

in the custody of (or under the jurisdiction of) the state prison 

system on Dec. 31 of a certain year divided by the resident pop­

ulation of that state for that year. In contrast, the chance of 

prisonment is the probability of entering prison, given that one 

is in a specified base population. Actually, the chance of impris­

onment is most usefully viewed as a series of conditional proba­

bilities, a notion that is discussed fully in Chapter IV of this 

monograph. 

The factor that links the chance of imprisonment to the frac­

tion in prison is the amount of time served in prison (which, of 

course is determined by the sentence length and release practices, 

and to some extent; by the mortality rate of prisoners). In fact, 

the fraction in prison is determined by the amount of time served 

by inmates who were admitt.ed during previous time periods, ex­

tending back to the earliest time at which any currently present 

inmate was admitted. Thus, two jurisdictions could be character­

ized by the same chance of imprisonment over a number of years but 

have very different fractions in prison (or vice-versa) if they 

differ substantially in the average time served by inmates. Ap­

parantly this is part of the reason why countries such as Denmark 

and Sweden have fractions in prison (actually, fractions incarcer­

ated) that are so much lower than the United States -- the average 

time served in those countries is substantially less than in the 

United States (see Doleschal, 1977). 
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Care must be exercised in selecting the concept -- fraction 

vs. chance -- to be used in a research project, because the 

measures of these concepts have different characteristics. For 

example, the type-of-crime distribution among inmates in prison 

on a specific date will differ from the comparable distribution 

among inmates admitted during a given year because time served 

varies according to offense. In one state, on the last day of 

fiscal year 1980, about 42 percent of the male inmates present had 

been convicted of homicide, sexual assault, or robbery. But among 

male inmates admitted to prison during fiscal year 1980, a much 

smaller proportion (24 percent) had been convicted of those crimes. 

The age distributions of prisoners present and prisoners admitted 

also differ because those present in prison on a given day comprise 

a subgroup of earlier admittees who have aged during their time 

served. In the same state described above, 58 percent of the male 

inmates admitted during fiscal year 1980 were 25 years old or less, 

while 40 percent of those present at the end of the fiscal year 

were in this age group. 

The choice of concepts is particularly crucial in trying to 

understand what factors are associated with variations in the use 

of imprisonment. As noted, the fraction in prison is determined 

by admissions and time served -- by factors that extend back in 

time and cumulate forward for a number of years. Despite this, 

several research efforts have looked for correlations between 

the fraction in prison and factors, such as unemployment and crime 

rates, pertaining to the same year as the fraction (e.g., Garofalo, 

12 

1980; Nagel, 1977; Waldron and Pospichal, 1979). The chance of 

imprisonment is a more appropriate measure to use in such analy­

ses (e.g., Greenberg, 1977). On the other hand, the fraction in 

prison -- which is a function of the chance of imprisonment and 

time served -- is suitable for examining overall trends in a juris­

diction's punishment practices, and it has been so used by 

Blumstein and his colleagues (e.g., Bl t' ums e~n, Cohen and Nagin, 

1977; Blumstein and Moitra, 1979). 

Our task in this monograph is to explore measurement issues, 

not to examine appropriate and inappropriate applications of con­

cepts. However, often it is difficult to avoid the issue of how 

concepts are used in a discussion of how they should be measured, 

so we will have more to say, on occasion, about the utilization 

of fractions and chances as we discuss the problems involved in 

measuring them. 

Scope and Organization of the Monograph 

The primary purpose of this monograph is to examine some of 

the issues involved in measuring the use of confinement by the 

justice system. Because the focus is on the justice system, we 

deal mostly with incarceration and imprisonment and have little 

to say about the more general topic of institutionalization. 

Furthermore, the realities of data availability forces us to il­

lustrate most of our points with data pertaining to prisons rather 

than to other justice system facilities. 
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In conducting this research, we have relied primarily on 

published national and state data. The national data series, 

familiar to most criminal justice researchers, proved valuable. 

These series include: National Prisoner Statistics (NPS) , 

Children in Custody (CIC) , Uniform Parole Reports (UPR) , National 

Probation Reports (NPR) , and Uniform Crime Reports (UCR). The 

Bureau of the Census was the only other national data source 

utilized extensively. 

However, to obtain more "finely grained" data, we turned to 

individual states, a number of which kindly provided us with useful 

published and unpublished reports. These materials considerably 

enhanced our ability to illustrate several measurement issues, 

especially with respect to the chances of imprisonment and incar-

ceration. 

No primary data "collection efforts were initiated for our 

research, nor did we conduct any analyses of raw data files. with 

the exception of some special tabulations provided by the Bureau 

of the Census (on 1980 population counts), by the Federal Bureau 

of Investigation (on state-by-state UCR arrest counts) and by a 

few states that did not publish extensive annual reports, we re-

lied on the published reports of state and federal agencies. This 

was a conscious choice at the beginning of the study. The ratio­

nale was (and is) that our ability to produce refined measures 

through costly manipulation of raw data sets that are not easily 

accessible, or through the use of unpublished materials that are 

not widely available, would not be of much value to the average 

14 

researcher or policy analyst in criminal justice. Rather, our 

intent is to demonstrate what can be done with information that 

is readily available. 

Chapters II, III, and IV contain the core materials of this 

monograph. The chapters discuss the numerators and denominators 

of fraction and chance measures. Cross-sectional and longitu­

dinal data are used to construct illustrations of various measure-

ment problems. 

Chapter V addresses measurement issues that pertain to indi-

cators of the use of confinement other than fractions and chances 

specifically, time served and prevalence. 

In Chapter VI, we attempt to accomplish two things. First, 

we try to relate the measurement issues discussed in the earlier 

chapters to research on current policy questions. We do not try 

to answer the questions; what we try to show is how measurement 

problems can affect the ways in which policy questions are approach­

ed and the conclusions that are reached. Second, we draw on our 

experiences in using available data sets to examine measurement 

issues. Some of the shortcomings of the data sets are described, 

and some modest proposals for improving available data are made. 
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CHAPTER II 

DENOMINATORS OF FRACTION MEASURES 

As we have defined 

portion of a given base 

them, fraction measures reflect the pro­

population that is confined (imprisoned, 

l.'nstl.'tutl.'onalized) at a given point in time. 
incarcerated, 

In 

h denominators of fraction 
this chapter, base populations -- t e 

Chapter III deals with the numerators 
measures -- are discussed. 

of fraction measures, and it concludes with a section that develops 

some conclusions about constructing appropriate fraction measures. 

Inclusion of Numerator in Denominator 

f raction in prison -- refers 
A fraction measure -- say, the 

base population being held in prison at a 
to the proportion of the 

t the People counted , To be technically correc , 
given point in tl.me. 

fraction measure should be counted in the de­
in the numerator of a 

is a ratio of people in pris­
nominator also; otherwise, the measure 

on to pe.ople not in prison. 
Mathematically, when fraction measures 

to ratl.'o measures (by excluding from the denominator 
are converted 

people who are counted l.'n the numerator.), the ratio measures will 

But the re-
than the corresponding fraction measures. 

be greater 

the two sets of measures is not linear; it is 
lationship between 

th~ value of a fraction measure, 
multiplicative, so that the greater 

when it is converted to a ratio 
the greater the percentage increase 
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measure. For example, a fraction measure of 0.05 converts to 

a ratio measure of 0.0526 (an increase of 5.2 percent), while a 

fraction measure of 0.3 converts to a ratio measure of 0.4286 

(an increase of 42.9 percent). 

The data used for base populations in most fraction measures 

are drawn from federal or state estimates of the population of a 

jurisdiction in a given year. However, unless one works exten-

sively with these various estimates, it is often difficult to 

know exactly what is included in the base population being used. 

The U. S. Bureau of the Census, for example, utilizes a sepa­

rate category of persons in group quarters, which is further sub-

divided into (a) inmates of institutions (including adult and juve­

nile correctional and detention facilities as well as mental hospi-

tals, homes for the aged and dependent, homes and schools for the 

mentally handicapped, and several other types of facilities), and 

(b) pers0ns in noninstitutional group quarters (including rooming 

houses, military barracks, college dormitories, and other types of 

quarters). In the 1970 census, the group quarters category ac­

counted for about 5.8 million people: 2.1 million in institutions 

and 3.7 million in other group quarters. For the most part, per-

sons in group quarters are counted in Census Bureau estimates of 

total resident population'. However, the Bureau's monthly Current 

Population Survey (CPS)· generally covers only the noninstitutional 

civilian population. There may be even less certainty about the 

exact composition of population estimates produced by various state , 

and local agencies. 
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Fortunately, whether institutionalized persons are included 

or excluded from the denominator does not have major effects 

on the types of fraction measures being examined in this mono-

graph i the fractIons are generally quite small. To take a rela-

tively extreme example, we can look at a fraction measure com-

posed of the following components: (a) the total number of per-

sons in all types of institutions on the census date in 1970 in 

the numerator, and (b) the total resident population on the 1970 

census date in the denominator. Among jurisdictions for which data 

are available (see u.s. Bureau of the Census, 1973), the District 

of Columbia has a fraction institutionalized (.01608) at the top of 

the distribution, while Hawaii (.00549) is at the bottom. Thus, 

the fraction for D.C. is 2.93 times as large as Hawaii's fraction. 

When these fractions are' converted to ratios of persons institu-
--... 

tionalized to persons not institutionalized, both increase only 

slightly -- D.C. 's to .01~34 and Hawaii's to .00552 -- and the D.C. 

ratio is 2.9& times as large as the Hawaii ratio. When dealing 

with smaller fractions, such as the fraction in prison, the effects 

would be even smaller. 
J 

Exclusions from Base Population 

Even the Census Bureau's inclusive measure of a state's resi-

dent population does not count some people who are within the 

state's borders at some time and who might end up in one of the 

state's institutions: visitors, tourists, migrant workers, and 

.~ 
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other transient ,groups.* Of course, this problem is attenuated 

if regional fractions are being compared cross-sectionally, and 

it virtually disappears if national fractions over a period of 

time are being compared. 

When states are being compared, the key question is: Do 

states vary substantially in the proportions of people within 

their borders who are nonresident transients? However, even if 

these proportions do vary substantially, effects on fraction 

measures would be negligible if (a) the absolute values of the 

proportions are very small, or (b) the fractions of nonresident, 

transient populations institutionalized (or incarcerated or in 

prison) are very low, relative to the fractions for resident pop­

ulations. Unfortunately, we do not have direct, systematic esti­

mates of the numbers of nonresident transients within the states, 

which are necessary to settle these issues. Therefore, the best 

that can be done is to make some informed guesses about the extent 

of the problem. 

Various ways of trying to estimate indirectly the average pro­

portion of people within a state's borders who are nonresident 

transients can be devisl:!d. For example, one can posit a direct 

relationship between changes'in resident populations (particularly 

in~migration) and the proportion of transients -- under the assump­

tion that among the populations that move into the various states 

*Transients who do end up in an institution would be counted 
among the state's popUlation by the Bureau of the Census as persons 
i.n institutions. 

.~ 
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the ratios of people who are transient to people who become resi-

dents are roughly constant across states. Another possible indi-

rect indicator of the proportion of transients is the ratio of 

the number of auto repair and service station facilities in a 

state to the number of registered motor vehicles L1 the si:ate 
./ 

under the assumptions that transients create a demand for such 

facilities beyond the demand generated by residents, that this 

"excess" demand is reflected in the ratio, and that variations in 

"excess" demand are related directly to variations in the propor­

tions of nonresident transients across states. 

After deriving the estimates from data published by the u.s. 

Bureau of. the Census (1980), attempts to utilize them to resolve 

the issue of the' impact. of nonresident transients on fraction 

measures are not too'successful. In the first place, the two es-

timates mentioned above are not very consistent with each other. 

For example, states such as Florida, Nevada, and Wyoming have had 

very high in--migration rates in recent years, while their ratios 

of automobile service facilities to registered vehicles are in the 

low to middle range relative to other states; the opposite is true 

for states such as Missouri, Kansas, and Massachusetts. Second, 

neither estimate is very "clean." The estimate based on in-
" 

migration obscures the numbers of transients in geographic areas 

that have experienced stability or even decline in resident popu­

lations but that still attract sizeable numbers of tourists, com-

muters, and other transients; New York and the District of Columbia 

are primary examples. On the other hand, the estimate based on 

( •. j \ 
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service stations and vehicle regist~ations fails to take into 

account the degree to which a state's population is concentrated 

or dispersed, and the amount of mass transportation available in 

a state. 

Another approach to trying to determine the effects on frac-

tion measures of not counting nonresident transients in the base 

population is to examine the numbers of transients who actually 

end up confined. In the 1974 Survey of Inmates of State Correc-

tional Facilities (conducted by the Census Bureau for the Depart-

ment of Justice), inmates were asked: "At the time of your arrest 

[for your present Offense], in what city or town, county, and state 

were you living?" However, Census Bureau confidentiality rules re-

quire that information identifying the state in which the interview 

took place be deleted from the data tapes supplied to users. 

The Census Bureau's report on Persons in Institutions and Other 

Group Quarters (U.S. Bureau of the Census, 1973) contains some data 

that are helpful in estimating, for the nation as a whole, the pro-

portions of confined persons who were not previously residents of 

the states in which they were being held at the time of the census. 

In 1970, there were 121,364 prison and reformatory inmates who were 

not in the same institution in 1965 and whose area of residence in 

1965 could be determined. For 75 percent of these inmates, their 

state of residence in 1965 and location of the prison in which they 

were held in 1970 were the same. The comparable figure for local 

jails and workhouses was also 75 percent, but in juvenile facilities, 
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the percentages were higher: 91 percent in public training 

schools, 85 percent in private training schools, and 88 percent 

in detention facilities. 

Turning to more recent data from agency reports in indi-

vidual states, we find that information about the prior resi-

dences of confined persons is not published for most states and 

when it is, the information is difficult to compare from state 

to state. The Texas Department of Corrections (1981:29) reports 

that the "place of residence" for 95 percent of the inmates pre-

sent on Dec. 31, 1980 was Texas. The "length of residence in 

Florida" was six months or more for 86 percent of the inmates in 

that state's prisons on June 30, 1980, and it was one month or 

more for 95 percent (Fla. Dept. of Corrections, 1981:49). Nebraska 

was the "home state" listed for 80 percent of adult male offenders 

held in Nebraska's correctional facilities on June 30, 1980 {Neb. 

Dept. of Correctional Services, 1980:20-21). About 95 percent of 

felons newly received from court by the California Department of 

Corrections (1979:28-29) in 1979 had been in the state six months 

or more before the offense for which they were committed. 

Although the information bearing on the numbers of nonresident 

transients in state institutions is not definitive f there are in-

dications that, at least in correctional facilities, the proportions 

of nonresident transients are relatively small, and these propor-

tions vary within a relatively narrow range across the states. 

This, of course, does not settle the issue of the extent to which 
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fraction measures would be affected by counting nonresident tran­

sients wit~in base populations. However, it appears that any 

possible substantive effects would be small enough to be ignored 

safely in this ~onograph. 

Another factor to take into account in selecting a population 
" 

estimate for the'"denominator of a fraction measure is how military 

personnel are counted. The Census Bureau publishes estimates of 

the total population, the resident population, and the civilian 

population. The t.otal populaticfl includes armed forces personnel 

stationed overseas; the resident population includes only armed 

forces personnel in the 50 states and the District of Columbia; 

the civilian population excludes all armed forces personnel. When­

ever possible, estimates of the resident population are used in 

this monograph. 

Demographic Subgroups as Base Populations 

In the most commonlYl used fraction measure -- the "traditional" 

fraction -- the numerator consists of the total number of j?eople in 

prison (incarcerated, institutionalized), and the denominator is the 

total population of the jurisdiction. Of course, subgroup-specific 

fractions can be computed -- for example, the number of females in 

prison divided by the number of females in the jurisdiction's pop­

ulation -- if the research is focusing only on a particular subgroup. 

~owever, what is more important here is the possibi.lity that a size­

able portion of the variation (across jurisdictions or time) in 

"traditional" fraction measures might be due to differences in the 

subgroup structures of base populations. This possibility is based 
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on three assumptions: (a) that the fractions in confinement vary 

substantially among different population subgroups, (b) that the 

subgroup-specific fractions are similar in different jurisdic­

tions (or time periods), and (c) that the subgroup structure of 

base populations differs substantially across jurisdictions (or 

time) . 

The next two sections of this chapt.er will examine some of 

these issues with cross-sectional and longitudinal examples. How-

ever, one point should be kept in mind. Even if all of the varia-

tion in "traditional" fraction measures can be attributed to dif-

ferences in the population subgroup structures of different juris-

dictions or time periods, interest in fraction measures should not 

cease. The issue of why population subgroups have widely different 

fractions confined would remain unanswered. 

Cross-Sectional Illustrations 

The illustrations that follow deal with fractions in prison 

and frac.tions incarcerated. The issue of differing subgroup 

structures among base populations is less relevant for measures of 

the fraction institutionalized because every major demographic 

subgroup is represented in some institution or another. On the 

other hand, the fraction confined in prisons or other penal insti-

tuations is at or near zero for some demographic subgroups. Thus, 

the subgroup-specific fractions in prison or incarcerated vary 

more starkly than do the subgroup-specific fractions ins-i:.itution-

alized. In addition, the illustrations are limited to demographic 
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subgroups based on sex, age and race because these are the major 

subgroups for which data are available. 

Sex 

The sex distribution of the base population certainly appears 

to be a major candidate for a demographic factor that can explain 

some of the cross-sectional variation in state-by-state fraction 

measures. Sex-specific fractions in prison or incarcerated differ 

substantially. For example, in 1978, females constituted about 

51 percent of the United States population but only about 4 percent 

of the year-end population of state and federal prisons and about 

6 percent of the local jail population during February (BJS, 1980a 

and 1980c). The underrepresentation in juvenile custody facilities 

is less pronounced; at the end of 1979, females were 14 percent of 

the residents of public juvenile facilities and 28 percent of the 

residents of private juvenile facilities (OJJDP, 1980a and 1980b). 

Despite the large size of the difference between sex-specific 

fractions in prison/incarcerated, this difference does not account 

for any of the variation among states in fraction measures based on 

the total population. There just is not a sufficient amount of 

variation in the sex distributions of the states to make a differ-

ence. According to the 1980 census, the proportion of males in the 

resident population ranged from a high of 53.0 percent in Alaska 

(one of only five states in which males exceeded 50 percent) to a 

low of 47.5 percent in New York (one of only four states in which 

males comprised less than 48 percent). 
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The age distributions of prison and jail inmates differ 

substantially from the age distribution of the general population. 

The 1979 survey of state prison inmates (BJS, 1982a) revealed a 

median age of 27; less than 1 percent were under 18, and only 4 

percent were over 50. The 1978 survey of local jail inmates 

(BJS, 1980c) showed that population to be slightly younger than 

the jail population (median age = 25), but as in prisons, the bulk 

of the inmates were in the young to middle adult years (e.g., about 

two-thirds were between 20 and 34 years old). 

The differences among states in age distributions of their 

resident populations -- while larger than the sex distribution dif-

ferences -- are not large. Focusing on the 20-44 year old age 

group, Alaska is again an unusual case with 47.3 percent of its 

population in that age category; the next highest is Colorado with 

42.2 percent. At the low end are Florida (33.5 percent in the 20-

44 age category) and Arkansas (34 percent) • 

Figure 1 illustrates the minor effects on the cross-sectional 

distribution of the fraction incarcerated that occur when both the 

sex and age distributions of states'populations are taken into 

account. Two fractions were computed for each of the 50 states. 

Fraction A has the total number of prison inmates (year-end 1979) 

and the total number of jail inmates (February 1978) in the numer­

ator and the total resident population (1980 census) in the denomin-

ator. The numerator of Fraction B counts only male prisoners and 

adult male jail inmates, while its denominator consists of the 
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FIGURE 1 

Distributions of Selected States Around the Means of Two Fraction Measuresa 

+2 Standard 
deviations 

+1 Standard 
deviation 

a (mean) 

-1 Standard 
deviation 

Fraction Ab 

• Ga. (2.57) 

-~ 

• • • • 
• 
• • • 

S. 
Fl 
Ne 

C. 
a. 
v. 

La, 

N. C. 

Md. 
Ala b. 
Tex 

• Alas 

•• Me. , Ia. 

Fraction BC 

, 

• Ga. (2.51) 

• Fla. (2.26) 

-r-

• • 

•• 

•• 
•• 

s. C. 
La 

N.C., A1ab . 

Md., Nev. 
Miss., Tex . 

• Alas.. 

•• Ia ., Mass . 
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••• 
• Vt. ••• M Mijss., Minn., Ha • inn., R.I., Vt . 

a 

-2 Standard 
deviation 

• • 

• 

--

R.I. 
N.H. 

N.D. 

•• Ha ., N.H. 

• N.D • 

_10. 

For eaSe of presentation, both fraction measures have been standardized with a 
mean of zero and standard deviation of one. With fractions multiplied by 100 000 
iuns9toanadaard{izedd mean for) Fraction A is 177.4 (s.d. • 76.2); for Fractfon a, th~ me~n 
s . s ..• 394.5 • 

b 
c Total prfson and jail inmates divided by total resident population. 

Male prison inmates and adult male jail inmates divided by res'ident male popu­
lation between ages 20 and 44. 

t, 
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state's male population, 20-44 years old.* Although the mean and 

standard deviation of the Fraction B measures were much greater 

than the mean and standard deviation of the Fraction A measures, 

the coefficients of relative variation (s/;) were very similar 

for the two arrays (.430 for Fraction A and .434 for Fraction B). 

Therefore, the scores were standardized (x=o, s=l) for ease of 

presentation in Figure 1. 

The data in Figure 1 are displayed in a modified form of the 

"box plot" described by McNeil (1977). In McNeil's usage, the 

boxes in the middle of the plots represent interquartile ranges. 

In Figure 1, the upper part of each box represents one standard 

deviation above the mean and the lower part represents one stan­

dard deviation bel~; the mean; the lines connected to the boxes in 

Figure 1 extend to plus and minus two standard deviations from the 

mean. Thus, the box plots in Figure 1 are only meant to illustrate 

the extent to which states change locations on the distributions 

of Fraction A and Fraction B scores. With one exception, the only 

states identified in the box plots are those that lie more than one 

standard deviation away from the mean. 

When the distributions of Fraction A and Fraction B scores are 

compared in Figure 1, it is apparent that there are few differences 

in the relative locations of states with high or low fractions in­

carcerated. Florida does move to a more extreme position when sex 

*Actually, Fraction B is an estimate rather than a pure 
fraction because we did not have the data necessary to count only 
20-44 year old males in the numerator. 
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and age distributions are taken into account (Fraction B) , 

primarily because that state has a relatively small proportion 

of its population in the 20-44 age group. The state that showed 

the greatest shift in position between the two distributions of 

fraction scores is Alaska, though it falls within one standard 

deviation of the mean in both distributions. Alaska's score on 

Fraction A is about 0.31 standard deviation above the mean, while 

its Fraction B score is about 0.39 below the mean. This shift 

occurs because Alaska's population has both the highest propor­

tion of males and the highest proportion of 20-44 year olds of any 

state. 

Despite some changes for a few states, taking the age and sex 

structure of the base popUlation into account does not have much 

effect on cross-sectional comparisons of the fraction incarcerated 

among states. In fact, the Pearson's product-moment correlation 

coefficient (r) and the rank-order correlation coefficient 

(Spearman's rho) between the Fraction A and Fraction B scores are 

both 0.98. 

Race 

While taking the sex and age distributions of base popUlations 

into account in fraction measures has, at best, minor effects on 

cross-sectional comparisons among states, taking racial distribu­

tions into account has substantial effects. Table 1 presents the 

basic information: (a) the percent black in each state's popula-

tion, (b) an estimate of the fraction of 20-44 year old black males 

held in prison for each state, (c) an estimate of the fraction of 

,. 
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State 

Alabama 

Alaska 

Arizona 

Arkansas 

Cal ifornia 

Colorado 

Connecticut 

Delaware 

Florida 

Georgia 

Hawaii 

Idaho 

III inois 

Indiana 

Iowa 

Kansas 

Kentucky 

Louisiana 

Maine 

Maryland 

Massachusetts 

Michigan 

Minnesota 

Mississippi 

Mi ssouri 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Jersey 

--------~----~------------------,~ 

TABLE 1 

Estimated Age-Sex-Race-Specific Fractions in Prison, 1979 

Estimated 
Fraction of 20-44 

Year Old Black 
Percent Black Males in Prisog 
(1980 Census) (per 100,000) 

25.6 

3.4 

2.8 

16.3 

7.7 

3.5 

7.0 

16.1 

13.8 

26.8 

1.8 

0.3 

14.7 

7.6 

1.4 

5.3 

7.1 

29.4 

0.3 

22.7 

3.9 

12.9 

1.3 

35.2 

10.5 

0.2 

3.1 

6.4 

0.4 

12.6 

1956 

1901 

4371 

3052 

2025 

2319 

4429 

5181 

4327 

2758 

216 

1829 

2347 

2158 

4360 

3043 

2273 

2706 

831 

3303 

2490 

3876 

3022 

1712 

3311 

1800 

4376 

3949 

545 

2311 

(cont. ) 

Eslt imated 
Fraction of 20-44 

Year Old White 
Males in Prison 

(per 100,000)a 

422 

472 

608 

404 

383 

346 

452 

599 

730 

614 

98 

462 

270 

441 

320 

361 

412 

385 

378 

291 

18B 

368 

203 

383 

346 

429 

287 

707 

178 

202 

Disparity Betwe2n 
Fractionsb 

4.64 

4.03 

7.19 

7.55 

5.29 

6.70 

9.80 

8.65 

5.93 

4.49 

2.20 

3.96 

8.69 

4.89 

13.62 

8.43 

5.52 

7.03 

2.20 

11. 35 

13.24 

10.53 

14.89 

4.47 

9.57 

4.20 

15.25 

5.59 

3.06 

11.44 

29 
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Table 1 (cont.) 

State 
Percent Black 
(1980 Census) 

Estimated 
Fraction of 20-44 

Year Old Black 
Ma 1 es in Pri son 
(per 100,000)a 

Estimated 
Fraction of 20-44 

Year Old White 
Males in Prison 

(per 100,000)a 
Disparity Between 

Frectionsb 

New Mexico 1.8 

New York 6.2 

North Carolina 22.4 

North Dakota 0.4 

Ohio 10.0 

Oklahoma 6.8 

Oregon 1.4 

Pennsylvania 8.8 

Rhode Island 2.9 

South Carolina 30.4 

South Dakota 0.3 

Tennessee 15.8 

Texas 12.0 

Utah 0.6 

Vermont 

Virginia 

Washington 

West Virginia 

Wisconsin 

Wyoming 

0.2 

18.9 

2.6 

3.3 

3.9 

0.7 

3253 

2715 

3264 

194 

3651 

3223 

4295 

2499 

3810 

2654 

1485 

2573 

3575 

3288 

1307 

2675 

3233 

2343 

3998 

1745 

717 

396 

698 

126 

371 

561 

514 

190 

346 

745 

366 

472 

674 

328 

438 

389 

431 

302 

240 

400 

4.54 

6.86 

4.68 

1.54 

9.84 

5.75 

8.36 

13.15 

11. 01 

3.56 

4.06 

5.45 

5.30 

10.02 

2.98 

6;88 

7.50 

7.76 

16.66 

4.36 

a Fractions are estimates because numerators are not completely age-specific, 
although the bulk of the prison population in each state is in the 20-44 age group. 
Numerators are yearend 1979 National Prisoner Statistics figures for the numbers of 
black (or white) males under state jurisdiction. Denominat?rs are 1980 ~ensus counts 
of the numbers of black (or white) males, 20-44, in the resldent populatlon. 

b Estimated fraction of 20-44 year old black males in prison divided by estimat~d 
fraction of 20-44 year old white males in prison. 
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20-44 year old white males held in prison for each state, and 

(d) the amount of disparity between the two fraction measures. 

In every state, the sex-age-race-specific fraction for 

blacks is higher than the corresponding fraction for whites. How­

ever, the amount of difference varies widely across the states. 

The fraction for blacks is about one and one-half times greater 

than the fraction for whites in North Dakota, but it is at least 

a dozen times greater in six states. In addition, standardizing 

by race does not have a major impact on the variability of the 

fraction measures across states. The fractions for whites in 

Table 1 show only slightly less variability (coefficient of rela­

tive variation = .413) than the fractions for blacks (.433), and 

these race-specific fractions are not much less variable than the 

overall fraction for 22-44 year old males (CRV= .449). Finally, 

the relative rankings of the 50 states differ substantially on the 

two fraction measures; the Spearman's rho between the two sets of 

rankings is only 0.32. 

Beca~se there are sizeable differences between the fractions 

of blacks and whites incarcerated in every state and because s~ates 

diffe; substantially in the racial distributions of their general 

populations, one might suppose that the interstate variation in 

overall fractions incarcerated will disappear once race is taken 

into account. The findings noted above show why this supposition 

is incorrect. However, the fraction for blacks is consistently 

higher than the fraction of whites in every state, so the inter-

state variation in the racial distributions of resident populations 
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does account for ~ of the inter-state variation in fraction 

measures. This is illustrated in Table 2. 
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Table 2 shows the partial correlations between 1979 yearend 

state prison populations and four independent variables, control­

ling for total state population in each case. After taking the 

total size of the state's population into account, the number of 

residents between the ages of 20 and 44 and the number of male 

residents do not account for much of th .. . e var~at~on ~n prison 

populations. Surprisingly, the partial correlation with number of 

adult UCR Part I arrests is also very small (.171). Of the four 

variables included in Table 2, only the number of black residents 

in the state has a ,substantial correlation with the number of state 

prisoners after total state population is controlled (.612). 

Similar findings appear in Table 3, where the fraction in 

prison (number of pr~soners under state jurisdiction at the end of 

1979 divided by the state's total resident population count in 

1980) is used as the~dependent variable in a multiple regression 

analysis. Table 3 shows the impact on R2 as each of the inde­

pendent variables are entered in a step-wise fashion, in the order 

displayed; it also shows the beta values for the regression equation 

using all four independent variables simultaneously. When the frac­

tion in prison is regressed on the first two independent variables 

percent of population 20-44 years old and percent of population 

male -- only a small proportion of the variance is explained 

(R2=.164). Addition of the adult arrest rate produces a substantial 

increase in explanatory power (R~ increases to .381. But even 

.~ 
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TABLE 2 

Partial Correlation Analysis of Fraction in Prison 

Independent Variable 

Number of prisoners under 
state jurisdiction at 
yearend 1979 

Controlling For 

Total resident popu­
lation of state, 
1980 Census 

Partial Correlation With 

(1) State residents 20-44 
years old, 1980 Census = 
-.088 

(2) Male residents of state, 
1980 Census = .003 

(3) Adjusted number of adult 
Part I arrests, 1979 
UCRa = .171 

(4) Black residents of state, 
1980 Census = .612 

a Adjusted figures are used because the proportion of the state population 
residing in law enforcement jurisdictions that report arrest data to the Uniform 
Crime Reports program varies from state to state. The ratio of the total state 
population to the state population covered by arrest data was computed for each state; 
then, the number of reported arrests was multiplied by the ratio. 
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TABLE 3 

Multiple Regression Analysis of Fraction in Prison 

Dependent Variable: Fraction of total state population held 
as prisoners under state jurisdiction, 1979 

Independent Variable R2 R2 Change Beta in Final 
Equation 

Percent of population 20-44a .045 .045 -.012 

Percent of population malea .164 .119 .156 

Adjusted adult UCR Part I 
arrest rateb .381 .217 .390 

Percent of population blacka .650 .269 .620 

a From 1980 Census. 
b Set footnote to Table 2. 
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after the effects of these three variables are taken into account, 

the addition of proportion black as an independent variable still 

produces a large increase in R2 (to .650). The importance of the 

racial distributions of the states' populations is confirmed by 

the beta values for the four-variable model; the direct effect of 

percent black is by far the greatest of the four independent 

variables when they are used together. 

The data show that racial distributions of state popUlations 

do have impacts on total fraction measures because there is sub-

stantial interstate variation in racial compositions of state pop-

ulations and because the fraction of blacks in prison (or incar-

cerated) is higher than the comparable fraction for whites in 

every state. However, the disparity between black and white frac-

tions also varies substantially from state to state, and there is 

a great deal of independent interstate variation in each of the 

race-specific fractions. From the limited viewpoint of this sec-

tion of the report, differing racial compositions of base popula-

tions do not account for all, or even most, of the tremendous 

cross-sectional variation among states in fractions in prison/ 

incarcerated -- although they do account for much more variation 

than do the age and sex compositions of resident populations. 

This section has shown that race is an important substantive issue 

in questions about the use of confinement, and we will be raising 

the issue in later portions of this report as other measurement 

problems are discussed. However~ the sheer sizes of the differences 

between race-specific fraction measures, raises the point of the 

next section. 
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Sizes of Subgroup-Specific Fraction Measures 

In the preceding pages, the discussions of subgroup-specific 

fraction measures has focused on the issue of whether variations 

in the demographic compositions of base populations could account 

for the SUbstantial cross-jurisdictional variations in fractions 

confined. But even a cursory examination of subgroup-specific 

fraction measures produces the realization that some segments of 

the general popUlation have proportions under lock and key that 

are striking when compared to the relatively low fraction of the 

total popUlation confined. An example from one state will suffice. 

The Virginia Department of Corrections publishes a simultaneous 

sex-race-age breakdown of the felons in its state correctional sys-

tern at the end of the fiscal year, June 30 (Va. Dept. of Corrections, 

1980:51). In 1980, 8,521 felons were begin held; this produces a 

fraction (per 100) of 0.159 for the total resident population of 

the state. However, 97 percent of the inmates were male, and 

when only males are used in the numerator and denominator, the 

fraction (per 100) is 0 .. 314. Like all states, Virginia has a 

higher percentage of blacks in its prison system than in its res-

ident population: the fraction (per 100) of black males in prison 
,.." 

in 1980 was 1.005. Finally~ when attention is restricted to the 

sex-race-age group with the hishest likelihood of being confined 

in prison black males in their twenties -- the fraction in 

prison on June 30, 1980 in Virginia was 2.813. 

The Virginia example was not selected because it is unique. 

The age and sex dis~ributions of Virginia's prison inmates are 

similar to those in other states, and Table 1 showed that the 
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race-specific fractions in prison in Virginia are not out of 

line with the other states. 

Although the fraction of any state's total population held 

in prison does not appear very large -- less than two-tenths of 

one percent in the Virginia example -- the representation of 

various demographic subgroups within the fraction varies strikingly. 

For some of these subgroups, the fraction in prison is substantially 

higher than the overall fraction; in the Virginia example, almost 

three percent of the state's 20 to 29 year old black males were 

confined in prison on June 30, 1980. This fraction would increase 

to an even more striking level if numerators and denominators 

could be refined to reflect even more specific demographic sub-

groups: 20 to 29 year old urban black males with annual incomes 

in the lower quartile of the income distribution, for example. 

And if inmates of justice system facilities other than prisons 

could be added to the numerators, the fractions would rise even 

higher. 

As the example shows, when interest focuses on absolute levels 

of 'confinement, traditional "rates of imprisonment" (or incarcera-
, 

tion) , which use total resident populations in their denominators, 

are misleadingly small. The rates are diluted by inclusion, in 

their denominators, of large segments of resident populations that 

have little or no likelihood of showing up in prison or jail pop-

ulations. This masks the existence of relatively substantial 

fractions confined among certain segments of the population. 

r 
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Longitudinal Illustrations 

Earlier, it was shown that there is not a great deal of 

cross-sectional variation in the age and sex distributions of 

the resident populations of the states, but that there is sub-

stantial variability in the populations' racial compositions. 

Attention now shifts to the national level and the changes that 

have occurred in the demographic composition of the United States 

population, particularly during the last two decades. 

In general, the sex distribution of the u.S. population has 

not changed substantially: males comprised 48.6 percent of the 

resident population in 1980, down from 48.7 percent in 1970, 

49.2 percent in 1960, and 49.6 percent in 1950. For the purposes 

of this monograph, the change in sex distribution is even less 

important than the overall numbers imr~y, because most of the 

change has occurred in the older age groups. 

The relative distributions of the various racial and ethnic 

groups over time in the u.S. is more difficult to measure, primar­

ily because the development of a separate "Spanish Origin" category 

in Census Bureau data is relatively recent. Blacks are still the 

largest racial/ethnic minority group in the U.S., increasing 

slightly from the 9.9 percent of the resident population in 1950 

to 11.7 percent in 1980. However, there are indications that the 

"Spanish Origin" category is one of the most rapidly growing 

racial/ethnic groups in the U.S.; persons in this category com­

prised 6.4 percent of the resident population in 1980, but were 

distributed very unevenly among the states. Furthermore, national 

prisoner data sets have not contained separate categories for 
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"Spanish Origin" or Hispanic prisoners in the past. An attempt 

was made to gather this information for the annual Prisoners in 

State and Federal Institutions report in 1979, but the information 

was missing for some states and was estimated for others. 

The age distribution of the U.S. population has been changing, 

a fact which is widely recognized because of the effects of the 

post-World-War-II "baby boom" and the strains on the Social Secur-

ity system. The discussion in this section will focus on these 

changes in the age distribution. 

Figure 2 illustrates changes in the age distribution of the 

resident U.S. male population from 1960 to 1981. The figure shows 

the percentages of the male population contained in six age groups 

of five-year intervals from IS to 44 -- the age groups to which 

most "clients" in the criminal justice system belong. The propor-

tion of the U.S. males falling between IS and 44 years old increased 

from about 39 percent in 1960 to 48 percent in 1981, but the in-

crease did not occur evenly among the six age groups represented 

in Figure 2. The youngest age group tlS-19 year olds) rose from 

7.S percent of the male population in 1960 to about 10 percent in 

1972, as males born in the post-World-War-II "baby boom" reached 

this age group. During the next few years there was a slow in-

crease, peaking at 10.3 percent of the male population in 1976, and 

this was followed by a decline to 9.3 percent at the end of 

the period. 

The next highest band in Figure 2 represents the 20-24 age 

group. Reflecting the movement of population age cohorts into 

older groups over time, the proportion of 20-24 year olds also 
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FIGURE 2 

Percent Distribution of Six Age Groups 
Nithin Resident Male Population of United States, 1960-1981 
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SOURCE: U.S. Bureau of the Census, Estimates of the Population of the United States by Age. Sex. and Race 
Series P-25. various years. 
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increased between 1960 and 1981, but the pattern 

lags behind the pattern for 15 to 19 year olds. 

of 

The 
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the increase 

proportion 

of 20 to 24 year olds grew relatively slowly until the mid to 

late 1960s, then began a rapid growth that did not slow until the 

mid to late 1970s. At the beginning of the period shown in Figure 

2 (1960), the 20-24 age group contained a smaller proportion 

of males (6 percent) than any of the six age groups displayed in 

Figure 2, but in 1981, it accounted for a higher proportion (9.8 

percent) than any of the others. 

The changing widths of the four remaining bands in Figure 2 

also reflect the movement of the "baby boom" births through the 

age structure of the male population. Each of the four age groups 

between 25 and 44 years old (25-29, 30-34, 35-39, and 40-44) 

declined as a percentage of the male population during the begin-

ning of the period shown in Figure 2; the decline was eventually 

reversed for all groups, but at different points in time. The 

percentage of males in the 25-29 age group began to increase again 

in the mid 1960s, but the turnaround did not occur until the early 

1970s for the 30-34 age group, the mid 1970s for the 35-44 age 

group, and the late 1970s for the 40-44 age group. 

Figure 3 presents the data on the changing age composition of 

the resident u.s. male population in a different way, reflecting 

changes in the numbers of males in each of six age groups. The 

lines in Figure 3 show the increases or decreases in the numbers 

of males in the six age groups, with the 1960 population of r-ach 

age group set at 100. 
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Between 1960 and 1981, the total resident male population 

increased by 26 percent. But Figure 3 shows that the patterns 

varied substantially by age group. For example, the number of 

15-19 year old males rose rapidly to the point where there were 

64 percent more in 1976 than in 1960; after 1976, the numbers 

leveled off, even declined, so that there were fewer 15-19 year 

old males in 1981 than in 1976. 

The 20-24 and the 25-29 age groups showed virtually constant 

growth between 1960 to 1981, showing total increases of 107 per­

cent and 87 percent, respectively; however, the numbers of 20-24 

year old males can be expected to decline in the near future, 

followed by a later decline in the number of 25-29 year old males. 

In contrast I the numbers of males in t.he remaining three age 

groups (30-34, 35-39, and 40-44) should ccntinue to increase for 

some time to come, having rebounded from earlier decreases. 

AlthQugh not displayed separately, the patterns of change in 

age structure among 15-44 year old males are similar for whites 

and blacks. However, the relative increase in numbelfs has been 
\ 

greater among black males, especially in the younger age groups; 

the numbers of black males in the 15-19, 20-24, and 25-29 age 

groups increased by 99 percent, 142 percent, and 108 percent, 

respectively, between 1960 and 1981. This differential is impor­

tant for the purposes of this monograph because, as shown earlier, 

the fraction imprisoned is much greater among blacks than 

among whites. 

With the age composition of the male population shifting 

between 1960 and 1981, as indicated in Figures 2 and 3, one would 

'1 
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expect changes in the commonly computed crime, arrest, and 

imprisonment rates that use total population as their denomin-

ators. The changes would be expected even if there were no 

changes in criminal tendencies or in arrest and imprisonment 

policies. Furthermore, the age distribution of people most 

highly represented in crime/arrest statistics is somewhat lower 

than the age distribution of people incarcerated,* so the numbers 

of crimes, arrests, and persons confined should be differentially 

affected by changes in the age structure of the population. Thus, 

increases in crimes known to the police and arrests, especially 

during the 1960s, must be viewed in light of the rapidly increasing 

numbers of males in the 15-19 and 20-24 age groups, while the 

expansion of prison populations since the early 1970s must be 

viewed in light of the tapering off of the increase in the numbers 

of younger males and the relatively greater growth in the 20-24, 

25-29, and 30-34 age groups. 

Figure 4 illustrates the effects of taking longitudinal 

changes in the age composition of the population into account when 

computing fractions in prison. Two fractions are charted from 1960 

to 1981. Both fractions use the number of sentenced state and 

federal prisoners at yearend of each year in their numerators. The 

disjunction in 1977 occurs because of a change in National Prisoner 

*For example, among all arrestees in 1980, the median age was 
between 22 and 23, and the median age for arrestees in Part I crimes 
was slightly above 19 (computed from FBI, 1981:200-201). In con­
trast, the median age of jail inmates in February 1978 was 25.3 
(BJ8, 1980c:12), and the median age of state prison inmates in 
November 1979 was 27.3 (BJ8, 1982a:2). 
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Statistics counting rules; up until 1977, counts were based on 

the numbers of prisoners in actual custody, and from 1977 on, 

counts were based on prisoners under the jurisdiction of prison 

agencies (BJS, 1982c:2). One set of fraction measures (charted 

with the solid line) uses total numbers of resident u.s. males 

in its denominators, while the other set of fractions (dotted 

line) uses numbers of 20-44 year old males in its denominators. 

To facilitate comparisons, both sets of fractions were computed 

from a base in which the fraction for 1960 equals 100, so the li.nG::: 

illustrate percent changes from the 1960 fraction. 

Both sets of fraction measures in Figure 4 show general de­

clines from 1960 to 1972 and substantial increases thereafter. 

In the pre-1972 period, the measures are very close to each other, 

but after 1972 -- although both measures rise -- the lines diverge 

strikingly. The reason for the differences before and after 1972 

lies in the relative growth rates of the total male population 

and the 20-44 year old male population. In the first half of the 

time period reflected in Figure 4, the numbers of 20-44 year old 

males and the total numbers of males incre3.sed at approximately 

the same rate. But after 1972 (actually, after 1970), the 20-44 

year old segment of the male population grew at a faster rate 

than did the total male population. 

Another way to examine the effects of changing population 

age structure on fractions confined is to compute age-specific 

fractions at one point in time, apply those fractions to the 

numbers of persCi;ls in the same age groups during different ·time 

periods to produce expected numbers of persons confined, and 
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compare the expected with the actual numbers of person confined. 

Unfortunately, the limited availability of relevant, standardized 

data pertaining to confined populations makes this strategy much 

easier to suggest than to implement. Data on the characteristics 

of prison populations are available for 1960 (Fed. Bureau of 

Prisons, 1965). These data suffer from a number of shortcomings. 

For example, some states are not included, and the figures for 

other states were estimated. In addition, age and race character-

istics were reported only for "felony prisoners continuously con­

fined in state prisons," which excludes, primarily, all federal 

prisoners and state felony offenders who had been paroled at some 

point but who had returned to prison as violators under the same 

sentence. Nevertheless, the distribution of 150,702 prisoners is 

reported for nine age categories within each of two racial groups, 

white and nonwhite (see Fed. Bureau of Prisons, 1965:63). To 

illustrate the method suggested above, we treat the age/race 

distribution of the 150,702 prisoners as if it represents the 

age/race distribution of all 212,953 sentenced prisoners in state 

and federal institutions at yearend 1960 (BJS, 1982c:2). The 

illustration further assumes that all of the prisoners are male 

(96.4 percent in 1960 and 96.0 percent in 1981 were, in fact, male) 

and that prisoners in the "under 20" age category are all 18 or 

19 years old. 

Under these assumptions, 18 fraction measures were derived 

(nine age categories in each of two racial groups). The fractions 

were constructed in a way that insured that, when they were mul­

tiplied by the numbers of males in the corresponding age/race groups 
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of the 1960 resident u.s. population and the products were summed, 

the total would equal 212,953 (the total sentenced prisoners held 

in state and federal prisons at yearend 1960). The same age-race-

specific fractions were then multiplied by the corresponding agel 

race counts for resident u.s. males in each year from 1961 to 1981. 

For each year, the sum of the products represents an expected 

number of people imprisoned, given no change in imprisonment prac-

tices during the period. The expected numbers derived from this 

procedure are charted (dashed line) in Figure 5 as "Expected N-l." 

Along with the Expected N-l numbers in Figure 5 are the actual 

numbers of prisoners at yearend (BJS, 1982:2), plotted with a solid 

line and labeled, "Actual N." Finally, the dotted line in Figure 

5, labeled "Expected N-2," represents expected numbers of prisoners 

based on the traditional "rate of imprisonment" -- that is, the 

fraction produced by dividing the total number of prisoners in 1960 

by the total resident male population in 1960 was multiplied 

by the total resident male population in each subsequent year to 

produce expected numbers of prisoners. 

If one were trying to evaluate how imprisonment practices 

changed after 1960, a different explanation would be required, 

depending on which set of expected numbers in Figure 5 were used. 

Expected N-l and N-2 rise through the entire period -- not sur-

prisingly, because the total male population and its 20-44 year 

old component both grew steadily from 1960 to 1981. However, 

Expected N-l (derived from age-race-specific fraction estimates 

in 1960) grew much faster than Expected N-2 (derived from an esti-

mate of the overall fraction of males in prison in 1960) because 

----------
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the numbers of 20-44 year old males increased at a faster rate 

than did the total numbers of males, and the numbers of 20-44 

year old nonwhite males increased at an even faster rate. 

From the mid-1960s through the early 1970s, the yearend 

counts of state and local prisoners were lower than in 1960. 

Therefore I' both sets of expected numbers of prisoners are higher 

then the actual numbers during this period. But the gap between 

Actual and Expected N-l which rises more rapidly than Expected 

N-2 -- is greater than the gap between Actual and Expected N-2. 

After the mid-1970s, the situation changes dramatically. The 

actual number of prisoners began to increase in the early 1970s, 

and the rate of this increase has been so great in recent years 

that, in 1976, the actual number of prisoners forged ahead of 

the number predicted by Expected N-2, and in recent years, the 

gap between Actual and Expected N-l has closed considerably.* 

In sum, an analysis that compared actual numbers of prisoners 

to projections based on the non-age-race specific fraction in 

prison in 1960 would conclude that the use of imprisonment fell 

below expectations during the period from the mid-1960s to the 

mid-1970s, but exceeded expectations thereafter. However, an 

analysis that compared actual numbers to projections derived from 

age-race-specific fractions in 1960 would conclude that the use 

of imprisonment dropped further and fUT.ther below 1960 levels 

*In fact, given the current pace of additions to prison 
populations -- which shows no signs of abating -- the actual 
numbers of prisoners will almost certainly exceed the numbers 
predicted by Expected N-2 during the early to mid-1980s. 

51 

until about 1972, and that since then, it has returned rapidly 

to the level experienced in 1960. 

At this point, two caveats about the preceding illustration 

are in order. First, the projections must not be taken too 

seriously because of the limitations of the 1960 data on which 

they are based and the broad assumptions that had to be made in 

order to use those data. Second, even if projections using more 

precise data were to produce similar results, one would have to 

exercise great caution in interpreting the results. For example, 

comparing Actual to Expected N-l in Figure 5, once might be tempted 

to conclude that the criminal justice system was "lenient" from 

the mid-1960s through the mid-1970s and that the system was only 

returning to "normal" 1 1 f' , eve s 0 lmprlsonment by 1981. But what 

is "lenient" or "normal" varies with which base year is chosen 

for the computation of expected numbers of prisoners. It happens 

that 1960 was very close to one of the cyclical peaks in the over­

all fraction in prison in the United States. Had age-race-specific 

fractions been computed for some other year -- on the basis of 

the 1973 Census of Prisoners in State Correctional Facilities 

(LEAA,1976), for example -- the patterns in Figure 5 would have 

been quite different. ProJ'ect' f t d mb 10ns 0 expec e nu ers of prisoners, 

backward and forward from 1973, would have indicated that the 

actual numbers of prisoners held had exceeded expectations in both 

the early and late time periods of the graph. 

Before leaving the illustration of expected and actual numbers 

of prisoners, we will discuss one other type of analysis that the 

technique allows. Because age-race-specific fraction measures were 
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used as bases for computing expected numbers of prisoners in 

each year, the procedure produces, for each year, expected num-

bers of prisoners in each of the age/race groups. This allows 

comparisons to be made between the expected and actual age/rac~ 

distributions of prisoners in any given year for which data 

about prisoners are available. When there is a disparity be-

tween the actual and projected numbers of total prisoners as 

there is for most of the years in our example -- comparisons of 

the actual and projected age/race distributions of prisoners 

might uncover some clues about the source of the disparity. 

Age/sex distributions of state prisoners are available from 

the 1974 Survey of Inmates of State Correctional Facilities 

(LEAA, 1979b). The data were collected in January 1974, so they 

will be compared to our projected age/race distribution of inmates 

for yearend 1973. 

Figure 6 shows, for each of two racial groups, three prisoner 

age distributions: (1) the actual age distribution at yearend 

1960, estimated from Federal Bureau of Prisons data, (2) the 

actual age distribution at yearend 1973, under the assumption that 

the January 1974 survey of state inmates reflects the character-

istics of state and federal inmates at yearend 1973, and (3) the 

expected age distribution, derived from applying the age-race-

specific fractions in prison in 1960 to the resident male popula-

tion in 1973. 

Among white inmates, the actual and expected age distributions 

at yearend 1973 are fairly consistent, although the expected 

FIGURE 6 

Race-Specific Age Distributions of State Prison Populations; 
Actual Distributions in 1960, and Expected Distributions in 1973 
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bActual yearend 1973 distributions reflect January 1974 figures in LEAA, 
1979b. See text for description of how expected yearend 1973 distributions were 
derived. 
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distribution predicted slightly larger percentages of white in­

mates in the oldest and in the two youngest age categories than 

was the actual case. However, the expected age distribution 

among white inmates did reflect the major changes in the actual 

age distributions between 1960 and 1973: increases in the pro­

portions of white inmates in the 20-24 and 25-29 age categories, 

and decreases in the proportions of inmates in the three oldest 

age categories. 

For inmates in the black and other racial categories, the 

actual and expected age distributions at yearend 1973 were not 

as consistent as the distributions for white inmat~s. The ex-

pected 1973 age distribution did reflect the decreases in the pro­

portion of black/other inmates in the three oldest age categories 

that actually occurred between 1960 and 1973, although it under-

estimated the size of the ~ecrease. Correspondingly, the expected 

age distribution substantially underestimated the very large in­

creases in the proportions of 20-24 and 25-29 year old inmates 

that actually occurred between 1960 and 1973 among blacks and 

other racial groups. 

The rather close correspondence between the actual and ex-

pected age distributions of white inmates in 1973, in contrast to 

the much more substantial disparities between the actual and ex-

pected age distributions among black/other inmates, leads to the 

suspicion that the gap between the actual and estimated total in-

mate population in 1973 (see Figure 5) is related to changes that 

affected the two racial groups differently. This suspicion is 
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supported by a disparity between the actual and expected racial 

distributions of the prison population in 1973. The 1960 data 

indicated that 39.4 percent of the prisoners were members of 

racial groups other than white. Our computations produce an ex-

pected percentage of 41.2 for 1973, but the actual figure for 

black/other prisoners in 1973 was 49.0 percent -- 7.8 percentage 

points above the expected level. Interestingly, in 1979, when 

the actual and expected numbers of total inmates had begun to 

converge again (see Figure 5), our computations show an expected 

figure of 43.8 percent black/other inmates, while the acutal 

figure in November 1979 (BJS, 1982a) was 50.3 percent -- a dif-

ferential of 6.5 percentage points. 

The most reasonable conclusion that can be reached from the 

information just presented is that the gap between actual and 

expected levels of imprisonment from the mid-1960s through the mid-

1970s resulted primarily from declines in -the fractions of whites 

imprisoned. However r it should be stressed again that the longi-

tudinal materials that have been presented in this section are 

meant to illustrate measurement issues and approaches to analyzing 

fractions confined by taking changes in base popUlations into 

account. The weaknesses of the data on which the illustrations 

are based limit the advisability of drawing substantive conclu-

sions from the analyses. 

Before turning to an examination of the numerators of fraction 

measures in Chapter III, two points should be noted concerning the 
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longitudinal analysis of base populations. First, the changes 

in the age/race composition of the resident United States pop­

ulation that we have been dealing with -- although significant 

occur in a fairly smooth and somewhat predictable fashion over 

the course of several decades. But the trends for individual 

jurisdictions within the nation can be much more abrupt and may 

even change in directions that differ from national trends: This 

is because the populations of individual jurisdictions are more 

sensitive to in-migration and out-migration. Therefore, trends 

in the composition of the national population should not be taken 

as indicative of trends in individual jurisdictions. 

Finally, our lengthy illustration of longitudinal changes in 

a base population dealt exclusively with the fraction in prison 

and focused on males in the age groups between 15 and 44, and in 

some cases, between 20 and 44. A more thorough analysis of frac­

tions confined would require dealing with more diverse base pop­

ulations. Females, for example, comprised 47 percent of the more 

than two milJ.ion inmates of all types of institutions in 1970, 

and persons 65 years old or older comprised 45 percent (U.S. Bureau 

of the Census, 1973:1-2). 

Although more inclusive analyses of the use of confinement are 

worthy of pursuit, this monograph will continue to focus on the in­

stitutions of the justice system -- prisons, jails, and juvenile 

facilities. In the next chapter, data about people held in justice 

system institutions will be used to explore the composition of the 

numerators used in measures of fractions-in prison and fractions 

incarcerated. 

, 
l 
I 
1. 

CHAPTER III 

NUMERATORS OF FRACTION MEASURES 

Just as the compositions of base populations can change over 

time or differ across jurisdictions, the numerators of fraction 

measures can show similar diversity. This chapter addresses two 

broad issues concerning the features of numerators in fraction 

measures: (a) the definitional boundaries that determine which 

people are counted in the numerator and which are excluded, and 

(b) variations within the groups of people that are counted. Much 

of the following discussion of definitional boundaries and internal 

variations is pertinent to numerators in both fraction and chance 

measures -- except that the numerators of chance measures are com-

prised of admissions to confinement during a given time period 

rather than numbers of persons confined at a specified point in 

tlime. 

Definitional Boundaries 

By "definitional boundaries," we mean those laws and adminis­

trative regulations that determin~ what category of institution a 

confined person is counted as being in. These boundaries can dif-

fer among jurisdictions and can change over time within a single 

jurisdiction: A good example is the age boundary separating the 

juvenile and adult systems. In most states, juvenile courts have 
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or.: ginal jurisdiction over persons under 18 years old who commit 

crimes, but other states set 16 or 18 as the maximum age; states 

also differ in the requirements they set for waiving juveniles 

from juvenile to. adult court. To further complicate matters, 

states' juveDile court age cut-off points and the waiver require-

ments change over time (see Davis, 1980). 

The issue of definitional boundaries is related to the three 

levels of generality for fraction and chance measures -- institu-

tionalization, incarceration, and imprisonment -- that we discussed 

in Chapter I. When the fraction institutionalized is the subject 

of inquiry, definitional boundaries are not very relevant because 

confined populations are aggresated across boundaries to form a 

numerator. When the fraction incarcerated is used, the definition-

al boundaries that determine allocations of people to justice 

system institu~ions -- prisons, jails, juvenile facilities -- are 

not relevant, but differences (or changes) in the rules for allo­

cating people to institutions run by different systems (e.g., jus­

tice system versus mental health system) are important. Finally, 

definitional boundaries take on their greatest importance when im-

prisonment is the focus of attention. ~n its most co~non usage, 

the "rate of imprisonment (whether i fraction or a chance measure) 

incorporates only those·confined persons who are in the custody of, 

or under the jurisdiction of, a state's adult prison authority. 

Therefore, analyses focusing on the fraction in prison must take 

into consideration not only the definitional boundaries between 

the justice system and other systems, but also the definitional 
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boundaries that determine how people are allocated among the in-

stitutions that are within the justice system. Because the "rate 

of imprisonment" is the most frequently employed measure of the 

use of confinement, the illustrations that follow deal with defi-

nitional boundary issues that apply ·to the fraction in prison (or 

the chance of imprisonment). 

Allocations by Age 

As mentioned, states vary on the age limitations set for the 

jurisdiction of the ju~enile court and on the criteria for waiv-

ing juveniles to. adul t cou.rt. In addition, the available disposi-

tions for juveniles -- whether convicted in juvenile or adult 

courts -- var~ across jurisdictions; for example, some states 

allow juvenile court judges to commit adjudicated delinquents to 

adult institutions (see Davis, 1980). Because of these differ-

ences f counts of the numbers of persons held in states' adult pri-

son systems, which are typically used as numerators for fraction 

measures, are not prec~sely comparab~e. 

Table 4 shows age distributions among young inmates in ten 

state prison systems. Such data are not widely available in com-

parable form in state reports, but the entries in Tabl~ 4 do il­

lustrate cross-state differences in the extent to which young 

offenders are represented in prison popUlations. One of the most 

striking examples is North Carolina in which juvenile court juris-

diction ends at age 16; about 4 percent of the North Carolina pri-

son inmates are less than 18 years old, compared to less than 0.5 

percent in Arizona, Massachusetts, Pennsylvania, and Wisconsin. 

'. 



1'1 ", 

!l 
'I' 
1 

( 

---~-------~ 

60 

TABLE 4 

Proportions of Young Offenders in Selected State Prison Systems 

Pe,rcent Percent Percent Total Reference 
State under age 18 under age 19 under Age 21 pri soners date 

Arizona 0.2 a 8.0 3,326 1/1/80 

California a a 5.2 21 ,260b 12/31/79 

Flori da 2.2 4.7 14.2 19,692 6/30/80 

Massachusetts 0.4 1.5 8.4 2,754 1/1/80 

New Jersey 2.2 a 12.7 5,505 8/22/80 

New York a a 14.0 21,644 12/31/80 

North Carolina ~.6 7.5 18.5 15,479 12/31/80 

Pennsylvania 0.4 a 8.6 B,203 12/31/79 

Virqinia 0.8 2.3 10.0 8,521 6/30/80 

Wisconsin 0.4 2.4 15.4 3,654 12/31/80 

a Not available from published state reports. 

b Includes only felons in Department of Corrections institutions (94 percent of 
the total institutional population of 22,632). Host of the other inmates (940, or 4 
percent) are civilly committed narcotic addicts. 

Sources: Ariz. Dept. of Corrections, 1980, Table 1-20; Cal. Dept. of Corrections, 
1980, p. 7 And p. 58; Fla. Dept. of Corrections, 1981, p. 52; Williams, 
1980, p. 31; N.J. Dept. of Corrections, 1981, pp. 3,5, and 7; N.Y. Div. 
of Criminal Justice Services, 1981, p. 308; N.C. Dept. of Correction, B8', , 
pp. 35-36; Pa. Bureau of Correction, 1980a , p. 26; Va. Dept. of Corre.:tions, 
1980a:51; Wisc. Dept. of Health and Social Services, 1981, p. 18. 

61 

Unfortunately, comparable age data for a single year are not a-

vailable for New York, where the jurisdiction of the juvenile 

court is also restricted to offenders under age 16; however, data 

from a national survey of prisons indicate that 10.9 percent of 

New York's inmates were l~ss than 18 years old on March 31, 1978 

(Carlson, Evans, and Flanagan, 1980:121-122). 

Another striking feature of Table 4 is the relative absence 

of young inmates from California's prison system -- only 5 percent 

are less than 21 years old. This phenomenon results from Califor-

nia's relatively unique procedures under which young adult offend-

ers, convicted in criminal court, can be sentenced to the Youth 

Authority; these offenders do not appear in regular prisoner counts, 

such as those in the National Prisoner statistics annual publica-

tion, Prisoners in state and Federal Institutions. 

Of course, other states have special sentencing provisions for 

youthful offenders convicted in criminal courts, but the most com-

mon practice is for these offenders to serve time in facilities 

operated by the state's adult correctional agency when they are con-

fined. For example, persons sentenced as youthful offenders com-

prised 7 percent of Georgia's prison population in midyear 1980*; 

in New York in 1979, youthful offender commitments to the adult 

system numbered 376 (N.Y. Dept. of Correctional Services, 1980:5), 

while youthful offender commitments to the juvenile system number-

ed only 65 (N.Y. Division for Youth, 1980:11). 

* Unpublished tabulations supplied to authors by Georgia 
Department of Offender Rehabilitation, Office of Research and 
Evaluation. 
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The situation is quite different in California. On Septem­

ber 30, 1981, 5,781 Youth Authority'wards were held in institu­

tions. Of this population, 46 percent had been received from 

criminal rather than. juvenile courts; 65 percent were 18 years 

old or older; and III percent were at least 21 years old (Cal. 

Dept. of the Youth Authority, 1981). We will look further at how 

variations in assigning people to confinement systems on the basis 

of age effects f~action measurest but first we will introduce 

another definitiona~ boundary that differs across states and over 

time. 

Allocations/by Sentence 

State prison systems are usually considered to consist of con­

finement facilities where offenders with maximum sentences of more 

than one year are sent. In fact, at yearend 1980, only 3 percent 

of the 304,759 prisoners in state institutions had sentences of a 

year or less or were unsentencea. But the percentages vary sub­

stantially across states: from zero up to 51 percent among the 46 

states for which data were available (BJS, 1981a:2). Of the 46 

states, there were eight that had short-sentence or unsentenced 

prisoners in large enough numbers to exceed 15 percent of their 

total prison populations. Six of the eight (Vermont, Rhode Island, 

Connecticut, Delaware, Alaska*, and Hawaii) have state-run com­

bined prison and jail systems; the other two (Maine and North 

Dakota) have relatively miniscule prison populations. 

* Alaska does have some locally run jails. 
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Most of the very large state prison systems (more than 10,000 

inmates) reported no short-sentence or unsentenced prisoners at 

yearend 1980 (e.g., New York, Michigan, Texas) or a proportion of 

less than 5 percent (e.g., Georgia, Florida). But two states with 

large prison systems, California and North Carolina, also had rel­

atively large numbers of short-sentence or unsentenced prisoners. 

In California, these prisoners were virtually all unsentenced, 

primarily narcotic addicts who had been civilly cornrni tted. In North 

Carolina, they were virtually all in~ates with short sentences be­

cause that state sends offenders with sentences of more than 180 

days to state facilities. 

A closer look shows that some states not only limit state pri­

son admissions to offenders with a sentence of more than one year, 

but also allow offenders with sentences of up to 18 or 24 months 

to serve their time in local facilities. For example, only 0.1 

percent of Pennsylvania's 7,095 state prisoners at yearend 1977 

had maximum sentences of less than one year (Pa. Bureau of Correc­

tion, 1978:12), while 18 percent of its 6,406 inmates in local 

facilties on February 15, 1978 were serving sentences of more than 

one year (BJS, 1981c:23). In contrast, 9 percent of North Carolina's 

14,087 state prisoners at yearend 1977 had sentences of less than 

one year (N.C. Dept. of Correction, 1978), but only 1 percent of 

its 2,766 county inmates on February 15, 1978 were serving sentences 

of more than one year (BJS, 1981d:49). 

Changes over time in how prisoners with different types of 
I 

sentences are allocated among institutior.s also occur. For example, 
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states that had been confining sizable numbers of misdemeanants 

in their prison systems have been forced to change that practice 

in response to overcrowded conditions at state institutions. 

Virginia and Illinois are.two states in which this has occurred. 

In Virginia, the number df misdemeanants confined in the adult 

state prisons declined steadily through the 1970s to zero at year-

end 1979; at the same time, the number of felons confined in the 

prisons increased by 69 percent between 1970 and 1979. Evidently, 

Virginia did not simply accommodate an increasingly large share 

of its misdemeanants in local jails; at least from August 1978 to 

July 1981, the proportion of convicted misdemeanants among 

Virginia's jail popUlation has remained relatively constant at 

about 20 percent (Va. Council on Criminal Justice, 1981: 47-56). 

Table 5 brings together age and sentence factors discussed in 

this section and the preceding section. Fraction A numerators 

consist of the prisoners under state jurisdiction at yearend 1979. 

In the second column (Fraction B), only state prisoners with sen-

tences of more than a year are in the numerators. For the numer-

ators of FraGtion C, the total number of jail inmates from the 

most recent National Prisoner Statistics (February 1978) were 

added to the 1979 yearend count of prisoners under state juris-

d · t' * lC lon.; Finally, the Fraction D numerators were constructed by 

*Caution must be exercised in summing NPS counts of jail in­
mates and prisoners under state jurisdiction because, in some states, 
relatively large numbers of state prisoners are housed in local jails 
to alleviate prison overcrowding. In most instances, these prisoners 
are counted both as prisoners under state jurisdiction and as jail in­
mates in National Prisoner Statistics data sets. Furthermore, the 
numbers of "overflow" prisoners can change rapidly over several years 
within a given state. For example, in Georgia their numbers jumped 
from zero to 1,729 from yearend 1977 to yearend 1981, while during 
the same period in Maryland, their numbers declined from 921 to 71 
(BJS, 1980a:17, and BJS, 1982:3). 

--~---

TABLE 5 

Four Fraction Heasuresa and State Rankings (in Parentheses) on 
Each Fraction Measure, Eleven Selected States 
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State Fraction A Fraction B Fraction Cb Fraction Db 

Cal ifornia 96 (32 ) 90 (31) 206 (16) 269 (13) 

Connecticut 131 (17) 69 (39) 131 (35) 150 (36) 

Del aware 238 (3) 183 (8i 238 (11 ) 273 (12 ) 

Florida 207 (5) 203 (4) 311 (3) 340 (4) 

Georgia 221 (4) 213 (3) 373 (1) 399 (1 ) 

New Jersey 79 (38)C 75 (35) 132 (34) 157 (35) 

New York 121 (21 ) 121 (20) 183 (21 ) 210 (22) 

North Carolina 243 (2) 229 (1) f 290 (6) 311 (6) 

Pennsylvania 66 (44)d 66 (40)d 120 (38) 148 (37) 

Rhode Isl and 79 (38)C 60 (44) 79 (48) 101 (48) 

Texas 186 (8)e 186 (6)e 264 (9) 286 (10) 

a All fractions are multiplied by 100,000. The denominator for every fraction 
measure is the 1980 Census count of the total resident population of the state. The 
Fraction A numerator is the National Prisoner Statistics count of the number of pris­
oners under state jurisdiction at yearend 1979. The numerator for Fraction B is from 
the same source but consists of prisoners serving sentences of one year or more. The 
Fraction C numerator sums prisoners under state jurisdiction at yearend 1979 and the 
NPS count of total jail inmates on Feb. 15, 1978. The Fraction D numerator sums 
prisoners under state jurisdiction, jail inmates, and the 1979 yearend count of resi­
dents of public and private juvenile facilities. 

b Prisoners housed in local jails because of overcrowding in state facilities at 
yearend 1979 are deducted from jail population figures to avoid double-counting, except 
in New Jersey where such inmates were not included in the 1979 yearend count of pris­
oners under state jurisdiction. 

c Three-way tie: Nebraska, New Jersey, and Rhode Island 

d Tie with Utah 

e Tie with Maryland 

f Tie with South Carolina 

,~ 
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adding 1979 yearend counts of the residents of public and private 

juvenile facilities to the Fraction C numerators. Total 19S0 

state populations are used in all of the denominators; all frac­

, d b 100 000 In the parentheses, next tions have been multiplle Y , • 

to each fraction, is the ranking of the state, among alISO states, 

on that fraction measure. 

The eleven states in Table 5 were selected to illustrate the 

effects of the definitional boundaries we have been discussing on 

cross-sectional fraction measures. As we move from Fraction A to 

f narrow measure of the fraction in prison to Fraction D -- rom a 

of the fraction incarcerated -- between­an inclusive measure 

, how l'nmates are allocated to various confine­state differences ln 

ment facilities within the justice system become moot. For indi-

the amount Of difference between Fractions A and D vidual states, 

depends on how inclusive the initial fraction in prison (Fraction 

A) is. Connecticut, Delaware, and Rhode Island, for example, have 

relatively small differences between Fraction A and Fraction D 

because their integrated, state-run prison/jail systems result in 

virtually all adult inmates being counted in their Fraction A nu­

merators; this is also why these same states show relatively large 

differences between Fraction A and Fraction B, in which unsentenced 

, t e dropped from the numerator. and short-sentence state lnma es ar 

North Carolina also shows relatively little change from Fraction A 

t ' of all inmates are counted to Fraction D; a very large propor lon 

in North Carolina's Fraction A because of the low maximum age for 

court J
'url'sdiction (as reflected in the relatively small juvenile 

67 

increase from Fraction C to Fraction D) and the practice of send-

ing offenders with short sentences (over ISO days) to state rather 

than local facilities (as reflected in the relatively large de-

crease from Fraction A to Fraction B). 

Of the eleven states in Table 5, Pennsylvania and California 

show the greatest relative increases from Fraction A to Fraction D. 

Pennsylvania, as we noted earlier, uses county facilities to house 

inmates with sentences of up to several years, and these inmates do 

not enter the numerator until Fraction C. 

But California's fractions, and its rankings among the states 

on the various fractions, undergo the most striking changes in 

Table 5: The inclusive fraction incarcerated measure (Fraction D) 

for California is 2.S times as large as the narrow fraction in pri-

son measure (Fraction A), and California moves up from a ranking of 

32nd among the states on Fraction A to a ranking of 13th on Frac-

tion D. We have already discussed the California practice of hous-

ing a substantial number of young adult offenders in Youth Authority 

facilities -- a population of inmates that is not counted in Table 5 

until Fraction D. In addition, California uses jail (often with 

probation) as a sentence in a large nmnber of felony arrest dispo-

sitions, and jail sentences have increased substantially, relative 

to other sentences, during the 1970s (Cal. Dept. of Justice, 19S0a: 

11-14) . '-

The effects of not taking into account the differing defini-

tional boundaries that determine how people are allocated among 

the institutions of states' justice systems are apparent from 
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examining the fraction measures of three very large states: Cal-

ifornia, New York, and Texas. As shown in Table 5, using the tra-

ditional "rate of imprisonment" (Fraction A), California's frac-

tion in prison is 21 percent lower than New York's and 48 percent 

lower than Texas'. But when jails and juvenile facilities are 

taken into account by a fraction incarcerated (Fraction D), the 

fraction in California is 28 percent higher than the fraction in 

New York and only 6 percent lower than the fraction in Texas. 

In our earlier examination of base populations for fraction 

measures, it was found that taking the age and sex distributions 

of state populations into account had virtually no effect on cross­

sectional variability in fraction measures. However, taking defi-

nitional boundaries of numerators into account does have an effect; 

the full 50-state distributions of the fraction measures illustra-

ted in Table 5 do differ in variability. The measure with the 

least inclusive numerator, Fraction B shows the most cross-sectional 

variation ( coefficient of relative variation = .465), and the com-

monly used "rate of imprisonment, "Fraction A, has only slightly 

less (CRV=.455). Incorporation of jail inmates into the numerator 

of Fraction C decreases the variability (CRV=.430) , and adding 

residents of juvenile facilities to form Fraction D produces even 

less variability (CRV=.374). Evidently, some of the commonality 

among states in the use of confinement is masked when narrowly de-

fined fraction measures are employed as indicators of the use of 

confinement. 
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Other Definitional Boundaries 

Allocations of inmates among justice system confinement facil-

ities on the basis of age and sentence length are currently the 

most important definitional boundary ·factors to consider in analy­

ses of fractions of the popua~ion under penal confinement. How-

ever, one can take a much broader view and ask questions about all 

of the people who are placed in in?titutions because they are de-

fined as undesirable, unwanted, or unable to care for themselves. 

Thus, using the terminology presented in Chapter 1, one can ask 

about the fraction institutionalized. 

The number of institutionalized persons is very large. At the 

time of the 1970 Census, somewhat more than 2.1 million people were 

classified as residing in institutionsJ* Of these, only about 

400,000 were located in prisons, jails, and juvenile training schools 

and detention homes. The majority (more than 1.5 million) were in 

homes for the aged and dependent (primarily elderly), mental hospi­

tals, and homes and schools for the mentally handicapped. 

Summing the residents of all these institutions to form a nu­

merator, and using the total 1970 population as a denominator, the 

*The Census Bureau's definition of "institutions" incorporates: 
(a) correctional institutions (prisons, reformat:~Jries, local jails 
and workhouses), (b) mental hospitals, (c) residential treatment 
centers, (d) tuberculosis hospitals, (e) chronic disease hospitals 
(except tuberculosis and mental), (f) homes for the aged and de­
pendent, (g) homes and schools for the mentally handicapped, (h) 
homes and schools for the physically handicapped, (i) homes for de­
pendent and neglected children, (j) homes for unwed mothers, (k~ 
public and private training schools for delinquents, (1) deten~7~n 
homes for delinquents (see u.s. Bureau of the Census, 1973:x-xlll). 
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fraction institutionalized for the u.s. as a whole was about 1 

percent (1046 per 100,000) in 1970. The 1970 fractions institu­

tionalized in the 50 states show much less variability than even 

the inclusive fractions incarcerated (Fraction D) used earlier in 

Table 5. Recall that the coefficient of relative variation for 

Fraction D, across the 50 states, was .374. In contrast, the 1970 

fractions institutionalized have a CRV of only .247 (mean = 1022.48 

per 100,000; standard deviation = 252.32).* Again we find that 

some of the variability among states in confinement practices is 

reduced when a more inclusive measure of the fraction of the popu-

lation in confinement is used. 

Returning our attention to the justice system, it is important 

to remember that physical confinement is not the only mode of cor-

rectional system control available to the states. Probation and 

parole are complements of incarceration, and some of the differences 

among states (or changes over time) in the use of incarceration may 

be due to differences (or changes) in the use of community super-

vision. 

Parole data for most of the states have been available for 

some time through the Uniform Parole Reports (UPR), and similar 

probation data have become available recently through the National 

*The difference between these CRVs is not due to the fact that 
the fractions incarcerated were computed with data from the late 
1970s (with a 1980 base population) while the fractions institu­
tionalized use 1970 data. When fractions incarcerated for the 
50 states are computed with 1970 data (numerator = categories a, k, 
and 1 from preceding footnote r denominator = total 1970 resident 
population), the CRV is .391. 
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Probation Reports (NPR); both of these data sets deal only with 

adults. A very comprehensive measure of the fraction of the adult 

population under correctional supervision is formed by summing, 

for the numerator, the numbers of adult jail inmates, prisoners 

under state jurisdiction, adult probationers, and adults on condi­

tional release (either parole or mandatory supervised release) . 

In the present case, the jail counts refer to February 1978, while 

the prison, probation, and supervised release components of the 

numerator refer to yearend 1979; the denominator is the 1980 resi­

dent population between the ages of 20 and 44. Table 6 presents 

the 12 highest and 12 lowest ranking states on the fraction of 

adults under correctional supervision and on two other measures: 

the fraction of adults incarcerated (numerator = prison population 

plus adult jail popUlation; denominator = resident population 20-44 

years old) and the fraction of supervised adults who are not incar­

cerated (parole and supervised release populations divided by total 

adults under correctional supervision). In this case, the 12 

highest and lowest states represent the top and bottom quartiles 

of the rankings because some data are missing for two of the 50 

states. 

Examination of the rank-order changes in Table 6 indicates 

that the decision to use the fraction under correctional super­

vision rather than the fraction incarcerated (or vice-versa) can 

have a major impact on the results of one's analysis. Massachu­

setts, for example, ranks 42nd on the fraction incarcerated, but 

1st on the fraction under correctional supervision because fully 
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Fraction Qf adults Fraction of adults under 
Fraction of adults u"dl~r correcti ona 1 correcti ona 1 supervision 
incarceratedb supl·~rvisionc who are not incarcerated 

l. Georgia 1. toi.:lssachusetts 1. Massachusetts 
2. Flori da 2. Maryl wd 2. Rhode Island 
3. South Carolina 3. Texas 3. Vennont 
4. Louisiana 4. Georgia 4. Connecticut 
5. North Carolina 5. North Carolina 5. South Dakota 
6. Nevada 6. South Carolina 6. Hawaii 
7. illabama 7. Del aware 7. Utah 
8. Maryland 8. Flori da 8. Illinois 
9. Texas 9. Oklahoma 9. Maryland 

10. Mississippi 10. Nevada 10. Nebraskd 
11. Tennessee ll. California 1l. New Jersey 
12. Delaware 12. Connect i cut 12. Pennsylvania 

37. Nebraska 37. Tennessee 37. West Virginia 
38. Wisconsin 38. Hawaii 38. Florida 
39. Utah 39. Iowa 39. Michigan 
40. Maine 40. New Mexico 40. Alabama 
41. IO',/a 4l. Wyoming 41. Virgini& 
42. Massachusetts 42. Maine 42. New Mexico 
43. Minnesota 43. Arkansas 43. Minnesota 
44. Vennont 44. West Virginia 44. Louisiana 
45. Rhode Island 45. New Hamnshire 45. Tennessee 
46. Hawaii 46. Ohio 46. Mississippi 
47. New Hampshire 47. Mi nnes ..... a 47. Arkansas 
48. North Dakota 48. North Dakota 48. Ohio 

a Based on data for 48 states; complete data not available for Alas~a and Kansas. 

bSum of prisoners under state jurisdiction at ye~rend 1979 and adult jail inmates 
on Feb. 15, 1978 djvided by resident state population, 20-44 years old. 

cSum of prisoners under state jurisdiction at yearend 1979, adult jail inmates on 
Feb. 15, 1978, adult probationers at yearend 1979, and adult conditional releases 
(parole and mandatory supervised release) at yearend 1979 divided by resident state 
population, 20-44 years oid. Probation and conditional release data from NCCD (1981: 
22) and BJS (1980b:32-33), respectively. 

73 

95 percent of the adults under correctional supervision in Mass-

achusetts are on probation or parole; similarly, Rhode Island --

with 88 percent of its adult correctional population outside in-

stitutions -- moves from 45th to l7th* on the two measures. At 

the other ext~eme are Ohio and Arkansas, in which the percentages 

of the correctional populations on probation or parole are 39 per­

cent and 43 percent, respectively. Ohio is ranked 22nd on the 

fraction incarcerated,* but drops to 46th on the fraction under 

correctional supervision; the comparable rankings for Arkansds are 

l6th* and 43rd. 

There is a strong tendency for states with high fractions in-

carcerated to have relatively low proportions of their correctional 

populations on probation or parole (Spearman's rank-order corre-

lation between the two sets of measures for 48 states is - .545). 

However, there are exceptions. For example, North Carolina and 

North Dakota, which differ substantially on fractions incarcerated 

and fractions under correctional supervision, have very similar 

proportions of their correction populations under community super-

vision: 72 percent and 75 percent, respectively. 

What is perhaps most important is that the positioning of the 

states, vis-a-vis each other, changes so much when one moves from 

the fraction incarcerated to the fraction under correctional super-

vision that the associations of these measures with other variables 

are affected. Table 7 gives some examples. Both measures show 

*Rankings in the middle two quartiles are not displayed in 
Table 6. 
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TABLE 7 

Bivariate Relationships (Pearson's r) of Fraction of Adults Incarcerated and 
Fraction of Adults Under Correctional Supervision with Selected Independent Variablesa 

Bivariate Relationship With: 

Independent Variable 

Adult Part I Arrest Rate (1979) 

Unemployment Rate (1979 ) 

Per Capita Income (1979 ) 

Percent of Population Residing in 
Metropolitan Areas (1979) 

Percent Change in Population 
(1970-80) 

Percent Black in Population (1980) 

Fraction of Adults 
Incarcerated b 

.62 

.14 

-.09 

.11 

.42 

.76 

a Based on 45 states with data on ail variables. 

b See definition in footnote b, Table 6. 

C See definition in footnote c, Table 6. 

Fraction of Adults Under 
Correctional Supervisionc 

.53 

-.04 

.29 

.41 

.09 

.28 

, 
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moderate to strong bivariate associations with adult arrest rates 

for Part I VCR crimes (homicide, rape, robbery, aggrevated assault, 

burglary, larceny, and vehicle theft), and both show virtually no 

association with 1979 state unemployment rates. Per capita income 

in 1979 shows a slight positive association with the fraction under 

correctional supervision, but the coefficient for the fraction in-

carcerated is near zero. For the next two independent variables, 

associations with the two fraction measures show a near-perfect 

reversal: The fraction under correctional supervision has a mod-

erately positive association with the percent of state population 

residing in metropolitan areas, but its association with the per-

centage change in state population between 1970 and 1980 is not 

substantial; the opposite pattern occurs with the fraction incar-

cerated. Finally, both fraction measures are associated positively 

with the percent of the state population that is black, but the 

association is much stronger for the fraction incarcerated than for 

the fraction under correctional supervision. 

We make no attempt here to untangle the substantive meaning 

of the differential associations in Table 7. They are presented to 

illustrate that measures of the fraction of the population under 

some form of social control are not interchangeable. Different 

measures have different patterns of association with potential ex-

planatory variables. Therefore, it is important that the fraction 

measure chosen be justified beforehand in terms of the purposes 

and theoretical framework of the research. 
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Variations Within Groups 

The preceding section has shown the necessity of being aware 

of the differing formal rules and procedures that determine which 

people are assigned to which social control facilities -- the frac-

tion in prison in one jurisdiction (or at one point in time) may 

incorporate, in its numerator, inmates who are found in the jailor 

juvenile facility population in some other jurisdiction (or at some 

other point in time). These definitional boundaries, as we have 

been calling them, determine the inclusiveness of the inmate count 

in the numerator of a given fraction measure. By determining the 

inclusiveness of the count, the definitional boundaries also affect 

the distribution of certain characteristics among the inmates 

( counted; for example, Table 4 illustrated the differing age distri-

butions of inmates in several state prison systems. 

The first portion of this section discusses one variable char-

acteristic of inmate populations that is determined partially by 

definitional boundaries and partially by other factors: the distri-

bution of offense types. The second portion looks at some dimen-

sions of variability in the conditions under which inmates are held. 

In both cases, we focus primarily on prisons because type-of-crime 

and condition-of-confinement data are more widely available for 

prisons than for other institutions. 

~pes of Crimes 

Table 8 presents data for 13 states on the most serious offense 

of prisoners in state institutions, with the offenses grouped into 

( four broad categories: person (primarily homicide, robbery, assault, 

TABLE 8 

Offense ~istribut~ons of State Prison Inmates 
At Two POlnts in Tlme, Thirteen Selected States 

Percenta of inmates whose most 
serious crime was classified as: 

State and Dates Person Property Drug Other Not Reported 

Arizona: 6/30/73 50 32 14 4 : 1/1/80 54 29 15 
0 

2 0 
Cal ifornia: 6/30/73 55 24 17 4 : 12/31/79b 63 24 0 

9 4 0 
Florida: 6/30/73 48 28 7 5 6/30/80 49 12 36 7 8 0 
Georgi a: 6/30/73 56 37 5 2 0 6/18/80 50 39 5 5 0 
Kansas: 6/30/73 49 42 6 3 : 6/30/79 54 40 0 

3 3 0 
Massachl!setts: 6/30/73 72 14 11 3 1/1/80 80 0 : 13 4 3 0 
Minnesota: 6/30/73 49 40 0 6 7/1/80 56 4 34 3 7 0 
New York: 6/30/73 64 18 12 6 12/31/80 0 66 12c 9 13d 0 
North Carolina: 5/30/73 40 44 2 13 0 12/31/80 46 41 5 7 1 
Oregon: 6/30/73 41 37 9 13 0 : 9/30/80 56 36 3 5 0 
Pennsylvania: 6/30/73 54 23 8 7 8 : 12/31/79 65 25 4 6 0 
Texas: 6/30/73 40 35 12 13 : 12/31/80 45 0 

43 8 3 1 
Wisconsin: 6/30/73 44 46 4 6 ; 12/31/80 53 0 

40 4 3 0 

a 
Percents may not sum to 100 because of rounding, 

b 
' Includes only felons', excludes felons i ti 

C t 11 d n recep on centers and active parolees ln on ro e Substance Treatment Units. 

c Includes only burgl~ry. 

d 
Includes youthful offenders (3%). 

SOURCES: All ~973 data from LEAA~ 1976. Other data: Ariz. State Dept. of Corrections 
1980, Tablr 1-22: Callf. Dept. of Corrections, 1980:55; Fla. Dept. of ' 
Co~rectlons,.1981: 58-59; Ga. Dept. of Offender Rehabilitation. Statistics 
~nlt. (unpu~l,shed printouts); Kan. Dept. of Corrections. 1979:24.29; Williams 
980.12-16, Minn. Dept. of Corrections. 1980; N.Y. Div. of Criminal Justice ' 

Services,1981:302; N.C: Dept. of Correction, '981 :29: Ore. Dept. of Human 
f;~~u:~;~'TCorrect,ons Dw. (unpublished documents); Pa. Bureau of Conection 
S i a,' • exas Dept. of Corrections, 1981 :38-39; Wisc. Dept of Health and ' 
oc a Serv ices. 1981 a : 1 3 -1 4 . . 
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and rape), property (primarily burglary, larceny, and vehicle 

theft), drug, and other. The data for each state refer to two 

points in time. The first is June 30, 1973, utilizing data 

gathered in the 1973 Census of Prisoners in State Correctional 

Facilities. The second point in time is anywhere from six years 

to seven and one-half years later, depending on the data from 

individual state reports. 

Focusing first on the offense distributions at the most recent 

points in time, it appears that most of the cross-sectional varia-

tion can be accounted for by differing crime patterns among the 

states and by the definitional boundaries we discussed in the last 

section. For example, the states with relatively high proportions 

of inmates convictl:d of crimes against persons - Hassachusetts, 

New York, Pennsylvania r and California are all heavily urban-

ized states, and the primary component of that offense category is 

robbery, a predominantly urban crime. When robberies are removed 

from the crimes against persons category for the most recent time 

periods, the proportions of inmates in that category become much 

less variable: 11 of ~he states fall within the relatively narrow 

range of 28 to 36 percent, while two of the states - Massachusetts 

and Pennsylvania -- retain relatively high proportions (47 and 42 

percent, respectively). 

However, in both Massachusetts and Pennsylvania, the offense 

distribution among state prisoners might be affected by one of the 

definitional boundaries discussed earlier, namely, allocation to 

either state or local facilities on the basis of sentence length. 

! 
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Both states permit sentences of more than one year to be served 

in local jails, penitentiaries, or houses of correction. In Mass­

achusetts, the practice is particularly prevalent. On February 15, 

1978, there were 754 inmates serving sentences of more than one 

year in the local facilities of Massachusetts (BJS, 1981c:ll), 

while about six weeks earlier, 2,712 inmates were serving sentences 

of more than one year in the state's prison system (LEAA, 1979a:ll). 

Combining these two figures, we find that 22 percent of Massachu­

setts inmates with sentences of more than one year were serving 

their sentences in local facilities. A comparable calculation from 

the same sources for Pennsylvania yields a figure of 15 percent. 

But for Florida and Texas -- states in Table 8 with relatively low 

proportions of prison inmates convicted of offenses against per­

sons -- the figures are only 1 percent and 3 percent, respectively 

(see BJS, 1981d and LEAA, 1979a). 

It seems reasonable to conclude that holding a relatively 

large proportion of inmates sentenced to more than a year in local 

facilities will tend to inflate the proportion of the prison pop­

ulation that consists of ~nmates who have been convicted of crimes 

against the person. This conclusion is based on the assumption 

t~At those serving time in local facilities have been convicted of 

generally less serious crimes than those serving time in prisons. 

Unfortunately, we do not have the offense breakdown of inmates 

serving more than one year in the local facilities of Massachusetts 

and Pennsylvania. But indirect evidence to support the assumption 

can be derived from Pennsylvania admissions data for state prisons 
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and county facilities. During 1979, the local facilities received 

4,486 inmates who had been sentenced to one year or more. Of those, 

16 percent had been convicted of serious crimes against the person: 

homicide/manslaughter, rape, aggravated assault, or robbery (Pa. 

Bureau of Correction, 1980b:13-14). In contrast, 41 percent of 

the 3,178 state prison admissions during the same year had been 

convicted of similar crimes (Pa. Bureau of Correction, 1980a:19). 

The mix of offense types in the numerators of fractions in 

prison varies among states at a given point in time because of dif-

ferences in factors such as crime patterns, definitional boundaries, 

law enforcement/prosecutorial emphasis on certain types of crimes. 

Similar factors can create changes over time in the offense mix of 

the numerators within a single jurisdiction. Table 9 displays 

California data that illustrate changes over time. The upper por-

tion of the table shows the distribution, within four crime cate-

gories, of male felons in California prisons at yearend, from 1965 

through 1980. Most striking is the virtually constant increase, at 

least until 1977, in the proportion of prisoners who had been con-

victed of violent crimes.* This increase has been complemented by 

general declines in the proportions of property offenders and 

"other" offenders. 

As we discussed earlier, the adult prison population in Cali-

fornia is not comparable to other states because of the relatively 

*The general pattern of increase is present among each of the 
crime types in the violent category: homicide, rape, assault and 
robbery. 
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TABLE 9 

Offense Distributions of Male Felony Prisoners and Male Institutionalized 
Youth Authority Wards in California, 1965-1980 

1965 1966 1967 1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 

Male Felons in 
Calif. Prisons 
(Dec. 31 each year) 

Person 41 42 43 44 46 48 52 53 53 54 58 59 61 61 61 61 

Property 33 32 30 30 28 26 23 22 23 23 20 21 20 22 24 24 

Drug 16 16 16 15 i5 15 16 16 16 16 15 l04 b 12 11 9 7 

Other 10 10 10 11 11 10 9 9 8 7 7 7 7 5 7 8 

Male Youth 
Authori ty Wards 
in Institutions 
(June 30 each year) 

Person 22 22 21 24 26 26 30 36 39 43 46 50 52 50 50 52 

Property 45 43 42 38 36 32 32 31 33 34 33 35 35 38 40 36 

Drug 4 6 8 12 13 15 16 13 8 6 6 3b 2 2 2 2 

Othera 29 29 29 27 25 26 22 20 20 17 15 13 lOe 9 9 10 

g Includes Welfare and Institution Code corrmitments, which consist primarily of status offenders prior to 1977. 
Possession of small amounts of marijuana changed from a felony to a misdemeanor on January 1, 1976. 

c Corrmitment of status offenders prohibited on January 1, 1977. 

SOURCES: Cal if. Dept. of Corrections, California Prisoners (annual). 
Cal if. Dept. of the Youth Authority, 1974 and 1980. 
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large number of persons 18 or older who serve their sentences in 

Youth Authority institutions. Given this feature of the confine­

ment system in California, one might suspect that the growing pro­

portion of offenders convicted of violent crimes in state prisons 

is a result of housing increasingly larger shares of nonviolent 

offenders in Youth Authority facilties. The lower portion of 

Table 9 -- which shows the offense distribution of Youth Authority 

wards in institutions on June 30 each year from 1965 through 1980 -­

indicates that this is not the case. As was true with the Califor-

nia prison populations, the proportions of violent offenders in 

Youth Authority institutions show a steady rise until they stabi­

lize at about 50 percent in the late 1970s. Patterns for the three 

remaining categories of offenders are somewhat different for Youth 

Authority institutions than for prisons. For example, the decline 

in the "other" category is much more dramatic among Youth Authority 

wards, primarily because of the movement toward deinstitutionali-

zation of juvenile status offenders which began to have effect in 

the early 1970s. 

The sources of the changes illustrated in Table 9 are difficult 

to determine. One possibility is that the mix of offenses among 

arrestees has changed. In fact, the proportion of California adult 

felony arrests consisting of crimes against persons rose from 19 

percent in 1970 to 25 percent in 1979 -- but the proportion consist­

ing of crimes against property also rose, from 35 to 41 percent. 

Those increases coincided with a decline in felony marijuana ar.rests, 

( 

from 21 percent of all adult felony arrests in 1970 to only 6 

percent in 1979 (Cal. Dept. of Justice, 1980a:6). 
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Another possibility is that the changing offense distribution 

in California's prisons and Youth Authority institutions is due 

to changes in the allocations of different types of convicted of­

fenders to state and local facilities. Unfortunately, we do not 

have the information about the offenses of inmates serving time in 

California jails. Another relevant data set -- dispositions of 

felony offenders by California courts -- has comparability prob­

lems across the time period covered in Table 9. Dispositional 

data also moves us from the realm of fraction measures into the 

realm of chance measures, which is the topic ~f Chapter IV. 

Whatever the reasons for the changing offense distribution 

among California prison and youth Authority inmates, it is appar­

ent from Table 9 that the fraction in prison and Youth Authority 

institutions in 1965 differed qualitatively from the fraction in 

1980. The fraction of the total state population in prison and 

Youth Authority institutions was substantially lower in 1965 than 

in 1980,* but the numerator of the fraction measure in the later 

year was comprised of a much larger proportion of inma~es convicted 

of offenses against the person than was the fraction in the earlier 

year. Actually, the pattern makes intuitive sense: As a state 

*In fact, the absolute numbers of male felons in California 
prisons and male Youth Authority wards in institutions was higher 
in 1965 than in 1980. 
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restricts the fraction of its population held in prison, one would 

expect the restrictions to affect offenders convicted of property, 

drug, and "other" crimes more than offenders convicted of crimes 

against the person. 

From a measurement perspective, the differences (across juris-

dictions and over time in the same jurisdiction) in the offense 

distributions within the numerators of fraction measures, as illus-

trated in Tables 8 and 9, add to the difficulty of making compari-

sons among fraction measures. For example p the fraction of the 

total state population at yearend 1979 was the same (51) in Massa-

chusetts and Minnesota (BJS, 1981b:14), but Table 8 indicates that 

the numerator for Massachusetts contained a far greater proportion 

of person offenders (80 percent) than did the numerator for Minne-

sota (56 percent). Should the fraction measures still be treated 

as equal? We will not attempt to answer this question here, reserv-

ing our discussion of the meaning of fraction measures for the final 

section of this chapter. 

Conditions of Confinement 

Most cross-sectional and longitudinal analyses of fractions of 

the population in confinement have focused on differences, or 

changes, in the size of the fraction (e.g., Berk, et al., 1981; 

Garofalo, 1980; Blumstein and Moitra, 1979; Nagel, 1977). There 

has also been an increasing amount of interest in the comparative. 

size of race-specific fraction measures over time and among juris-

dictions (e.g., Christianson and Dehais, 1980; Dunbaugh, 1979). 

But attempts to analyze the offense mix among inmates who make up 

({ ) 
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the numerators of fraction measures have been rare (e.g., Cahalan, 

1979), and systematic study of variability in the conditions of 

confinement has begun only recently. 

The t~Yditions of confinement have received a great deal of 

attention, particularly in the courts. As of early 1982, individ-

ual prisons -- and in some cases, entire prison systems -- in 28 

states were operating under court orders to change specified con-

ditions; suits were pending in eight additional states (Criminal 

Justice Newsletter, March 15, 1982, pp. 2-5). To those cases must 

be added the less publicized court orders under which dozens of 

local jails are operating. Overcrowding is a primary factor in 

most of the court cases, but it is usually treated as an aggravating 

element in a "totali ty of condi t:ions II which includes violence, lack 

of programs, inadequate medical care, unsanitary facilities, and so 

forth. 

The depressing conditions in individual state and local facil-

ities are chronicled in numerous court findings, newspaper articles, 

and periodic reports from governmental agencies and private groups, 

but the systematic, comparative study of conditions of confinement 

is in its infancy. A major step in this direction is represented 

by the multi-year study conducted by Abt Associates for the National 

Institute of Justice. Included in that study was a survey of state 

correctional institutions that gathered a variety of information 

pertinent to the conditions of confinement. The survey was conduct-

ed in March 1978, so its data apply to the same time period as the 
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Census of Jails conducted by the Census Bureau for the Bureau 

of Justice Statistics in February 1978. 

The data sets show that some rather aged facilities are used 

as prisons and jails in the criminal justice system. About one 

of every five adult state facilities was constructed prior to 

1925; one of every 20 was constructed prior to 1875. Similarly, 

one-quarter of the local facilities were built before 1925, about 

one in twenty before 1875 (derived from Mullen and Smith, 1980:23 

and 260). 

But these overall figures do not reveal the full picture. The 

older state prisonG, for example, hold a major share of the prison­

er population. Although the 101 state facilities constructed prior 

to 1925 represent only 19 percent of the total state facilities, 

they held almost 40 percent of the state prison inmates in March 

1978. This is because the very large state institutions -- those 

with average daily populations of 1,000 or more -- tend to be very 

old: about half were constructed prior to 1925. Furthermore, the 

old prisons are concentrated in ce~tain states. There are 15 

states in which at least half of the adult state correctional facil­

ities were constructed before 1925.* These states account for 15 

percent of the 521 state facilities in the nation, but they contain 

44 percent of the pre-1925 facilities (figures derived from Mullen 

and Smith, 1980:23 and 243-245). 

Unlike prisons, local facilities do not show a concentration 

of inmates in older facilities; while 25 percent of all local 

*I11inois, Iowa, Kansas, Maine, Minnesota, Mississippi, Nebraska, 
New Hampsire, New Jersey, North Dakota, Pennsylvania, South Dakota, 
Texas, Wisconsin, and Wyoming. <'h 
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facilities were constructed before 1925, only 17 percent of all jail 

inmates were being held in those facilities in February 1978. 

However, very old jails are found mostly in a handful of states. 

Seven states, with 19 percent of the 3,493 local facilities, con­

tain 65 percent of the facilities built prior to 1875.* One of 

these states alone (Pennsylvania) has 19 percent of the pre-1875 

jails, even though only about 2 percent of the nation's jails are 

located within its borders (figures derived from Mullen and Smith, 

1980:259-260) • 

The study by Abt Associates also delved into the issues of 

capacity and crowding in prisons and jails. They developed cri­

teria for crowding of confinement units (cells or dormitories) 

based en density (the square feet of space per inmate) and occu­

pancy (the number of inmates sharing a confinement unit). To con­

stitute crowding, the researchers required the simultaneous exis­

tence of both high density and multiple occupancy. In their 

words: "a crowded inmate is one who lives in a high-density mul­

tiple occupancy confinement unit -- i.e., a cell or dormitory 

shared with one or more inmates with less than 60 square feet of 

floor space per inmate" (Mullen and Smith, 1980:70). Note that, 

under this standard, inmates who do not share their cells are not 

crowded, no matter how tiny the cells are. 

Using their conservative criteria, the researchers were able 

to use the March 1978 Survey of State and Federal Adult Correction­

al Facilities and the February 1978 Jail Census to categorize each 

state on the percentage of inmates living in crowded confinement 

*I11inois, In~iana, Kentucky, Massachusetts, Missouri, Ohio 
and Pennsylvania. 

, , 
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( units. The data are displayed in Table 10. What is most obvious 

from the data is the great variability in crowding among states. 

For example, Table 10 shows that more than 70 percent of the in-

mates in five state corr~ctional systems reside in crowded con-

finement units, while in 13 states, the figure is 10 percent or 

less. Similarly, more than 70 percent of the inmates in the local 

facilities of five states are crowded, but for four other states, 

local facility crowding effects 20 percent or less of the inmates. 

In addition to crowding, the Abt researchers examined inmate-

to-staff ratios and expenditures per inmate as indicators of the 

conditions of confinement. Again, they found wide variability 

among the states. For example, ratios of inmates to service per-

( 
\. 

sonnel (counselors, doctors, vocational instructors, etc.) in 

adult state institutions varied from a low of 6:1 in Minnesota to 

a high of 60:1 in Texas; ratios of inmates to custodial staff show-

ed a more compressed, but still substantial, range (2:1 to 12:1). 

In local facilities, the ratios of inmates to custodial staff 

ranged from about 3:1 in four states (Colorado, Massachusetts, New 

Hampshire, and New York) to more than 10:1 in three states (Alabama, 

Mississippi and Wyoming). The ratios of inmates to service staff 

in local facilities varied enormously across states, extending from 

less than 30:1 in Kansas, Massachusetts, New York, New Jersey, and 

Pennsylvania to more than 300:1 in Arkansas, Iowa, Montana, Missis-

sippi, and South Dakota (see Mullen and Smith, 1980: Ch. 4 and 

App. D). 
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Percent 
Crowded 

81% - 90% 

71% - 80% 

61% - 70% 

TABLE 10 

Categorization of States by Percentages of Inma~s Held in Crowded 
Confinement Units in State and Local Adult Correctional Facilitiesa 

State ~ac11ities 

Texas. North Carolina 

Mississippi, South Carolina. 
Florida 

New Mexico. Louisiana, 
Tennessee. Georgia, Illinois 

Locftl Facilitiesb 

Maryland 

Alabama. Oregon, Arizona. Texas 

Georgia. Washington. Florida. 
Tennessee 

89 

SU - 60% Arkansas, Nebraska, Vermont, 
Alaska 

louisiana. Utah, California, Nevada 
Nebraska 

41% - 50% 

31% - 40% 

21% - 30% 

11% - 20% 

10% or less 

a 

Oklahoma. Maryland, Missouri. 
Nevada, Ohio, Alabama, 
Washington 

Oregon 

Idaho, Utah, Virginia, Hawaii, 
Delaware, Wyoming, Kansas 

New Yor~., Ari zona, Kentucky, 
Montana, New Jersey. Maine, 
South Dakota, Michigan 

Connecticut, Rhode Is1a~~. New 
Hampshire, California, Ind,ana, 
Massachusetts, Wisconsin, 
Colorado, Pennsylvania, West 
Virginia, Minnesota, Iowa, North 
Dakota 

Oklahoma, Mississippi, Horth 
Carolina, Indiana, Illinois, 
Arkansas, Idaho, New Mexico, 
West Virginia, Kansas, Colorado 

Michigan, Montana, Wisconsin, 
Missouri, Alaska, Kentucky, Iowa, 
Wyoming, South Carolina 

South Dakota, Pennsylvania, Ohio, 
Virginia, Minnesota, North DakC'ta. 
New Hampshire 

New Jersey, Maine, Massachusetts, 
New York 

Derived from Mullen and Smith. 1981, p. 75 and p. 79. Data pertain to March 31, 
1978 (state facilities) and February 15. 1978 (local facilities). 

b 
Five states (Connecticut. Dt1aware. Hawaii. Rhode Island, and Vermont) have 

no local facilities. 
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In addition to the state-by-state variation of inmate/staff 

ratios in state and local facilities, Mullen and Smith report 

substantial variability among facilities within the same state. 

This is especiallY true ~ for ;nmate/service staff ratios in local 

facilities. Many small jails have no full-time service staff; 

among maJ'or J'ails in the same state, ratios can vary however, even 

tremendously. For example, in California, the San Francisco City-

County jail system had an average daily population of 1,158 at the 

time of the February 1978 jail survey, and its cross-bay neighbor, 

the Alameda County system, had an average daily population of 1,598. 

The two jail systems had similar inmate/custodial staff ratios 

Francisco, 5.1:1 for Alameda), but the inmate/service (5.7:1 for San 

4 l ' San Francl'sco and 400:1 in Alameda County staff ratios were 1. ln 

(Mullen and Smith, 1980: App. D). 

Mullen and Smith also produced estimates of direct expenditures 

per inmate in state prison systems for fiscal year 1977. Again, 

th t t S from expenditure levels there was wide variation among e s a e : 

, t l'n Georgia, South Carolina, and of less than $3,000 per lnma e 

Texas to expenditures exceeding $14,000 per inmate in Alaska, 

chusetts, and New Hampshire (Mullen and Smith, 1980:118). 

Massa-

Not surprisingly, the researchers uncovered associations among 

of condl'tl'ons of confinement, at least in their their indicators 

data pertaining to prisons: States with higher fractions of their 

more likely to have crowded conditions, populations in prison are 

high inmate/staff ratios, and low expenditures per inmate. 

,­
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In an unpublished paper, Greenfeld (1981a) drew on data from 

the same March 1978 survey of state prisons that was used by Mullen 

and Smith. He selected nine variables as indicators of prison con-

ditions~ (1) proportion of inmates with less than 60 square feet 

living space, (2) proportion of inmates in confinement units hous-

ing two or more people, (3) direct expenditures per inmate, (4) 

proportion of inmates in special housing units for protective pur-

poses, (5) proportion of inmates in disciplinary segregation, (6) 

average number of hours confined to housing unit per day per inmate, 

(7) proportion of inmates in maximum security classification, (8) 

proportion of total staff classified as service providers, and (9) 

ratio of service staff to inmates. 

From the scores of the 559 adult state correctional institu-

tions surveye1, Greenfeld computed a national mean for each of the 

nine indicators. He then selected eight states -- one from each of 

the n~jor Census Bureau geographic regions -- containing a total of 

53 institutions. Each institution was given a score on each of the 

nine indicators, based on the number of standard deviation units 

above or below the national mean for the indicator. A positive 

value was assigned to a score if it reflected a condition of con-

finement that was more favorable than the national mean (e.g., few-

er hours confined per day per inmate); a negative value was assign-

ed if the score reflected a condition less favorable than the na-

tional mean (e.g., a higher percentage of inmates held in disci-

plinary segregation). A score for each of the eight states on 

each of the nine indicators was computed by averaging the scores 

" 
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of the prisons within the state.* The state scores on the nine 

indicators are displayed in Table 11, along with total index 

scores derived by summing across the rows of the table. 

It is apparent from Table 11 that there is a wide range in 

overall conditions of confinement, even among this small group of 

eight states. Furthermore, examination of the individual indica-

tors reveals that the patterns of conditions vary across states. 

Even states with predominantly negative scores on the indicators 

have positive aspects; Florida, for example, comes out relative-

ly well in terms of its level of service personnel, even though 

its scor~s on most of the indicators are negative. On the other 

hand, the states with predominantly positive scores still have 

negative features; for example, the Minnesota prison system is 

relatively spacious, well funded, and well staffed with service 

personnel, but it holds a relatively large proportion of its in-

mates in disciplinary segregation. 

Greenfeld continued his analysis by selecting, from ea~h of 

the eight states, one major prison** and making the same kinds of 

comparisons that are illustrated in Table 11. In general the over-

all scores of the eight prisons, vis-a-vis each other, were similar 

to the distribution of the scores of the eight states, vis-a-vis 

each other, in Table 11. The major exception was Walpole in 

*For Florida and North Carolina, only the five largest insti­
tutions in each state were used. 

**Raiford (Fla.) Stateville (Ill.), Walpole (Mass.), Still­
water (Miss.), New Mexico Penitentiary, North Carolina Central 
Prison, Oregon State Penitentiary, and Graterford (Pa.). 

-1 
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TABLE 11 

Average Scores on Condftions of Confinement Indicatorsa 
For Prisons in Eight Selected States 

less than Multiple Expenditures Protective Disc1pl1nary Hours Maximum State 60 sq. ft. occupancy per inmate custody Segregation confined securi ty 
cl ass i fi ca ti on 

F10ridac -1.2 -1.1 -0.7 -0.7 -0.9 -4.4 1.4 

11 11nois -1.2 -0.6 0 -6.2 -7.1 -5.3 1.0 

Massachusetts 2.1 2.4 2.1 -0.5 -1.2 -2.1 0.5 

Minnesota 4.0 2.5 1.5 0.1 -4.0 -0.3 0.1 

New Mexico -1.4 -1.3 -0.4 -14.4 -7.1 -9.0 2.8 

North Carolfnac -1.9 -0.9 -0.4 0.7 0.4 -4.7 1.7 
Oregon -1.8 0.5 -0.3 2.4 0.8 -2.9 1.6 
Pennsylvania 3.3 2.7 1.0 2.4 -1.6 -0.1 d 

I 

Ratio: 
service staff! 
total staff 

2.1 

-0.9 

-1.5 

4.1 

0 

0.3 

2.4 

3.0 

Ratio: 
servfce staff! 

fnmates 

0.5 

-0.3 

1.1 

2.0 

-1.0 

-0.6 

0.8 

1.4 

\ 
\ 

Tota1 b 

-S.D 

-20.6 

2.9 

10.0 

-31.8 

-5.4 

3.5 

12.1 

Scores for individual indicators are stated in terms of deviations from national means. Positive and negative scores do not necessarily 
reflect devfattons above or below the national mean; a negative score indi~ates a deviation toward a condition of confinement that is less favorable 
than the national mean. while a positive score indfcates a deviatfon toward a more favorable condition. See text for definitions of indicators and 
description of how scores were derfved. 

b Summations across rows. 

c Includes only the five largest state correctfonal institutions in the state. 

d Data not ovailable. 

SOURCE: Greenfeld. 1981:10. 
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in Massachusetts. Taken together, the prisons in Massachusetts 

produced a somewhat positive rating in Table 11, but Walpole it-

self produced a fairly high negative total score, primarily be-

cause of small cells, a relatively high proportion of inmates in 

disciplinary segregation, and the confinement of inmates for a 

relatively large number of hours per day (Greenfeld, 1981a:14). 

Finally, Greenfeld made a comparison of the scores among five 

large prisons in a single state, Florida.* Again, variability on 

total scores and on individual indicator scores were apparent 

(Greenfeld, 1981a:16). This aspect of his analysis provides quan-

titative support to what is common knowledge among "experienced" 

prisoners in states that have a number of prisons: The prison to 

which one is assigned plays an important role in determining how 

difficult it will be to serve time. 

Within-state variation in conditions of confinement is not a 

characteristic unique to prisons. This can be illustrated with 

examples of the local jails in two states. The first example per­

tains to the unequal distribution of crowded conditions among the 

local facilities in a state. Crowding in New Jersey's jails has 

been increasing since late in 1980. The growth of the problem is 

at least partially attributable to the growth in the numbers of 

state-sentenced inmates who are awaiting transfers to state facil-

ities; these numbers increased from 75 in October 1980 to 1,527 

in May 1982 (N.J. Dept. of Corrections, 1980~1982). But the 

*The prisons were Apalachee, Avon Park, Raiford, Starke, 
and Sumter. 
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crowding is much more severe at some county facilities than at 

others. On March 16, 1982, for example, four county facilities 

had populations of less than their rated capacities, and in 

another eight facilities, populations were between 100 percent 

and 110 percent of rated capacities. Three county facilities, 

however held populations that were more than double their rated 

capacities (N.J. Admin. Office of the Courts, 1982). 

The second example relates to overall conditions in local 

facilities, as indicated by noncompliance with state standards. 

In Illinois the Bureau of Detention Standards and Services (part 

of the state's Department of Corrections) sets minimum standards 

for the county jails and conducts periodic inspections to monitor 

compliance. The Bureau's report for fiscal year 1980 shows that 

the facilities in 15 counties (excluding Cook County) had average 

daily populations of more than 50 inmates during the fiscal year. 

Even this set of local facilities within a relatively restricted 

size range (average daily populations between 61 and 210), the 

Bureau's inspections turned up great variability in instances of 

noncompliance with standards: Three of the facilities had none 

or one, while five of them had 10 or more (Ill. Dept. of Correc­

tions, 1980a:4-2l). 

The illustrations discussed in this section provide convinc­

ing evidence that conditions of confinement are highly variable. 

The conditions in prisons and jails, for which data are most 

readily available, vary across states, within states, and over 

time. This variability raises the issue of whether it is proper 



~--"~_~~--~~7n'~t.-~ ---------------------------

~' 
I 

( 

( 

96 

to give equal weight to the people counted in the numerators of 

fraction measures. For example, if two states hold similar 

fractions of their total populations in prison, but the prisons 

in one state have substantially worse conditions (e.g., crowding, 
! 

violence, lack of programs, etc.) than the prisons in the other 

state, should the two fractions be treated as equiva~ent? Any 

good researcher could predict our answer to this question: It 

depends on what the fractions are being used for on what mean-

ing the user is trying to attach to the fractions. If the use of 

confinement is meant to reflect the punitiveness of sanctions, 

then it seems reasonable to develop an indicator that captures 

both the extensiveness of confinement and the conditions under 

which confinement occurs. 

Before proceeding to the next chapter, we will sum up some 

of the points that have been raised about fraction measures. 

Sun~ary and Conclusions 

In this chapter and in Chapter II we have examined a number 

of issues that pertain to the numerators and denominators of 

various fraction measures. What at first seems to be a relatively 

straight-forward concept -- the fraction of ·the population held in 

confinement at a given point in time -- turns out to be somewhat 

difficult to pin down with rigorous definitions and measures. 

As shown in Chapter II, the overall measure of the fraction 

confined for an entire population really consists of a number of 

( ') 
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on the range of facilities included in the definition of confine-

ment -- ~.g., prisons, jails, juvenile facilties, mental insti­

tutions- -- the fractions for population subgroups can vary from 

zero to relatively high levels. Thus, when absolute levels of 

fraction measures are at issue, it is important to specify the 

base population carefully. 
.r 

We, also explored the issue of whether the use of entire pop-

ulations rather than more narrowly defined subgroups as the denom-

ina tors of fraction measures accounts for cross-jurisdictional 

and longitudinal variation in the traditionally used "rate of im­

prisonment." Sex distributions in base populations do not appear 

to have major effects. Although prison and jail populations are 

overwhelmingly male, differences among jurisdictions or changes 

over time in the sex distribution of resident populations are not 

sufficiently large to account for the relatively large variations 

in fraction measures. 

When attention shifts to age distributions among resident 

populations, the effect depends on whether one uses cross-sectional 

or longitudinal data. Most of the people in prisons and jails fall 

into an age group which ranges from about 20 to 45. In recent 

years, there is not much cross-sectional variation in the propor­

tions of states' resident populations in this age group. However, 

shifts over time do occur in the age distribution of the general 

population, and if one is examining the use of confinement over a 

different fractions for subgroups of the population. Depending decade or longer, these changes should be taken into account. 

( () 
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Racial distributions in base populations are strongly 

associated with traditional "rates of imprisonment," at least 

cross-sectionally, because in every state, the fraction of the 

black population held in prison is substantially higher than 

the fraction of the white pl~ulation held in prison, and because 

the racial distributions among resident populations vary sub­

stantially across states. However, the amount of disparity be­

tween the fraction of blacks and the fraction of whites in prison 

also varies widely across states, so race-specific fraction mea­

sures show almost as much cross-sectional variability as tradi­

tional "rates of imprisonment" do. Unfortunately, we do not have 

reliable national data on the racial breakdown of prison popula­

tions over a long period of time, which would allow us to examine 

race-specific fractions in prison longitudinally. 

In the present Chapter, the focus has been on the numerators 

of fraction measures. Upon deeper examination, it was found that 

the numerator of the traditional "rate of imprisonment" leaves much 

to be desired. -Even if concern is restricted to the use of confine-

ment by the justice system, the "rate of imprisonment" ignores dif­

ferences ~nong jurisdictions and changes over time in the laws and 

procedures under which offenders are allocated to prisons, jails, 

and juvenile facilities. Cross-sectionally, the variability of 

fraction measures among states decreases when more inclusive counts 

of people confined in justice system facilities are used in the 

numerators of the measures. Again, the lack of appropriate data 
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for suitably long periods of time makes. it difficult to determine 

if similar results would be forthcoming from longitudinal analy­

ses: Yearly counts of inmates in justice system facili.ties other 

than prisons are difficult to obta;n. ~ However, from various 

sources, there are indications that the allocations of justice 

system confinees among types of fa 'l't' d C1 1 1es 0 change over time; 

as examples, one notes declines in the numbers of ' ml.sdemeanants 

held in prisons during the 1970s and the r;se and .... decline during 

the 1960s and 1970s of the numbers of ;nmates h ld ' .... e 1n special fa-

cilities for drug offenders. 

Even when the basic person-count;ng bl .... pro ems pertaining to 

the numerators of fract' l.on measures can be overcome, this chapter 

has shown that other issues will remal.'n. For example, cross-

jurisdictional differences and changes over time will occur in the 

offense distribution of inmates counted in the numerators and in 

the conditions under which the inmates are held. 

The relevance of all of the measurement issues discussed in 

this and the preceding chapter to a given use of fraction measures 

by a researcher or policy analyst depends on what meaning the user 

attaches to the measures. Fract; .... on measures are a bit ambiguous 

because they reflect several aspects of the use of confinement --

"-
particularly admission rates (the chances of confinement) and the 

duration of confinement (average time served). At the same time, 

this is a strength of fraction measures: They summarize a number 

of processes relating to the use of confinement. As a comparative 

indicator of overall reliance on confinement (across jurisdictions 
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or over time) and of sUbjection to confinement (across population 

subgroups), the fraction measure is a useful tool. It is a rough 

indicator of several aspects of the use of confinement, such as 

the relative use of confinement versus non-confinement penalties 

and the liklihood that someone in the general population (or a 

population subgroup) will be confined during some period of time, 

although more precise indicators of these phenomena (chance and 

prevalence measures) are available. 

Perhaps the greatest appeal of fraction measures is that they 

are so easy to construct. The data needed for basic fraction 

measures are much more readily available than are the data needed 

for the measures discussed in the remainde~ of this monograph. 

However, thE( simplicity of fraction measures is at least misleading. 

( Problems such as definitional boundaries and additional factors 

such as the conditions of confinement have been discussed in this 

chapter, and when these are taken into consideration seriously, 

data availability becomes a more pressing problem. 

Our attention now shifts to chance measures. But many of the 

issues that have been covered in the discussions of fraction mea-

sures will remain relevant, particularly those pertaining to the 

numerators of the measures. ~ 
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CHAPTER IV 

CHANCE MEASURES 

In Chapter I, a chance measure was defined as the probability 

of being admitted to a confinement facility given that one is in a 

specified base population. Just as with fraction measures, chance 

measures can be used at different levels of generality, depending 

on the inclusiveness of the types of confinement facilities that 

are of interest -- i.e., the chance of institutionalization, the 

chance of incarceration, the chance of imprisonment. But the data 

needed to examine any chance measure fully are much more complex 

and less available than the data needed to explore a corresponding 

fraction measure,. and it would require great amounts of time and 

money to assemble the data necessary for thorough cross-sectional 

and longitudinal analyses of the chance of being admitted to a wide 

range of confinement facilities. Therefore, even more so than in 

Chapters II and III, the focus in this chapter is on prisons (the 

chance of imprisonment) rather than on society's full set of con-

finement facilities. When prison admissions data can be combined 

with data on admissions to jails and/or juvenile facilities to 

illustrate some points, we will discuss the chance of incarceration. 

Of course, the conceptu~l and measurement issues that are highlighted 

through exploration of the chance of imprisonment apply generally 

to other chance measures. 
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This chapter begins with a section that conceptualizes the 

chance of imprisonment as a branching probability process and 

points out the applicability of what was said in Chapter III 

about the numerators of chance measures. Then, several sections 

of the chapter are devoted to cross-sectional and longitudinal 

examples of fraction measures. The chapter concludes with a 

discussion of the general meaning and utility of chance measures. 

Chance Measures as Conditional Probabilities 

The chance of imprisonment is basically a branching proba­

bility process that starts with the commission of a crime and goes 

on through arrest and other decision points to sentencing and ad­

mission to prison -- the familiar funnel process of the criminal 

justice system. To estimate these branching probabilities for a 

given jurisdiction, one would need the numbers of crimes, arrests, 

charges, prosecutions, convictions, sentences, and admissions to 

P (Imp) = p (ImpJsent. to imp) _ p (Sent. to implconv) prison. Then: _ 

P 
(conv\pros) .... and so on, inserting as many conditional prob-

abilities as available data allow, and finally multiplying by 

p (Arr), the unconditional probability of being arrested, or by 

p (Crim), the unconditichal probability of committing a crime. 

The complex, data-intensive nature of any examina.tion of this 

branching process is readily apparent. The difficulties of trying 

to merge data on the chance of imprisonment process with comparable 

data on other processes (the chances of admissions to jails, 

juvenile facilities, mental institutions, and so forth) make 

explorations of the chance of incarceration or the chance of 

institutionalization formidable tasks. 
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Even the branching process described above for the chance 

of imprisonment is limited because it applies only to offenders 

admitted to prison with a new conviction. There are other types 

of prison admissions -- for example, parole violators who are 

recommitted without a new conviction. Although admissions based 

on new convictions comprise the great majority of prison admis­

sions, other types of admissions reach substantial numbers in 

some jurisdictions. For example, Wisconsin reported 2,043 admis­

sions to its adult correctional institutions in 1980. Of these: 

54 percent were first admissions on a new adult sentence; another 

13 percent were admitted from community supervision, but with a 

new sentence; 26 percent were admitted from community supervision 

with no new sentence; the remaining 7 percent consisted primarily 

of people being held temporarily while awaiting revocation hearings 

(Wis. Div. of Corrections, 1981:4). Prison admissions stemming 

from different situations would be handled best by separate branch­

ing processes. This of course, adds to the complexity of the 

analysis. 

Returning to the model described above for the chance of im­

prisonment by way of a new conviction, we emphasize the importance 

of examining the full chain of probabilities for a complete under­

standing of the chance of imprisonment. All of the probabilities 

are important because, jointly they determine the overall proba­

bility that a person in the general population will be admitted to 
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prison. However, it is necessary to specify just what part or 

parts of the branching process are being examined and for what 

purposes. Often this is unclear in published reports. For ex­

ample, the California Department of Corrections (1980:1) notes 

that the 9,874 "felons received from court during 1979 was the 

highest ever r~~eived during any calendar year in the history of 

this Department .... This rate of 44.0 per 100,000 State popula­

tion represents the highest commitment rate in the State's 

history. " 

From the statements in the California report, many readers 

probably infer that the record-breaking "commitment rate" was due 

to the courts sending a higher proportion of convicted offenders 

to prison -- in other words, that p(Implconv), the conditional 

probability of imprisonment given conviction, has increased. This 

could very well be true, but it is not necessarily the whole truth; 

there may have been increases in crime rates, arrest rates, prose-

cution rates, and conviction rates that also helped to increase 

the chance of imprisonment for the total state population. A change 

in the chance of imprisonment for the total population does not tell 

us which of the intervening conditional probabilities has changed, 

and a change in one of the conditional probabilities will not trans-

late necessarily into a corresponding change in the overall chance 

of imprisonment. Similarly, cross-sectional differences among juris­

dictions in the overall chance of imprisonment could be due to 

differences in anyone -- or any combination -- of 
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the conditional probabilities, and jurisdictions with very 

similar overall chances of imprisonment could differ subs tan-

tially in several of the conditional probabilities that deter-

mine the overall chances. 

It should be apparent by now that the ideal data for thorough 

analyses of the chance of imprisonment, or any chance measure, are 

those that trace the flow of individual cases through the criminal 

justice system -- e.g., the final outcome of all arrests made dur-

ing a specific time period. We will look at some examples of data 

sets of this type later, particularly data from states that have 

reported results derived from Offender-Based Transaction Statis­

tics (OBTS) systems. But these data systems are relatively new, 

so many of our illustrations rely on independent counts of de-

cisions at various points in the criminal justice system to make 

estimates of conditional probabilities. Such estimates are less 

than ideal. For example, one can estimate the conditional proba­

bility of imprisonment given arrest, p (ImpIArr), by dividing the 

number of prison admissions in 1979 by the number of arrests in 

1979, knowing full well that, although a large proportion of the 

people admitted to prison in 1979 were arrested during the same 

year, some of them were arrested in 1978, or even earlier, and 

will not appear in the denominator of the measure. Furthermore, 

some of the cases that are in the denominator will not appear in 

the numerator: 1979 arrestees whose cases will not be disposed of 

until 1980 or later, when prosecution, sentencing, or other 
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practices may have changed. This lack of precision is a conces­

sion that must be made to less than perfect data. 

Before turning to illustrations of chance measures, some 

general comments about the denominators and numerators of those 

measures are in order. The denominator -- the base population -­

selected for any chance measure actually specifies a conditional 

probability. When the number of convictions, for example, is 

chosen as the denominator with a numerator of prison admissions, 

we are dealing with the conditional probability of imprisonment, 

given conviction. Even the chance of confinement for the total 

population is a conditional probability of being admitted to a 

confinemen-t facility, given that one is in the population of the 

specified jurisdiction during the specified time period. Like-

wise, comparisons of the chances of confinement for different 

demographic subgroups of the population (e. g ., age- t' race- f or 

sex-specific chances of imprisonment) are comparisons of sets of 

conditional probabilities. 

When the denominator of a chance measure consists of the resi­

dent population of a jurisdiction, or some demographic subgroup of 

the resident population, problems sirrlilar to those discussed in 

Chapter II arise. How, for exa~le, do we deal with the fact that 

some nonresident transients are counted among offenders admitted 

to prison (the numerator) but that no resident transients are in­

cluded in the resident population count (the denominator)? As 

noted in Chapter II, this monograph contains no definitive answer 

to the question and no satisfactory way to adjust the measurement. 
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However, as also noted in Chapter II, indications are that the 

problem is not severe enough to affect the analyses and conclu­

sions in this monograph substantially, Of course, when the denom­

inator being used is some count of criminal justice case decisions 

(e.g., the conditional probability of imprisonment given arrest) 

the problem disappears: Nonresident transients are counted among 

people arrested (or charged, or convicted, and so forth) just as 

residents are. 

The issues pertaining to the numerators of fraction measures, 

discussed in Chapter III, are also relevant to the numerators of 

chance nleasures, at least when the measure deals directly with the 

probability of admission to confinement rather than with one of the 

intervening conditional probabilities in the branching process 

(such as the conditional probability of being fo~mally charged 

given that one has been arrested). It is necessary to be aware of 

the definitional boundaries that vary among jurisdictions and over 

time. For example, when comparing the chances of imprisonment for 

the resident (or arrested, or convicted, etc.) populations of North 

Carolina, New York, Pennsylvania, and California, one must remember 

that: (a) state prisons in North Carolina admit a sizeable number 

of offenders with sentences of less than one year, (b) New Yorkis 

relativf~ly low cut-off age for juvenile court jurisdiction means 

that 16 and 17 year-old offenders are admitted to its state prison 

system, (c) some Pennsylvania offenders with sentences up to two 

years serve their time in local facilities rather than in state 

prisons, and (d) in California, a large proportion of 18 to 20 
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year-old offenders are committed to the State's Youth Authority 

and are not generally counted as prison admissions. 

Variability in conditions of confinement, which was also 

discussed in Chapter III with respect to the numerators of 

fraction measures, is very relevant to the numerators of chance 

measures. For example, the conditional probabilities of imprison-

ment given conviction for a set of jurisdictions give us some in-

dication of the relative severity of dispositions among the juris-

dictions. But the conditional probabilities of imprisonment could 

be similar for two jurisdictions that have very dissimilar prison 

systems -- one being substantially more crowded, more violent, and 

so forth, than the other. In this situation, it is arguable that 

the chances of imprisonment shou.ld be weighted by the conditions of 

confinement in order to assess the relative severity of disposi-

tions. The situation is even more complex because different facil-

ities within the same jurisdiction can vary widely in their condi-

tions of confinement, a point that was also illustrated in Chapter 

III. As Greenfeld (198la:15) has noted: "To the extent that 

variation in the severity of the environment ex~sts within a state, 

the issue of disparity in sentence severity would also exist." 

Because these issues pertaining to denominators and numerators 

were examined at length during the discussions of fraction measures 

in Chapters II and IIIv there is no need to present a full analysis 

of how the same issues apply to chance measures. Instead, we can 

move directly to a national overview of the chance of imprisonment. 
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National Overvietv 

Cross-Sectional Perspective 

The National Prisoner Statistics program collects and dis­

seminates annual state-by-state data on admissions of offenders 

with sentences of more than one year to adult correctional facil­

ities. Systematic, comparable data for all of the states on ad­

missions to other confinement facilities -- particularly jails __ 

are not readily available. Even less available are comprehensive 

state-level data that would permit estimations of the conditional 

probabilities between commission of a crime and admission to a con­

finement facility. However, annual arrest counts for each state 

are easily obtainable from the Federal 'Bureau of Investigation in 

the format used in the Uniform Crime Reports (i.e., Part I and 

Part II crimes). With these limitations, resident population, 

arrest, and state prison admissions data are used in this section. 

Table 12 presents estimates of two chance of imprisonment 

measures for the states: the chance of imprisonment for the resi­

population 18 to 39 years old and for Part I arrests. The 48 

states for which data were available to construct the two chance 

measures are ranked on each measure. Before examining the sub­

stance of Table 12, some of the apparent limitations of the esti­

mates it presents should be noted. First, in each chance measure, 

the numerator consists of the number of prisoners with sentences 

of more than one year admitted to state correctional institutions 

during 1979 (BJS, 1981:20). Thus. the counts are subject to some of 
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the problems related to definitional boundaries that were discussed 

earlier -- although the fact that some state systems admit offend­

ers with sentences of less than one year is not a problem here. 

Second, the denominators for the first set of measures -- the 

chance of imprisonment for the resident population 18 to 39 years 

old -- utilize 1980 census data, even though the numerators con~ 

tain 1979 admissions data. The choice of 1980 population data was 

made because these data are based on a full census for an early 

date (Aprjl 1) in 1980. The 18 to 39 year-old base population dif­

fers from the 20 to 44 year-old base population used several times 

in Chapters II and III. This is because offenders entering a state 

correctional system during a given year tend to have a somewhat 

younger age distribution than prisoners present on a given day dur­

ing the year, many of whom have entered in prior years and have 

aged in prison. Thus, it is appropriate to use a base population 

for chance measures that is somewhat younger than the base popula-

tion for fraction measures. 

Finally, the denominators for the second set of chance measures 

in Table 12 consist of adjusted* 1979 counts of arrests for Part I 

crimes -- criminal homicide, forcible rape, aggravated assault, 

robbery, burglary, larceny, and motor vehicle theft** -- as defined 

in the Uniform Crime Reporting system (see FBI, 1981:347-348). 

*Adjustments were necessary because of vari~bility among states 
in the proportions of their populations covereu by arrest data sub­
mitted to the UCR system. See footnote a, Table 2. 

**Arson was added to Part I crimes in 1979, but is not included 
here. 
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Although these crimes do not exhaust the offenses for which 

people are admitted to prisons, the overwhelming majority of ad­

mittees are convicted of these crimes (and, most likely, an even 

greater majority of the admittees were arrested for these crimes 

initially); the only major category of admissions to most state 

prison systems that is not included among UCR Part I crimes is 

drug offenses. B~t there are other caveats concerning the estimate 

of the chance of imprisonment given arrest. It has been noted al­

ready that independent counts of arrests and admissions in the same 
,: 

year are less than perfect for chance measures because some ar-

restees will not be admitted until subsequent years, and some of 

the admittees will have been arested in prior years. In addition, 

both counts pertain to events rather than individuals; although 

the frequency of multiple admissions of the same person to a state 

prison during a given year is probably not great, multiple arrests 

of the same person during a given year are relatively common. How-

ever" this is not really a problem if the mea!;ure is conceptualized 

as an estimate of the chance that any given ~rrest will result in 

a prison admission, rather than an estimate of the chance that a 

specific arrestee (who may have multiple arrests during the time 

period) will be admitted to prison. 

In Table 12 both chance measures reflect the number of prison 

admissions per 1,000 units in the base population (18 to 39 year-

old residents for Chance A and Part I arrests for Chance B). Nat-

b d chance measures are much larger than the urally, the arrest- ase 

h The highest figure in the Chance population-based c ance measures. 
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(?, 
State Scores and Rankings (in Parentheses) 

on T~ Chance of I...,r1 sonnent .... sures tl tl } 

chance Chince ri 
'~,. 

State Measure Aa Measure Bb 
TABLE 12 (cont.) 

AlablJllll 2.,10 (17) 126 (18) chance 
State 

Chance 
Measure Aa Measure Bb 

Alaska 1.85 (23) 163 (7) New Mexico 1.77 (24) 125 (19)c 

Arizona 2.03 (18) 122 (21) New York 1.57 (28) 63 (42) 

Arkansas 2.97 (5) 167 (6) 

Cal1fornia 1.76 (25) 78 (37) II 
North Carolina 4.05 (l) 162 (8) 

Colorado 1.15 (38) 56 (45) ~ 
North Dakota 0.63 (47) 71 (39) 

Connecticut 2.89 (8) 113 (25)C fi 
Ohio 2.17 (14) 172 (4) 

,1 Oklahoma 

Dela~are 2.14 (15) 113 (25)C ! 
2.69 (10) 169 (5) 

Oregon 2.49 (12) 134 (13) 

Florida 2.90 (7) 121 (22)C Pennsylvania 0.88 (44~ 66 (40) 

Georgia 2.93 (6) 130 (15)1: Rhode Island 0.84 (45) 54 (46) 

Hawaii 0.53 (48) 41 (48) South Carolina 3.26 (3) 181 (1) 

Idaho 1.96 (19)c 146 (12) South Dakota 1.47 (32) 132 (14) 

Illinois 1.66 (26) 85 (34) Tennessee 2.19 (13) 130 (15)C 

Indiana 1.58 (27) 127 (17) Texas 2.53 (11) 121 (22)C 

('~ Iowa 1.20 (37) 107 (28) 

KAnsas 1.93 (21) 150 (11) i 
Utah 0.92 (42) 59 (44) 

Kentucky 2.13 (16) 151 (10) I 
Vennont 1. 37 (NA) d (HA) 

Virginia 1.88 (22) 118 (24) 

Louisiana 1.49 (31) 61 (43) Washington 1.45 (33) 108 (27) 

Maine 1.41 (34) 103 (29) West Virginia 0.89 (43) 80 (35) 

Maryland 3.34 (2) 179 (3) Wisconsin 0.96 (39)C 79 (36) 

Massachusetts 0.78 (46) 44 (47) Wyoming 1.40 (35) 101 (30) 

M1chigan 1.96 (19)C 153 (9) 

Minnesota 0.95 (41) 93 (31) 

Mississippi 2.85 (9) 180 (2) 
I 

Number of offenders with sentences of more than one year admitted to 

Missouri 1.56 (29) 64 (41) 
state adult correctional facilities during 1979. divided by 1980 state popu-
lation 18 to 39 years old, multiplied by 1,000. 

Montana 1.39 (36) 88 (33) b 

Nebraska 0.96 (39)C 74 (38) 
Number of offenders with sentences of more than one year admitted to 

state adult correctional facilities during 1979, divided by adjusted number of 

Nevada 3.08 (4) 125 (19)C 
UCR Part I arrests during 1979, IIIIltipl1ed by 1,000. See footnote a in Table 2 
for explanation of adjustment to arrest data. 

New Hampshire 0.63 (HA) d (HA) c 

New Jersey 1.51 (30) 92 (32) 
Tied ranking 

,~ 

('"' 

d 

(continued) 

Arrest data not available for New Hampshire and Vermont, which have 

( 
been eXCluded frum the rankings on both measures. r-

, 

J 
i , 
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A column represents about four prison admissions for every 1,000 

residents 18 to 39 years old, while the highest figure in the 

Cha.nce B column represents 181 admissions for every 1, 000 Part I 

arrests. 

Some substantial changes in state rankings are found when the 

two sets of chance measures are compared, but there does not 

appear to be a pattern to the changes in rankings. For example, 

among Southern states with relatively high prison populations, 

Florida, Georgia, North Carolina, and Texas rank substantially 

lower on the arrest-based measure than on the population-based 

measure, but Maryland and South Carolina remain relatively un­

changed, and Mississippi's ranking is higher on the arrest-based 

measure. Similarly, when the rankings on Chance A are compared to 

the rankings on Chance B for the urban-industrial states of the 

Northeast and Midwest: Connecticut, Illinois, and New York show 

decreases in rankings; Indiana, Michigan, and Ohio show increases; 

and Massachusetts, New Jersey, and Pennsylvania show only minor 

changes. However, examples of states which have substantial rank 

changes should not obscure the fact that, overall, the rankings 

of the 48 states on the two measures are quite similar (Spearman's 

rho = 0.80). 

Perhaps the most important aspect of Table 12 is the greater 

variability among the population-based chance measures than among 

the arrest-based measures. Using the 48 states for which both 

chance measures are computed, the coefficient of relative variation 

for the population-based chances of imprisonment is .439, while it 
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is .354 for the arrest-based chances. This implies that at least 

some of the cross-sectional variation among states in the chances 

of imprisonment for their 18 to 39 year-old populations is attrib­

utable to differences in their arrest rates. 

Insofar as we can rely on our estimates of the chance of im­

prisonment given arrest (constructed with same-year counts of 

Part I arrests and offenders admitted to state prison with sentences 

of more than one year), Table 12 tells us that states do vary in 

this conditional probability that is derived from the branching 

process underlying the chance of ilnprisonment. However, this 

variability is not as great as the variability among the conditional 

probabilities of imprisonment given membership in the population of 

18 to 39 year-old residents. It would be interesting to make cross­

sectional comparisons of other conditional probabilities in the 

branching process -- such as the chances of imprisonment given for­

mal chargjng or conviction. Unfortunately, the data needed to con­

struct estimates of other conditional probabilities are not avail­

able for all stat.es, or even a large number of states. Later, 

cross-sectional data that give a more detailed picture of the 

branching process for a few states will be presented, but now we 

t~urn to a national overview of the chance of imprisonment from a 

longitudinal perspective. 
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Longitudinal Perspective 

~~nual admissions data for state and federal prisons extend 

back to 1926. Unfortunately, like all national data systems that 

rely on voluntary reporting of information from states (and, in 

this case, individual institutions), the series suffers from var-

iability in coverage over time and in adherence to standard defini-

tions. Prisoner statistics have an additional handicap: Responsi-

bility for their collection and dissemination has changed from one 

federal agency to another several times. The statistics were pub-

lished by the Census Bureau from 1926 to 1946. After a lag of a 

few years, responsibility was lodged with the Federal Bureau of the 

Prisons in 1950. The Law Enfor'cement Assistance Administration 

took over in 1971, and the statistics are now produced by the 

Bureau of Justice Statistics. However, during most of the years, 

the Census Bureau has collected the data and performed the initial 

statistical analyses. 

The 1926 to 1970 time-series of prisoners with sentences of 

more than one year received by state and federal correctional in­

stitutions was published in the Bic~Dtenial Edition of Historical 

Statistics of the united States (U.S. Bureau of the Census, 1975: 

420). According to the text describing the data series (pp. 411-

412), adjustments were made to the 1939-1967 data to account for 

missing states; however, an earlier report from the U.S. Bureau of 

Prisons (1954:6) claims that 1939 figures could not be adjusted to 

make them comparable to later years. Therefore, 1940-1967 will be 
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used for an initial national overview of changes in the chance of 

imprisonment. 

The data are presented in Figure 7. The denominators for 

both of the chance measures in Figure 7 consist of estimates of 

the population in the 15 to 54 year-old group. This age range was 

chosen in order to utilize a single series of Census Bureau popu­

lation estimates that covered all the years in Figure 7. Also 

note that the numerators of both measures consist of prisoners 

newly admitted from court with sentences of more than one year; 

this is not the only category of prison admissions, but it is by 

far the largest. 

The solid line in Figure 7 represents chance measures with 15 

to 54 year-olds from the total U.S. population used in the denomin-

ators. The dashed line represents a .recomputation of the chance 

measures with the number of people serving in the Armed Forces over-

seas deducted from the denominator in each year (i.e., the resident 

population). The second line was added to illustrate two points. 

First, refining the base population so that it excludes people not 

in the country has virtually no effect on the overall trend in 

chance measures. This is particularly true for the post-World War 

II years, during which the U.S. has maintained a relatively large 

overseas military contingent on a permanent basis. For example, 

in 1953 (during the Korean War) there were about 1.3 million Armed 

Forces personnel overseas, and in 1967 (with a large combat con­

tingent in Vietnam) the number was again close to 1.3 millioni but 
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FIGURE 7 

Chances of Imprisonment in State or Federal Correctional Institutions 
Per 100,000 Persons 15-54 Year's Old in Total U.S. Population (Solid line) 

And Per 100,000 Persons 15-54 Years Old in Resident U.S. Population (Dashed Line), 1940-1967 
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between those years, the lowest number for overseas personnel was 

just barely under 700,000. 

The second point illustrated by the two lines in Figure 7 

pertains to the difficulty of using two different types of measure­

ment in the numerator and denominator. The numerators and denom­

inators of fraction measures are both counts of people at a given 

point in time. The chance measures represented in Figure 7 also 

use point-in-time counts in their denominators (population on 

July 1 of a g.i.ven year) , but they use counts of processes 

(admissions) that occurred during the course of an entire year in 

their numerators. The problem can be seen most clearly by com-

paring the two chance measures for 1945 that appear in Figure 7. 

That year shows the greatest disparity between the chance of im­

prisonment based on the total population and the chance based on 

a population count that excludes Armed Forces overseas (80.3 per 

100,000 vs. 90.5 per 100,000). Also, from 1944 to 1945, the total 

population-based chance rose by 5 percent (76.0 to 80.3), while 

the second chance measure -- with overseas personnel excluded from 

b 14 t (79 6 to 90 5) In truth, the pop-the base -- rose y percen . .• 

ulation data, which pertain to July I, produce an overestimate of 

the average number of people in the Armed Forces overseas for the 

full year, 1945. Hostilities ended in May and August in Europe 

and the Pacific, so there was a substantial influx of soldiers re-

turning to the u.s. in late 1945. 

Of course, this lack of correspondence between types of mea­

surement i~ numerators and denominators will only make a major 
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difference if the phenomenon measured at one point in time (e.g., 

population) happens to be undergoing a major change during the 

time period covered by the other phenomenon (e.g., prison admis-

sions during a year). Furthermore, most of the conditional prob-

abilities than can be derived from chance of confinement branching 

processes have numerators and denominators that both consist of 

counts of events occurring during a time span (e.g., arrests, con-

victions, prison admissions during a year). 

We pick up the national prison admissions data again in 1974, 

after it has been housed in the Law Enforcement Assistance Admin-

istration (LEAA). The 1970 report, the last published by the 

Bureau of the Prisons, contuined the numbers of prisoners received 

from court for all but two states (U.S. Bureau of Prisons, 1973:5). 

The first full report produced by LEAA covered 1971 through 1973, 

but it contained no admissions data for 1971, and the admissions 

data for 1972 and 1973 were not categorized by type (LEAA, 1975). 

Table 13 displays two measures of the national chance of im-

prisonment for the period 1974 to 1980. Numerators for both mea-

sures are prisoners with sentences of more than one year admitted 

to state and federal facilities as reported in the annual National 

Prisoner Statistics. The denominators for Chance A are numbers 

of 18 to 39 year-olds in the resident population of the u.S. in 

each year; the denominators for Chance B are total arrests for 

Part I crimes,* derived from the annual Uniform Crime Reports. 

*Part I crimes are criminal homicide, forcible rape, aggravated 
assault, robbery, burglary, larceny, and motor vehicle theft. Arson, 
added by the UCR in 1379, is excluded here. Numbers of arrests have 
been adjusted to take variability in reporting areas into account. 

.~ 
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TABLE 13 

Hl1tional Trends on Two Chance of Imprisonment Measures, 1974-1979 

_ ... - Adjusted Number 
Admis!;ions a Resident Population, of Part I Arrestsb Chance AC Chance ad Year 

18-39 (in 1.000s1 {in 11000s} (eer 1.000} !ep.f 1, OOQ] .. 

1974 108.89Sf 68,426 1,277 1.59 85 

1975 129,573 70,634 1,287 1.83 101 

1976 129,482 72,886 1.279 I. 78 101 

1977 128,050 75,075 1.273 1.71 101 

1978e 126,121 77 ,220 1.360 1.63 93 

1979 131,047 79,424 1.415 I.fi') 93 

1980 142.122 BI.575 1.521 1.74 93 

aprisoners with sentences of more than one year admitted from courts. 

bArrests of persons 18 years old or older. Starting in 1979, arson.was added to 
Part I crimes; it has been excluded from the 1979 and 1980 totals. AdJustments.were 
necessary because proportion of national population covered by arrest data submlt~ed 
to UCR varies from year to year. Reported Part I arrests for each year were multl­
plied by ratio of total resident population to population covered by reported arrest 
data. 

CAdmisSlons divided by resident population. 18-39 (in 1,0005). 

dAdmissions divided by adjusted Part J arrests of persons 18 years old or older 
(in 1,000s). 

e1n 1977 National Prisoner Statistics changed from ~ custody to a jurisdiction 
count so th~t prisoners under state (or federal) jurisdiction would be counted regard­
less of where they were being held. Both coun!s were ~ep~rt~d ~or 1977. and the. 
custody count is used for that year; after 197/ only Jurlsdlctl0n counts are avallable. 

flncludes an estimate of 5,141 admissions for North Carolina added to the published 
total. 
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For the moment, we can ignore the problems of comparability 

from year to year that at:e present in the admissions data because 

we are more interested in comparing the year-to-year changes in 

Chance A with the year-to-year changes in Chance B. The two chance 

measures show some similarities in Table 13: Both increased from 

1974 to 1975, and both decreased from 1977 to 1978. However, from 

1975 to 1977, Chance A decreased, while Chance B remained constant. 

Over these three years, the numbers of admissions declined slight-

ly, and the resident popUlation of 18 to 39 year-olds increased --

thus the decrease in the chance of imprisonment for the 18-39 pop­

ulation subgroup. But during the same three years, the decline in 

admissions was matched by a o~~line in arrests -- thus the constant 

chance of imprisonment given arrest for a Part I crime. 

During the period, 1978 to 1980, Chance A increased while 

Chance B remained constant. Increases are evident in admissions, 

resident population, and arrests during these years, but the base 

for Chance B (arrests) exhibits a relatively greater increase than 

the base for Chance A (resident population) . 

The time period covered in Table 13 is short, and the changes 

occurring in the chance measures are relatively small, but the dif-

ferences between Chance A and Chance B from 1975 to 1977 and from 

1978 to 1980 do help to demonstrate the effects of using different 

conditional probabilities as chance measures. 

This national overview section has contained three examples 

of measuring the chance of confinement, one cross-sectional and 

two longitudinal. If the examples accomplish nothing else, they 
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should serve to make it clear that thorough analysis of the 

chance of confinement at the national level is exceedingly diffi-

cult. First, it is necessary to restrict one's attention to 

prison admissions; comprehensive admissions data are simply not 

available for other types of institutions, at least other types 

of justice system facilities. As we know from the earlier discus-

sion of definitional boundaries, an exclusive focus on prisons can 

be misleading, especially when comparisons are made across juris-

dictions. 

Second, even if the definitional boundary variations which 

result in similarly situated offenders being assigned to different 

types of institutions are ignored, prison admissions data are very 

difficult to deal with for longitudinal analyses. The National 

Prisoner Statistics reporting system has been improved substan-

tially in recent years; coverage of jurisdictions has become much 

more thorough, and the use of category definitions has become more 

standardized. But over its life span, the reporting system has 

been plagued by missing data (from individual institutions and whole 

states) and by variable adherence to category definitions by the 

reporting jurisdictions, 

Finally, data about the intermediate steps in the justice system 

process are almost completely lacking on a nationwide basis, and 

this precludes a full analysis of important conditional probabili-

ties that determine the overall chance of imprisonment (e.g., the 

probability of being sentenced to prison given conviction). Arrests 

are the only stage of the process about which we have reasonable 

r 
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information, and national arrest data are utilized in Tables 

12 and 13. But arrest data from the Uniform Crime Reports 

cannot be extended too far back in time. The system underwent 

a major change between 1951 and 1952; from 1952 through 1962, 

breakdowns of the data by age (and other variables) were not made 

for the national totals; the resident population covered by agencies 

reporting to the UCR did not attain 70 percent of the total U.s. 

resident population until the mid-1960s, and coverage did not pass 

80 percent until 1975. 

In order to present more complete analyses of the branching 

proc2sses that underlie the chance of confinement, the remainder 

of this chapter will rely on more detailed data from a handful of 

individual states. 

Cross Sectional Illustrations from Selected States 

During the 1970s, the Law Enforcement Assistance Administration 

stimulated the development of a new type of statistical system in 

criminal justice: Offender-Based Transaction Statistics (OBTS). 

The new statistical systems were designed to trace the flow of 

individual offenders through all stages of the criminal justice 

process, from arrest through final disposition (see Pope, 1975). 

'rhe implementation and "debugging" of OBTS systems has been a pain­

fully slow process -- not surprisingly, in light of the long tra­

dition of independence among components of the criminal justice 

system and the tendency for each component to develop and maintain 

its own data base without regard to the data collected by other 

components. 
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In this section, OBTS data from four states are examined: 

Arkansas, California, New York, and Oregon. The presentation 

of these data is meant to provide examples of the conditional 

probabilities that comprise the branching process leading to 

incarceration. But it also illustrates that difficulties of 

working with OBTS-type data and making cross-jurisdictional com-

pari sons of the conditional probabilities. 

Table 14 displays data from two states. The branching processes 

for California and New York start with similar bases: adult felony 

arrests disposed of in 1979, regardless of when the arrest occurred.* 

However, a comparison of these two states on the first conditional 

probability shown in Table 14 (probability of prosecution or filing 

of a ccmp1aint given arrest) suggests that the bases are not pre­

cisely the same. Apparently, at least part of the reason for this 

conditional probability attaining 0.97 in New York and only 0.76 

in California is that the California dispositions include cases 

released by law enforcement agencies before being referred to pro-

secutors while the New York dispositions do not. When law enforce-

ment releases are excluded from the California data (n=18,326), the 

conditional probability of a complaint being filed, given arrest, 

rises from 0.76 to 0.85 (shown in parentheses in Table 14). This, 

however, is still lower than the 0.97 probability in New York. 

The next set of entries (B) in Table 14 indicates that the 

conditional probability of conviction given prosecution, is higher 

*In New York, for example, 98 percent of the arrests occurred 
in 1979 (63 percent), 1978 (31 percent), or 1977 (4 percent). See 
N.Y. State Div. of Criminal Justice Services, 1982:33. 

TABLE 14 

Branching Process Probabilities Derived from Offender-Based 
Transaction Statistics, California and New York 

Ca 11 fornia New York 
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Base Adult felony arrests 
disposed of in 1979 

Adult felony arrests 
disposed of in 1979 

Total number 

Probability of: 

A. Prosecution/filing of 
complaint, given arrest 

B. Conviction, given 
prosecution/filing of 
complaint 

C. Conviction, given arrest 

D. Prison or jail sentence, 
given conviction 

E. Prison sentence, given 
conviction 

F. Prison or jail sentence, 
given arrest 

G. Prison sentence, given 
arrest 

a 

170,980 

.756 
{ .847)a 

.755 

.571 
{.640)a 

.688 

.115 

.393 
{.440)a 

.066 
{.074)a 

106,220 

.973 

.593 

.577 

.407 

.133 

.235 

.077 

Computed with 18,326 releases by law enforcement agencies deducted 
from total arrests. 

SOURCES: Cal. Dept. of Justice, 1980b, p.40; N.Y. State Div. of Criminal 
Justice Services, 1982, p. 18. 
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in California (0.76) than in New York (0.59), perhaps reflecting 

more selective prosecution of cases in California, which can be 

inferred from the conditional probabilities of prosecution given 

arrest (A). 

Combining (multiplying) the first two conditional probabilities 

to obtain the conditional probability of conviction given arrest 

(C, in Table 14), we find that California and New York have very 

similar results: 0.57 and 0.58, respectively. However, when law 

enforcement releases are deducted from the total number of arrests 

in California, the conditional probability of conviction given 

arrest is 0.64 in that state. 

Moving down the probability chains in Table 14, we find that 

the conditional probability of receiving a sentence of incarceration 

prison* or jail -- given conviction, regardless of what court the 

conviction occurred in and whether the conviction was for a misde-

meanor or a felony, is higher in California (0.69), than in New 

York (0.41). But the states are very similar on their conditional 

probabilities of a prison sentence given conviction: 0.12 in 

California and 0.13 in New York. The reason why the two states 

differ so much on the chance of incarceration given conviction but 

not on the chance of imprisonment given conviction is the very 

frequent use, in California, of a jail sentence in combination with 

probation. This disposition accounts for 46 percent of the sentences 

in California, while in New York, a jail term in combination with 

*In Table 14, California prison sentences are d~fined to in­
clude sentences to prison (8,838), death (20), the ~outh Authority 
(1,526), the California Rehabilitation Center (568), and state 
hospitals for mentally disordered sex offenders (269). 
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either probation or a fine accounts for only 2 percent of the 

sentences. Thus, while straight jail sentences are relatively 

more common in New York (25 percent of the sentences) than in 

California (12 percent), the very frequent use of combination 

dispositions by California courts results in over half (57 percent) 

of the sentences including ~ jail time, compared to a little 

more than one-quarter (27 percent) in New York. 

The final two conditional probabilities in Table 14 show the 

chance of incarceration given arrest and the chance of imprisonment 

given arrest. Again, the data for California show the probabilities 

with and without law enforcement releases in the arrest denomin-

ator. Just as with the chances of incarceration and imprisonment 

given conviction discussed in the preceding paragraph, the chance 

of incarceration given arrest is higher in California (0.40 or 0.45) 

than in New York (0.23), while the chances of imprisonment given 

arrest are very similar (about 0.07). 

The differences between California and New York in the chance 

of incarceration -- reflecting California's frequent use of com-

l)ination probation-jail sentences -- illustrates one of the diffi-

culties of comparing chance measure across jurisdictions. It is 

quite possible that, in California, the heavy reliance on combin­

ation sentences results in a large number of offenders with very 

short jail sentences (e.g., a few days) being included in the numer-

ators of chance ~f incarceration measures. New York, in contrast 

uses combination sentences rarely, so chance of incarceration numer-

ators are likely to contain offenders with longer jail sentences, 
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on average, than is the case in California. Yet, without refine-

ment in our measurement abilities, we have little choice but to 

count each offender with at least some jail time in his or her 

sentence equally. 

Actually, the issue of straight jail sentences vs. combination 

sentences is a subtle complication relative to other problems we 

face in comparing chance measures across jurisdictions. Even for 

California and New York, with two of the best developed OBTS systems 

in the country, problems abound. For example: (a) neither state 

claims to have attained full coverage of felony arrest dispositions 

California estimates 75 percent coverage, while New York estimates 

80 percent; (b) both data sets are based on adult felony arrests, 

but adults are 18 and older in California and 16 and older in New 

York; (c) chances of incarceration or imprisonment differ by type 

of crime (more on this later), and the two sta-tes have different 

crime type mixes, (d) we estimate chances of incarceration or im-

prisonment from OBTS data on the basis on sentences, but all offen­

ders sentenced to a confinement facility are not admitted to a 

confinement facility (more on this later, too), and the proportions 

actually admitted may vary across jurisdictions. Nevertheless, the 

data in Table 14 do illustrate the kinds of comparisons that will 

be possible when OBTS-type information become more widely available 

and more standardized. 

As noted, the OBTS systems in California and New York are 

relatively advanced. Tables 15 and 16 present first stabs at state­

wide OBTS reporting for two states, Arkansas and Oregon. 
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The Arkansas data in Table 15 pertain to felony arrests made 

during 1974. The data were gathered through an intensive survey 

that identified arrestees and then tried to trace their progress 

through the independently maintained records of each component in 

the criminal justice system (See Arkansas Criminal Justice and 

Highway Safety Information Center, 1977). The process started 

with 10,462 arrests. There is some ambiguity about whether the 

survey was intended to cover only adult arrests, because 647 cases 

were referred to juvenile authorities at various stages in the 

process; these cases have been eliminated from the total arrests 

for Table 15. Also eliminated are 233 cases that were still 

pending when data were collected or that had been remanded from 

a circuit court to a lower court (and for which no other infor-

mation was presented). In another 700 cases, police dispositions 

or adjudication outcomes were undetermined, these were deducted 

from total arrests. The final exclusion consists of 935 cases 

which were judged guilty, but for which sentencing information was 

not available. Thus, complete information is available for 7,947, 

or 76 percent, of the 10,462 arrests. 

However, it is misleading to simply eliminate the 2,515 arrests 

for which complete information was not gathered, primarily because 

the 935 cases in which sentencing information was missing after 

adjudication of guilt included all of the cases that were found 

guilty in lower courts (750). Complete elimination of all 935 cases 

would understate the conditional probability of conviction given 

arrest or court filing (since all were convicted), and complete 

elimination of the 750 cases judged guilty in lower court would 
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TABLE 15 

Branching Process Probabilities Derived from Offender-Based 
Transaction Statistics Survey, Arkansas 

Base 

Probability of: 

A. Prosecution/filing of 
complaint, given arrest 

B. Conviction, given 
prosecution/filing of 
complaint 

C. Conviction, given arrest 

D. Prison or jail sentence, 
given conviction 

E. Prison sentence, given 
conviction 

F. Prison or jail sentence, 
given arrest 

G. Prison sentence, given 
arrest 

7.947 felony arrests 
in 1974a 

.797 

.590 

.470 

c 

.435 

c 

.204 

8.882 felony arrests 
in 1974b 

.819 

.642 

.526 

c 

.348 

c 

.183 

a Excludes all cases transferred to juvenile authorities, pending, or '1 
with missing outcome information; initial n = 10,462 arrests. See text for deta1 s, 

b 
Includes 935 cases with missing sentencing information. See text for 

details. 

c Chance of incarceration could not be computed because sentencing informa­
tion was unavailable for all cases judged guilty in lower courts (n=750). 

SOURCE: Arkansas Criminal Justice and Highway Safety Information Center. 1977. 
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overstate the chance of imprisonment given conviction (because, 

presumably, the lower courts cannot impose a sentence of imprison-

ment). Therefore, ·two sets of probabilities are shown for Arkansas 

in Table 15. The first set is derived from 7,947 arrests, elimin-

ating all the cases discussed in the preceding paragraph. The 

second set is derived from 8,882 arrests (7,947 plus the 935 cases 

with missing sentencing information). No attempt is made to com-

pute chances of incarceration because of the lack of sentencing 

information on the 750 cases found guilty in lower courts, which, 

presumably, contain most of the cases sentenced to jail. 

The data for Arkansas in Table 15 help to illustrate the 

effects of handling cases with missing information in OBTS-type 

systems in different ways. As noted, the two columns of probabil-

ities are based on arrest counts that are only slightly different, 

with the 935 cases found guilty but missing sentencing information 

excluded from the base for the first column but included in the base 

for the second column. Yet, this difference creates noticeable 

changes in some of the conditional probabiliti.es. For example, the 

probability of conviction given arrest (C) in the second column is 

12 percent higher than the corresponding figure in the first column, 

while the probability of receiving a prison sentence given conviction 

(E) is 20 percent lower in the second column than in the first col­

umn. Thus, there is even some amount of ambiguity about how to com-

pute and interpret the figures from within one state; the problems 

are compounded when comparisons are made across states. 

Earlier, it was noted that one of the difficulties of making 

cross-state comparisons of the chance of incarceration branching 
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processes for total felony arrests is that states may have dif­

ferent mixes of specific crime types within the total felony 

category. Of course, differential mixes of crime types will 

affect overall probabilities only if the branching process proba-

bilities for the individual crime types differ from each other. 

Table 16 presents data showing that differences do exist among 

the branching probabilities characterizing several types of crime. 

The data are from two states (California and Oregon) and pertain 

to four types of crirr.e (homic~de, robbery, burglary and larceny/ 

theft). These four crime types were chosen becau~e tney account 

for a major share of prison and jail admiss~ons, yet they difter 

substantially in seriousness. 

The data in Table 16 can be examined from a numbeI of per-

spectives. First, the conditional probabilities across cr~me types 

for each state are compared, then between-state comparisons within 

crime type categories are made. 

Of the four crime types in Table 16, robbery has the lowest 

conditional probability of prosecution given arrest in both states; 

in California, it is also the crime with the lowest conditional 

probability of conviction given prosecution. When the first two 

probabilities are multiplied, producing the conditional proba-

bility of conviction given arrest, the high attrition rate of rob-

bery cases is evident: The reSUlting probability is 0.49 in 

California and 0.57 in Oregon. This attrition probably reflects 

the relatively great dependence of the prosecutors and courts on 

victim cooperat1on (i.e., provid1ng identification, testimony) to 

sustain charges and convictions in robbery cases. 

-1 
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TABLE 16 

Branchi ng Process P\"C~'abll it 1 es for Four Crime Types. Derived from Offender-Based 
Transaction Statistics. California and Oregona 

Homicide Robber~ Burglarl 
Cal. Ore. 

Cal. b Ore. Cal. Ore. 

Probabi 11 ty of (1.813) (175) (12.539) (688) (30.053) (2.002) 

A. Prosecution/filing of complaint. 
gi ven II rres t .808 .769 .683 .688 .821 .777 

B. Conviction. g1ven prosecut1on/fi1fng 
of cOll1Plu1nt .151 .871 .723 .826 .830 .804 

C. Pr1son or jail sentence. g1ven convictionc .957 .696 .911 .734 .791 .563 

D. Prison sentence. g1ven conv1~tion .765 .634 .424 .609 .128 .403 

E. Ja1l sentence. given c~nvict1on .192 .062 .487 .125 .663 .160 

F. Full suspension of 5ente~ce. given 
pr1son or jail sentence d .159 d .096 d .186 

• The California daU~tel"to arrest~ d1sposerl of during 1979; the Oregon data refer to arrests made in 1977. 

larctl!!llTheft 
Cal. Ore. 

(22.467) (1.394) 

.774 .736 

.757 .742 

.6e6 .493 

.048 .289 

.637 .204 

d .276 

b NUMbers in plfentheses 1nd1cate total numbers of arrests in the type of (riMe categories. 

c Cali10rnia prison sentenc~s 8l"e defined t~ include sentences to prison. death. the Youth Authority. the California Rehabilitation Ceater. 
a~d st«te hospitals for mentally d1sorJere~ se~ offenders. California jail sentences include sentences that r.~ine jail and probation. For Oregon 
data. prison sentence is defined as conf1n~ment sentence of at least one year; jail sentence is defined as confinement sentence of less than one year. 

d I~fonftation not ava11abl~ for Cal1forn1a. 

SOURCES: Cal. Dept. of Just1ce. 1980b. p. 40; Ore. Law Enforcement Council. 1981. pp. 9. 110 21. 25. 29. 31. and 42. 

o 
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Moving to the probabilities associated with sentencing in 

Table 16, the influence of crime seriousness becomes apparent. 

In both states, the conditional probability of receiving a prison 

sentence given conviction decreases substantially, moving across 

the row from homicide to robbery to burglary to larceny/theft. 

There is a corresponding tendency for the conditional probability 

of receiving a jail sentence given conviction to decrease (although 

the slightly higher ,probability associated with burglary than with 

larceny/theft is an exception to this trend). 

Turning to comparisons between the two states in Table 16, 

somewhat different patterns within the type of crime categories 

are found. At the f~rst two stages of the branching process, the 

conditional probabilities are highe7 in California than in Oregon 

for the two property crimes, burglary and larceny/theft. For 

robbery, which has elements of both theft and violence, the situa­

tion is reversed: The conditional probabilities associated with 

prosecution and conviction are higher in Oregon than in California. 

For the fourth crime, homicide, the pattern is mixed. The condi­

tional probability of prosecution given arrest is higher in Cali­

fornia than in Oregon, but the conditional probability of convic­

tion given prosecution is higher in Oregon than in California. 

These differe~tialS tend to cancel each other out; when the two 

probabilities are multiplied, the resulting conditional probability 

of conviction given arrest for homicide is 0.61 in California and 

0.67 in Oregon. 
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Continuing with comparisons within the homicide category, 

we find that the conditional probability of a prison or jail 

sentence given conviction is much higher in California than in 

Oregon. California's greater reliance on sentences of confine­

ment for homicide convictions is maintained even when the condi­

tional probabilities of prison and jail sentences are examined 

separately. 

One can speculate about the causes of the differences be­

tween California and Oregon in the branching probability processes 

characterizing homicide arrests. Perhaps homicide arrests in 

California contain a greater proportion of cases in which the vic­

tim and offender were strangers to each other than is true in 

Oregon. This would be consistent with California showing a higher 

prosecution rate, a lower conviction rate and a greater reliance 

on incarceration after conviction. 

The conditional probabilities associated with sentencing for 

the other three crimes in Table 16 reflect something that was 

pointed out in the earlier discussion of Table 14: namely, 

California's heavy reliance on combination jail/probation sentences. 

For each of the crimes, the conditional probability of receiving a 

jailor prison sentence given conviction is higher in California 

than in Oregon. But examination of the components of the chances 

of incarceration given conviction reveals that California's domi­

nance on this measure stems completly from conditional probabili­

ties (given conviction) of receiving a sentence that includes some 

jail time -- probabilities that are anywhere from three to four 



( 

137 

times greater in California than in Oregon. In fact, the condi­

tional probabilities of receiving a Erison sentence given con­

viction are higher in Oregon than in California for robbery, 

burglary, and larceny/theft. 

A final aspect of Table 16 worthy of note pertains to the 

bottom row in the table. The Oregon report from which the figures 

in Table 16 were derived presents information about the proportion 

of sentences involving confinement that were fully or partially 

suspended (Oregon Law Enforcement Council, 1981:42); unfortunately, 

the same information was not contained in the OBTS reports for 

other states discussed in this chapter. If interest centers on 

the chance of going to prison or jail, rather than being sentenced 

to prison or jail, then information about sentence suspensions is 

critical. In the Oregon data, the probabilities of having one's 

sentence of incarceration fully suspended are inversely related to 

the chances of incarceration given conviction for the four crime 

types in Table l6i that is, the crimes with the highest prot~bil-

ities of receiving a prison or jail sentence given conviction are 

least likely to receive a full suspension of sentence. Thus, the 

differences among these four crime types in the chance of incar-

ceration are accentuated when sentence suspensions are taken into 

account -- the probabilities change from 0.70 to 0.59 for homicide, 
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from 0.73 to 0.66 for robbery, from 0.56 to 0.46 for burglary, 

and from 0.49 to 0.36 for larceny/theft.* 

In this section, state-level OBTS data have been used to il-

lustrate the branching probability processes associated with the 

chance of incarceration. However, the examples presented also 

shed light on the difficulties involved in using this type of 

data, especiallY when cross-jurisdictional comparisons are made. 

Published state reports using OBTS data do not define their arrest 

bases in the same way (e.g., arrests made during a given year vs. 

dispositions in a given year, or all felonies vs. "Part I" felonies). 

The definitions of specific types of crime may vary somewhat across 

jurisdictions, and even when the definitions are the same, there 

may be large cross-jurisdictional variations in the acts comprising 

particular crime types -- for example, robberies may be more likely 

to result in injury, or homicides may be committed proportionately 

more often by strangers in one state than in another. There are 

also a number of ways that states can deal with the problem of 

missing information in OBTS data sets, and as we have seen, differ-

ent ways of treating missing information can produce different 

results. 

*The new probability for each crime type was computed by taking 
the complement of the probability of full suspension (1.000 minus 
the figure in row F of Table 16) and mu~tiplying the result by the 
conditional probability of receiving a prison or jail sentence given 
conviction (Row C). This produces the conditional probability 
(given conviction) of receiving a prison or jail sentence that is 
not later suspended. 
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The final stage in the OBTS process -- the conditional 

probability of incarceration given conviction -- is difficult 

to compare across jurisdictions. Some jurisdictions may rely 

heavily on short periods of jail confinement in conjunction with 

other penalties, such as probation or fines, while in other 

jurisdictions, these short, "shock", dispositions may be rela­

tively rare. The examples involving California in this chapter 

have illustrated how such sentencing variations confound cross­

jurisdictional comparisons of the chance of incarceration. 

It has also been noted th~t a prison or jail sentence given 

conviction is not really the final conditional probability in the 

chance of incarceration branching process. Some proportion of 

sentences to confinement are fully or partially suspended, and 

these proportions may vary from state to state. Even when a 

sentence is not formally suspended, it is not unusual for the con­

victed offender to be given credit against his/her sentence for 

time spent in pretrial confinement. When this credit equals or 

exceeds the sentence, the sentence of confinement does not result 

in a new admission to confinement. Suspensions of sentences and 

credits for time served are pieces of information that are not 

readily available on a systematic basis. 

Finally, OBTS data, as they are presently construed, do not 

give a full picture of the chance of incarceration, even for states 

with highly developed OBTS systems. OBTS systems focus on adult 

felons; to include the full range of incarceration, it would be 

necessary to have comparable data on juveniles and on people 
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arrested for misdemeanors. In fact, OBTS data systems do not 

cover fully the chance of imprisonment for the general population 

or the chance of incarceration for felony arrestees. In the first 

instance, only prison admissions (actually, sentences) that result 

from arrests on new charges are included, and there are other 

routes to prison, particularly via parole revocation with no new 

conviction. In the second instance, felony arrestees often spend 

time in jail before adjudication -- frequently a considerable 

amount of time -- even when their cases result eventually in dis-

missal or acquittal, or when their sentences after conviction 

involve no confinement. 

This discussion of the limitations of OBTS data for analyses 

of chances of incarceration should not be interpreted as criticism 

of OBTS in general; afterall, OBTS systems were not designed and 

implemented with the purpose of answering our questions about 

chances of incarceration. The OBTS data do permit examination of 

one of the major branching probability processes leading to penal 

confinement. The information presented in some state OBTS reports 

also allows analysis of how this branching process differs across 

subgroups; in this section, data on the probabilities for specific 

crime types have been presented, and in Chapter 6, race-specific 

probabilities will be looked at briefly. 

It is important to remember that OBTS systems are relatively 

new. As they mature and as they converge toward common definitions 

and usages, cross-jurisdictional comparisons of the branching 

probability processes leading to incarceration will be more tenable, 
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and it will be possible to examine changes in the probabilities 

over time. Longitudinal analysis of the chance of confinement 

is the topic of the next section in this chapter. 

Longitudinal Illustrations from Selected States 

There are two basic ways to construct a longitudinal data 

set that will allow an examination of changes in the branching 

probabilities associated with the chance of incarceration for a 

given jurisdiction. The first possibility is to utilize indepen-

dently produced counts of cases at various justice system decision 

points and try to tie them together. The limitations of such "non-

transactional" data are readily apparent; for example, because of 

processing lags, cases disposed of by the courts in a given year 

probably include arrests made during several prior years. Perhaps 

the most important limitation is the lack of standardization in 

reporting categories and definitions. For example: Arrests may 

be reported in terms of Part I crimes, and court dispositions may 

be reported in terms of total felonies; one component may base its 

case counts on charges, while another may base counts on individuals; 

one component may exclude cases with missing information, while 

another places such cases in an undefined "other" category. Even 

without extending the list of examples, it should be apparent that 

the problems involved in constructing a suitable longitudinal data 

set from independent case counts of the various justice system com­

ponents make analyses of such data sets tenuous. Nevertheless, in 

in this section, this type of data will be assembled and presented 
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for one state -- Illinois -- 1'n order to illustrate the diffi-

culties and shortcomings involved. 

The second way to construct a longitudinal data set is to 

utilize OBTS-type data. However, "transactional ll data sets are 

relatively new, and only a few years of data are available for 

most jurisdictions that have OBTS systems. California developed 

an OBTS system relatively early, and prior to the implementation 

of OBTS, the state had been publishing a similar set of statistics 

of high quality. Th f 'f ere ore, 1n ormation from California reports 

will be used to illustrate the longitudinal analysis of the chance 

of imprisop~ent with transactional data. 

Illustration with Non-Transactional Data 

Table 17 presents branching probability estimates, in the form 

of ratios derived from non-transactional Illinois data for 1973 

through 1980 (see Ill. Dept. of Corrections, 1982b). Actually, the 

middle two columns of Table 17 represent true conditional proba­

bilities because they are based on data about the flow of a set of 

cases, which were initially charged as felonies, through the state's 

supreme courts. 

The first column of ratios in Table 17 utilizes Part I arrests 

in the numerators and court dispos1't1'ons of h cases c arged as fel-

onies in the denominators. In addition to the time-lage issue that 

uffects non-transactional data, there are a number of problems with 

these ratios. First, the arrests pertain to Part I offenses, all 

of which are not felonies, and the dispositions refer to felonies, 

all of which are not Part I offenses. Reports prepared by the 
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TABLE 11 

Estimates of Branching Process Probabilities 
Derived from Non-Transactional Illinois Data, 1913-1980 

Ratios of: 

Court dispositions Convictions to Sentences of 
of felony charges court dispositions imprisonment or death 
to Part I arrests of felon~ charges to convictions 

.215 .400 .400 

.256 (.393)a .443 .364 

.295 (.446) .468 .313 

.322 ( .493) .485 .407 

.326 (.539) .531 .389 

.319 (.521) .545 .400 

.342 (.567) .538 .378 

.368 .523 .383 

j 

Total prison 
admissions to 
convictions 

.435 

.335 

.341 

.341 

.343 

.354 

.376 

.359 

aprobabilities in parenthesis were computed with estimated numbers of adult felony arrests, rather than 
Part I arrests, in their denominators. See text for explanation. 

SOURCE: Ill. Dept. of Corrections, 1982b. 
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Illinois' Statistical Analysis Center (Block and Klemundt, 1981; 

Block, 1979) show that there are great disparities between counts 
, 

of Part I crimes and total felonies in the state, with Part I 

crimes being more frequent. For example, from 1972 through 1977, 

the ratio of felonies to Part I crimes in police statistics for 

the state varied slightly between 0.61 and 0.64 (Block, 1979: 

Table 1). The major source of the disparity is probably in the 

larceny category; many larcenies are misdemeanors in Illinois, yet 

larcenies comprise a very large proportion of Part I Illinois 

crimes (e.g., 58 percent in 1980). 

A second major problem with the first column of ratios in 

Table 17 is that the denominators (Part I arrests) include arrests 

of adults and juveniles, while the numerators pertain almost ex­

clusively to adults (only a small number of juveniles are prose­

cuted in adult courts). According to 1975 Illinois data (Block, 

1979: Table 4), the police made 40,383 felony arrests in which the 

arrestee was held for court action; 34,564 (only 436 of which were 

juveniles) went to adult court, and 5,819 went to juvenile court. 

Total (adult and juvenile) Part I arrests were used as denom­

inators for the first column of ratios in Table 17 because infor-

t readJ.'ly available in the same report mation about Part I arres s was 

that contained the information on felony charges, convictions, 

sentences, and prison admissions for Table 17 (Ill. Dept. of 

As noted J.'n Chapter I, the approach of this Corrections, 1982b). 

monograph is to illustrate measurement issues with data that is 

1 b th The main problem with comparing easily obtainab e Y 0 ers. 
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I:linois arrest and court data is that neither can be transformed 

to the same unit of count as the other (felonies or Part I crimes) 

using published materials. 

The Illinois Statistical Analysis Center has devised a method 

for recategorizing crimes known and arrest data into felony and 

misdemeanor classes (see Block and Klemundt, 1981; Block, 1979). 

This method requires a non-published breakdown of crimes or 

arrests into the 227 categories used by the Illinois Department 

of Law Enforcement. Even then, some of the 227 categories contain 

offenses that can be either felonies or misdemeanors, depending 

on the specific circumstances of the event (e.g., first offense 

vs. subsequent offense). Nevertheless, computer printouts of 

Illinois arrests, broken down into the 227 cagegories and classi-

fied as adult and juvenile, were obtained for the years 1974 to 

1979. Transformations were made according to the method described 

by the Statistical Analysis Center (Block and Klemundt, 1981: App. 

B) to isolate annual counts of adult felony arrests. The results 

of using these estimates of the numbers of adult felony arrests 

as denominators in computing the probability of court disposition 

given arrest are shown in parentheses in the first column of Table 

17. 

Of course, the probabilities in parentheses are higher than 

the probabilities that use Part I arrests in their denominators 

because there are far more Part I arrests than there are adult 

felony arrests. But the patterns displayed by the two sets of 
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probabilities are similar: a general increase through the period 

covered, interrupted by a slight decrease from 1977 to 1978. 

The difficulties experienced in trying to make Illinois 

arrests comparable to court dispositions illustrate one of the 

major problems that plague analyses of the chance of imprisonment 

when only non-transactional data are available: the tendency of 

individual components to define and categorize their data in ways 

that are inconsistent with the definitions and categories of other 

sys~em components. Fortunately, in the example used, patterns of 

change in the probability of court disposition given arrest were 

not affected strongly, even though the absolute levels of the 

probabilities depended greatly on which set of arrest data was 

used in the denominators. 

As noted earlier, the middle two columns in Table 17 are based 

on transactional data from Illinois courts, so the ratios do re­

flect conditional probabilities. There was a steady increase in 

the conditional probability of conviction given court disposition 

of a felony charge from 1973 to 1978. This was followed by a 

slight downturn in the probab~lities during 1979 and 1980. Never­

theless, the conditional probability of conviction given felony 

charge disposition was about 30 percent higher in 1980 than in 

1973 (increa~ing from 0.40 to 0.52). 

On the other hand, the third column of ratios in Table 17 

indicates that the conditional probability of receiving a prison 

or death sentence given conviction in an adult felony court fluc­

tuated within a relatively narrow range during the eight-year 

\ 
i 
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period. An alternative indicator of the same conditional proba­

bility -- the ratio of prison admissions to convictions in adult 

felony courts is shown in the final colt~n of Table 17. This 

column of ratios is based on non-transactional data; and poten­

tially, the ra·tios can be affected by many comparability problems: 

e. g., time lags be'tween being sentenced to and admitted to prison, 

suspension of some sentences to imprisonment, representation among 

prison admittees of some offenders who have not been convicted of 

a new crime. Despite such problems, the two columns of figures do 

not differ d=astically from each other. In this instance at least, 

estimations of the chances of imprisonment would not be improved 

greatly by having (a) transactional data covering convictions, 

sentences, and prison admissions, and (b) data about routes to prison 

other than conviction in court on a new crime (e.g., revocations of 

conditional release on the basis of technical Violations) . 

Even with all of the drawbacks of using non-transactional data, 

we can have some confidence in concluding that the chance of impris­

onment for adult felony arrestees did increase in Illinois between 

1973 and 1980. The size of the chance during any given year or the 

amount of change during the years cannot be estimated with any 

precision, primarily because of the difficulty in estimating the 

conditional probability of prosecution in adult court given arrest 

on a felony charge. But it is fairly clear that the increase in 

the chance of imprisonment during this period can be attributed to 

the prosecutorial component of the criminal justice system via 

increased rates of charging and increased conviction rates. In 
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contrast, aggregate sentencing practices -- at least in terms of 

the proportions of adult court convictions resulting in prison 

or death sentences -- have changed little during the eight-year 

period. 

Of course, changes in reporting and recording practices may 

have occurred, making the increase a "paper increase." But, for 

the purpose of illustrating some of the problems involved in pul­

ling together information collected independently by separate 

criminal justice system components, the accuracy of each component's 

information has been assumed. 

Illustration with Transactional Data 

California instituted a centralized, statewide OBTS system in 

1975. Prior to 1975, data were collected independently from law en-

forcement agencies, prosecutors, and the courts. In the pre-1975 

data, there are large disparities between the numbers of felony 

arrests that resulted in the filing of complaints and the numbers 

of cases disposed of by the courts. Between 1968 and 1973 (1974 

data were not available), the ratio of lower and superior court 

dispositions to complaints filed reached a peak of 0.66 in 1971~ 

about 113,500 dispositions to 172,00 complaints filed. It is un-

~lear whether the pre-1975 statistics linking court processes with 

police prosecutorial decisions are truly transactional, but even 

if they are v the large discrepancies between filings and disposi-

tions makes them problematic. 

Another shortcoming of the pre-1975 statistics in California 

is that they do not include sentencing information for convictions 
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in lower courts. This makes it impossible to estimate the chance 

of incarceration (prison or jail sentence) for adult felony 

arrestees. However, virtually all sentences to state institu-

tions -- defined in this monograph as imprisonment in California 

are meted out in superior courts,* so the chance of imprisonment 

for the pre-1974 years can be estimated. 

California pUblications rightly warn against making compari-

sons between the pre-1975 statistics and the ones generated by 

their OBTS system. In fact, jUdging from the ways in which Cali-

fornia has presented its published data, it is probably more ac-

curate to look at the series in three phases: a pre-1974 phase, 

a transitional phase extending from 1974 through 1978, and the full 

OBTS phase starting in 1979. An exception within the felony pro-

cessing statistics may be the dispositional and sentencing data 

from superior courts, which appear to be relatively comparable 

throughout the period for which they are available. 

Table 18 presents estimates of the branching process proba-

bilities associated with the chance of incarceration/imprisonment 

in California from 1968 through 1981. Conditional probabilities 

pertaining only to the superior courts appear below the dashed 

line in the table. Because lower court sentencing data were not 

*There may be a minor exception. In more recent years -­
when lower court sentencing information is available -- some of­
fenders have been sentenced to the Youth Authority by Califor­
nia's lower courts, a disposition classified here as imprisonment. 
However, the numbers are relatively miniscule, and unless the 
practice was much more prevalent in earlier years, these sentences 
can be ignored safely. 
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published prior to 1975 (or for 1978), the conditional proba-

bilities of incarceration given conviction (row C in the table) 

could not be computed for those years. In addition, no published 

counts of lower court dispositions and convictions for 1974 were 

located, so additional probabilities are missing for those years. 

The discontinuities in the statistical series are noticeable 

in the first row of data in Table 18. The numbers of felony 

arrests disposed of rise continuously from 1968 through 1974, drop 

precipitously from 1974 to 1975, decline slowly from 1975 to 1977, 

and show another steady increase from 1977 through 1981. This row 

of figures reflects changes in data systems and in the numbers of 

arrests actually disposed of. For example, the decline from 1975 

through 1977 corresponds to a decline in the total numbers of 

felony arrests during those years, which can be traced to a statu-

tory change relating to marijuana offenses (see Cal. Dept. of 

Justice, 1980a: 6 and 8). However, the major drop in arrests 

disposed of coincides with the change-over from the pre-1975 data 

system to the OBTS system. This drop obviously reflects the be-

ginning of the practice of reporting only those disposed-of 

arrests for which full system-flow information is available. In 

published data from 1975 on, the numbers of cases given various 

dispositions in any component of the criminal justice system add 

up to the number of cases entering that component from the prior 

component. In the pre-1975 data, as noted earlier, there were 

large disparities between the numbers of complaints filed and the 

( sums of the cases disposed of by the lower and superior courts. 
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TABLE 18 

Branchfng Process Probabflftfes for Adult Felony Ar"ests Dfsposed of fn Calfforn~4. 19G8-1981 

Yeara 1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 

Arrests dfsposed of 160.439 188.316 204.935 219.231 231.863 233.023 256.252 174.069 157.537 145.525 150.004 170.980 189.303 205.168 

Probabfl1ty of: 
A. Ffling of compla1nt. 

given arrest .721 .740 .774 .784 .801 .797 .826 .780 .796 .773 .763 .756 .747 .744 

B. Conviction. gfven 
f11ing of complaint .754 .735 ,739 .758 .754 .739 NA .621 .698 .730 .742 .755 .747 .764 

C. Prison or jail sentence. b NA NA NA NA NA NA NA .598 c .622 .651 NA .688 .701 .724 
gfven conviction (.202) ( .224) (.236) ( .231 ) (.229) (.238) 

D. Prison sentence. 
given convictfon .183 .142 .126 .116 .118 .153 NA .OB7 .096 .103 .108 .115 .120 .143 

------------------------------------------------------------------------------
E, Dfsposition in Superfor 

Court. given ffling 
of complaint .707 .670 ,610 .574 .528 .5B3 NA .259 .288 .294 .302 .304 .309 .340 

F. C:(jlnvictfon. given dispo-
~Hion in Super10r Court .856 .B50 .843 .859 .866 .856 .859 .B18 .847 .863 .865 .887 .B93 .886 

G. Prison or ja1l sentence. 
given convfct1on fn .643 .593 .595 .59B .631 .653 .725 .7B2 .822 .B46 .862 .B73 .884 .894 
Super10r Court (.358)c (.322) ( .303) (.282) ( .278) (.283) (.258 ) (.286) (.325) (.344) (.344) (.353) (.352) (.388) 

H. Pr1son sentence. given 
conviction in Superior 
Court .228 .lB3 .181 .179 .195 .227 .202 .232 .272 .294 .307 .320 .324 .362 

a 

b 
Offender-Based Transactfon Stat1stics (OBTS) system 1nst1tuted in 1975. 

Prison sentences include sentences to pr1son. death. the Youth Author1ty. the California Rehabflitation Center. and state hospitals for 
mentally disordered sex offenders. Total jail sentences include sentences that combine jail and probation. 

c Probabilities in parentheses computed with combfnation jail-probation sentences excluded from numerator 
t~ 

NA = data not available ..... 
Ul 

SOURCES: Cal. Dept. of Justfce. 1973. p. 42; 1978, p. 5; 1980. p. 41; 1981. p.45; 1982. p.47; 1980a. pp. 12-13. 
I-' 
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Row A of Table 18 shows the conditional probabilities that 

a complaint was filed given that a felony arrest occurred. Even 

ignoring 1974, for which the Row A figure and figures in other 

rows of Table 18 appear anomalous, the probabilities in Row A are 

difficult to interpret. When taken at face value, they suggest 

that the rate of formal charging increased from the late 1960s 

until the mid 1970s and declined thereafter. However, we also 

know that the reversal in the "trend" corresponds to the change-

. d t In any event, the total amount of varia-over ~n ata sys ems. 

bility in these probabilities is not enormous: from 0.72 to 0.80 

(again, ignoring 1974). 

Row B reveals a different pattern for the conditional proba-

bilities of conviction in lower or superior courts given the filing 

of a complaint. In the pre-OBTS period, the probabilities fluc­

tuate slightly, but a significant decline shows up in 1975, and 

the probabilities generally rise from 1975 to 1981. Again, one 

is tempted to attribute the 1975 decline and post-1975 recovery 

to the changeover in data systems, especially because, from 1977 

to 1981, the probabilities fluctuated around a level that is com-

parable to the pre-1975 level. 

Rows C and D show, respectively, the conditional probabilities 

of incarceration and imprisonment given conviction in lower or 

. tRow C has two probabilities for each year after 
super~or cour . 

1974, with the exception of 1978. The first of the numbers reflects 

the conditional probability of receiving any sentence with a con­

finement component given conviction. For the numbers in parentheses, 
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the probabilities are recomputed without the combination jail­

probation sentences which -- as noted earlier in this chapter 

are so prevalent in California. All three of the conditional 

probabilities in Rows C and D show continuous increases from 1975 

to 1981. Conditional probabilities of incarceration (Row C) can-

not be computed for 1974 and earlier, but the conditional proba­

bilities of imprisonment (Row D) before 1974 show a decline from 

1968 to 1971-72, followed by a jump upward in 1973. As with the 

conditional probabilities of conviction in Row B, it is tempting 

to attribute the pattern of probabilities in Row D to the change­

over in California's data systems. But, as we shall see next, a 

separate examination of the dispositional and sentencing data from 

the superior courts indicates that the increases in conditional 

probabilities of incarceration and imprisonment are real increases. 

The sudden drop in the probability of imprisonment (Row D) in 1975. 

however, is almost certainly a result of the changeover to a state­

wide OBTS system. The improvement in case reporting brought about 

with the OBTS system probably affected reporting of lower court 

cases more than the reporting of superior court cases. This differ­

ential improvement in reporting would increase the denominators of 

the post-1974 probabilities in Row D while leaving the numerators 

virtually unaffected.* 

*The one exception, pointed out earlier, is the small number 
of people sentenced to the Youth Authority by the lower courts. 
~hese cases are in the numerators of the post-1974 probabilities 
~n Row D of Table 18, but they could not be included in the 
numerators of the earlier probabilities. 
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The probabilities appearing below the dashed line in Table 18 

focus on California's superior courts. As noted earlier, informa­

tion about dispositions and sentences in superior courts has been 

less affected by the changeover to an OBTS system than has infor­

mation pertaining to the lower courts. In fact, this is visible 

in the first row of probabilities below the dashed line in Table 

18. In Row E, the probabilities for 1968 through 1973 reflect the 

ratios of superior court dispositions to the sum of reported su­

perior and lower court dispositions. As pointed out at the begin­

ning of this section, the sum of superior and lower court disposi­

tions does not come anywhere near the total number of complaints 

filed in any of the pre-OBTS yea.rs. Under the assumptions that 

under-reporting of dispositions is greatest for the lower courts 

and that the OBTS system brought some improvement to this problem, 

it is easy to understand why the pre-OBTS figures in Row E are so 

much larger than the post-OBTS figures. It is an open question 

whether the increase in the probabilities from 1975 to 1981 repre­

sents a growing tendency to file complaints in superior rather than 

lower courts or the working out of "kinks" in the OBTS data system. 

The rates of conviction a.mong superior court dispositions 

(Row F) show a pattern similar to the rates of conviction among 

combined superior and lower c<)urt dispositions (Row B): slight 

fluctuations from 1968 through 1974, followed by a sharp drop in 

1975 and a gradual recovery thereafter. While the changeover to 

the OBTS data system almost certainly had an influence on this 
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pattern, the rather high conviction rate levels attained in the 

last few years of Row F (1979-1981) suggest that some of the 

post-1975 increase may be real. 

Rows G and H, respectively, in Table 18 present the condi-

tional probabilities of receiving a sentence to incarceration and 

imprisonment given conviction in superior court. If we again 

ignore the anomalies in the 1974 data, the probabilities of re-

ceiving a sentence of confinement after being convicted in superior 

court have increased continuously from 1970 or 1971 until the most 

recent year for which data are available. This is consistent with 

trends in Rows C and D from 1975 on, and it is the reason one 

should be hesitent about attributing the patterns in Rows C and D 

completely to the changeover in data systems. 

The three sets of probab~lities in Rows G and H of Table 18 

allow us to compare trends in the components of the chance of in-

carceration. In any given year, each of the three probabilities 

uses the same denominator (convictions in superior court), but 

the numerators differ in inclusiveness. The numerators of the prob-

abilities in Row H contain sentences to state institutions (see 

footnote b in Table 18); straight jail sentences are added to form 

the numerators of the probabilities that appear in parentheses in 

Row G; combination jail-probation sentences are added to compute 

the upper probabilities in Row G. Examining these three sets of 

probabilities vis-a-vis each other, we find that the most severe 

and the least severe components of the chance of incarceration -­

the probabilities of receiving a prison sentence and a combination 
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jail-probation sentence, respectively -- have risen during the 

1970s and into the 1980s, while the probability of receiving a 

straight jail sentence after conviction in superior court has 

declined. 

Even after taking all of the caveats about the California 

data in Table 18 into account, it seems reasonable to conclude 

that the chance of incarceration, given arrest for a felony, has 

increased in that state, probably since the early 1970s, but al-

mos'~: definitely since 1975. However, the components of this in-

crease differ from those determined -- in the preceding section 

as being responsible for the rise of the chance of imprisonment in 

Illinois. In both states, the conditional probability of convic-

tion given the filing of complaint in court appears to have in-

creased from the mid-1970s onward. But, in contrast to Illinois, 

the rate at which arrests result in the filing of complaints has 

decreased and the rate at which sentences involving incarceration 

are meted out to convicted offenders has increased in Californian 

However, the purpose of this report is not to answer substan-

tive questions about the use of confinement; rather, it is to 

provide discussion and illustrations pertaining to the possibili­

ties and problems involved in measuring the use of confinement. 

The longitudinal illustrations of the chance of imprisonment and 

incarceration derived from published Illinois and California data 

serve this purpose well. They suggest interesting substantive con­

clusions that must be treated very gingerly because of the 
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measurement problems that exist in the data sets from which the 

conclusions were derived. 

The Meaning and Utility of Chance Measures 

Throughout most of this chapter, we have been discussing 

with the help of specific, quantitative illustrations -- the 

problems involved in constructing and analyzing cross-sectional 

and longitudinal measures of the chances of incarceration and im­

prisonment. Limited data availability has forced us to concen­

trate on the chance of imprisonment for adults; the broader issue 

of the chance of institutionalization could not be addressee at 

all. 

It is important to shake free from the often tedious task of 

examining problems in particular data sets and re-emphasize what 

the concept of chance measurement represents. As pointed out, 

fraction measures are static; they pertain to the proportions of 

specified base populations being held in confinement at a given 

point in time. In contrast, chance measures pertain to processes: 

the probabilities that people in a specified base population will 

be admitted to confinement over a given span of time. 

In criminal justice, chance measures are particularly inter­

esting because they represent the cumulation of decisions made 

about cases at the various stages of the criminal justice system. 

That is why we conceptualized the chances of imprisonment and in­

carceration as branching probability processes that take into 

account the conditional probabilities of moving through each stage 



~ 4~""'~4~l~'~~----- --------------------------------------~----------------------~------------------------------------------------------

158 

of the system i~ a way that results in confinement. This concep-

tualization makes cross-sectional and longitudinal analyses of 

chance of imprisonment and incarceration highly relevant to t.he 

substantive understanding of the criminal justice system. At 

the same time, analyses using this conceptualization demand a 

great deal of data that, for the most part, are not readily avail-

able in published reports. 

As existing OBTS systems accumulate data over more years and 

as OBTS systems become firmly established in more states, it will 

be easier to conduct longitudinal analyses of branching probability 

processes and to compare the branching probability processes across 

jurisdictions. For now, the ~ost fruitful application of OBTS data 

to chance of incarceration/imprisonment issues probably involve:; 

cross-sectional comparisons of chances among subgroups within the 

same jurisdiction, such as those made fullong four types of crime in 

Table 16. At least this usage eliminates the confoundins oroblems 

of differential definit.ions, categorizations, and methods of compu-

tation that abound when comparisons are made across jurisdictions 

or when longitudinal analyses are conducted with data systems that 

have undergone substantial revisions over time. 

The differentiation between fraction and chance measures is a 

basic issue in measuring the use of confinement. But there are 

other issues as well. In the next chapter, time served-- which 

provides the link between chance and fraction measures -- and the 

measurement of prevalence in t~~ use of confinement will be 

discussed. 

CHAPTER V 

OTHER MEASUREMENT ISSUES 

To this point, the discussions and illustrations have focused 

on two types of measurement -- fractions and chances -- as they 

relate to institutionalization, incarceration, and imprisonment. 

A fraction, as defined in this report, refers to the proportion 

of a base population held in confinement at a given point in time, 

While a chance refers to the probability of being admitted to con­

finement during a given time period for people in a specified base 

population. 

Fractions and chances are the measures most often at issue 

when i:he use of confinement is studied or debated. But there are 

other measures that focus attention on different aspects of the 

use of confinement. In this chapter two such measures are dis-

cussed: (a) time served, which provides the link between the nu-

merators of chance and fraction measures, and (b) prevalence, 

which refers to exposure to confinement among cohorts of the gen­

eral population. Again, data availability forces us to illustrate 

the measures almost exclusively in relationship to imprisonment 

r~ther than to incarceration or institutionalization. 
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Time Served 

The Link Between Chances and Fractions 

Saying that time served provides the link between the numer-

ators of chance and fraction measures, simply means that the 

effect of admissions to confinement over a period of time on the 

number of people held in confinement at a given point in time 

depends on how long the admittees remain in confinement. Usually, 

when the numbers of admittees increases or decreases steadily over 

a period of years, the numbers of persons held in confinement at 

yearend show concommitant increases or decreases over the same 

years. But a pattern of positive covariation is not a logical 

necessity. During a period of increasing admissions, for example, 

drastic reductions in the average length of time that people stay 

confined could produce decreases in the yearend counts of people 

held. At the opposite extreme, a period of decreasing admissions 

could be characterized by increases in the yearend counts of 

people confined if the average time served was increasing substan-

tially. 

It is unlikely that either of the extreme possibilities just 

mentioned will be found very often, at least for any long period 

of time. It is more likely that admissions and counts of persons 

held, when changing, will change in the same direction, but becaus~ 

of the effects of time served, they will show different amounts of 

change. This is illustrated in Figure 8, using Illinois prison 

data on admissions and December population counts from 1965 through 

1979. In Figure 8 1 there is only one multi-year period -- 1966 
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FIGURE 8 

Yearend Population Counts and Annual Total Admissions. 
Illinois State Prison System, 1965-1979 
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SOURCE: 111. Dept. of Corrections, 1982a:16R, and 1980b:21. 
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to 1969 -- in which admissions and population counts changed in 

opposite directions.* Both sets of numbers declined between 1969 

and 1973, and both rose between 1973 and 1977.** However, in the 

two multi-year periods during which admissions and population 

counts changed in the same direction, the amounts of change dif­

fered. In the 1969-1973 period, admissions declined by 1,771 

persons (from 5,610 to 3,839), while population counts declined 

by 2,362 (from 8,262 to 5,900). Between 1973 and 1977, the increase 

of 3,083 (from 3,893 to 6,922) in admissions was less than the in-

crease of 4,786 (from 5,900 to 10,686) in population counts. 

The differing amounts of change reflected in admissions and 

population counts during the ":wo multi-year periods in which they 

changed in the same direction -- 1969-1973 and 1973-1977 -- can be 

attributed to the effects of time served, but without the necessity 

of inferring that average time served changed during those periods. 

For example, the larger decrease in population counts than in admis-

sions during the 1969-1973 period can be traced, at least partially, 

to the spurt in admissions that occurred in 1967 and 1968. As these 

admittees were absorbed into the prisons, the rather steady decline 

in yearend population counts from 1965 to 1967 slowed between 1967 

and 1968, and even reversed slightly between 1968 and 1969. But 

from that point until 1973, population counts declined rapidly, not 

*The figures also moved in opposite directions in the one­
year period, 1977 to 1978. 

**In addition, both declined in the one-year period, 1965 to 
1966, and both increased in the one-year period, 1978 to 1979. 
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only because admissions were declining, but also because rela-

tively large numbers of 1967 admittees were reaching their 

release dates in 1968. 

In the 1973-1977 period, yearend population counts grew by 

a greater amount than did admissions. But during the first part 

of this period (1973 to 1975) both measures increased at the same 

pace: Admissions were 2,193 higher in 1975 than in 1973, while 

yearend population counts were 2,145 higher in 1975 than in 1973. 

Then the effects of time served began to show up on yearend popu-

lation counts, which increased more rapidly than admissions be-

tween 1975 and 1977. The recent admittees, particularly those ad-

mitted in 1975, "backed up" in the prisons, while the pool of 

people ready for release consisted primarily of the smaller numbers 

of prisoners who were admitted in 1972, 1973, and 1974. It was not 

until the last few years illustrated in Figure 8 (1977-1979) that 

yearend population counts began to ease, as the large admittee co-

horts of the mid-1970s became eligible for release. 

The discussion above is not meant to imply that there were no 

changes in the average time served by prisoners in Illinois between 

1965 and 1979. It simply shows that the patterns in Figure 8 are 

consistent with an explanation that does not require changes in 

time served -- an explanation that focuses on the "lag effect" that 

time served introduces between numbers of admissions and yearend 

population counts, even when time served remains constant. 
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The cohort Problem 

Although the meaeurernent of time served, as the link between 

admissions and persons present at a given point in time, is im­

portant to understanding and projecting prison population changes, 

it is also important as- an independent aspect of the use of con­

finement. Differences in time served-among jurisdictions and 
\ 

changes in time served over a number of years within a single jur-

isdiction are indicators of variability in the stringency with 

which confinement is used, just as differences and changes in frac­

tion and chance measures are. Unfortunately, a fully satisfactory 

way of measuring time served is elusive. 

Leaving aside the ever-present problem of data availability, 

the basic problem one confronts in measuring time served adequately 

is that time served is determined by two decision processes -- com-

mitment and release that usually occur at different points in 

time and involve different actors responding to different consid­

erations. Persons are admitted to confinement on the basis of de­

cisions that set some parameters concerning how long they will re­

main confined. In the case of a jail sentence, the sentencing de­

cision may often reflect the actual time served to the day. But 

sentences or commitments to other institutions -- prisons, juvenile 

facilities, mental institutions, and so forth -- usually contain a 

large measure of indeterminacy on the issue of how much time ac­

tually will be spent in confinement. The degree of indeterminacy 

varies among jurisdictions and over time. Thus, the parameters of 

sentencing or commitment decisions, by themselves, are generally 

, . 
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not adequate indicators of time served.* Experience-based indi­

cators, derived from the actual time spent in confinement, appear 

to represent the best alternatives. 

Recoginition of the need for experience-based indicators of 

time served does not settle all the measurement questions. One of 

the primary problems with choosing an experienced-based indicator 

of time serve,d is that the indicator can be derived from either of 

two cohorts: people admitted to confinement during a given time 

period or people released from confinement during a given time 

period. Each of these cohorts has its own drawbacks. People in 

an admission cohort will 11.:.:e been subject to similar sentencing 

or co~~itment practices, but the release dates o~ the cohort mem­

bers can bl: spread over a. large number of subsequent years, making 

them subject to changing release practices. Conversely, the mem-

bers of a release cohort obtain their freedom under similar re-

lease criteria, but their admissions to confinement -- spread out 

over a number of past years -- may have resulted from a variety 

of different sentencing or commitment practices. 

Because time served is determined by separate admission and 

release decisions, which can be years apart, it is cumbersome to 

make statements about the level of time served in a given year. 

For example, a question about time served in prison could be asked 

*Of course, whenever the nature of sentencing or commitment 
decisions permits the expected length of confinement to be estimated 
with a great deal of precision, such estimates would be useful indi­
cators of the use of confinement, especially when used in conjunc­
tion with chance measures. 
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as: "How did median time served in 1978 compare to median time 

served in 1977?" When time~ served is defined in the way it has 

been in this section -- the length of time between admission and 

release there is really no satisfactory answer to the question. 

The median time served by prisoners released in the two years may 

reveal something about changes in release practices, but the mes-

sage is confounded by possible variability in sentencing practices 

during the past years in which members of the release cohort 

entered the prison system. Similarly, information about the median 

time served by prisoners admitted in 1977 and 1978 bears on the 

issue of changes in sentencing practices between those two years, 

but any conclusions would be clouded by the possibility of changing 

release practices during the subsequent years in which members of 

the admission cohorts are released. Perhaps the only way that it 

is meaningful to talk about time served for a given year is in 

reference to the total number of person days spent in confinement 

during the year. This measure does have some utility, and it will 

be discussed in Chapter VI. 

There is no "solution" to the cohort problem in the sense of a 

decision that states that the measurement of time served should be 

based on an admission cohort rather than on a release cohort, or 

vice-versa. The appropriate~ess of an admission or release cohort 

depends on the purpose of the research. Obviously, if time served 

is to be used as an indicator of the effects of a change in sen-

tencing policy, cohorts of admittees from before and after the 

point of change are preferable, but if the focus is on the effects 

-------
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of a change in parole policy! then release cohorts are more rele-

vant. However, in either case, the researcher should be aware of 

the cohort problem, and should explore the likelihood that deci-

sions other than those of immediate interest to the researcher are 

affe~ting the data on time served. 

The cohort problem is, perhaps, the most basic issue involved 

in the measurement of time served. But there are other issues, 

which. can be addressed through the presentation of a few illustra-

tions. 

Illustrations 

Researchers who must rely on published reports for their infor-

mation about time served will soon find that the question of whether 

to examine admission or release cohorts is moot; virtually every 

published state Clnd federal report of time served in:Eormation is de-

rived from release cohorts. The first illustration in the follow-

ing paragraphs consists of a brief discussion of some California 

data tha~ comprise one of the rare examples of time served infor­

mation about admission cohorts. Then attention turns to more widely 

available data about release cohorts to illustrate some additional 

problems involved in measuring time served. 

The annual report concerning felony prisoners in California 

(California Prisoners) contains a mode of data presentation that is 

unique among the states: the proportions of yearly prison admis-
I 

sion cohorts still present on December 31 of subsequent years. The 

data. for prisoners admitted each :y'E!ar from 1965 through 1979 are 

presented in Table 19. Note that the tab~e includes only males 



~,-__ ~, ·---.....-.4 .,.,...., .. --. • .-___ ---------~--___.--~--.~ --------~--~~-- --------- -~--~~- - "-'-- '''-'''-' 

r 



( 

( 

( 

------- -------

168 

newly received from court (e.g., excluding parole returnees) with 

felony convictions in each year. The problems involved in assess-

ing time served for other categories of prisoners is discussed 

later. 

The figures in Table 19 suggest a process by which more rapid 

turnover of inmates compensates for a spurt in prison admissions. 

The number of admissions declined gradually from 1965 until 1972, 

but from that point until the end of the period, admissions in~ 

creased rapidly~ However, the increasing admissions coincided 

with decreases in the percentages of prisoners remaining at the 

ends of the various years after admission. For example, about 85 

percent of the male prisoners newly admitted in 1973 were still in 

prison at the end of the next year, and this figure declined sub-

stantia11y to about 51 percent for 1979 admittees. Patterns for 

the third and later years after admission are not as clear because 

data are less and less available for more recent cohorts. Neverthe-

less, decreases in the percentages of inmates remaining among the 

admission cohorts from 1973 on appear to have occurred in the third 

and fourth years after admission, but not in the fifth and later 

years. Perhaps there is a small core group of serious offenders 

with long sentences who are less affected by changes in release 

practices that are meant to relieve system overcrowding. 

*A1though not shown in Table 19, the increase in admissions 
continued through 1980; in that year, 10,657 male felons were 
newly received from court (Calif. Dept. of Corrections, California 
Prisoners, 1980, p. 16). 
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TABLE 19 

Maler:~i~~:i~!r:;o:~~;e~;~u~~lt~*~nia ~epartment of Corrections 
Coh ' an Proportions of Each 

ort Remaining in Facilities in Subsequent Years 

Year of .umber 
Percen~ still in erison on Dec. 31 after admission 

Admission Admitteda sam~ 2nd 3rd 4th 5th 6th 7th 8th 
yea year year year year year year year 

1965 5,626 76.4 50.4 31.2 lB.1 10.8 5 ... 3.2 

1966 5,164 77 .4 54.9 31.8 17.5 7.8 4.8 3.9 

1967 4,872 84.9 56.1 31.3 13.8 7.0 5.2 3.6 

1968 4,667 83.8 53.2 23.2 11.2 8.0 6.3 3.1 

1969 4,496 80.0 43.7 20.2 13.8 10.1 4.0 2.8 

1970 4,426 71.2 40.1 24.9 17.5 6.4 4.0 2.7 

1971 .. ,472 70.4 48.0 31.0 10.6 5.6 3.3 2.6 

1972 4,272 80.5 61.2 21.9 9.7 4.6 3.2 2.7 

1973 4,839 85.2 44.2 17.4 7.5 4.7 3.5 3.0 

1974 5,081 73.0 36.4 12.0 6.5 4.4 3.7 

1975 5,433 67.2 29.9 12.5 6.5 4.6 

1976 6,463 59.8 27.5 12.1 6.5 

1977 7,065 53.9 25.8 11.7 

1978 8,753 54.1 25.4 

1979 9,203 51.4 

• Includes only male felons newly received from court during year 
Excludes female admittees/ non-felons, returned parolees (with or with­
out a new conviction), and miscellaneous c~tegories of admittees. 

b 
Data not available from reception centers, so proportions confined 

at end of year of admission could not be computed. 

SOURCE: CAlif. Dept. of Corrections, California Prisoners (annual). 
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The suggested explanation for the patterns displayed in 

Table 19 may be incorrect; additional research would be required 

before firm conclusions could be drawn. But the purpose is to 

illustrate measurement issues, not to draw substantive conclusions, 

so let us assume that the interpretation is correct. Would the 

same conclusion have been reached by using time served data drawn 

from release, rather than admission, cohorts? Table 20 presents 

data on median months served by male felons who were released from 

California prisons on first parole from 1965 through 1980. Admit­

tedly, the time served data in Tables 19 and 20 are in different 

forms; median time actually served by admission cohorts was not 

presented in any of the state reports examined during this research. 

Nevertheless, the tables are sufficiently comparable to illustrate 

the point being made here. 

As should be expected, there is a decline in time served among 

the release cohorts in Table 20, but the decline begins at a later 

date than the decline among admission cohorts in Table 19. While 

the decrease in time served among adrnittees began at almost the 

same time as the increase in prison admissions (1972-1973), the 

decrease in median time served among release cohorts did not begin 

until 1976. From the discussion so far, the reason for this dis­

parity should be obvious: The release cohorts in 1972 to 1975 

(when time served among admissions cohorts was already declining) 

still consisted of prisoners admitted in earlier years, who tended 

to stay in prison for longer terms. Thus, the "lag effect" of time 
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Median Months Served by Male Felons Released on First Parole 
From California Department of Corrections Facilities, 1965-1980 

Year of 
Parole 

--
1965 

1966 

1967 

1968 

1969 

1970 

1971 

1972 

1973 

1974 

1975 

1976 

1977 

1978 

1979 

1980 

a 

Number 
Paro1eda 

8,163 

6,489 

6,709 

6,021 

7,217 

8,016 

9,489 

7,288 

4,899 

4,717 

10,578 

6,958 

9,310 

8,783 

9,422 

11,080 

Median Time 
Served (in months) 

30 

30 

30 

36 

36 

36 

36 

32 

30 

35 

39 

34 

30 

26 

25 

24 

Includes only male felons paroled for first time during year. 
Bxc1udes female parolees, non-felons, persons reparo1ed after 
return to prison (with or without a new conviction), and persons 
released by means other than parole. 

SOURCE: Calif. Dept. of Corrections, California Prisoners, 1980, -p. 115. 
'*' ," , 
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served makes it necessary to interpret time served information 

from admission and release cohorts diZferently. 

Tables 19 and 20 provide illustrations of time served data -on two types of cohorts (admission and release) and two different 

methods of presenting time served data. Table 20 is by far the 

most common example of time served information in published state 

reports -- average (median or meiln) time served by persons re­

leased in a given year. At the national level, median time served 

by first releasees who had sentences of one year or more was pub­

lished as part of the National Prisoner Statistics program. The 

data were generally broken down by state, type of releaue, and 

offense; other tabulations were provided by categories of length 

of time served (see, for example, Federal Bureau of Prisons, 1967). 

Because of nonparticipation by some states, missing information 

from participating states, and difficulties with definitions, time 

served information has not been presented in the National Prisoner 

Statistics since 1970. However, the Uniform Parole Reports program 

still presents information on median time served for prisoners 

entering parole in the jurisdictions participating in the program 

(see, for example, BJS, 1981f). 

Table 19 and 20 also provide a starting point for discussing 

some other problems in measuring time served. Recall that Tables 

19 and 20 dealt with specific categories of admittees and 

releasees -- felons first admitted and felons first paroled.* 

*Both tables were also sex-specific, but that is not an 
important consideration in this discussion. 
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There are, of course, other types of admissions and releases, and 

it is likely that time served will vary across types of admission 

or release. In examining this issue further, we will focus on 

releases because, as noted earlier, very few reports provide in-

formation about time served for admissi.on cohorts. 

The 1979 National Prisoner Statistics reported 146,622 re­

leases from state institutions (BJS, 1981:21). The ovenqhelming 

majority (88 percent) were conditional releases, which includes 

discretionary or mandatory release to supervision (73 percent) or 

unconditional releases, which consists primarily of prisoners who 

have served their full sentences (15 percent). The next largest 

category is "Escapees and AWOL's," which accounts for only I:~ per-

cent of the releases. 

Comput·,tion of time served for categories of prison departure 

other than conditional and unconditional releases presents a 

variety of problems. For example, some of the categories used by 

the National Prisoner Statistics represent releases that are often 

temporary: escape, AWOL, out on appeal or bond. Another category 

transfers to other jurisdictions often involves the continuation 

of confinement in some other place. Finally, the death of a pris­

oner held in confinement -- by a cause othe ... I .. · _~n a state-conducted 

execution means that the prisoner's "departure" from confinement 

occurred before the state decided that release was appropriate. 

Inclusion of all categories of intake and depart~te is neces-

sary if the purpose is to study use of an institution's physical 

capacity. But if time served is defined as the length PI time that 
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the state deems it necessary to hold people in .confinement, then 

inclusion of the smaller departure categories in a analysis of 

time served among re'ease cohorts can be misleading. Fortunately, 

the categories other than conditional and unconditional releases 

are small enough so that they can be excluded from the analysis. 

Although we can safely focus our attention on the two major 

categories of release in an analysis of time served, closer exam­

ination reveals several measurement problems within those cate­

gories, problems raised by the question: From what point in time 

does one start in computing time served for a prison releasee? 

A major p~oblem is that not all persons receiving a condi­

tional or unconditional release are "first releasees"; many are 

being released after a return to prison stemming from a parole vi­

olation or a new conviction while under supervision in the community. 

For persons being rereleased, it is relevant to consider whether 

time served should consist of only the amount of time spent in con­

finement since the last return to prison or whether it should in­

clude the prior term (or terms) associated with the initial convic­

tion. On one hand, it is arguable that only the most recent period 

of confinement should be counted for rereleasees because the con­

tinuity of confinement has been broken by a period (or periods) of 

supervision in the community. On the other hand, if the person 

has been under continuous correctional supervision -- prison, 

parole -- since the i~itial conviction, it seems reasonable to sum 

all of the periods spent in confinement to compute time served at 

release. 

( ) 
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The decision about how to compute time served for prisoners 

being rereleased can make a fairly large difference in results. 

The difference is illustrated in Table 21 with data pertaining 

to prisoners first released and rereleased from Wisconsin adult 

correctional facilities during 1980. Median months served for 

the two categories of releasees are computed two ways: since 

most recent admission and since last new admission. Of course, 

the two computations produce the same result for first releasees 

because their most recent admission is also their last new anmis-

sion. But among prisoners being rereleased. the two time served 

figures differ substantially. Since most (86 percent) of the 292 

rereleasees had only one prior release since their last new admis-

sion (Wis. Dept. of Health a._~ Social Services, 1981b:18), their 

median length of stay since last admission generally reflects their 

time served after initial conviction plus one additional period of 

time served after being removed from parole. Thus, it is not sur-

prising that median length of stay since last new admission for re-

releasees (33.6 months) in Table 21 is very close to the sum of the 

median lengths of stay since most recent admission for first re-

leasees (20.9 months) and rereleasees (11.9 months). 

Table 21 makes it clear that the total time served by a cohort 

of releasees will be underestimated if the calculation ignores the 

prior time spent in prison under a continuous period of correctional 

supervision by persons in the cohort who are being rereleased. How­

ever, there is a great flaw involved in counting these prior epi­

sodes of imprisonment for rereleasees, especially when longitudinal 
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TABLE 21 

Median Length of Stay in Wisconsin Adult Cor,rectiona1 Institutions 
Since Most Recent Admission and Last New Admission, 

Prisoners First Released and Rere1~ased in 1980 

First Re1easees (n=l,30S) 

Rere1easees (n=292) 

Median Length of Stay (in months) 

Since Most Recent 
Admission 

20.9 

11.9 

Since Last. New 
Admission 

20.9 

33.6 

SOURCE: Wis. Dept. of Health and Social Services i 1981b, pp. 15-16. 
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analyses of time served among release cohorts are being conducted. 

The flaw sterns from the fact that, within any given cohort of 

releasees, some of the people being conditionally released for the 

first time will be returned to prison and rereleased at a later 

date. Because these people cannot be identified at the time of 

first release, the time they have served must be included .in the 

computation of time served for the release cohort. Later, upon 

rerelease with a subsequent release cohort, inclusion of their 

initial periods of imprisonment in a calculation of time served for 

the new cohort would be misleading because the initial periods 

would have already been counted in the time served by th8 earlier 

release cohort. Some prisoners might even receive first parole, 

be returned to prison, and be rereleased all within the same 

year,* in which case they would appear twice in the release cohort, 

and their initial period of imprisonment would be counted twice in 

the cohort's time served total, if time served for rereleasees were 

to be computed from the date of last new admission. 

It seems clear that, when average time served is used as a 

longitudinal measure of the use of imprisonment, time serv~d by 

persons being rereleased should be computed from the date of their 

most recent admission. Because average time served (since most 

recent admission) by rereleasees is generally much shorter than 

average time served by first releasees, the data from the two 

*This is not as unlikely as it may seem at first because 
failure rates are highest during the first 12 months on parole 
(BJS, 1981f:26) and time spent in prison after parole revocation 
is relatively short. 
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groups should be analyzed separately unless the proportional 

representation of the two groups in the release cohorts has re­

mained relatively constant over the years of interest. Of course, 

the same caution applies when cross-sectional comparisons of time 

served among release cohorts from different jurisdictions are 

made; the mix of first releasees and releasees is likely to vary 

among release cohorts from different jurisdictions. 

A decision apout how to handle rereleasees in computing time 

served does not answer all the questions concerning the appropriate 

point in time from which to compute time served for prison re­

leasees. ~ven among prisoners receiving their first release in a 

given year, there will be many who have experienced continuous 

periods of confinement, associated with the same offense, that ex­

tend well back before their entry into the prison system: months 

or even years in jail awaiting trial and transfer, in a juvenile 

facility before reaching a particular age, in a special mentaJ. 

heal th treatment facility. Information \:l.bout the continuous ex­

perience of confinement stemming from a particular charge or set 

of charges would allow measurement of tim~ served in incarceration 

rather than time served in prison. Unfortunately, during this 

research, published reports in which this type of information is 

presented have not been located. Assumedly, the information could 

be derived from a fully developed Offender-Based Transaction 

Statistics (OBTS) system in conjunction with an Offender-Based 

State Correctional Information Statistics (OBSCIS) system in the 

same jurisdiction. 
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Several points that were raised in the discussion of the 

numerators of fraction measures (Chapter III) are relevant to the 

measurement of time served. First, the definitional boundaries 

that determine, on the basis of sentence length, the allocation 

of offenders to state and local facilities must be taken into 

account when time served in prison is compared across jurisdictions. 

Because length of sentence is strongly relat~d to time served, it 

would be inappropriate to compare the average time served in prison 

by an admission or release cohort in a state that allows prisoners 

to serve sentences as long as two years in local facilties (e.g., 

Pennsylvania) with average time served in a state such as North 

Carolina, which allows relatively shor~ sentences to be served in 

state prisons. 

Second, time served is also strongly related to conviction 

offense, and as we saw in Chapter III, the offense mix in prison 

populations can vary over time and across jurisdictions. This is 

not meant to imply, for example, that an increase in the propor­

tion of serious offenders in a series of admission or release co­

horts will transalte necessarily to an increase in time served for 

the cohorts. In fact, California data in Table 9 (Chapter III) 

show that the proportion of offenders convicted of violent crimes 

in the prison population has been rising since 1965, while Tables 

19 and 20 indicate that time served has been decreasing, at least 

since the early or mid 1970s. Seriousness of conviction offense 

can still be related strongly to time served while the entire scale 

of time served (across offense types) shifts downward in response 
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to other factors, such as the pressure of rapidly increasing 

prison admissions in California. However, in the scientific 
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realm of "all other things being equal," one would expect major 

changes (or differences across jurisdictions) in the distributions 

of offense types among admission or release cohorts to be associated 

with concommitant changes (or differences) in average time served 

by the cohorts. At the very least, offense mix is a factor to 

consider in longitudinal and cross-sectional analyses of time 

served. 

The final factor relating to time served measurement that will 

be discussed here is conditions of confinement. It was pointed out 

in Chapter III that a pair of jurisdictions might hold similar 

fractions of their populations in confinement, but that it would 

be misleading to say that use of confinement is the same in the 

two jurisdictions if the conditions of confinement -- crowding, 

violence, medical care, sanitation, food, and 50 forth -- were 

substantially worse in one of the jurisdictions than in the other. 

The same line of thought applies to time served: 12 months in a 

crowded, violent, "hell hole" is not equivalent to 12 months in a 

new, well-managed facility in which the inmates have numerous op­

portunities for meaningful work and self-advancement. But again, 

conceptualization and measurement has barely begun on the issue of 
,~ 

conditions of confinement, and it is a factor that will have to a­

wait future, more thorough analyses of the use of confinement. 

Time served has been Qiscussed both as the link ~etween the 

numerators of chance and fraction measures and as an important 
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indicator of the use of confinement in its own right. Attention 

now shifts to a way of measuring the use of confinement that is 

quite different in meaning than the fraction, chance, and time 

served measures discussed 50 far. 

Prevalence Measures 

The prevalence of confinement is defined as the proportion 

of people in a specifie~ c~hort of the population -- usually an 
" 

age cohort ~- whq,experience- some form of confinement at least 

once during p ~iven peri~d of time. We can examine the preva-

lence .. .9f institutiona~izatipn, incarceration, or imprisonment by 

specifying the typ~s of confinement facilities of interest. Again, 

because. of the lack of readily available data on institutions 

other than s~ate prisons, the illustrations of prevalence measure­

ment in this section will deal only with the prevalence of imprison­

ment. 

Logically, prevalence measures can vary with a great deal of 

independence. from variation in fraction, chance ~ or time served 

measures. One would expect that chance measures at least those 

using the total resident population or some subgroup of the resi­

dent population in their denominators -- would be more closely 

associated with prevalence measures than would fraction or time 

served measures: the greater the chance of admission to confine­

rrent given membership in a jurisdiction's resident population, the 

greater the proportion of the residents in the jurisdiction who 

will be confined at least once over a given period of time. This 
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relationship probably holds true, but it is not necessarily true: 

A high chance of imprisonment could represent repetitive imprison­

ment and reimprisonment of a relatively small proportion of the 

resident population or it could represent mostly one-time imprison­

ments of a larger proportion of the resident population. The im­

portance of a prevalence measure is that it tells us how wide­

spread the experience of confinement is in a given population cohort. 

Estimate from Cross-Sectional Data 

The computation of an exact measure of the prevalence of im­

prisonment for an age cohort in t!le general population of a juris­

diction would require an enormous data collection effort, well 

beyond anything attempted to date. In a highly mobile society such 

as ours, keeping track of people in the cohort who leave the juris­

diction and who might be admitted to imprisonment in some other 

jurisdiction would be an expensive, complex, error-prone task.* 

However, it is questionable whether the cost of such an un.dertaking 

could be justified by any possible improvements in the accuracy of 

prevalence measurements beyond the estimates that can be produced 

from existing data. 

There are several approaches that can be taken to the estima­

tion of the prevalence of imprisonment. For example, in an un­

published paper, Greenfeld (198lb) relied on data about age and 

prior confinement from the cross-sectional sample of state prison 

*If the ~urpose were to produce an exact measure of the 
prevalence of incarceration or institutionalization, the difficul­
ties would be even less surmountable. 
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inmates interviewed in 1974 as part of the National Prisoner 

Statistics program. Because 97 percent of the interviewed inmates 

were males, Greenfeld made prevalence estimates for only the male 

population; however f he made separate estimates for white and 

black males. For each inmate, the data set contained information 

about the number of prior confinement sentences served in state, 

local, or federal adult or juvenile facilities; inmate ages were 

grouped into five categories. 

Greenfeld made the important assumption that the age, race, 

and prior confinement distributioDs found among inmates confined 

on the survey date in 1974 were similar to the age, racer and 

prior confinement characteristics of the 167,509 persons admitted 

to state prisons in 1974. Using this assumption, he estimated the 

numbers of male, white male, and black male admittees falling into 

five age categories. 

For each age category of confined inmates, Greenfeld deter­

mined the proportion who were serving their first sentence of 

confinement. This proportion was then applied to the estimated 

number of first~time admissions in the age group. The resulting 

number was divided by the total number of males in the same age 

group in the U.S. population to produce a rate of first imprison­

ment for the age group. For example, Greenfeld estimated that 

30,555 18 to 21 year old males were admitted to state prisons in 

1974. Among inmates in the same age group who were confined on 

the date of the 1974 NPS survey, 39 percent were serving their 

first sentence to confinement. Applying this percentage to the 
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admittees, Greenfeld estimated that 11,955 of the admittees were 

first admissions. Dividing 11,955 by the 1974 Census Bureau 

estimate of 7,970,000 18 to 21 year old males in the u.s. popula-

tion, he arrived at a first imprisonment rate of 0.15 per 100 

for this age group. 

Under t.he further assumption that the 0.15 rate for the 18 

to 21 age category applies equally to the 18, 19, 20, and 21 year 

old males within the category, Greenfeld estimated the cumulative 

prevalence of first imprisonment for males to be 0.60 per 100 

from age 18 through age 21. He made similar computations for 

each of the other four categorie~ and repeated the analysis for 

white and black males separately. 

The results of Greenfeld's analyses are displayed in Table 22. 

His final estimate is that u.s. nlales have a probability of .0307 

of being imprisoned at least once between the ages of 18 and 64 --

a 3.07 percent prevalence of imprisonment. However, the prevalence 

of imprisonment for black males (14.30) percent) is about eight 

and one-half times greater than the prevalence for white males 

(1.69) • 

Iwnb f ... b' d Ther& are a n er 0 cr1t1c1sms that can e d1recte at 

Greenfeld's estimation procedure. First, it uses cross-sectional 

data to e~tima~e a longitudinal process, requiring the assl~ption 

that the imprisonment practices extant in 1974 are constant over 

time. Second, 'it assumes that certain characteristics -- age, 

race, and prior confinement record -- of prisoners confined on a 
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TABLE 22 

Estimates of the Prevalence of at Least One Imprisonment Among 
U.S. Males, By Age and Race, Derived from 1974 Survey of State Prison Inmates 

Race and Age Estilllated NUlllber Number in u.s. First Imprisonment Cumulative Prevalence ~"lative Prevalence 
of Males Admitted on First Population Per 100 in of First Imprisonment of F:lrst Iapriaonlllent 

Sentence of Confinement (in thousands) Age Category In Each Age Categorya AcroBs Age Categories 

All ules 
19-21 11,955 7,970 .15 .60 .60 
22-24 9,988 5,295 .19 .57 1.17 
25-34 15,428 14,620 .11 1.10 2.27 . 
35-44 4,931 11,089 .04 • 40 2.67 
45-64 4,166 20,709 .02 .40 3.07 

White Males 
18-21 5,560 6,870 .08 .32 .32 
22-24 4,056 4,614 .09 .27 .59 
25-34 7,472 12,924 .06 .60 1.19 
35-44 3,023 9,813 .03 .30 ~ .. ; 
45-64 2,530 18,656 .01 .20 1.69 

Black Males 
18-21 6,215 974 .64 2.56 2.56 
22-24 5,833 593 .98 2.94 5.50 
25-34 7,854 1.438 .55 5.50 11.00 
35-44 1,870 1,108 .17 1.70 12.70 
45-64 1,525 1,818 .08 1.60 14.30 

a 
Derived by aultiplying ·Pirst Imprisonaent Per 100 in Age Category· by number of years in age category. 

SOURCE: Derived from Greenfeld, 1981b: Table V. 
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certain dat~ are the same for persons admitted to prison over the 

course of a year. 

A third criticism relates to a definitional issue: What 

type of confinement does the prevalence estimation reflect? Recall 

that first admissions in each age category were divided by the 

total number of u.s. males in the category to derive a rate of 

first imprisonment for each age category. But first imprisonment, 

in Greenfeld's data, really means first sentenced confinement in a 

state prison combined with no prior sentences to incarceration 

because only persons who had not served prior sentences of con­

finement in state, local, or federal juvenile or adult facilities 

were counted as first admissions, and only people who had been 

admitted to a state prison were eligible to be counted. This defi­

nition of first imprisonment produces an underestimation of either 

the prevalence of imprisonment or the prevalence of incarceration, 

as those terms are defined in this monograph. The prevalence of 

imprisonment is underestimated because some inmates who are serv­

ing their first prison sentences are excluded from the count of 

first imprisonment on the basis of prior sentenced confinements in 

, 'I f 'l't; s Yet, the definition is not adequate jails or Juven~ e ac~ ~ .e . 

for estimating the prevalence of incarceration because people who 

served (or are serving) sentences in jails or juvenile facilities, 

but who are never admitted to state prisons, will not be counted 

in the prevalence measure. 

The three problems just discussed are the major ones in 

Greenfeld's analysis that are pertinent to this monograph. Other 
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problems exist, simply because the data are not perfectly suited 

for the task attempted. However, the criticisms of the particu­

lars of Greenfeld's estimates are not meant as criticisms of what 

the work represents: a creative attempt to draw on some of the 

best available data to estimate an important phenomenon about 

which little information exists. In factp the illustration of 

measuring the prevalence of imprisonment, presented in the follow­

ing paragraphs, probably contains as many shortcomings (although 

different onesj as does Greenfeld's analysis. 

Estimate from Longitudinal Data 

The longitudinal illustration focuses on males in one state 

who were 16 years old in 1975, and it traces the prison admissions 

of the cohort through 1980. The New York Department of Correctional 

Services produces an annual report on the characteristics of new 

corrmitrnents to the state prison system. The report contains a 

cross-tabulation of admittee age (10 categories in the later 

reports) by prior adult record. Prior record is divided into four 

mutually exclusive categories: (1) no prior adult arrest record, 

(2) arrest record, but no prior commitments to an adult correc­

tional facility, (3) prior commitment to a local correctional 

facility only, (4) prior commitment to a state or federal correc­

tional facility. For the moment, the data are taken at face value 

to illustrate their usef~lness for estimating the prevalence of 

imprisonment; later, limitations of the data will be discussed. 

The New York report presents the ages of new commitments in 

categories, three of which are relevant here: 16 to 18, 19 to 20, 

,. 
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and 21 to 24. In the years 1975, 1976, and 1977, our cohort 

members appear in the first age category; in 1978 and 1979, they 

appear in the second, and in 1980, they appear in the third. Thus, 

the task requires estimation of the distribution of each age within 

its age category. As noted, in the reports' cross-tabulations with 

age, prior record is comprised of four categories. Only one of 

those categories -- prior commitment to a state or federal correc­
\ 

tiona 1 facility -- is relevant here because we are interested in 

the prevalence of imprisonment. Thus, the second task is to es-

timate, for each year, the number of new cohort admittees who had 

previous commitments to state or federal facilities. Deducting 

these "repeaters" from the cohort admittees produces estimates of 

the number of new cohort members admitted to prison each year. The 

results are displayed in Table 23. 

For the years 1975 through 1978, it is estimated that 16 to 18 

year old admittees were distributed such that 0.23 were age 16, 

0.33 were age 17, and 0.44 were age 18. Because the numbers of 

16 to 18 year olds with prior state or federal commitments was so 

small, it wa~ relatively easy to estimate the numbers for 16, 17, 

and 18 year olds individually. As Tab,le 23 shows, there were 945 

admittees in the 16 to 18 age category in 1975, 11 of whom had 

prior imprisonments. It is estimated that 217 of the 945 were age 
I 

16. It is unlikely that any of the 11 who had prior imprisonments 

were age 16, but for our purposes, it does not matter. In esti-

mating the prevalence of imprisonment between ages 16 and 21, com­

mitments prior to age 16 are irrelevant. 
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Year 

1975 

1976 

1977 

1978 

1979 

19BO 

Totals 
/' 
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TABLE 23 

Data for the Estimation of the Prevalence of Adult Imprisonment Between Ages 16 and 21 
For New York State Males Who Were Age 16 in 1975 

Age Category Data Estimates for Age Cohort 

Number of Admittees with Age of Number of Admittees with First 
Cateqory Admissions Prior Confinements Cohort Members Admissions Prior Confinements Admissions 

16-18 945 11 16 217 0 217 

16-18 935 8 17 309 3 306 

16-18 1,097 11 18 483 7 476 

19-20 969 91 19 484 41 443 

19-20 1,030 67 20 515 37 478 

2l~24 1,775 370 21 497 92 405 

6,75). 55B 2,505 leO 2,325 

SOURCE: N.Y. Dept. of Correctional Services, Characteristics of New Commitments (an~jua1 report). 
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In 1976, it is estimated that 309 of the 935 admissions in 

the 16 to 18 age group were 17 years old and that three of the 

eight admittees with prior imprisonments were 17. The estimates 

for 1977, for 18 year olds, followed the same logic as the esti-

mates for 1975 and 1976. 

The cohort fell into the 19 to 20 year old category in 1978 

and 1979. In this age category, it is assumed that admittees were 

evenly divided between 19 and 20 year olds, but that 20 year olds 

were overrepresented among adrnittees with prior imprisonments. 

These assumptions produced the estimates in Table 23 for 1978 and 

1979. In 1978, 19 year olds were estimated to be half of the 19 

to 20 year old adrnittees but to be about 45 percent of the 19 to 

20 year old admittees with prior imprisonments. In 1979, half of 

the 19 to 20 year old admittees were estimated to be age 20, but 

about 55 percent of the 19 to 20 year old admittees were estimated 

to be age 20.* 

The 1980 estimate had to deal with a wider age range: 21 to 

24. It is assl~ed that prison admissions peak at ages 21 and 22, 

and that they decline slowly for 23 and 24 year olds. Under this 

assumption, 0.28 was used as the proportion of 21 year olds in the 

*ActuallYr in these estimates, the proportion of 19 year old 
admittees with prior imprisonments in 1978 (0.OB5) turned out to 
be higher than the propoz:tion of 20 year DId adrni ttees with prior 
imprisonments in 1979 (0.072), but this occurred because the over­
all proportion of 19 to 20 year old admittees with prior imprison­
ments was higher in 1978 than in 1979 (0.094 VB. 0.065). /;' '\ 

t, .J 

191 

21 to 24 category,* producing an estimate of 497 admittees who 

were age 21. Follow~ng the assumption that the proportion of 

adrnittees with prior imprisonments increases with age, it is esti-

mated that less than 0.28 of those with prior imprisonments would 

be age 21 -- in this case, about 0.25 of the 370 with prior im-

prisonments, or 92. 

The C.~nsus Bureau estimates of the number of 16 year old 

males in 1975 in New York, 17 year old males in 1976, and so forth, 

fluctuate around 160,000. This figure has been used as an estimate 

of the number of males in the cohort throughout the period. 

The last column in Table 23 presents prevalence of imprison-

ment estimates for the male cohort in New York State. An estimated 

one and one-half percent of New York State males who were age 16 

in 1975 were admitted to state prison before their 22nd birthday. 

The first impression is that this prevalence estimate is much 

higher than Greenfeld's which arrived at a prevalence of 0.6 per-

cent for 18 to 21 year old males (see Table 22). Some of the dif-

ference stems from the fact that the cumulative estimate in Table 

23 cG-'\l.ers males from age 16 rather th.an age 18. When the New York 

estimates are recomputed, starting at age 18 (1977 through 1980 

data), the prevalence estimate is 1.13 percent a substantial 

drop from 1.45, but still almost twice as high as Greenfeld's 

estimate. 

*The othe: proportion estimates were 0.27, 0.25, and 0.20 
for 22, 23 6 24 year old admittees, but only the 21 year old 
adrnittees are relevant here. 
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Perhaps the major cause of the difference between Greenfeld's 

figures and those in Table 23 is the definition of first imprison­

ment. Recal,l that, in computing the number of inmates in each age 

category undergoing their first imprisonment, Greenfeld deducted 

all inmates who had served a previous sentence in a state, federal, 

or local adult or juvenile facility. The procedure for the New 

York cohort eliminated only persons who had served a prior sentence 

in a state or federal adult facility. The results of this dif-

ference in definitions is striking. Only 177 of the 1,979 (about 

9 percent) admittees in the New York cohort during the years 1977 

through 1980 (ages 18 to 21) were classified as having at least 

one prior imprisonment. In Greenfeld's data, 61 percent of the 18 

to. 21 year old inmates were classified as having at least one prior 

confinement (Greenfeld, 1981b: Table IV). 

The New York state reports from which the estimates in Table 

23 are derived do not present the age and prior record cross-

tabulations separately for racial groups. However, race-specific 

estimates can be made under the assumption that the racial break-

down among the 2,325 cohort adrnittees who were experiencing their 

first imprisonment is the same as 'the breakdo\lTn among all admi ttees 

to New York state prisons during the 1975 to 1980 period -- in this 

case, about 50 percent black and 50 percent white (including 

Hispanics and other racial groups). During the same period, about 

15 percent of the cohort males in the New York state resident pop­

ulation were black. Applying these percentages to the 2,325 cohort 

members experiencing at least one imprisonment and to the 160,000 

, 
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males in the total cohort, we arrive at prevalence of imprison-

ment estimates of 4.84 percent for blacks and 0.86 percent for 

whites between the ages of 16 and 21. Again, both figures are 

much higher than the race-specific estimates derived by Greenfeld 

(see Table 22) • 

The race-specific estimates for the New York cohort show less 

disparity between blacks and whites in the prevalence of imprison-

ment than do Greenfeld's. In the 18 to 21 age group, Greenfeld 

shows prevalence to be eight times higher for blacks than for 

whites (2.56 vs. 0.32, in 'rable 22). Between ages 16 and 21 in the 

New York cohort, the prevalence for blacks is about five and one-

half times higher than the prevalence for whites (4.84 vs. 0.86). 

One possible source of this difference between Greenfeld's results 

and those for New York is the inclusion of Hispanics among whites 

in the inmate and population counts. At least in New York, the 

prevalence of imprisonment among Hispanics is higher than among 

other ethnic groups classified as white, and about 20 percent of 

the admittees to New York state prisons between 1975 and 1980 

were classified as Puerto Rican (N.Y. Dept., of Correctional Services, 

annual), while only 7 percent of the inmates in the data set used 

by Greenfeld were Hispanic (LEAA, 1979b:4). In any event, we 

should not expect Greenfeld's estimates to correspond closely to 

those for New York, simply because the New York data describe one 

highly urban, industrial state, while Greenfeld's pertain to the 

entire United States. 

; 
V 
I 
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Earlier, a variety of problems in Greenfeld's analysis were 

mentioned, and in this section, we have compared the New York 

prevalence findings with his. This does not mean to imply that 

the New York estimates are better than Greenfeld's. In fact, a 

variety of criticisms can be directed at the New York analysis. 

The most important criticism pertains to a key underlying assump­

tion of the longitudinal analysis -- namely, that the cohort of 

New York state males consists of the same people in 1975 (at age 16) 

as in 1980 (at age 21), or at least that arrivals to and departures 

from the cohort were similar in terms of numbers and imprisonment 

experiences. This is a tenuous assumption that cannot be tested 

adequately with available data, and it is an assumption that is 

more critical to the estimation of prevalence in one state than to 

the estimation of prevalence in the total United States. 

Another limitation of the New York analysis is that it per-

tains to a relatively brief period six years -- in the lives of 

the cohort members. In attempting to b~se the analysis on longi­

tudinal data, we run directly into the problem that, in most states, 

complete and detailed reports of correctional data are relatively 

recent phenomena. Only by relying on cross-sectional data was 

GLeenfeld able to produce what amount to virtual lifetime estimates 

of the prevalence of imprisonment. 

Thus, both of the examples of estimating the 2~evalence of 

imprisonment that have been discussed -- one using cross-sectional 

data and one using longitudinal data -- are open to serious criti-

cisms. However, once the di " ferences between the two estimation 

195 

procedures are taken into account, their results are not incon­

sistent with each other. Researchers are encouraged to continue 

to examine the issue of prevalence, and investigations should be 

increasingly easier to accomplish as correctional data systems 

"mature!! and become more refined. It is also expected that the 

findings derived from different estimation procedures applied to 

different data sets will begin to converge, enhancing our under­

standing of prevalence. On the other hand, a massive, costly 

attempt to study prevalence through primary data collection does 

b ' t'f' d t th' tJ.'me But that J'udgment brings not appear to e JUs J. J.e a J.S . 

us to questions about the policy implications of the measurement 

issues that have been discussed and the ways in which the measure­

ment of confinement can be improved to achieve specific research 

objectives -- and those questions are addressed in the next, and 

final chapter. 
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CHAPTER VI 

IMPLICATIONS AND RECOMMENDATIONS 

The discussions in the five preceding chapters have covered 

several broad topics relevant to measuring the use of confinement 

and have drawn on cross-sectional and longitudinal data from 

national and state levels to examine a variety of specific issues 

within each of the broad topics. Our journey through the measure-

ment thicket beaan with criticisms of the traditionally used "rate 

of imprisonmen~;: the number of persons present in state prisons 

on a given.day, divided by the resident population of the state, 

multiplied by c: constant. It was pointed out that the usefulness 

of these rates is limited by cross-sectional or longitudinal 

differences in the compositions of their numerators and denomina-

tors. In addition, the proportion of the resident population held 

in state prisons on a given date might not be the conceptually 

appropriate measure to use in some studies of the use of confinement. 

As a basis for an examination of measurement issues, a set of 

concepts and definitions was presented in Chapter I. Three levels 

of inclusiveness contained within the idea of confinement were 

identified. At the most inclusive level, institutionalizatio~ 

covers all of the facilities in which people are confined under the 

government's authority. At a middle level of inclusiveness, 

incarceration includes only confinement facilities that are part of 

197 

the criminal (or juvenile) justice system. Finally, imprisonment 

deals with a subset of the confinement facilities covered by the 

concept of incarceration -- namely, those facilities to which 

convicted offenders are sentenced for significant periods of time. 

For each level Of inclusiveness, two basic types of measures 

of the use of confinement were defined. Fraction measurs reflect 

the propo~tiQn of a specified base population confined on a given 

day; chance .measures reflect the probability of entering a confine­

ment facility given that one is part of a specified base population. 

Chapters II, III, and IV were devoted to examinations of the issues 

involved in constructing numerators and denominators of fraction 

and chance measures. The issues were illustrated with cross-

sectional and longitudinal data. Because information about prisons 

is more readily available than is information about jails, juvenile 

facilities, or other types of institutions, most of the illustra-

tions, were restricted to the fraction in prison or the chance of 

imprisonment. However,· the same approaches used in the illustra-

tions with prison data could be applied to data from other 

institutions. 

In Chapter V, two other measurements of the use of confinement 

were discussed: time served and prevalence. The meaning of time 

served -- the amount of time spent in the type of fT1cility of in-

terest resulting from a single sentencing or commitment decision --

is relatively clear, and prevalence was defined as the probability 

of experiencing one (or more) confinements over a specified periad 

of time, g~ven membership in a specified cohort. Although the 



( 

( 

198 

meanings of the measures are relatively straightforward, both are 

difficult to translate into indicators because of their processual 

nature. An example is "cohort problem" involved in measuring time 

served in prison: A measure of time served based on a release 

cohort is confounded by the fact that the admission dates of the 

cobort members will be spread over prior years, during which sen-

tencing practices may have varied, but a measure based on an ad-

mission cohort could be affected by changing release practices 

during the subsequent years in which the admittees are released. 

The details and problems of measuring fractions, chances, 

time served, and preva]ence are interesting in their own right. 

But the ultimate purposes of examining measurement issues are to 

develop and refine measures that are appropriate for answering 

various research questions and to find ways in which data systems 

can be improved so they can provide the input for refined measures. 

These are the two topics to be discussed in the present chapter. 

D~ring the explorations of measurement issues in the preceding 

chapters, questions relating to how the various measures are 

applied in analyses have not been avoided. Likewise, in discussing 

the limitations of existing data sets while trying to construct 

various measures of the use of confinement, implicit suggestions 

about ways to improve the data sets have undoubtedly shown through. 

Nevertheless, in this chapter, some thoughts on applying measures 

and improving data sets are brought together as a convenient way of 

summing up the implications of this monograph and providing guide-

posts to future research. 

( 
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The remainder of this chapter consists of two major sections. 

The first section deals with the implications of measurement 

issues for current research pertaining to the use of confinement. 

This is accomplished by discussing the general measurement issues 

involved in cross-sectional and longitudinal research on the use 

of confinement and then by taking up two specific areas of research: 

deterrence and incapacitation, and race and incarceration. 

The second major section presents several ideas for improving 

existing data systems in ways that will make the data more amenable 

to measuring various aspects of the use of confinement. The sug-

gestions are modest. Given the budget constraints existing at all 

levels of government, recommending implementation of wholly new 

data systems -- or even wholesale changes in existing data systems -- , 

is unrealistic. Therefore, the suggestions deal with slight modi-

fications in the ways data are collected and some changes in the 

ways data are presented in published reports. 

Research Applications 

General Comments 

Most research into the use of confinement relies on measures 

of the use of confinement from several jurisdictions or for a num-

ber of time periods within a single jurisdiction. Therefore, it 

is vital that these multiple measures pertain to a common phenom-

enon. This warning appears so elementary that it might be viewed 

as unnecessary. But the discussions in the preceding chapters 

have illustrated the complex -- often hidden -- ways in which 
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measures of the use of confinement can subsume different phenomena 

at different times and in different places. 

For example, in Chapter III we discussed various "definitional 

boundaries" that determine the types of institutions to which con­

fined persons are allocated. Age and sentence length are two def­

initional boundaries that are very important when attention is fo­

cused on penal institutions. Table 5 in Chapter III showed that 

definitional boundaries can affect fraction measures of states 

vis-a-vis each other. When two very large states are compared on 

t~1eir fractions in prison (yearend state prison population count 

divided by total resident population of the state), New York appears 

to make more extensive use of cpnfinement than does California. 

But the justice systems of these two states differ in ways that make 

such a comparison tenuous, at best. For example, New York con­

siders offenders 16 and older adults, while Ca1ifor.nia commits 

many young adult offenders to its Youth Authority where they are 

not included within usual counts of state prison populations. In 

addi tion, Table 14 in Chapter IV indicated that, while the proba­

bilities of convicted felons r~ceiving prison sentences are similar 

in California and New York, the probability of receiving a prison 

or jail sentence is much higher in California then in New York. 

When these al10cational differences are taken into account by i.n­

cluding the numbers of persons held in prisons, jails, and juvenile 

facilities in the numerators of the fraction measures (fractions 

incarcerated), California's fraction exceeds New York's by a sub-

stantial amount (see last column of Table 5). 
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The California/New York example is relativel~' extreme be-

cause the ranking of California among the states changes so dras-

tically when we move from a narrow measure of the fraction in 

prison to a more inclusive measure of the fraction incarcerated. 

But differences in definitional boundaries affect cross-sectional 

comparisons involving other states too (e.g., compare the figures 

for North Carolina and Pennsylvania in Table 5). 

Even when adjustments are made so that fraction measures are 

similarly inclusive among Jurisdictions, variability along other 

dimensions can detract from the usefulness of the fractions for 

comparisons of the use of confinement among jurisdictions. One 
, 

particularly illusive set of factors that was discussed in Chapter 

III is the conditions of _confinement. When fraction measures are I 

being used as indicators of punitiveness, they can be criticized 

reasonably for reflecting only the extensiveness of confinement, 

while the harshness of the confinement experience can vary sub-

stantially among jurisdictions (or even among facilities within the 

same jurisdiction). More appropriate indicators would be fractions 

weighted by ratings of confinement conditio~s, but as noted in 

Chapter III, the measurement of variability in the 60nditions of 

confinement is in a rUdimentary stage. 

All of these cautions about defining numerators for fraction 

measures also apply to ,the numerators of chance and prevalence 

measures and to measures of time served. ForL' example, cross-

jurisdictional comparisons of time served in prison are confounded 

if some of the jurisdictions send convicted offenders with 
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sentences of six months to prison (as in North Carolina) while 

others allow sentences of up to 18 or 24 months to be served in 

local facilities (as in New Jersey and Pennsylvania). Likewise, 

similar lengths of time served have different implications in 

jurisdictions with primarily old, overcrowded, violent, maximum 

security facilites than in jurisdictions where larger proportions 

of the inmates are housed in modern, spacious , relatively calm', 

minimum security facilities. 
/ 

The cautions apply to longitudinal as well ,as crpss-sectional 

analyses, although the problems are not as pronounced. Over a 

period of years, statutory changes can produce 'different allocatiotis 

of persons among institutions. This happened in the 19.60s and 1970s 

as several states diverted addict-offenders from their criminal 

justice systems and used civil commitment procedures to place them 

in special institutions. For example, the California Rehabilita-
/ 

tion Center PrQgram (CRC) for narcotic addicts opened in 1961, and 

its yearend population count increased steadily to more than 3,000 

in 1969; after fluctuating around 2,000 during the early to mid 
\' , .. 

1970s, CRC yearend population declined rapidly from 2,445 in 1976 

to 842 in 1980. 

I 

Changes in the nature of confinement also occur over time. 

Awareness of changes in the conditions of confinement is especially 

relevant for the past decade during which overcrowding has become 

a primary problem in prisons a'nd jails. Not only has the fraction 

imprisoned -- and, in at least some jurisdictions, the chance of 

imprisonment -- increased during the decade, but is is arguable 
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that the conditions of confinement have deteriorated because of 

overcrowding.~ Thus, increases in the fraction in prison may 

understate the growth of the use of imprisonment if the concept, 

"use of imprisonment" is meant to reflect severity 'as well as 

extensiveness. 

Longitudinal analyses must also be particularly sensitive to 

possible changes in base populations. As seen earlier, cross-

sectional rankings of the states on fraction measures do not 

change much when the measures are computed with age-sex-specific 

denominators rather than with total resident populations as denom-

inators;the age and sex distributions of state populations at 

one point in time do not vary enough to produce differences. But 

over long. periods of time, the age distributions of resident popu­

latiQns can change substantially, so variability in base popula­

tions must be considered in longitudinal analyses, especially if 

the analyses are directed toward producing projections of future 

confined populations. 

Dealing with demographic changes in the base populations of 

fraction measures is relatively straightforward compared to dealing 

with the base populations of prevalence, time served, and chance 

measures. Prevalence and time served measures are inherently 

longitudinal; both involve identifying and tracking cohorts, so 

both involve all of the general problems associated with gathering 

*Changes in the internal composition of prison populations -­
such as increases in the proportion of younger, more violent 
offenders and a growth in gang activity -- may also be associated 
with a decline in the conditions of confinement. See Irwin, 1980. 
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data about cohorts. In particular, measures of the prevalence 

of confinement of a given population cohort within a jurisdiction 

are muddled by migration into and out of the jurisdiction during 

the time period. While contamination via in and out migration is 

not really a problem in measuring time served, the meaning of a 

time served measure varies, depending on whether one uses an ad-· 

mission cohort or a release cohort as the basis for the measure. 

With chance measures, a number of issues pertaining to base 

populations converge. When chance measures use total resident 

populations (or segments of the resident population) in their nu-

merators, the issues are comparable to those involved in fraction 

measures. But a full analysis of the chance of confinement re-

quires computation of a string of conditional probabilities with 

different' denominators. Because multiple denominators (e.g., 

arrests, charges, convictions) are used in analyses of the chances 

of cpnfinement, special care must be taken to ensure comparability 

of the·data in both cross-sectional and longitudinal research --

there are simply more pieces of information, the composition of 

which can d~ffer among jurisdictions or change over time. 

This section began with a caution about determining that cross-

sectional and longitudinal measur~s of the use of confinement per­

tain to common phenomena. It was noted that this caution migh't , 

appear so elementary that it seems unnecessary;, But even the brief 

highlighting of' some of the measurement pitfalls in this area should 

be sufficient to .alert every serious researcher that very close 

examination of one's indicators is necessary to detect problems 
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of comparability. In fact, there are few indications in the \ 

research literature that the measurement problems ' ) dlScussed in / 

this ~onograph have been considered seriously. ~ 

We now turn our attention to a few examples of how the 

measurement issues examined in thl'S monograph pertain to some 

areas of current criminal justice research. 

Deterrence and Incapacitation 

During the past decades, criminal justice research attention 

has shifted away from the effects of what happens in confinement 

facilities (e.g., treatment programs, J'ob " tralnlng, "prisonization") 

and toward the effectiveness of the use of confinement as a way to 

reduce crime via deterrence or incapacitation. The discussion of 

deterrence and incapacitation reseaJ."ch l'n thl'S section is focused 

narrowly. The numerous, complex issues involved in both areas of 

research are beyond the scope of this w0rk; the limited purpose 

here is to point out some of the ways in which fraction, chance, 

and time served measures are relevant to aggregate-level research 

on deterrence and incapacitation (see Nagin, 1978; Cook, 1980; 

and Cohen, 1978 for extended discussions on research relating to 

deterrence add incapacitation). 

Chance of Confinement 

Deterrence research has been conduct.ed with data from ag-

gregate and individual levels, and it has drawn f on a ull range of 

methodologies. The focus here is on the issues involved in using 

chance and time served measures as independent variables in 

sing the aggregate effects of deterrence cross-sectionally 

asses-

and 
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longitudinally. Chance and time served measures, of course, are 

indicators of the probability and the severity of one form of 

penal sanction. 

To measure the deterrent effects of confinement, most aggre-

gate an.aly.ses rely on non-transactional indicators of the condi-

tional·probabilities associated with the chance of confinement --

e.g., th~ ratio of NPS counts of prison admissions to VCR counts 

of arrests. Criticisms of these indicators are not meant as 

criticism~ of the researchers, who can use only the best data 

available to them; rather, it is hoped that the criticisms will 

stimulate the production of more appropriate data. In addition, 

our diseussion is limited to the chain of conditional probabilities 

starting with arrest. The initial probability of arrest given 

commission of a crime will be ignored because the issues involved 

in estimating the denominator of that probability -- the number 

of crimes, which is also the dependent variable in general deter-

rence research -- are of such complexity that they require a 

separate examination. 

In Chapter IV, the difficulties involved in using non-

transactional data to estimate the conditional probabilities asso-

ciated with the chances of. confinement were discussed. When data 

from a variety of independent sources -- police, prosecutors, 

courts, prisons -- are pieced together, differing definitions and 

counting rules will almost certainly confound the analysis. There­

fore, deterrence research should, ideally, rely on transactional 

data. But even when transactional data are available, there are 

some problems to overcome~ 

~ 
,j 
, 
I 

.J 
j 

1 
'?! 
.:J 

1 
i 
i 
I , 

I 

~ )1 

207 

One of the biggest problems relates to the exclusive focus 

on prisons in research on the deterrent effects of confinement. 

The California and New York data in Table 14 (Chapter IV) showed 

quite clearly that some sort of sentence involving confinement in 

jail is a more likely outcome than a prison sentence for adult 

felony arrestees. Furthermore, the relative reliance on jailor 

prison sentences varies among jurisdictions (see Tables 14 and 16) 

and over time (see Table 18). Compounding the problem of an ex-. 

elusive focus on prisons in deterrence research is the fact that 

many crimes are committed by juveniles, only an insignificant 

few of wbom show up as prison admissions. Thus, the chances of 

being confined as a pur.ishment for committing a crime are not fully 

captured in analyses that rely on prison admissions; variability 

in the ~l~ocations of offenders to different types of penal insti­

tutions'-- whether influenced by rule (e.g., requiring that all 

sentences of six months or more be served in state prisons) or by 

practice (e.g., using jail sentences more frequently when prisons 
I 

are overcrowded) -- should be taken into account as the necessary 

data become available. 

Another major problem with using chance measures in deterrence 

research is cross-sectional or longitudinal variability in the mix 

of crimes represented in the chance measures. Table 16 in Chapter 

IV illustrates the differences in chances of imprisonment and in-

carceration given arrest among four crime types. To the extent 

that the relative proportions of robbery and larceny, for example, 

within all felonies vary across jurisdictions or over time, the 
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use of chance measures based on all felonies as certainty indi-

cators'in deterrence research can prove very misleading. Unless 

the mixes of crimes in the jurisdictions or time periods being 

examined are substantially similar, deterrence researchers should 

tr~ to-use crim~-specific chance measures. 

Even analyses based on individual crime types are not problem­

free becaus~ of the broad variability among events that fall with­

in the s~me crime type. For example, cross-jurisdictional or longi­

tudinal variability can exist in the proportions of commercial and 

personal robberies or armed and unarmed robberies within the rob­

bery category. However, this problem can rarely be dealt with at 

present b~cause few of even the best data sets that are currently 

available wi;l permit making such fine distinctions within type of 

crime,categories in the construction of chance measures. 

A final caution concerning the use of chance measures in de­

terrence research relates to the conceptualization of the chance of 

confinement as a series of conditional probabilities. These condi­

tional probabilities can vary independently so that two jurisdic­

tions (or time periods) with similar overall chances of confine­

ment could differ conside~ably on any given conditional probability 

in the series. Conversely, two jurisdictions (or time periods) 

with very dissimilar overall chances of confinement could be similar 

on one or more of the conditional probabilities. This feature of 

chance measures raises an interesting issue. While research on 

the deterrent effec~s of the chance of confinement usually relies 

on an overall measure of chancer the various conditional 

( 
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probabilities subsumed in the overall measure may have different 

deterrent, values. For example, an increase in the conditional 

probability of formal charging given arrest may have a greater 

deterrent effect than a proportionately similar increase in the 

conditional probability of receiving a confinement sentence given 

conviction. 

The reason for expecting that the individual conditional 

probabilities associated with the overall chance of confinement 

might differ in deterrent power is that deterrence depends on the 

perceptions of the people at whom threats are directed -- a con-

tinuing problem in deterrence research. In the example just given, 

the conditional probability of formal charging given arrest repre­

sents a more immediate risk to the potential offender than does the 

conditional probability of receiving a sentence of confinement after 

after conviction, and perception tends to magnify immediate risks 

relative to distant ones. Although we realize that data availa­

bility places severe constraints on researchers, attempts to dis­

sagregate the overall chance of confinement into its associated 

conditional probabilities seem warranted in deterrence research. 

Time Served 

Usinq measures of time served as indicators of severity of 

punishment in deterrence research has some special problems. Of 

course, time served measures are also subject to some of the com-

mon problems tpat have been mentioned for other measures: For 

example, differences between two jurisdictions in averge time 

served by people released from prison in a given year may be 
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attributable to different type of crime mixes in the releasee 

populations or different rules governing the allocations of con­

victed offenders to prisons or jails in the two jurisdictions. 

But there ar.e two problems that pertain especially to time 

served measures when used in deterrence research. 

The first problem derives from what we have called the 

"cohort problem" in measuring time served. Most deterrence re-

search that uses a measure of time served relies on average time 

served by prisoners released during a given period. These pris-

oners, of course, entered confinement during various earlier time 

periods, perhaps under varying sentencing policies. Therefore, 

the extent to which the time served by releasees in year t reflects 

the threat of confinement (in terms of its expected duration) 

during year t is open to question. On the other hand, there i~ no 

way to compute the actual time served by people admitted to con­

finement during year t until many years later. What deterrence 

researchers need is a measure of the expected duration of con-

finement for prisoners who enter confinement during year t. Ac-

tually, two measures would be useful: a "real" measure, based on 

extensive knowledge about the sentencing and release practices of 

the jurisdiction, and a "perceived" measure, based on the expecta­

tions of people at whom the deterrent threat is directed. The 

shift toward greater determinacy in sentencing practices should 

make it easier to derive "real" measures of the expected duration 

of confinement, and in the long run, the shift may bring about a 

convergence between "real" and "perceived" measures. 

( 
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The second special problem with using time served as a 

measure of -the severity of punishment in deterrence research is 

that the duration of confinement reflects only one aspect of the 

severity of the confinement experience. Variability in the con-

ditions of confinement is particularly important when severity 

is at issue. As noted earlier, the measurement of variability 

in conditions of confinement is still in a rudimentary stage. 

In addition, perceptions about conditions of confinement among 

people whom the state wishes to deter are virtually unexplored, 

especially in terms of the relative importance that people attach 

to the conditions and the duration of confinement as deterrent 

threats. 

In sum, data shortcomings and the issue of reality versus per-

ception of threats limit the indicators of the probability and 

severity of confinement that are available to researchers investi-

gating deterrence at the aggregate level. Data shortcomings are 

especially severe for longitudinal research because improvements 

in criminal justice data systems -- such as the development of 

Offender Based Transactional Statistics -- are relatively recent. 

The area in which correctional data systems have been strongest 

traditionally is the basic counting of prisoners admitted, dis-

charged, and on hand. These data, however, are more suited for re-

search on incapacitation than on deterrence. 

Fraction in Confinement 

Most research on the effects of incapac~tation on cr~me 

has utilized individual-level data: the subsequent arrest records 
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of a group of offenders are used to estimate how many crimes 

would have been prevented if the offenders had been kept in con­

finement during the follow-up period (see, for example, Petersilia 

and Greenwood, 1978; Van Dine, Dinitz, and Conrad, 1977). At the 

aggregate level of analysis, some researchers report the cross­

sectional association (or lack of association) between state crime 

rates and fractions in prison, but it is often unclear whether the 

factor at issue is incapacitation or deterrence (see, for example, 

Nagel, 1977). 

It is possible to use measures of the use of confinement for 

aggregate level analyses of incapacitative effects. At least one 

does not have to be concerned about the reality vs. perception 

problem that plagues deterrence research or the conditions of con­

finement issue that is so difficult to measure. There are, of 

course, a variety of other problems in such analyses -- the diffi­

culty of separating the effects of incapacitation and deterrence, 

and the problem of reciprocal causality between crime rates and the 

use of confinement are two examples. However, in keeping with the 

scope of this monograph, attention here is limited to the construc­

tion of indicators of the amount of incapacitation that is occurring. 

The, traditional "rate of imprisonment" -- number of people in 

prison on a given date, divided by the number of people in the resi­

dent population, multiplied by a constant -- is a rough indicator of 

the ,amount'of incapacitation in a jurisdiction, but it Las several 

shortcomings. First, by limiting attention to prisons, it excludes 

many people held in confinement (e.g., juveniles, jail inmates), 
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and this narrowness of focus subjects the indicator to possible 

distortions associated with variations (or changes) in the defi­

nitional boundaries that determine the institutions to which of-

fenders are sent. Second, the one-day population count generally 

used as the numerator of the traditional "rate of imprisonment" may 

not reflect adequately the extent to which imprisonment is used 

during a given time period. For example, a jurisdiction may have 

similar yearend prison population counts for year t and year t + 1, 

but the prison population may have risen steadily to the yearend 

figure during year t, while the population in year t + 1 may have 

stayed relatively constant through the entire year. In this example, 

the greater amount of incapacitation occurring in year t + I than 

year t would not be reflected in the yearend population counts. 

A more appropriate indicator for the relative extent of inca­

pacitation in a jurisdiction would be a modified fraction measure 

with total person-days of confinement in the numerator and total 

potential "street days" in the denominator. Ideally, the numerator 

would include person-days spent in the full range of criminal jus­

tice confinement facilities -- or at least the major ones: prisons, 

jails, and juvenile institutions. The denominator could be esti­

mated safely by multiplying the number of days in the time period of 

interest -- a year, a month -- by the number of persons in the resi­

dent population (or in a subgroup of the population) at a given 

point during the time period because changes in the structure of the 

resident population generally occur slowly in a smooth manner. 

Exact counts of person-days in confinement would be more difficult 
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to compile. People in custody on the first day of the time period 

would be given a score consisting of the number of days between 

that day and their release dates or the full number of days in the 

period if they remained in custody throughout the period. For 

people admitted during the period, scores would consist of the 

number of days spent in custody before the end of the period. Com-

putations would have to be made for each type of institution. 

Actually, estimations of total confinement days over a period 

of, say, one year would not be too difficult to make for many indi-

vidual facilities; most prisons, jails, and juvenile facilities 

record daily population counts for management purposes. The prob-

lems come from the need to aggregate the data across all institutions 

in a jurisdiction for a number of different years or across all in-

stitutions in a number of different jurisdictions for the same year. 

Fortunately, many jurisdictions record -- but do not always 

publish -- data that can be used to estimate total person-days in 

confinement: namely, average daily population (ADP). As usually 

presented, ADP figures consist of the sums of daily' population 

counts divided by the number of days in the year. Multiplying an 

ADP figure by the number of days in the year produces an estimate 

of person-days in confinement for the year, under the assumption 

that each person counted as confined on each day represents one 

full person-day of confinement. Obviously, there are some potential 

problems with the assumption. For example, some persons included 

in a given day's population count may have spent only an hour or 

two in confinement on that day. In addition, the criteria for who 
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is counted as being in the day's population may vary over time 

and across jurisdictions: including or excluding people on work 

release or furlough, for example. But these problems also affect 

yearend population counts when they are used as basis for esti-

mating person-days in confinement, and yearend counts have the 

previously noted drawback of not being sensitive to fluctuations 

in size of the confined population during the year. 

Figure 9, reproduced from a Pennsylvania report (Pa. Commis-

sion on Crime and Delinquency, 1980:112), illustrates the differ-

ences that can res'Jlt when ADP counts and yearend population counts 

are used as bases for estimating total person-days in confinement. 

The data in Figure 9 pertain to local facilities in Pennsylvania 

(county prisons and jails). The solid line traces ADP counts for 

each year from 1960 through 1979; the dashed line tracks yearend 

population counts for the same facilities over the same time 

period. Although the two lines reflect similar overall trends, 

they are far from parallel. Interestingly, yearend population 

counts are lower than the ADP counts in every year but one, indi-

cating that the total person-days in confinement would usually be 

underestimated if the estimates were derived from yearend popula-

tion counts. But the size of the overestimation would vary from 

year to year because the vertical distance between the two lines 

in Figure 9 is not constant from year to year. Finally, there are 

even some differences in the direction of change from one year to 

another between the two measures displayed in Figure 9. For ex-

ample, between 1965 and 1967, ADP in the local facilities dropped 

: , 
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while yearend population counts rose, and between 1968 and 1969, 

the opposite pattern is evident. 

The average daily population count appears to be a useful 

piece of data from which estimates of person-days in confinement 

can be derived for aggregate-level research on incapacitation. 

Moreover, average daily population counts are recorded routinely 

for virtually every confinement facility associated with the 

criminal and juvenile justice systems. Compared to other data 

collection difficulities pertaining to various measures of the 

use of confinement, finding ways to assemble ADP counts from 

prisons, jails, and juvenile facilities in a jurisdiction does not 

seem terribly complex. 

However, the usefulness of total ADP counts for aggregate-

I f Theories of level research on incapacitation extends on y so are 

incapacitation do not predict a simple, linear relationship be­

tween the numbers of people confined and the numbers of crimes 

committed. The correct people must be confined, and some types 

of crime (because of their tendency to be repeated) are more sub­

ject to incapacitative effects than are others. Thus, researchers 

examining incapacitation more deeply would need to know the num­

bers of inmates in daily counts who were convicted of (or charged 

with) particular types of crime or who were in certain age groups. 

This would permit computation of crime-specific and/or age-specific 

ADPs to be used as bases for estimating the amount of incapacita­

tion occurring for different types of offenders. Again, the infor­

mation to support these kinds of measures are available in the daily 
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logs of most criminal justice confi.nement facilities. But assembly 

of information with such detail for all facilities in a jurisdic­

tion would present much more difficult problems than would assembly 

of simple daily population counts from the facilities. An alter­

native might be to use the distribution of inmate characteristics 

on a single day as an estimate of the distribution of the character­

istics on every day of the year. This alternative is attractive 

because most jurisdictions already report detailed characteristics 

of their inmates present on the last day of the calendar year. How­

ever, use of this alternative requires the assumption that the dis­

tribution among inmates of the characteristic of interest does not 

vary much during the year -- an assumption that might prove reason­

able for prison populations but questionable for jail populations, 

which have higher turnover rates and are more likely to be in­

fluenced by seasonal patterns in criminality and short-term fluc­

tuations in law enforcement and prosecution policies. 

Although ADP counts have been discussed as data that might 

be useful in the study of incapacitation, it seems logical to con­

sider whether ADP counts are generally more suitable for the numer­

ators of fraction measures than are yearend population counts. 

Fraction measures are often used as if they reflected the general 

use of confinement during a whole year rather than on a given day 

in the year, in which case, ADP counts would be more appropriate 

as numerators (ignoring the fact that the denominators are vir­

tually always point-in-time measures rather than yearly averages). 

The sensitivity of ADP counts to fluctuations in the sizes of 
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confined populations over the course of the year makes them more 

appropriate than yearend counts as numerators. 

But analyses using fraction measures often require that 

numerators be broken down into demographic categories: age, sex, 

race, and so forth. As noted above, it is difficult to put to­

gether breakdowns such as these with ADP counts because the b::eak­

downs for each day in the year have to be identified and then 

averaged. Thus, using single-day (usually yearend) information 

for the numerators of subgroup-specific fraction measures may be 

the only alternative. Again, as discussed earlier, this is not a 

major problem if the distribution of demographic characteristics 

in the inmate population does not vary much during the year. If 

variability in demographic characteristics is slight, then use of 

yearend rather than ADP counts might overestimate or underestimate 

absolute sizes of the fractions of various subgroups confined dur­

ing the year, bhlt it would not have much on the relative size of 

the fraction for one subgroup vis-a-vis another subgroup. 

Race and Incarceration 

The issues of differential involvement by racial/ethnic groups 

in crime and differential representation of racial/ethnic groups 

at the various stages of the criminal justice system (e.g., arrests, 

convictions, imprisonment} have been examined and heatedly debated 

throughout the nation's history (see, for example, Sutherland, 

1939:l20-l30i McNeely and Pope, 1981:9-27). The range of research 

in 'this area is €,Ylormous, but the focus here is narrow: What do 

the measurement issues discus~\ed in the previous chapters suggest 
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about aggregate-level approaches to investigating the reasons for 

the high percentages of blacks present in the confinement facili-

ties of the criminal/juvenile justice system. 

There is no question that the fraction of blacks in prison 

exceeds the fraction of whites in prison in every state (see Table 

1 in Chapter II)i differentials are also reflected in the popula-

tions of jails and juvenile facilities. This situation if often 

characterized as showing "disproportionate" rates of imprisonment 

for blacks (Dunbaugh, 1979i Christianson and Dehais, 1980). Whether 

one looks at fraction, chance, or prevalence measures, the use of 

incarceration for blacks is higher than for whites, providing the 

measures use some count of the general population in their denom-

inators. The measures then tell us that the experience of confine-' 

ment among blacks is disproportionate to the representation of 

blacks in the general population, but the measures do not reveal 

the reasons behind the disproportionality. In particular, they 

do not indicate -- as is often assumed -- that the disproportion-

ality is the result of racially discriminatory processing within 

the criminal justice system. Aggregate-level examination of use 

of incarceration decisions within the justice system requires 

measures that reflect actual justice system processing decisions 

measures such as time served and the chain of conditional proba-

bilities that comprises the chance of incarceration. 

A thorough investigation of racial discrimination in justice 
, -".., 

system processing would utilize individual case records at each 

stage in t~e processing to determine if blacks experience more 
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negative outcomes than whites, after relevant variables (e.g., 

seriousness of offense) had been taken into account. Assembling 

all of the necessary data for a single examination of all of the 

stages would be a formidable task, although there are a large 

number of studies that have looked at individual processing stages 

(particularly sentencing) at various times in various jurisdic-

tions (see F.P. Williams, 1980). The studies have produced some-

what mixed results, but the preponderance of the evidence indi-

cates no overall* racial bias in justice system processing. 

Some analysis of possib~e racial bias in justice system pro-

cessing leading to incarceration can b~ conducted with published, 

aggregate data. One approach, utilized by Blumstein (forthcoming), 

posits that the overrepresentation of blacks in the prison popula-

tion, relative to the general population, results from the differ-

ential racial distributions among a~restees for the types of crimes 

in which prison sentences are most often imposed. Blumstein took 

the proportion of state prisoners in each offense category reported 

by the National Prisoner Statistics and multiplied each one by the 

proportion of arrestees who were black in the corresponding crime 

type, as reported in the Uniform Crime Reports for the same year. 

This produced, for each crime type, an expected proportion of 

blacks in the prison population. After summing across offense 

*One interesting study of sentencing (Gibson, 1978) found bias 
among indivldual judges. But the bias was toward more negative 
sentencing outcomes for black defendants among some judges and more 
negative outcomes for white defendants among other judges. When 
the data were aggregated across judges, racial bias in sentencing 
was not evident in the jurisdiction. 
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types, Blumstein found that the expected proportion of blacks 

among state prison populations was only about six percentage 

points low~r than th~ actual proportion. There is a need to rep­

licate ~lumstein's approach using information from a number of 

individual states, data about admittees rather than inmates 

present on a given date, and data about inmates of institutions 

other than prisons. 

Another approach to the same question uses processing data 

from state Offender-Based Transaction Statistics (OBTS). Of the 

nearly 10,000 felons newly received from court by California 

prisons in 1979, about 40 percent were white, 34 percent were black, 

and "25 percent were Mexican-American (Cal. Dept. of Corrections, 

1979:23,25). Because of the ways in which the Census Bureau de­

fines its race and ethnicity categories (people counted as 

"Spanish origin" can be members of any racial group), exact counts 

of whites, blacks, ~nd Mexican-Americans are not available from 

Census Bureau reports. However, it is possible to estimate the 

percentages of the three groups in the resident population. 

About 19 percent of California's 1980 population of nearly 

24 million was categorized as Spanish origin by the Census Bureau, 

and 8 percent was categorized as black. 

The Census Bureau uses three major racial categories: white, 

black, and other. In 1980, California's population was distrib­

uted as 76 percent white, 8 percent black, and 16 percent other. 

The 19 percent of California's population categorized as Spanish 

origin were distributed among these racial groups, primarily in 
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the white and other groups. Nationwidr, 56 percent of Spanish 

origin persons were classified as "white" and 40 percent as 

"other" in the 1980 census (assumedly, the remaining 4 percent 

were classified as "black"). Using these figures as a guide for 

reallocating the California population, by deducting Spanish 

origin persons from the white and black racial groups, produces 

estimates of 66 percent white, 7 percent black, and 19 percent 

Spanish origin in the California resident population. To the ex-

tent that these estimates are correct and comparable to the cate-

gories into which prison admissions are divided, the 1979 chance 

of imprisonmen~, given membership in the resident population, was 

approximate Ii 0.26 per 1,000 for whLtes, 2.04 per 1,000 for blacks, 

and 0.54 per 1,000 for Mexican-Americans. These differences in 

overall chances of imprisonment are very large, and the pertinent 

question is: At what point (or points) do the differences emerge? 

Since the chance of imprisonment has been defined in this 

monograph as including the full chain of conditional probabilities 

leading from commission of a crime through entry into prison, a 

complete analysis of the probabilities would identify the point 

(or points) at which the overall differences emerge. Unfortunately, 

the necessary data are not available ~o estimate the initial con­

ditional probability -- the ,probability of arrest given commission 

of a crime -- so we will have to be content with picking up the 

process ~t the PQint of ~rrest. 

Table 24 displays the conditional probabilities associated 

with the chance of imprisonment process for three racial/ethnic 
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groups, using California OBTS data on felony arrests disposed of 

in 1979. Also shown, at each stage in the processing, is the 

percent distribution of the three racial/ethnic groups (with other 

groups included in the totals but not displayed in the table). 

From the percentages in parentheses in Table 24, it is apparent 

that the disparity between the proportions of blacks in California's 

resident population (7 or 8 percent) and its incoming prison pop­

ulation (34 percent of felons newly received during 1979) stems 

almost entirely from the proportion of blacks among felony arrests 

disposed of in 1979 (30 percent). In contrast, whites are under-

represented, relative to their proportion in the resident popu­

lation, at each stage of the processing, while the proportion of 

Mexican-Americans at each stage is very close to the estimated 

proportion of Spanish origin persons (19 percent) in the 1980 

California resident population. 

The conditional probabilities associated with each stage of 

the processing in Table 24 differ somewhat among the three racial/ 

ethnic groups .. For example, the conditional probabi.lity of a com-

plaint being filed given arrest is higher for whites than for 

blacks, but the conditional probability of receiving a prison 

sentence given conviction is higher for blacks; the conditional 

probabilities for Mexican-Americans tend to fall between those for 

blacks and whites. However, the differences among the conditional 

probabilities are not large enough to produce major changes in the 

percent distributions of the racial/ethnic groups at the processing 

stages from arrest onward. In fact, since Table 24 aggregates all 
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TABLE 24 

Branching Process Probabilities for Three Racial/Ethnic Groups 
And Distribution of Groups at Each Processing Stage; Felony 

Arrests Disposed of in California, 1979 

White Black Mexican-Amer. 
n= 79,262 n= 51,043 n= 35,439 

Probability of: (46%)a (30%)a (21%)a 

A. Filing of complaint, .802 .693 .738 
given arrest (49 %) (27% ) (20 %) 

B. Conviction, given .758 .736 .775 
filing of (49 %) (27%) (21% ) 
complaint 

C. Prison sentenceb .095 .142 .122 
given (41 %) (33%) (22 %) 
conviction 

D. Prison or jail .640 .757 .719 
sentence,b (46 %) (29 %) (22 %) 
given 
conviction 

aRow percentages indicate proportions of cases in racial ethnic 
groups at each processing stage. Percentages do not sum to 100 be­
cause other racial/ethnic groups and arrestees whose racial/ethnic 
group was unknown (n= 5,236) are not displayed separately. 

bprison sentences include sentences to prison, death, Youth 
Authority, California Rehabilitation Center, and state hospitals for 
mentally disordered sex offenders. Jail sentences include sentences 
that combine jail and probation. 

Source: Cal. Dept. of Justice, 1980b:42. 
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felony arrests, some differences in conditional probabilities 

should be expected; the distribution of racial/ethnic groups 

differs by type of crime among arrestees (see Cal. Dept. of 

Justice, 1979:112). 

The discussions of Blumstein's analysis and the data in 

Table 24 suggest that the disproportional representation of some 

racial/ethnic groups (particularly blacks) in prison -- relative 

to the representation of those groups in the general population 

is not created by large differences in post-arrest processing. It 

is, of course, possible that the conditional probabilities of 

arrest given commission of a crime differ substantially across 

racial/ethnic groups; that issue cannot be addressed adequately with 

available data. However, it seems more likely that the racial/ 

ethnic distributions in criminal justice system institutions derive 

from the fact that the criminal justice system concentrates its 

energies on a less than complete range of illegal behavior (e.g., 

tax evaders and "fee-splitters" are rarely arrested by local or 

state police), and racial/ethnic groups differ in their levels of 

involvement in various types of illegal behavior because of eco-

nomic status and opportunity. 

Improving Existing Data 

As pointed out at the beginning of this chapter, it is unreal-

istic to recommend the development of new data collection systems 

or the implementation of major changes in existing systems at this 

point in time; th~ economic resources of criminal justice agencies 
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cannot support such efforts currently. Scarcity of funding also 

means that most research conducted on use of confinement issues 

will consist of relatively small projects that rely h:C":i:lv.i..ly on 

published data from state and federal agencies. Recognizing these 

constraints, this monograph has used readily available information 

to illustrate the measurement issues that have been discussed. 

However, the necessity of relying heavily on published agency 

reports should not be a cause for despair. There are a number of 

states with excellent reporting systems; improvements in data 

systems have been made steadily at the state and national levels, 

particularly during the past decade; and there are a variety of 

unanswered questions relating to the use of confinement that re­

searchers can address with relatively limited resources and access 

to published data (or the ability to access existing raw data files 

for a few, limited analytical runs). 

In this closing section of the monograph several suggestions 

for refining existing data reporting systems are brought together. 

The suggestions relate to issues that have cropped up during the 

course of the discussions in the preceding chapters. There is no 

claim that the suggestions represent anything like a comprehensive 

plan for refining data systems that deal with the use of confine-

mente 

Fraction Measures 

The information needed for the computation of the numerators 

of fraction measures is much more readily available than is the 

information needed for the components of other measures of the 
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use of confinement. Therefore, only two minor suggestions are 

made: (1) including average daily population counts in published 

reports, even when detailed characteristics of confined popula-

tions are presented only for yearend populations, and (2) speci-

fying the parameters of the confined population, especially if 

its content is affected by definitional boundaries that are not 

cornmon among a majority of jurisdictions -- for example, when 

relatively long-term sentences are served in local facilities, or 

when large numbers of youthful offenders are counted in a separate 

system. 

There are a number of other data system refinements and changes 

that would aid in the construction and analysis of fraction mea-

sures. However, some ~f tbese apply 'equally to other measures 

(and are discussed a little later), while.others relate to issues , 

on which further research is needed before refinements or changes 

can be sqggested (e.g., the whole issue of conditions of confine-
. -

ment) . 

Chance Measures 

The best hope for data relating to the conditional probabil-

ities associated with the use of incarceration is in the continued 

development of systems such as Offender-Based Transaction Statis­

tics (OBTS). The Bureau of Justice Statistics and the National 

Association of State-Statistical Analysis Center Directors are . 
playing important roles in encouraging the development and stan-

dardization of these systems (see, for example, Folan and Lettre, 

1981) • 
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In Chapter IV, a few points pertaining to limitations of 

OBTS systems were noted:. for ex~mple, the issue of hew missing 

data is handled a~d the importance of information about suspen-

sions of sen~ences to confinement. However, at least there are 

groups involved ~n monitoring the development of OBTS systems, 

providing a framework for the sharing of experiences and know-

ledge. Although shortages of resources will affect the develop-
~ 

ment of OBTS-type systems, the cQntinued improvement of these 

systems appears more certain than the improvement of some other 

data systems. 

Time Served 

One primary improvement in reporting time served that cou'.d 

be made by state correctional agencies is the use of admission as 

well as release cohorts.' Thel>e is an understandable tendency for 

annual reports to focus on information that deals with the current 

year -- or at least on tre~d information that includes the current 

year. By its very nature, time served information about admission 

cohorts is always some~hat "out of date," but it provides the basis 

for the only experienceu-based measure of ~ime served by people who 

ente~ed confinement under common sentencing practices. 
\ 

In Chapter,V, the importance'~f reporting time served sepa­

rately for people in different release categories was noted. How-

ever, thi~ does not apply only to first release and re-release as 

a dichotomy. For persons !::>eing re-released after having been re--
\ 

turned from community supervision, it would be useful to have sep-

arate tabulations of time .servedtfor those returned with and without 

new convictions. 
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Whenever possible, it would also be useful to provide 

separate tabulations of time served that include periods spent in 

jail awaiting trial, s~ntencing, or transfer -- at least those 

periods that relate directly to the offense for which the person 

entered prison. This more inclusive measure of time served would 

not be a replacement for the usual presentations of time served 

in prison" ,for example I because the "standard" presentations are 

often used -,.in comparison to sentence length, and such comparisons 

would not be valid if jail time-were included in the time served 

computatio~ (except, to the extent that inmates are given credits 

on their sentences for time spent in jail, but this should be 

dealt with separately). 

F~nally, what may,seem like an unnecessary suggestion: What 

is meC\lnt by "average" time se-rved should be specified. There are 

still some reports in which it is unclear whether a median or mean 

is being used. 

Prevalence 

The only way that prevalence estimates can be derived from 

published reports is if the. reports contain cross-tabulations on 

age and prio~ incarceration experiences of admittees. More in­

depth investigation of p,revalence requires multivariate cross­

tabulatiorts that add factors such as type of crime, place of resi­

dence, race, sex, and so forth. It is unreasonable to ask that 

numerous, additional, complex tabulations be included in agency 

reports just so that prevalence questions can be examined. There-

fore, researchers will have to rely on secondary analysis of raw 

data files to pursue issues relating to prevalence. 
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General Comments 

It seems appropriate to conclude this monograph with general 

suggestions pertaini~g to two issues whi~h have arisen time and 

again in the preceding chapters, comparability ,and inclusiveness. 

The problem of comparability applies mostly to the cross­

sectional use of data. This does not mean that comparability 

problems are not present in longitudinal data sets for a single 

jurisdiction. But the sources of comparability problems in longi-

tudinal data sets are often attempts to improve the data sets --

as was seen in the examination of California data in Chapter IV---

and those efforts should not be discouraged. 

For cross-sectional data, the problem is more difficult to 

deal with. One solution is nationally centralized data systems 

such as the National Prisoner Statistics and the Uniform Parole 

Reports. But these systems must trade off a some degree of detail 

in order to obtain full, standardized coverage. In other words, 

the systems must keep reporting demands on local jurisdictions to 

a minimum in order to retain cooperation. Another solution is the 

involvement of organizations such as the National Association of 

State Statistical Analysis Center Directors, through which people 

responsible for data systems at the state level can share ideas 

and techniques. This approach to creating more comparability in 

state and local data systems could be extended by way of the 

American Correctional Association, the National Sheriffs' Associ-

ation, and other organizations. 
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Some degree of cross-sectional comparability in agency 

reports can be attained without the involvement of federal agencies 

or national organizations. Those responsible for producing re­

ports can examine reports from other jurisdictions to determine 

where comparability problems arise, and they can, to some extent, 

dis aggregate their data more completely than at present so that 

comparable categories can be constructed by others. Several 

states, for example, present the age characteristics of their 

yearend prison populations in discrete age levels rather than age 

categories, at least for inmates below age 35 or 40. However, 

there are some comparability problems -- such as categorization of 

inmates into racial/ethnic groups -- the complexity of which re-

quires centralized standardization or coordination through a 

national organization. 

The problem of inclusiveness is the one that has forced this 

monograph to deal mostly wi',.h the use of imprisonment, occasionally 

with the use of incarceration, and only rarely with the use of 

institutionalization. Of course, the problems of comparability 

and inclusiveness are highly interrelated: Data describing the 

numbers and characteristics of people entering and residing in a 

range of different types of institutions, for example, must have 

some degree of standardization if they are to be combined for 

meaningful analysis. 

It is well beyond the scope of the research on which this 

monograph is based to delve into questions such as how to improve 

data sets that pertain to the processes by which people enter 



~--

" , 

I 
I 

233 

facilities other than those associated with the criminal/juvenile 

justice system. But even within the justice system itself, there 

are enormous gaps in our knowledge about the use of incarceration 

that cannot be filled without more detailed knowledge of the pop­

ulations of jails and juvenile facilities and of the conditional 

probabilities describing the chances of entering jails and juvenile 

facilities. There have been many occasions throughout this mono­

graph in which it has been necessary to restrain the temptation to 

draw broad substantive conclusions from the illustrations presented 

because the illustrations did not cover confinement in facilities 

other than state prisons. When illustrations did include data about 

jails and/or juvenile facilities -- such as in the discussions of 

definitional boundaries in Chapter III and of state OBTS data in 

Chapter IV -- the conclusions reached were affected significantly. 

It is understandable that improvements should be made first 

in those data systems that pertain to prisons and to the processing 

of adult felony offenders~ these are the areas of most serious 

sociul concern. Some states do publish reports about the populations 

of and admissions to jails and juvenile facilities, and the national 

reporting systems in these areas -- jail data through the National 

Prisoner Statistics and data about juveniles through the Children in 

Custody series -- are helpful. It is also true that the develop­

ment of data systems pertaining to jails and juvenile facilities 

faces some special problems: the multiplicity of jails that main­

tain independent records and the special problems of confidentiality 

with juveniles, for example. However, at some point, increased (;t 
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attention will have to be given to developing data systems de­

scribing the routes to and the populations of jails and juvenile 

facilities. The eno nb rmous nill ers of people undergoing confine-

ment in jails and juvenile facilities are simply too large to be 

ignored in important public policy analysis of questions such as 

incapacitation, deterrence, and the effects of confinement on 

employability. The best advice that can be given to researchers 

studying the use of confinement; th ' t' .n e JUS ~ce system is to strive 

to incorporate data from the full range of' , Just~ce system facil-

ities in their analyses whenever possible~ as the results of more 

inclusive analyses become available, the shortcomings of findings 

based solely on prison data will become more and more evident. 

The comments on the issue of inclusiveness brings us back to 

Chapter I where the concepts of imprisonment, incarceration, and 

institutionalization were first presented. During the monograph, 

a vaFiety of issues pertaining to the measurement of the use of 

confinement have been_raised, discussed, illustrated, but hardly 

ever settled. In this sense, the monograph represents a series 

of challenges rather than statements. However, to those committed 

to the idea that careful empirical analysis can help to produce 

realistic public policy, the challenges should be acceptable be­

ca,use careful empirical analysis must be based in careful measure­

ment. 
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