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- ABSTRACT

Ihis paper deals with the use of additive nalue. models when attrib-
utes have. overlapping dependenci’es. An :mterdependent: add:.t.lve form.u-

lation due to Fishburn (1967) is adapted to the amomat::.c system defin

ing an additive conjoint structure (Krantz et al. [1971]). This is ac-
comph.shed by replacing the 1ndependence condltion defined thln.n the
additive conJoJ.nt structure ‘with a. condltlonal J.ndependence condit:ion.
The 1nterdependent addltn.ve formulation is shown: to- be the appropnate

form for value fuuctions def:.ned over attribute se.ts when certain con-

~ditions hold.
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\)\ | Additive- Conjoint ‘Structures
) i* : .
// ‘L
Krantz e" al. ]* (1971) define an’ additive congomnt structure in rela-
1‘ . R
tion to & componeth set de51anated\ as ‘{-SS x where 1eN = {l 2,-..n,,
, i=1 * s :

|
n > 3, and}" is aj b:x.nary relation on the component set satlsfylng five

specific conditions.‘ In partlcular, the structure<*c

L ,...,x >—>1s

,}\2

\

defined as an n—-cc;mponent additive conjoint structure if and only 1f it

l%

satisfies the fivé; axioms referred to as; a weak ordering, independence,
restricted solvab:illity,. the Archimenean property and essentialism. These
copditions are discussed at length in .Krantz ee al. (1971).

The weak ordering axiom implies that the component set satisfies

&,,connec‘tedness'and the concept of transitivity. If x,y,z € X, the con-

nectedness condition is satisfied if x%y or y#» x, x%z or zh»x and
y>2z or z=y. Transitivity implies that if x¥%y and y},—.z- it follows
that x%z. A proof that connectedness and transit:.v:.ty imply a weak
ordering is provided in Krantz et al. (1971,page 19).

The ¥ binary relation OIX X, satisf:.es 1ndependence if and only

i=1
= {1,

if for every index subset ICN 2,...,n}, the o:cdering}‘:--I ind'uced by

y=on X for specif:.c altematives 14:i I Xi, ieI (i.e., the 1nd.e:c com~

plement of I) is unaffected by the cholce of those altermatives.

The restricted solvabillty coadn.‘tlon is satz.sfled if for any index

i, if'y 1 and y,; respectively bound ¥y from above and helow then whenever
Q

Yi0e ..,;i,..,.,yn = ZysenrsBiyees ,zn‘?,.-. yl,,..,yi,...;’yn’

then there exists y, € "x satisfying:

i
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The Archimedean property requifes that all strictly bounded stan~

dard sequenceé in.nhe:component‘Set'be’fini;F; Given N = {1,2,ce.,n}
. . . \ o
.. . N ‘ . -
a set'{yifyi € x;53 € N} is a standard sequence on x; 1f there exists

’

w2, € xk(k#l) such #hat (v %\zk) fqr all j,j+l e N? (y;,wk? ml(yi;l;

z ).

Essentialism requires that there exist yi,zi € X, such thatkyigﬁlh oo

z, for i=1,2,...,n. .

Based on their definition of the. n-component, additiVE‘coﬁjoint,

(e

structure, Krantz et al. (1971) show that there exist real valued fune-

tions ¢, on x_., i ¢ N such that for 2ll w_,y. € X., v :
i i . i*"i b § . -

a .
WiaeensW Y= Yoaeee,y, 1EE PERCARERSENCHE
i=1 o i=1

Attribute Sets as Additive Conjoint Structures

In probléms where a decision maker (DM) is attemptiﬁg ;9 evéiﬁate
riskless alternative§ described over‘multiplé attribuﬁes;‘iﬁ is~pé§sib£3
" to izfer ﬁhé existence'of‘an.additive éreference function if tﬁe é%tri—
bgte set sapisfies the requirements for an n componént additiveféoﬁjoiﬁt
stﬁucture. If an attribute set A_={Al,Az,...,An}-éatisfies'thefoéﬁ |
"technical conditions" (i.e., weak ordering, restricted solvabilityéi
Aichimedean and essentialism), the typiéal procedure to show,that.an;§d~
ditive preference model holds is to test the attribute set for mdtual%'_
preféreﬁtial independence:(M?I). Keeney and Raiffa (1976) define

preferential independence as follows:
' b

N

The subset of attributes Y ¢ A is preferentially independeﬁt of the '

complementary set Z, iff

| [(y*,-z') = (7720 [(G*2) = 0772)] g, o e

where j},y“ #nd z,2” are.levels éf f‘and.z, respectively.

. The attfibute set A is mntually‘preférentiali§ independent if every sub- -
set Y of A is preferentially independent of its complement. -
In*Some problems, it is not reasonable to assume mutual Preféren—
~tial independence hol?s on an attribute set; One way to deal with suchi
a situation is to redefine the attribute set to e;iminate inferdEpend-

encies’. In~sdme éases, this can be accomplished by the formation of

attribute groupings. Such groupings would be designed to isolate inter-

dependencies existing between individual attributes within the subgroups.

. In this way, it may be possible to define the subgroups such that ﬁhey ’

satisfy MPI,"Attribute subgroups'could then be redefined as components

within an n~component additive conjoint structure if they satisfied the

four technical conditions. Keeney and Raiffa (1976) discuss the use of
noﬁ—overlapping ﬁultidimensional attributes in additivetpfeference func~
tions.

Interdependent-Additive Conjoint Structures

In some problems, it may not be possible to redefine attributes to
satisfy MPI without formation of prohibitively large attribute subgroups.

For example, suppose we had the eight attribute set {xl,xz,x3;x4,x5,x6,

x7,x8}\and.interattribute~dependencies exist on the attribute pairs; (xl,

x3), (xl,xs),'(xz,x3), (xa,xs), (xs,x7). If‘wF were to forﬁ the mu%tidimen-
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sional. three attribute set given by {(xl,x2,§3,x&:xs)? (xe,x7), cxa)},
it could satisfy MPI if no interdependencies other than thase stated
existed._

However, it may not be practical to ramk or interpret altermatives

with respect to measuring an attribute level defined over five separ-.

ate dimensions. One way to overcome.this'probleM‘wduld be to.form the
multidimensional four attribute set given by;'{(xl,xz,xh), (xl,xé,xs),

(xﬁ,x7), (XS)}' We‘will.designane'these4fou:“at:ribute groups as (yl?'
YZ’Y3’y4) -

The above choice of zn attribute set essentially forces condition-

al preferentiél independence between ylvand‘y2 by including x, within

1
each subgroup. However, for-ény given altermative the overlapping at—

tribute set still satisfies the four technical comditions definiung an

~

additive conjoint structure. Givenm that independence is satisfied, it

would be possible to;show‘that a pteference function defined\on.{YEfyz,

¥ ,Y4} was additive using an approach épalagous-tQ;the proof provided

by Krantz et al. €1971,Theorem 13). Specifically;

- . bl et vt e
y (YleZ,Y3:Y4) ~ ¥ (YI:YZ:Y39Y4)

if and only ifj;

4 4
i£l¢i(}'i) > izl¢i(yi) .

An important question concerns how to select an appropriate farm

for the ¢i in the presence of overlapping multidimensional attributes.

A formulation suggested within the context of unidimensional expected

A Y

e
g
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1.) interval scaled measurable value functions.c;n.be.assesged
on multidimensional subgroups of the x,'(e-gm, fi(yi}) as.

well as thé.unidimensional attributes-(i.e., fj(xi)),

2.) preference interactions between the x. are'measurable by
the differences of the fi and fj value fﬁncciqns.
3.

for any twe alternatives y”,y”~ if ¢i{y£} =-¢i(y£') for
i=1,2,...,m then y~ ~ y°~. v

in the context of.Theorem 1.

We will state the appropriate form of thé'¢i due to Fishburn (1967)

Theorem 1. Let {xl’XZP""Xn}’ n > 3, be a set.of unidimensional attri-

butes satisfying the four technical conditions of an.n~component,additive>

conjoiht‘structure. Suppose a set of multidimensional (possibly overlap—

ping) attributes {yl,yz,...,ym}, n > m > 3 can be defined from {xi,xz,..,,

xn} to satisfy conditional preferential independence and the four techui~

cal con&itions. 1f assumptions l.through 3 hold then for=y£f,yi €Y
PN LR A O SPS SPRTE A 2

o m . .
2y =L 005 2 I ¢, =0y

i=1
where ¢1(yi) = fl(yl) and 'e))
i-k . Jk |
6,00 = £,y )+ [ (<17 ¢ £ 7 Oy
‘ k=1 ISj<o .<j <i gi=1 -2

k
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An alternative means for stating thig would be;

'-where f is the appropriate subgroup value.funétion for the unidimension-

!
i
f
i
" al attrib te(s ontained in y . o | oo T . ‘ T J ;
‘The first part is to show L ‘ 5 . =1 ¥§}<.;.<ij§p ' =1 "1/ .
| o : . . "
i + ' T3 ‘
! I &) - E : £ y ] . 2)
| j=1 ;§i<...<ij§p J:& Lij ' '

The .proof of Theoremel has two pe ts.
Wlth ‘f.
To prove Theorenm 1, we can show that the above two,expiessions

that {yl,yz,...,y } is an m-component additive con301nt structure.
the assumptlon that the y; are condltlonally preferentially endependent

thls result could be shown usino the.approach of Krantz et al (1971

pages .307-308). : S : B ; . o
, o o | are equivalent with respect to Yi for i=1, 2,...,m. To do this,:we,de-

The second part of the proof of Iheorem 1l is to show that the ¢i fine the Teft hand side of (2) with respect to y . Dropping theavalue

This could be done using an A L
3 SR g functions for the moment and concentrating on the actual preference

functlons are of the approprlate form.

approach similar to that of Fishburn (1967). To see thxs, suppose»we : S Cop stateg
b4

the left hand side of the above expression with respect to. ?j

T
F
i

take the summation of f (y ) over 1 to m'to obtaln, o . Coy ~ ; is given by
. 4 3

‘M. . ' i ‘ o - £
(v.) = (*l)J+1* § : £ [ N vy ] . ’ e | i - k :
glfbj YJ jgl 1<i<cs < ( .Q.Ql 11 o : » y + Z g (k) - . Z N Y5 s

, Jeli, oo ,i}
-Now suppose that the ‘above expreSSLQn is partitioned into its positive ) : v ; ’ ’ik
‘and negatlve elements by defining the functlons g (1) and,g (1) where »,;’ S { . [ ;3 ;
‘ Isic.li<t<m L g=]
. i j
+ 0 4if (*l) > _ (0 if (-1)" <0 ; J»{l,...,ik}
g (1)= and g (i)= : , o
1 otherwise 1 otherwise . - , : . .
‘ : : : o Sy ' where [y ] represents the. .overlap of y; with yj The preference state

Using these functions, the assertion is that; ' : on the right hand side can be described as;

m 3 m . : ‘?‘ m - ok
¢ = ] g - | ([n ¥ ])— I g¢) - S | I g - ¢ Z [ny J + [ny,(\y_]
i=1 Ied<ioo<iem \l2=1 "%y j=1 i k=1 e S S ERN PR PR FALSAS B A
hi i » . . v ] ﬁ , » ' o e— 2
' : ’ i v . - JE{in"ﬂai } 'jé{i,.a-,ik}
2 [d]). g
, £ { f1 ¥; ] e 1o
I1<i<...<i.<m =1 g ? ,

i

A S ot B g

R g vt e S
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Taking the component for k=1 out of this expression from the summaﬁion':

where je{i,...,ik} yields;

m IR \ rk
y;+ 1 g (k) - E: [ﬂyi].
k=1 Pli<o.<ii<m L2=1 T2 d

k_..
k>1
Aje{i,...,ik}

+ Z [ Y-(\y.].' .
led<..o<ii<m (31 1o iy 3

jé{i,..m,ik}

With this, the first term in the expre§sions for the left and right hand

sides of expression (2) cancel, and it remains to show that;

W k -
I g @ [ﬂy-} 1 st - E[y]
k=1 l§i<..,<ik§m =1 e k=1 l<1<...<1k_m §-§> z. 3
TSCIUINE S el jeli,ens L (3
and,
‘§; _ k
[A]s-
k= 1<1<...<ikJm CJ .
Je{l,-n-,i } ) X - ) "L S ) ’ (4)_ .
_ -
I g0 [ﬂ v; ﬂ y ]
=l lii< > - ® <il€.‘im 2‘1
3 )
k .
In (3), notice that (\y has been deleted from.(\;y s as a result
' =1 2

we can also delete 12

right- hand side of (3) equal to;

J and correspondingly reduce k by one tb get the

P

s~k s s

I

. Y. . . ] - (5‘)
l<i<.. .<ik;<_m =1 i S . : V A

‘je{i,...,ik}

m C—-
¥ g ) -
"

If m'is odd, then k=m in the right hand side of (3) becomes k=u-1 in (5),

otherwise the maximum value of k on the right hand side of (3)-is n-l .
which goes to m~1 in (5). However, if m is éven, then ie{i,...,i‘}laq
{1, 2,..m,n} so that (5) has no ‘terms when k=m thus. establlshlng (3).
~In (4), the right hand .expression has [\y. added.onto (\ y&_so that
=j can be added to the other i and the index k can be lnciziéntiﬁ by éne

to obtain;

- , _ k , | . |
g (k) - Z [ﬂ ] . 6)
,k=l l<i<...<1krp L L£=1 | ‘

js{i,...,ik}

In (6), we need not consider k=wmtl if m is odd since;gf(k)=0 in,(éj and
this term &rops out. Otherwise, k=m-1 in the right hand side of (4) goes
into k=m in (6) establishing (4) and completing!the prooﬁ. '
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