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INTRODUCTION 

Where criminal trial courts are concerned, "performance" is a matter 

of the disposition of ca~es. Thus many of the dimensions of court 

performance have. to do with case outcomes. Others have to do with the 

procedures by which outcomes are reached. But another important dimension 

is time. How long does the court take to process a case? This is the 

variable this report is about. The report consists of this introduction 

and three discrete but related papers. 

If it were not for the skeptical view recently taken by Church (1982), 

it would be hardly necessary to ar~ue the importance of case processing 

time. Indeed, for the moment we shall simply assert that it is important, 

that it has consequences for prosecutors, defendants and their attorneys, 

judges, court administrators, politicians, and the public at large--in 

short, for everyone who works in, has to deal withf or is affected by the 

courts. Later (in tbe opening paragraph of Chapter 3 especially), we 

sketch some of the stakes for court participants and the rest of us and (in 

Chapter 4) trace the effects of processing times on case load or backlog in 

particular. 

If, therefore, we want to evaluate court performance, we must define 

and measure case processing times. Previous definitions have varied, but 

we think it most important to examine the entire period from arrival to 

disposition by dismissal, plea, or verdict. As the phrasing has already,. 

implied, w~ also think it important to study the proQessing times of 

indi vidual cases, as opposed to the mean (or median) processing times of 
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populations or groups of cases. Given this definition, measurement is 

straightforward, except a.s it touches on sampling. In contrast to most 

other research on case processing time, we sample "forward," taking a 

sample of cases initiated, as opposed to cases disposed, during the period 

of study. 

Of course, the problem is not merely to evaluate court performance, 

but to explain and improve it, and if we want to do that, we must consider 

the prcess by which case processing times are determined. What factors 

a~fect processing times, by' how much, and under what conditions? These are 

the central questions of this research. The answers are important both in 

themselves, for understanding, and for their practical implications. Only 

by knowing what factors are influential, how much influence they have, and 

for what sorts of cases can we judge proposals aimed at reducing processing 

times, or the processing time side-effects of other changes. On.ly then can 

we forecast w~at the processing time consequences will be and decide 

whether th~y are worth the cost. 

Recent work has taken us some distance toward explanation (Gillespie, 

1976; Rhodes, 1976; Church et al., 1978a; Hausner and Seidel, 19791 

Neubauer et al., 1982; Neubauer and Ryan, 1982), but our unde~standing 

remains incomplete. We still do not have a theory-informed model of 

processing time as a function of all the case- and (especially) court-level 

variables that stanrl to affect it. Here we build and advance on previous 

work by developing ':a more general, inclusive, and theory-derived model and 

estimating special cases of it on individual-level data collected over two-

to three-year periods in three courts. 

To give a brief preview, we begin with the proposition that everything 

that directly affects processing time comes under one or more of five 

general headings: the burden of work in relation to resources, the 
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complexity of the case, events in the life of the case, participant 

incentives, and structural and administrative facilitation. This premise 

guides the selection of explanatory variables. A variable directly affects 

processing time and belongs in its equation only if it falls into one or 

more of these categories. For the most part, we take the effects (roughlyp 

slopes; see Chapter 2, n. 13) to be linear and additive (Le., constant). 

But theoretical considerations dictate nonlinear or nonadditive effects for 

some variables, and we write the equation accordingly. 

We estimate the effects on data from three courts, each of which saw 

major structural and administrative changes during the period of study. 

Admittedly, we do not have observations on all the variables we might like 

to incl ude. (This is almost in the nature of things.) Some variab les 

simply do not vary in these thre~ courts during the period of study.' 

Others may have varied but went unmeasured or inadequately measured. The 

ratio of jail population to jail capacity is an example. But despite these 

and other, lesser limitations, the data allow us to estimate the effects of 

an unusually inclusiv-e array of exp lanatory variab lese Most important, 

they allow us to eS'timate the effects of actual changes, a.s opposed to mere 

differences, in structural and administrative arrangements. 

In Chapter 2, "Case Processing Time: Issues of Explanation and 

Reform," we develop the model of case processing time and estimate its 

parameters on data from one state criminal court. Chapter 3, "Case 

processing Time in Three Cities," is a replicative and comparative effort 

in which we extend the model to accomodate additional court-level 

variations, estimate it for two more cities, and compare the results. He 

try both to generalize where the results justify generalization and to 

speCUlate about the boundary conditions responsible for differences. 

3 
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u Finally, in Chapter 5, "Accounting for Caseload: A Simple Model," we shift 
" 

from causes to consequences, proposing and ~;c$i..l.mating a distributed lag 

model expressing a court's ~ending caseload as a multiplicative function of 

the number of new filings and the mean processing time for each of a number 

of preceeding months. 
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l 
CASE PROCESSING TIl-IE IN CRIMINAL 

COURTS: ISSUES OF EXPLANATION AND REFORM* 

From the time of Shakespeare and before, there have bee:n complaints 

about "the law's delay," and it is a common perception that cases generally 

take too long to wend their way through the American courts (National 

Center for State Courts, 1978). Normatively, this is a matter of "delay" 

versus "haste,1I but the factual question is simply of time. At the indi vi-

dual leve l, how long does a gi ven court take to dispose of a given case? 

The answer is the variable increasingly and most descriptively known and 

~ processin~ time. The cases involved can be either civil or criminal, 

and if criminal, either misdemeanor or felony, but here we shall restrict 

our attention to felony cases. 

Definition aSide, the most fundamental question is of explanation. 

Why does a gi ven case take as long or as short as it does? If we know the 

answer, we can easily aggregate to find why cases in general take as long 

or as short as they do. Beyond that, we can draw lessons for attempts at 

"reform." Given the more or less consensual view that case processing 

*The data for this study were collected under a grant (No. 78-NI-AX-
0076) from the National Institute of Law Enforcement and Criminal Justice 
of LEAA. Portions of this article appeared irl earlier form in a chapter of 
the report on that project (Neubauer et aL, 1981). Further analysis and 
writing have been funded by a grant (No. NIJ-82-IJ-CX-0041) to the present 
authors from the Nationa 1 Institute of Justice's Performance I1easu:r.ement 
Program. We want to thank the senior author's colleagues on the original 
project, David Neubauer, Marcia Lipetz, and John Ryan, for their comments 
at earlier stages, and Richard Fritz, Anthony Ragona, Doug Smith, John 
McIver, David Kessler; and Jo Dixon for their able assistance. The analy
sis and conolusions are our own and do not necessarily represent t~e views 
of the United States Department of Justice the American Judicature Society, 
or any of the individuals aforementioned. 
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times are generally too 10ng,1 there have been numerous efforts to reduce 

them, but we cannot tell what is likely to succeed, unless we know what has 

an effect, under 'what conditions, and by how much. 

Although a number of studies have recently tackled this question, our 

understanding of the factors that determine case processing time remains 

tenuous and incomplete.2 Many of the relevant studies are of the effects 

of single causes and do no'~ adequately control for other variables. Church 

et a1. (1978) and Flanders (1977), the major sources of what Church (1982) 

proclaims the "new conventional wisdom," are essentially bivariate (as 

Church ackno~'11edges). The same is true of Grossman et a1. (1981), Boyum, 

(1979), and Nimmer (1978). In addition, many of these studies rely on a 

"backward" sampling of cases, measuring pr,ocessing times on samples of 

cases disposed as opposed to initiated over a given interval. Cases 

disposed at a given time may have begun at widely varying times and may not 

really be comparable in the sense of being processed under common condi-

tions. 

More re~ently, a couple of studies have taken us further by estimating 

multivariate models on adequately sized samples of cases initiated (Hausner 

and Seidel, 1979; Neubauer and Ryan, 1982). But even here there remain 

serious shortcomings. Neubauer and Ryan (1982) provide no general ground 

for the inclusion or exclusion of specific variables and in fact surrender 

the final selection to stepwise regression (on the atheoretical nature of 

which, see LewiS-Beck, 1978). Hausner and Seidel (1979) do a better and 

more explicitly reasoned job of variable selection, but still neglect some 

obvious candidates, inciuding pretrial motions and the defendant's failing 

to al'?J?ear for scheduled events. And neither study really addresses the 

effects of oourtstructures and arrangements--an unavoidable omission 

'\oThere, as in Hausner and Seidel, the data simply do not provide a window on 
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structural variation, but an important one nonetheless. 

Consequently, these efforts still leave us far short of the goal of a 

theoretically-informed and fully-specified model of case processing time. 

The object of this paper is to advance toward that goal. We analyze a 

large sample of cases initiated over a two-year period in Detroit's 

Recorder's Court. These data have their limitations, but are exceptionally 

rich in comparison with most, and especially so in providing glimpses of 

structural variation. Drawing on these data, we shall specify and estimate 

a more comprehensive model of case processing time. We shall propose 

explicit criteria for the inclusion and exclusion of variables and expli

citly confront the question of functional form, making the model nonlinear 

and nonadditive where appropriate. 

Setting' and ~ 

Recorder's Court is the municipal Crj. .... n.inal Court of. Detroi t, with both 

preliminary and trial jurisdiction. At the time of this study, it had a~ 

elective bench of 20 judges, augmented by a variable number of visitors, 

and received approximately 11,000 new felony cases each year. Our data 

consist of a random sample of the cases that entered the court from April, 

1976 through March, 1978. The sample was stratified by month of origin and 

totaled 2,079 cases. As a baseline, the sample-wide mean processing time 
,: 

was 76 days, with a standard deviation of 94. The monthly mean varied>from 

52 days for cases entering in July, 1977 to 147 days for cases entering in 

May, 1976.3 The advantage of studying this particular court during this 

particular period is that Recorder's Court was at this time the site of an 

LEAA-sponsored delay reduction project that altered the calendaring system; 

temporarily increased judicial manpower, and made other changes in the 

operation of the court (see Neubauer et a1., 1981 f for details). These 

8 

changes present an unusually good opportunity to examine structural as well 

as case-specific influences on processing time. 

.Influences ~ Processi& Time 

Everything that affects processing time, it seems to us, must be an 

aspect of one or more of five generic causes: 

I. Case load. The conventional',premise is that over any fixed period 

of time, court personnel have a limited number of J',(anhours at their dis-

posal and that any given case requires a certain m~nimum number of manhours 

to be processed. If so, the more cases there are to compete for available 

manhours, the longer it should take, on average, for anyone of them to 

receive its necessary minimum. Granted, courts may process cases more or 

less efficiently, disposing of a greater or lesser number in a given amount 

of time, even with constant resources (see Gillespie, 1976). But cei~eris --
paribus--that is, controlling among other things for the factors that 

govern efficiency, which come under III and V below--one might well suppose 

that increasing caseloads leng~nen processing times.4 'On the other hand, a 

court's most basic task is simply to dispose of cases, and from this 

perspective caseload is a criterion of court performance. Concommitantly, 

it is a source of pressure, with judges and prosecutors preferring to keep 

it \dthin reasonable bounds for fear of embarrassment or electoral dis-

pleasure (Eisenstein and Jacob, 1977; Heumann, 1979; Nardull1, 1978; 

Nardulli, 1979). Hence judges and prosecutors may process cases more, not 

less, expeditously as caseload rises. Either way, case processing time 

should depend on caseload. The only question is one of sign. 

II. Case Comp lexi ty. Some cases are almost inherently more time-

absorbing than others. In state criminal courts such as this, there may 

9 



actually be little variation under this heading, as Neubauer and Ryan 

(1982) suggest, but there is probably some. For example, cases with larger 

numbers of defendants can be expected to take longer owing to the necessity 

of coordination. 

III. Incentives. Court participants--defendants and their counsel, 

prosecutors, judges, and others--are semi-independent decision-makers with 

particular institutionally-defined options and associated reinforcement 

contingencies. Like the rest of us, they respond to economic (Blumberg, 

1967; Nardulli, 1978; Eisenstein and Jacob, 1977; Feeley, 1979), social 

(Eisenstein and Jacob, 1977; Mather, 1979; Flemming, 1983; and Nardulli, 

1978), intellectual (Heumann, 1978), and professional (Heumann and Loftin, 

1979; Loftin et al., 1983; and Eisenstein and Jacob, 1977) incentives to 

take certain actions and avoid others. Some of the incentives relevant to 

processing time are case-.specific. Other things being equal, a jailed 

defendant has a greater interest in speed than one who is free on bail~ 

Others derive from the court's structural and administrative arrangements. 

For example, an individual as opposed to central docket or calendaring 

system may make judges more eager to keep the docket uncluttered. 

IV. Case Events. As the case unfolds, participants make their deci-

sions, taking some actions and not others, and what they choose to do often 

shortens of lengthens the processing time.? either by design or as a side-

effect. Defendants fail to appear, prosecutors choose to bargain, judges 

grant continuances, and so on. 

V" Structural Facilitation. A court's administrative arrangements 

may be such as to facilitate or retard the movement of cases, quite apart 

from their effects on the motivations of court participants. Arrangements 

of this sort include scheduling procedures and the assignment of cases to 

courtrooms. 

10 

- \ « .. 

~ \ 

t 1 
I I 

~ 
i 

:"'e! J .. 

Admittedly, the variables that fall under these headings are not 

entirely the same from court to court. Different courts are differently 

organized and function in different environments, and a variable that 

matters in one court may not matter or even vary in another. Inevitably, 

the model for any Qne court is a special case, and il1vol ves only a proper 

subset of the variables, of the general model that applies anywhere, any

time. In Detroit during this period, the variables that figure to have 

affected case processing time include the following: 

Disposition Type: Trial and Early Dismissal (IV). One major case 

event is the way the case ooncludes--by dismissal at' or before the prelimi

nary hearing,5 by subsequent dismissal, by guilty plea, or by trial. 

Plainly, dismissal at or before the preliminary hearing abbreviates proces

Sing time. At the other end of the ·spectrum, a trial is intrinsioally more 

time-oonsuming and requires lengthier preparation than any other mode of 

disposition--this despite oross-court comparisons of trial rates that seem 

to suggest that trials add littfe or no time (Church et al., 1978; 

Flanders, 1977; Gillepsie, 1976; 1977); case-level analyses of more fully 

speoified models show the expected effect (Neubauer and Ryan, 1982; 

Hausner and Seidel, 1979).6 Cases that end by plea or dismissal are in

between.7 All this may be so obvious as to seem unint5~esting, but vari

ables cann~t be omitted for rack of excitement, and the model would be 

misspeoified without disposition type. BeSides, interactions with other 

variables (ssa below) will add spice. 

Pretrial motions (IV)., Motions for discovery, to supress evidence, or 

for evidentiary hearings--all take time in both hearing and preparation 

(Neubauer and Ryan, 1982). It is the fact rather than the number of 

motions that seems to matte.r. 

1 1 



Psychiatric Evaluation or Treatment (IV). Another place time is lost 

is where the defendant must be evaluated for competency to stand trail. 

More time is lost if he is found incompetent and must be treated. But the 

increase in processing time is not tautologically equal ~o the number of 

days of evaluation or treatment. The court may attempt to make up for los'c 

time once the defendant returns. Or there may be auxilliary delays sur-

rounding the actual evaluation and treatment~ 

Failure to Appear (IV). Defendants may fail to appear for scheduled 

hearings. The longer the defendant remains AWOL, the longer it takes to 

complete his case, though as with psychiatriq evaluation or treatment, the 

number of days the case awaits the defendant need not translate to an equal 

number of days of processing time. 

Repetition of Preliminary Examination (IV). A preliminary examination 

that was originally waived may belatedly be asked for and held. In other 

cases,' a preliminary examination that was in some way insufficient may be 

reheld. Either way, it is back to square one, and typically, a longer time 

to completion. 

Mistrial (IV). Repetitions of later events have similar effects. 

When a trial ends in a mistrial and the case is sent back for a new trial, 

there is an obvious cost in processing time. 

Continuances (IV). Continuances other than those resulting from 

failure to appear, motions, or psychiatric evaluation or treatment also add 

to processing time, and in the same obvious way. The more numerous the 

continuances, the longer the processing time.9 

Number of Defendants (IV). Multiple defendants exacerbate problems of 

scheduling 31,:':1' coordination and can complicate and thus prolong the bar-

gaining process. 

12 
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Attorney Type (III). A number of authors have suggested that retained 

attorneys handle cases more slowly than public defenders or court-appointed 

counsel (Blumberg', 1967; Nimmer, 1978; and Nardulli, 1978, for example). 

The difference is that retained attorneys collect their fees directly from 

clients, who generally need time to scrape the money together. Since 

clients may be less eager to pay once the case has been resolved, the 

attorney. may prefer to keep the case open until he has received all or most 

of his fee. 

Pre-Trial Incarcertation (III). A jailed defendant has more incentive 

to reach a conclusion, despite the strategic advantages of delay, than a 

defendant who is at liberty. (See Nimmer, 1978, and Nardulli, 1978, on the 

percei ved ad vantages of postponing dis~osi tion, and Bernstein, et .!l., 

1977; Rhodes, 1976; Rossett and Cressy, 1976; and Goldfarb, 1975, on the 

effects of pretrial incarceration.), Less directly, jail status also af-

fects the incentives felt by judges, prosecutors, and defense attorneys. 

To the extent that the state imposes shorter time limits for the disposi-

tion of cases involving jailed defendants (Nardulli, 1978; Thomas, 1976), 

that judges believe that presumptively innocent defendants should be de-

tained as short a time as possible, or that jail space is a sc~rce commodi-

ty (Flemming, 1983), the cou~t can be expected to give priority to jailed 

defendants. 

Seriousness (III). In more serious cases, the defendant risks a 

greater penal ty if convicted, and should therefore be more desparate to 

obtain an acquittal or favorable plea bargain, and thus more determined to 

draw out the case in the hope that it will eventually deteriorate. At the 

same time, the seriousness of the charge is one of the bases on which 

judges and prosecutors allocate time and other resources (Hather, 1979; 

Heumann, 1978; Forst and Brosi, 1977). In more serious cases, judges tend 
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to allow a fuller exercise of the adversary process, which of course con-

sumes more time. As a rough and ready measure of seriousness, we use the 

maximum term of incarceration (in months) 012 the original charge.10 Where 

there is more than one count, we use the highest of the maxima invol ved, , 

and we arbitrarily quantify "life" as 480 months. 

Prior Record (III). Like the seriousness of the charge, the de-

fendant's prior record affects the degree of jeopardy in which he finds 

himself and thus his incentives to impede the progress of his case. The 

greater the number of previous convictions the heavier the sentence, if the 

present case ends in conv iction, is like 1 y to be. Hausner and Seidel's 

(1979) results lend support. 

Regular or V isi ting Judge (III). The visiting judges who served on 

Recorder's court during this period did not real"ly have dockets of their 

own, even under the "ind.ividual docket" (see below). Hence they escaped 

the regular judges' incentives, under the individual docket, to keep their 

caseloads within bounds. This implies an interaction with docket and 

caseload, to which we shall come presently. 

Docket Type (III). Durin~ the period of study, Recorder's Court 

changed from a central docket or master calend~r for the entire court to an 

individual docket for each judge.11 Rather than being responsible, as 

under the central docket, for an illdefined share of the work, each judge 

now had to answer for a specific set of cases. To reinforce the effect, 

the delay reduction projec~ staff published bi-monthly reports listing and 

ranking judges' caseloads. To avoid appearing in a bad light, judges had 

to move cases rapidly enough to keep their dockets down. Thus accountabi

lity brought incentive. Even Church et ale (1978), who are skeptical of 

docket type's effect in criminal couria, report "competition among the 

judges in virtually every individual calendar court visited" (p.73). 

Anecdotal evidence suggests that many court participants saw it the 

same way. As one administrator put it, the central docket's suppor~ers 

were motivated by the feeling that, "the pressure is getting to me and I 

don't want to work this hard." Certainly, it was difficul t to get judges 

to accept cases under the central docket. One employee of the state court 

administrator's office descrtbed the court scheduling officer as having to 

go "around the court on his knees." Judges who worked hard became resent

ful, and worked less hard. In the words of the same administrator, they 

became 

unhappy about having less productive judges foist cases on 
them encroaching on their leisure, trying to harness their 
prod~ctivity for the good of the order against their will, 
so they ensured that there would be no excess productivity 
on their part. 

One of the harder-working judges said much the same thing: 

Some of the ••• more ambitious judges finally adopted the 
atti tude of "What's t'he use? It doesn't pay to carry more 
than your fair share of the load because the others just 
don't care." 

In contrast, the individual docket made it difficult for slackers and 

sluggards to escape attention. In addition, the docket change touched the 

judge's incentives to offer the defendant incentives to plead. Under the 

central docket, the judge supervising pretrial negotiations would not have 

to try the case himself if negotiations failed, and there was reason to be 

cautious. As one judge put it, 

Under a central docket a judge is not active [in plea 
bargaining] in that he's not going to be stuck with the 
case. There's no reason why he should be, you se~. 
One of the most difficult things that a judge does 1S 
not in the trial stage, but in the pretrial of cases. 
The risk that a judge takes on his reputation--his political 
r~putation ... -and everything else is in the pretrial stage. 
When I decide to take a reduced plea and give a sentence 
bat'gain, that's when I lay mYself on the line for criticism. 



course, cr~ ~cs 0 • , Of 't' f the ;ndividual docket argue that the central 

, t' I and efficient (For a review of arguments on both docket ~s more ra ~ona , 

sides, see Solomon, 1973.) In essence, ,this is to assert that the docket 

variable is not really of Type (III) but of Type (V), and that its impact 

is not negative but positive~ We believe the effect is negative, but the 

data will tell. A number of previous studies sUgg€:1st that the effect is 

neither positive nor negative but nil (see Church et al., 1978, and the 

critical review in Nimmer, 1978). But it is debatable how far these 

studies are to be trusted, since only one--Nimmer's own (reported in 

Nimmer, 1978)--is able to control for even a handful of other relevant 

variables, and it is based on a sample of cases involving only three 

t b t 'cal Again, the data will tell. offenses, which mayor may no e yp~ • 

Case Track (III, V). Another innovation was a "case-track" designed 

to bring all cases to disposition within 90 days of arraignment. The case-

h f the ma.J'or events in the life of a case-track required that eac 0 

preliminary examination, plea negotiations, pretrial motions, and trial--

t~ke place by a spec~ ~e ea ~ne. 'f' d d dl' In part, this was an instance of 

administrative facilitation. Project personnel prepared forms showing 

scheduling dates that would meet a ninety-d~y track for trial cases and 

held workshops for judges and their clerks on case scheduling and/the use 

of the newly develope orms. d f But the' case-track also added incentives. 

First, it provided more exigent standard.s for judicial performance. Al

though judges CQuld not bo forced to adhere to the deadlines, a con

siderable effort was made to persuade and/or shame them into compliance. 

Second, it altered the defendant's strategic situa t.i on. The plea cut-off 

date, after which no fur er concess~ons th "could be offered, undermined the 

defendant's incentives to foot-drag. ); 
if 

.'1 

The Decentralization of Plea Bar~ain~ (I, III, V). The delay re-

16 

duction project also aimed to decrease processing time by transferring plea 

bargaining from the central prosecutor's office to individual "docket 

prosecutors," one for each of five groups of neighboring (same-floor) 

courtrooms. PrOXimity, it was thought, would breed familiarity, which in 

turn would breed efficiency. In addition, there may again ha ve been an 

effect on incentives. Under the central system, plea-bargaining was the 

province of speCialists, who did nothing else. With decentralization, the 

docket prosecutors were made responsible for monitoring and coordinating 

the (by that time, individual) dockets within their domain. Consequently, 

the docket prosecutors had reaso~ to adjust their plea-bargaining so as to 

keep "their" courtrooms' processing times re lati ve ly short and their 

dockets relatively small. Finally, the decentralization of plea-bargaining 

was also accompanied by an inClrease in the overall number of prosecutors, 

and may have decreased processi~g times by that route as well. 

The Crash Program (I, III, V). A final element of the de,lay reduction 

project was what was known as the "crash program." This did several things 

simultaneously. It expanded the bench by bringing in visiting judges, 

provided for monitoring the hours each courtroom was in operation, insti-

tuted meetings among prosecutor:s, judges, project staff, and representa_ 

tives of the poiice department and sheriff's office, an~ reopen~d negotia-

tions on selected older cases ,to bring them to a speedy conclusion. The 

addition of the visiting judges decreased the per-judge caseload; the 

moni taring of courtrooms rewarded those who worked long hours and sanc-

tioned those who shirked; the roopened plea negotiations upped the defen-

dant's incentives to plead; and the efforts at increased coordination may 

have been a faCilitating factor. 

Caseload, Individual and Court-Wide (I). Under the central docket the 
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relevant caseload is that of the entire court pormed against judicial 

manpower; under the individual docket it is the caseload of the judge 

handling the case. Operationally, both caseloads are as of the beginning 

of the month. Under the individual docket, at least, we expect caseload to 

have a negative effect, since with the advent of individual accountability, 

caseload became a highly 'visible criterion of performan.ce. Judges who 

improved their position in the monthly rankings pointed proudly to their 

achievement--even judges who claimed not to pay attention to caseload. 

Judges who lost g~ound conspicuously avoided the subject. 

Most of these variables are veterans of one study or another, yet we 

want to emphasize that this is no mere census of putative causes. Not 

every variable in the literature is her~.12 Nor is the selection random or 

ad hoc. Constraints of measurement aside, the inclusion or exclusion of 

specific variables is a function solely of their ability to serve as the 

minor premise of an implic~ t syllogism. The simple rule is, if it comes 

under one or more of the five generic causes above, then it belongs on the 

list of causes; if not, it doesn't. Vlhile recognizing that this is theory 

of only a simple, unma~hematical sort, we claim three advantages for this 

self-conscious approach to variable selection. First, it at least points 

us in the direction of comprehensiveness" Within the limits of observa

tion, we have tried to include eVerythin1f that has to do with caseload, 

case complexity, incentives, case events, I(or structural facilitation. At 
\, 

the same time, th~ list is selective. The m/iijor premise tells us not only 

what to include but what to ignore. And, third, the simple deductions 

involved provide clear reasons for us to believe that these variables, and 

not others, have an effect. 

16 
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What Kinds of Effects? 

Of oourse, it is not quite enough to specify a list of explanatory 

variables. We must also consider the ways they affect case processing 

time. This is a question of the shapes of their effects (roughly, 

slopes).13 In the absence of reason to the contrary, we shall presume 

linear and additive--which is to say, con~tant--effects. 

Nonetheless, several effects would on the face of it seem to .be 

nonconstant. The effect of prior record is probably nonlinear (a function 

of its own value). An additional conviction should make a Ii ttle differ-

ence to the likely sentence, and thus to the defendant's incentive to 

procrastinate, when it is merely the latest of a long string. The greatest 

difference should be between 0 prior convictions and 1. The difference 

between 1 and 2 should be smaller, the difference between 2 and 3 smaller 

still, and so on. Tq capture this pattern, we write pr?cessing time as a 

linear function of the logarithm of the number of prior convictions, rather 

than of the number H;self.14 

The remaining nonconstancies ar~nonaddi ti vi ties (effects that are 

functions of the values of other explanatory variables). Since a judge has 

more control over trials than other dispOSitions, the individual docket 

should have tended to shorten trial cases more than others. Since the 

case-track introduced new deadlines for both motions and tria.ls, we should 

expect it to have achieved greater reductions in case processing time for 

cases involving motions or trials. Because the definition of caseload 

depends on docket type, it is the per-judge caseload of the entire court 

that should matter under the central docket, but the individual judge's 

caseload that should matter under the ,i.ndividual docket. Moreover, the 

individual ca.seload shOUld matter only for regular judges, because the 

visiting judges did not really have dockets of their own. And, finally, 

19 
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because a case is net efficially part ef the caselead until after the 

preliminary examinatien., neithercaselead var:i.able sheuld have an effect 

for cases dismissed at er befere the preliminal.'y examina ti en. We accemmo-

date these interaotiens by including the apprepriate multiplicative terms • . 
With these and enly these departures frem linearity and additivity, . 

and by abbreviating the variable names, we may write the equatien fer case 
preceSSing time as15 

CPT = BO + B1 TRIAL + B2DPE + B3 MOTION + B4 PSYCH + B5
FTA 

+ B6 RPE + B7 MISTR + B8 CONTIN + Bg #DEF + B10 RETAIN 

+ B11 BAIL + B12 SERIOUS +Bn PRIOR + B14 DOCK 

+ B15 TRACK +B16 LOCPLEA +B17 PROGRA~1 +B18 DOCK*TRIAL 

+ B19 TRACK*TRIAL +B20 TRACK*MOTION 

+ B21 AVLOAD*(1-DOCK)*(1_DPE) 

+ B22 JLOAD*DOCK*( 1-DPE)*REGJ + u. 

Table 1 prevides a key to. the abbreviatiens and a reminder of 

-Table 1 Abeut Here 

operatienal definitiens. The u is an unmeasured disturbance, and the Bls 

are the unknown parameters en which the effects depend.16 

Estimatien and Results ---------
Fer the mest part, l-te make the conventienal assumptiens about u, but 

heJ;D.oakedastici ty is an exceptien. The prec:ipi tous dec 1 ine i1\l.\ precessing 

times Over the period ef study st:ggests the pessibility ef a similar de

cline in their variance, and, mere to. the point, in the variance of the 

disturbance. Dividing the ebservations by menth ef origin and subjecting 
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Variable 

Case processing time 

Number of defendants 

Dismissal at or before 
the Preliminary Examination 

Trial 

Pretrial motions 

Psychiatric evaluation 

Defendant's failure 
to nppear 

Number of continuances 

Repetition of Pre
liminnry exuminntion stage 

Histrial 

Abbre
viLllion 

I CP'!, 

IIDEP 

OPE 

TRIAL 

~10T10N 

PSYCH 

F'l'A 

CON'I'IN 

NS'I'R 

Table 1 

Variables in the Model 

Operationalized as 

Days between arrival (arr.dignment on 
warrant and disposition) 

-Number of defendants 

1 Hhen case is dismissed at or 
before preliminary examination 

o Otherwise 

1 mIen case is disposed by trial 
o Otherwise 

I \vllen formnl pretr ial motions 
are flIer! 

o No pretrial motions 

Days lost to psychiatric 
evaluation or treatment 

DnYH lost due to 
defendantls failure to appear 

Number of continuances 

1 Wilen case sent back for 
preliminary ~xam 

o OLherwise 

1 WIlen mistrial declared 
o Otherwise 

Min. Max. Mean S.D. 

1 774 76.28 94.13 

I 8 1. 21 0.56 

o I 0.19 0.39 

o 1 0.11 0.31 

o 1 0.15 0.36 

o 98 0.87 7.85 

o 605 5.82 37.09 

o 8 0.14 0.54 

o 2 0.02 0.16 

() 1 0.002 0.05 
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Variable 

Type of defense 
attorney 

Pretrial incarceration 

Seriousness of charge 

Defendant's prior-record 

Regular vs. visiting 
j uJge 

Docket type 

Case-track 

DeCl'ntt"lllh:ntion of plea 

Crash program,and 
aftermath 

Abbre
viation 

RETAIN 

BAIL 

SERIOUS 

PRIOR 

REGJ 

DOCK 

THACK 

LOGPLBA 

o )era t ional ized as 

I When attorney is retained 
counsel 

0 Otherwise 

1 [."hen defendant is fre~ prior the disposition of the case 0 Jed 1 

Statutory mnximUOl of c()unt with 
highcHt maximum in months 

Number of prior convictions 

I Hhen case was henrd by reguL'~lC 
judge' 

o [."hen cns(! was heilrd by 
v j sit i ng judge 

\."hen Ca~w wns in it ia ted under 
individulll dOcket 

o Under ('entral docket 

I""wn case was i nittated after 
CCHH!-tr<l(:k in place 

() Bl'fol"t! ('Use-tril<'i< 

to 

'."hen case WilH initiated aFter 
pletl bargaining decentralized 

o Before deCentralized plea bargaining 

1 "hen caSe Was il1'i t iated ill <'rash 
or POSt-crash periuds 

o Otherwise 
" 

... ... 

Min. Max. ~1ean S.D .. 

o 1 o .J.8 0.39 

o I 0.66 0.47 

o 480 150.47 151.97 

Ii 
() 62 2.02 3.87 
() I 0.77 0.42 

() I 0.73 

o 1 0.53 0.50 

() 1 ().18 0.39 

o 1 ().24 0.43 
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Variable 

Judge's caseload 

Average caseload 

fi ______ • ________________ _ 

Abbre
viation 

JLOAD 

I AVLOAD 

Operationalized as 

Number o~ defendants on disposi
tion judge's individual docket 
in month in which case was 
initiated 

Total number of defendants before 
court at beginning of month 
in which case was initiated, divided 
by the number of judges available 
at that time 

Min. 

o 

l03.10 

.. 

Max. ~1ean S.D" 

399 75.215 93.186 

423.42 224.Y5 39.07 

, 



the hypothesis of equal variances to the usual likelihood ratio test (see 

Mood et al., 1974, pp. 439-40) produces a 2 of 2006.8 , with 23 degrees of 

freedom. Faced with this eviaence of heteroskedasticity, we have turned to 

generalized as opposed to ordinary least squares (GLS as opposer\ to OLS) 

for our estimates. In effect, each observation is weighted by tb.~ recipro-

cal of the sample standard deviation of the (OLS) residuals for its month. 

The results are displayed in Table 2.17 

Table 2 About Here 

On the whole, the results are as expected. Most of the parameter 

estimates have the signs explicitly or implicitly predicted above, and most 

attain conventional levels of "significance." At .47, the R2 is rewarding 

by micro-data standards,18 and higher than any previously obtained for 

processing time.19 

For the most part, the effects are simply the corresponding param-

eters, but the nonlinear or nonadditive ones are more complicated functions 

of both parameters and variables. Thus Table 2 supplies estimates of many 

but not all of the effects; the rest must be estimated as the appropriate 

functions of the estimated parameters and explanatory variables. These 

resul ts are reported in Table 3. Let us consider each variable in turn. 

Table 3 About Here 

Disposi tion Type. ,!'he :ib.ow" of disposition has a major effect on the 

"how long" of it. A dismissal at the preliminary examination cuts proces-

sing time by about 31 days. Under the individual docket, there is, in 

addition, a small but nontrivial decrement that varies with the size of the 
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Table 2 

Parameter Estimates 

2 .4703 RGLS = 

Variable Coefficient (S.E.) Variable 

tlDEl? 6.77'~ «2.32) PRIOI{ 

TRIAL 68.99* (14.57) DOCK 

DPE -31.04* (4.43) THACK 

~10TION 53.70* (7.99) LOCPLEA 

PSYCH 1.39* (0.18) PROGRAN 
N 
Ln FTA 1.051, (0.04) OOCK*TRIAL 

CON'l'IN 17.46", (3.07) TRACK''''l'RIAL 

RPE 12.87 (10.41) THACK*MO'l'ION 

MISTR 23.90 (26.10) AVLOAD*(l-DOCK)*(l-DPE) 

RETAIN -1.18 0.27) JLOAO*DOCK*REGJ*(l-DPE) 

HAIL 9.81", (2.98) CONStANT 

SERIOUS O.Ob'" (0 .()l) 

*Significont at thu .05 1evul (by one-or two-tailed test AS appropriate). 

t" 1 : , 
\ 

" • ii 

:,-
\-----------

N = 1233 

Coefficient (S.E.) 

0.86,~ (0.45) 

-1.88 (14.70) 

-9.13 (4.76) 

-13.68* (3.18) 

-18.58* (8.99) 

-15 • .14 (17.94) 

-0.06 01.89) 

-33.87* (9.04) 

-0.03 (0. Ol,) 

-0.08* (0.02) 

58.'15* (12.88) 

l _____________________________ ~ __________ ~~ ______ ~= __ ~k __ ~,~~~~~ __ \~,~~~ _____ ~ ____________________ ~ __ .,~L ____ ~ ___ ~~_~ ______________________________ __ 
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Effects 0n Case Processing 

Variable 

~umber of Defendants 

Dismissal at Preliminary Examination 

Central Docket 

Individual Docket with Regular Judge 

Individual Docket with Visitor 

Trial 

Central Docket 

Individual Docket 

Individual Docket and Case-track 

Pretrial ~lotions 

Before Case-track 

Under Case-track 

Psychiatric Evaluation 

Failure to Appear 

Number of Continuances 

Repetition of Preliminary Examination 

~1istrial -

Retained Attorney 

Pretrial Release 

Ser~ousness of Charge 

Regular Judge 

Post-Preliminary Exam Cases and 
Individual Docket 

Otherwise 

'= 
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.• Effect 
(S.E.) 

6.77 
(2.32) 

-31.04-.03 AVLOADa 

(4.43) b 
-31.04-.08 JLOAD 

(4.43) 
-31.04 

68.99 
(14.57) 
53.85 

(11.04) 
53.79 
(4.73) 

53.70 
(7.99) 
19.83 
(4.30) 

1.39 
(0.18) 

1.05 
(0.04) 

17.46 
(3.07) 

12.87 
(10.41) 

23.90 
(26.10) 

-1.18 
(3.27) 

9.83 
(2.98) 

0.06 
(0.01) 

-0.08 JLOAD 

0.00 
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Table 3 

Effects on Case Processing Time 

Variable 

Log of Prior Record 

Docket Type 

Dismissal at Preliminary Examination 

Other Non-trial Disposition with Regular Judge 

Other Non-trial Disposition with Visitor 

Trial DispOSition with Regular Judge 

Trial Disposition with Visitor 

Case-track 

Non-trial Disposition without Motions 

Non-trial DispOSition with ~[otions 

Trial Disposition without Motions 

Trial DispOSition with Visitor 

Decentralized Plea Barg~ining 

Program (Crash and Post-crash periods) 

Court's Average Caseload for Central Docket 

Judge's Caseload for Individual Docket 

Effect 
_ (S.E.) 

0.86 
(0.45) 

-1.88 
(14.70) 
-1.88-.08 JLOAD+.03AVLOADc 

(14.70) 
-1.88+.03 AVLOADd 

(14.70) 
-17.02-.08 JLOAD+.03AVLOADe 

(23.18) 
-17.02+.03 AVLOAD f 

(23.18) 

-9.13 
(4.76) 

-43.00 
(9.50) 
-9.19 

(11. 56) 
-43.06 
(12.44) 

-13.68 
(3.18) 

-18.58 
(8.99) 

-0.03 
(0.04) 

-0.08 
(0.02) 

aAt a near-mean value for AVLOAD (225), the effect is -37.73 with a standard 
error of 10.55. 

bAt JLOAD (100), the effect is -39.04 with a standard error of 6.03. 

CAt JLOAD (100) and AVLOAD (225), the effect is -3.13 with a standard error 
of 21.49. C::.\~' • 

d "'" ".\ 
AI;. AVLOAD (225) the efhct:>i.s 4.87 with a standard error of 21.50. 

eAt JLOAD (100) and AVLOAD (225) the effect is -18.27 with a standard error 
of 28.75 

fAt AVLOAD (225) the effect is -10.27 with a standard error of 28.72. 
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The individual judge's caseload (assuming he is not merely a visitor). 

effect of going to trial is even larger, depending on structural arrange-

ments. Under ~he central docket and sans case-track, a case's gOing to 

trial increased its processing time by 69 days. As expected, the introduc

tion of the individual docket seems to have reduced this effect, although 

the difference falls well short of statistical significance. Low variance 

in DOCK*TRIAL (which is 1 only for trials, which are rare to begin with, 

and only under the individual docket) seems to be to b lame. Contrary to 

the effect S eems not to have changed with the addition of the expectation, 

case-track. This suggests that the case-track's plea cut-off date provi-

sion had little effect (seethe further discussion below). 

Before the case-track, pretrial motions added an Pretrial Motions. 

average of 54 days to the processing time of a case. Afterward, they added 

only 20 days. Motions still made 'a difference but a much smaller one. 

This is another and a clearer instance of the conditioning effects of 

administrative arrangements. 

Psychiatric Evaluation or Treatment. ~very day of psychiatric eval~a

tion or treatment appears to prolong the case by 1.4 days, an estimate that 

is significantly different from 1.0. Probably the reason .for this slippage 

is that cases in which the defendant needs psychiatric attention are par

ticularly problematic. Plea negotiations may take longer because it is 

more difficult for the defense attorney to determine what his client wants 

or is willing to do and for the defense attorney, presecutor, and judge to 

settle on an appropriate outcome. 

Failure to Appear. In contrast, the defendant's failure to appear 

neither entails the loss of any additional days bey~nd the time he is gone, 

nor brings any compensatory acceleration. The estimated coefficient is 

almost exactly 1. 
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Repetition of the Preliminary Examination. The pOint-estimate of the 

effect of having to re-hold the preliminary examination is roughly 13 

days--modest but not tiny--but the standard error is large, so that we 

cannot put much stock in it. Most likely, the standard error is large 

because this variable has so little variance, as repetitions of the pre-

liminary examination are infrequent. 

Mistrial. Mistrials are rare but costly in processing time, adding an 

average of 24 days. Here, too, however, the standard error is large, and 

probably for the same reason. 

Continuances. Each continuance increases processing time by 17 days. 

This is roughly consistent with Hausner and Seidel (1979), although dif-

ferences in variables, models, and courts make precise comparisons impossi-

ble. Hausner and Seidel suggest that cont'inuances are a stand-in for a 

number of actions by court participants for which they ha ve no measures. 

Here w~ have measured and entered several of these separately, in motions, 

psychiatric examinations, and failures to appear, yet continuances s~ill 
have a major effect--even larger than in Hausner and Seidel. Consequently, 

the court management literature's emphasis on the importance of a strong 

continuance policy (as in, for example, $ipes et aL, 1980) would seem to 

be well placed. 

Number of Dei'endants. On the average, a case seems to take almost 

seven days longer for every additional defendant. If the number is large, 

the cost in time involved is sUbstantial. A case with 5 defendants can be 

expected to take 34 days longer than a case with only one. 

Attorney Ty~. Contrary to expectation, cases with privately retained 

attorneys do not,take distinguishably longer than thos~ with court-

appointed counsel. 
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Pretrial Incarceration. As predicted, the cases of jailed defendants 

move more rapidly. The estimated difference is roughly 10 days. In part, 

this results from the difference in defendant incentives discuss~d above. 

But in part it also results from differences in incentives for other court 

participants. The cost of housing the overflow population from the over-

crowded Wayne County jail was the immediate impetus for the delay reduction 

project (Flemming, 1983, and Neubauer, et aI., 1981), and "what kept our 

feet to the fire," in the words of a delay reduction project manager. Our. 

interviews reveal that the "jail problem" loomed large in participants' 

minds. 

Seriousness. For every additional month of maximum penalty, there is 

an average increase of .06 day~ of processing time. This means, for ex-

ample, that the difference between a charge of possessing cocaine, which 

under Michigan law carries maximum sentence of 24 months, and one of arson 

of a dwelling, which carries maximum sentence of 240 months, is roughly 14 

days. 

Prior Record. Though Significant, the effect of prior record is 

somewhat smaller than antiCipated. The first prior conviction adds roughly 

4 days of proceSSing time, the next adds roughly 2 1/2 days, the thirds 

adds under 1/2 day, and so on. 

Docket Type. As expected, the effect of docket type depends on dis-

position type. For cases dismissed at the preliminary examination, the 

change from the central to the individual docket had essentially no effect. 

That is hardly surpriSing since the change altered calendaring only after 

the preliminary examination. For cases ending in plea or dismissal, how-

ever, the individual docket did bring a modest reduction in proceSSing 

time, although the size of the reduction varied with the judge's caseload. 

The heavier the caseload, the more docket type mattered. Thus, for ex-

30 

ample, the effect of being under the individual rather than the central 

docket was to reduce the expected proceSSing time by 12 days for a judge 
. 

with 125 cases, but by only 6 days for a judge with only 50 cases. For 

cases gOing to trial, the effect becomes larger, though still not huge, 

reaching 21 days for a judge with 50 cases and 27 days for a judge with 125 

cases. 

If taken at face value the estimates suggest that the effect of 

changing from the c~ntral to the individual docket was to reduce the pro

cessing times of cases by some two or three weeks. These figures, however, 

fall considerably short of statistical significance. The failure to attain 

significance even for trial cases where the effect should be and apparently 

is at its largest, is attributable to the large standard error for the 

docket X trial interaction, which again is a matter of low variance. All 

we can say with assurance is that the effect varies with the judge's 

caseload. Still, we believe the effect is there. Except for its statisti_ 

cal insignificance, the effect looks right--negative, and larger in abso

lute value for trial cases for judges with larger caseloads. And the 

anecdotal evidence cited above lends support. 

Case-Track. Like the individual docket, the case-track cut proceSSing 

times dramatically for ce~ta1fi kinds at cases. Cases with motions were 43 

days shorter under the case-track. Even for non-trial cases without 

motions, the case-track made a difference of 9 days~ 

Location of Plea Bargainin~. The decentralization of plea bargaining 

seems to have been a Success, reducing the expected proceSSing time by 14 

days. Regrettably, we cannot say whether this was the product of admini

strative facilitation, change in prosecutorial incentives, or the addition 

of prosecutors. 
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Crash Program. The intense monitoring, reopening of negotiations, 

decrease in sentence lengths, and hiring of judges that constituted the 

crash program decreased case processing time by about 19 days. Again, we 

cannot definitely separate the p1otivational, administrative, and manpower 

components of this effect. Among veterans of the crash program, however, 

the increased hours and heightened motivation loomed largest in retrospect. 

Caseload. One of our more interesting findings is that under the 

central docket, the per-judge caseload has no significant effect, whereas 

under the individual docket, the judge's own caseload has a negative 

effect. When, for instance, a judge's own caseload increases by 50 cases, 

he compensates by speeding up his average case processing time by roughly 4 

days. Under the individual docket, judges se~m to have become more "docket 

conscious," monitoring their dockets and attempting to keep them under 

control.20 Of course, the Gther side of the coin is that judges whose 

caseloads diminished tended to relax their efforts, moving cases more 

slovrly. The story is told that one judge who had a three-day trial removed 

from his docket promptly took a three-day vacation. 

Discussion 

To sum up: the maj ori ty of the mode I' s variab les do seem to affect 

processing time and, together, to explain it quite we 11. Only attorney 

type and average caseload plainly fail to have their anticipated effects. 

Three more effects are arguable: docket type, repetitions of the prelim-

inary examination and mistrials show up with substantively nontrivial but 

statistically insignificant effects. 

The variables that ,clearly have an effect include representatives of 

all five overarching factors. Dismissal at the preliminary examination, 

going to trial, motions, continuances, psychiatric evaluation or treatment, 
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and failure to appear reflect the actions of participants. The number of 

defendants is an aspect of case complexity. Whether the defendant is in 

jail, the seriousness of the charge, case-track, the decentralization of 

plea bargaining, and aspects of the crash program have to do with incen

tives. The individual judge's caseload and, indirectly, the addition of 

judges under the crash program reflect case load. And the case-track, the 

decentralization of plea bargaining, and, again, aspects of the crash 

program come under structural facilitation. Precise comparisons are impos

sible, but, as between categories, the caseload variables seem relatively 

ineffectual. The impact of average caseload is nil, and that of individual 

caseload nontrivial but small. On the other side of the scale, it is 

impossible not to be struck by the role of incenti ves. Like the rest of 

us, court participants respond to rewards and sanctions. 

As anticipated, certain of the·effects are significantly interactive, 

their magnitudes hinging on the values of other variables. The effect of a 

dismissal at the preliminary examination is a bit greater under the indi

vidual docket, where it is an increasing function of the judge's caseload, 

provided that the case is being handled by a regular judge. The effect of 

pretrial motions i~ much sleriderer under the case-track. Symmetrica lly, 

the effect of the case-track is greater for cases with motions. For post-

preliminary examination cases, the effect of docket type is an increasing 

func~ion of the judge's case load under the individual docket. And although 

the dtfference is not statistically significant, the effect of docket type 

seems a good bit greater for trial cases as well. 

In our view, these results should put paid to the discouraging notion 

that the causes of processing times (and other court outcomes) can be 

traced no further back than to some neb,dous "local legal culture," defined 

pr.imarily as a matter of participants' norms and expectations (Church, 
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1981; 1982; Sherwood and Clarke, 1981; and Church~~., 1978).21 These 

variables' success clearly shows that more specific and preci::Je explanation 

is possible. Since we take no explicit account of them, it also suggests 

that norms and expectations are neither so influential nor so exogenous as 

the champions of local legal culture explanations would have us believe. 

Norms and expectations may have some effect on processing times, but the 

dominant flow is almost certainly the other way around. Court participants 

develop a sense of how long given cases can be expected to take by implic-

i tly averaging the processing times of similar cases. Horeover, the effect 

norms and expectations do have is too proximate to be of much interest. To 

the extent they actually affect processing time, the interesting question 

is how they are determined, and that leads us back to specific structural 

and incentive-related variables of the sort we employ. 

The structural variables are of special inter~9t, as they bear on the 

effecti veness of the reforms that produced the structural variation in 

Detroit and the potential of similar efforts elsewhere. For certain kinds 

of cases, at least, these all had substantial effects--the decentralization 

of plea-bargaining and crash program, unconditionally, and the individual 

docket and case-track, for cases going to trial and with pretrial motions, 

respectively. Of course, the other side of these interactions is that the 

effects of trial disposition and pretrial motions. depend on docket type and 

case-track in turn. Post-innovations, a case's going to trial or involving 

pretrial motions still delayed it, but not nearly so much. The effect of 

case load is similarly contingent, if to a lesser degree. Under the central 

docket, case load has no discriminable effect, but under the individual 

docket it does, with increasing caseloads resulting in shorter processing 

times. EVidently, forcing the judges to be answerable for their own case-
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load makes the system responsive to the length of the queue. ObViously, 

these resul ts have pol ~cy ~mpl ~ ca-t-~ons. Th ttl 
• • • w. e s ruc ura innovations in 

Detroi tare tYPica 1 of the ways in which courts ha ve attempted to reduce 

processing times. Courts have commonly tried to achieve tighter and 

earlier control Over the progress of cases (the case-tra~k), to hone the 

incentive structure by increasing individual accountability (the individual 

docket and decentralized Plea-bargaining), to improve coordination (the 

crash program), and to increase the participants' familiarity with cases 

(decentralized plea bargaining again). The SUCcess of these reforms in 

Detroit should be encouraging to those mak~ng . 

elsewhere. 
• or propos~ng similar changes 

To be sure, the et1couragement depends on the similarity. Superfi_ 

Cially similar innovations may be sufficiently different to deprive them of 

impact. Case-tracks may ha ve vary-ingdeadl ines for varying events with 

varying sanctions. Individual dockets may be more or less individual. 

Judges in some individual dooket systems are rotated to other aSSignments 

and thereby reliev~d of their dookets periodically. There may also be more 

or less publicity giVen to docket size. Similarly, decentraliZed plea

bargaining may be more or less decentralized. Both the lattitude of local 

discretion and the ratio of cases to prosecutorial units may vary. And so 

on, and so on. The details of structural changes will matter. 
Other 

results also have policy implications. Constrained only by manipulability, 

every effect suggests a way of redUCing (or increasing) processing times. 

And it is not just the structural variables that are manipulable, at least 

in the aggregate. For example, the cases of defendants with lengthier 

prior records seem to take l?nger, which means that police or prosecutorial 

policies--not charging or diverting more first-timers __ that result in a 

caseload with a higher proportion of repeat offenders will increase the 
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average processing time. Similarly, consider the effect of a case's going 

to trial. Plainly, sentencing structures or plea-bargaining postures that 

lead to a higher proportion of trials should greatly decrease the pace at 

which cases are processed. Thus although plea-bargaining is now under some 

attack (in the public, if not in the courts) and may be undesirable in 

other respects, there would be a considerable cost in processing time if 
'. 

more cases were brought to trial. Another example is motions. Any rule or 

behavior that discourages pretrial motions should result in shorter proces-

sing times. Or, again, there is failure to appear. It may be possible, by 

being more efficient about reminding defendants of upcoming appearances or 

about apprehending those who do not appear, to shorten the period of de-

fendant-less limbo, and thus the mean processing time. 

These observations are not intended to be normative. We are merely 

examining some of the possibilities. We do not mean to recommend any of 

the changes that would reduce processing times or to reject any of the 

changes that would increase them. In either case, there may be tradeoffs 

that would outweigh the gain or loss in processing time. But we do wish to 

underline the fact that the effects of the nonstructural variables, too, 

suggest ways in which court poliCies and behaviors may have effects--either 

intentional or inadvertant--on case processing time. 

A t the same time, the operative word here is "suggest." Our resul ts 

derive from only one court in only one period. Parameters and effects in 

other courts or in this court at other times may look quite different. 

Time and further study will tell. Where differences emerge, the task will 

be to educe the boundary conditions (implicit interactions) responsible. 

That, however, we may leave for future research. This model and these 

results lie near the beginning, not the end, of investigation. 

36 

, « .. .. • e· 

-- ------~ ~-~----

References 

Bernstein, Ilene; Kick, Edward; Leung p Jan T.; and Schultz, Barbara. 1977. 

"Charge Reduction: An Intermediary st?ge in the Process of Labelling 

Criminal Defendants." SOCial Forces 56:362. 

Blumberg, Abraham. 1967. "The Practice of Criminal Law as a Confidence 

Game: 
Organizational Cooptation of a Profession." Law and Societl. 

Review 1:15. 

Boyum, Kieth. 1979. "A Perspective on Ci vi 1 Delay in Trial Courts." 

Justice System Journal 5:170. 

Church, Thomas, Jr. 1981. "Who Sets-the Pace of Litigation in Urban Trial 

Courts?" Judicature 65 :76. 

1982. "The 'Old and the New' Conventional Wisdom of Court 

Delay." Justice System Journal 7 :395. 

Church, Thomas, Jr.; Carlson, Alan; Lee, JO-Lynne; and Tan, Teresa. 1978. 

Justice Delayed: The Pace of Litigation in Urban Trial Courts. 

Williamsburg, Va.: National Center for State Courts. 

Eisenstein, James and Jacob, Herbert. 1977. Felony Justice: An Organiza

tional Analysis of Criminal Courts. Boston: Little Brown. 

Feeley, Malcolm M. 1979. The Process is the Punishmen~ New York: 

Russe 11 Sage. 

F landers, Steven. 1977. Case Management and Court Hanagement in U.S. 

Federal District Courts. Hashington, D.C.: Federal Judicial Center. 

Flemming, Roy B. 1983. Punishment Before Trial: An Organizational 

Perspective of Felony Bail Processes. New York: Longman. 

37 

.: ..... " -



Forst., Brian and Brosi, Kathleen. 1977. "A Theoretical Empirical Analysis 

of the Prosecutore" The Journal ,of Legal Studies 6:177. 

Gillespie, Robert W. 1976. "The Production of Court Services: An Analysis 

of Scale Effects and Other Factors." Journal of Legal Studies 5 :243. 

1977. Judicial Productivity and Court Delay: An Explora-

tory Analysis of the Federal District Courts. Washington, D.C.: 

National Institute of Law Enforcement and Criminal Justice. U.S. 

Department of Justice. 

Goldfarb, Ronald. 1975. Jails: The Ultimate Ghetto. New York: Anchor 

Press. 

Grossman, Joel B.; Kritzer, Herbert M.; Bumiller, Kristin; and McDougal, 

Stephen. 1981. "Measuring the Pace of Ci viI Li tigation in Federal 

and State Trial Courts.!' Judicature 65 :86. 

Hausner, Jack and Seidel, Michael. 1979. An Analysis of Case Processing 

Time in the Distt'ict of Columbia Superior Court. Washington, D.C.: 

Institute for Law and Social Research. 

Heumaru~, Milton. 1978. Plea Bargaining: The Experiences of Prosecutors, 

Judges and Defense Attorneys. Chicago: University of Chicago Press. 

1979. "Thinking About P lea Bargaining." In Peter F. . 
Nardulli, ed., The Study of Criminal Courts: Political Perspectives; 

Cambridge, Mass.: Ballinger. 

Heumann, Mil ton and Loftin, Colin. 1979. "Mandatory Sentencing and the 

Abolition of Plea Bargaining: The Michigan Felony Firearm Statute." 

Law and Society Review 13:393. 

Jacoby, Joan; Mellon, Leonard R.; Ratledge, Edward C.; and Turner, Stanley 

H. 1982. Prosecutorial Decision-Making: A National Study. Wash-

ington, D.C.: U.S. Department of Justice. National Institute of 

38 

'\ . 

I 
I 

Justice. 

Lewis-Beck, Michael S. 1978. "Stepwise Regression: A Caution." Political 

Methodologl 5: 213-40. 

Loftin, Colin; Heumamn, Milton; and McDowall, David. 1983. "l1andatory 

Sentencing and Firearms Violence: Evaluating an Alternative to Gun 

Control." Law and Society Review 17 :287. 

Luskin, Mary Lee. 1978. "Building a Theory of Case Processing Time." 

Judicature 62 :114. 

Luskin, Robert C. 1984. Looking for R2: Measuring Explanation 

Outside OLS. manuscript, Indiana University, Bloomington, IN. 

McCleary, Richard; O'Neal, Michael; Epperlein, Thomas; Jones, Constance; 

and Gray, Ronald. 1981. "Effects of Legal Education and Work 

Experience on Perceptions of Crime Seriousness." Social Problems 

28:276-89. 

McDavid, James C. and Stipak, Brian. 1981. "Simultaneous Scaling of 
, 

Offense Seriousness and Sentence Severity Through Canonical Correla-

tion Analysis." La~ and Societl Review 16:147-62. 

Mather, Lyrm M. 1979. Plea Bargaining or Trial?: The Process of Criminal 

Case Disposition. Lexington, l'lass.: Lexington Books, D.C. Heath. 

Mood, Alexander M.; Graybill, Franklin A.; and Boes, DUane D. 1974. 

Introduction to the Theory of Statistics. 3rd ed. New York: McGraw-

Hill. 

Nardulli, Peter F. 19'1'8. The Courtroom Elite: An Organizational Perspec

ti ve on Criminal Justice. Cambridge, Mass: Ballinger. 

1979. "Organizational Analyses of Criminal Courts: An 

Overview and Some Speculation." In Peter F. Nardulli, ed., The studl 

of Criminal Courts: Political Perspectives. Camb~idge, Mass.: 

Ballinger. 

39 .j 
1 



'c , , 
National Center for State Courts. 1978. State Courts: A Blueprint for the 

Future. Williamsburg, Va: National Center for St~te Courts. 

Neubauer, David W. and Ryan, John Paul. 1982. "Criminal Courts and the 

Delivery of Speedy Justice." Justice System Journal 7: 213-35. 

Neubauer, :D&vid W.; Lipetz, l1arcia; Luskin, Mary Lee; and Ryan, John Paul. 

198'(,. Managing the Pace of Justice: An Evaluation of LEAA's Court 

Delay Reduction Program. Washington, D.C.: u.S. Department of 

Justice. 

Nimmer, Raymond A. 1978. The Nature of System Change: Refonn Impact in 

the Criminal Courts. Chicago: American Bar Foundation. 

Rhodes, William M. 1976. "The Economics of Criminal Courts: A Theoreti-

cal and Empirical Investigation." The Journal of Legal Studies 

5 :311 • 

Rosset, Arthur and Cressey, Donal R. ·~:-76. Justice by Consent: Bargains 

in the American Courthouse. Philadelphia, Pa.: J.B. Lippincott Co. 

Rossi, Peter H.; Waite, Emily; Bose, Christine E.; and Berk, Richard E. 

1974. "The Seriousness of Crimes. Nonnative Structure and Individual 

Differences." American Sociological Review 39:227-37. 

Sellin, T. and Wolfgang, M. 1964. Measuring Delinquency. New York: 

Wiley. 

Sher-oVood, David R. and Clarke, Mark A. 1981. "Toward' an Understanding of 

Local Legal CuI ture.n Justice System Journal 6: 200-17. -
Sipes, Larry L.; Carlson, Alan M.; Tan, Teresa; Aikman, Alexander B.; and 

Page, Robert W., Jr. 1980. Managing to Reduce Delar. Williamsburg, 

Va.: National Center for State Courts. 

Solomon, Maureen. 1973. Caseflow Management in the Trial Court. Chicago; 

American Bar Association Commission on Standards of Judicial Admini-

40 

"c, c 

stration (Supporting Studies-2). 

Thomas, Wayne H., Jr. 1976. Bail Refonn in America. 

sity of California Press. 

-

41 

Berkeley: Univer-



"t ",. 

Notes 

1See Church (1982) and to a lesser extent, Grossman, et al., (1981) 

for dissenting views. 

2
For 

a now slightly dated review of the literature, stressing the need 

for a more theoretical and systematic approach, see Luskin (1978). 

30perationally, we consider processing time as beginning with the 

defendant's initial appearance in court and ending with the disposition by 

dismissal, plea, or verdict. Since Recorder's Court has preliminary as 

well as trial jurisdiction, a defendant's initial appearance is at an 

arraignment on the arrest warrant, which occurs within twenty-four hours of 

the arrest. 

4
0n 

a priori grounds, we consider this Possible, if not probable, 

despi te its not seeming to ha ve occurred in a number of studies based on 

aggregate data (Church, et al., 1978; Nimmer, 1978; Gillespie, 1976). See 

the argument below. 

5In some court systems, this would be a dismissal in a lower 

court, but as noted above, Recorder's Court has jurisdiction over prelimi-

nary matters in felony cases. 

6
It 

should"'"'also be noted that Church et al. (1978) and Flanders (1977) 

are bivariate, while Gillespie (1976) has productivity, not processing time 

as its dependent variable. 

7We do not distinguish post-preliminary-examination dismissals from 
1) 

pleas, despite the former's oft-observed correlation with processing time. 

Dismissals at this stage are not a cause but either a spurious correlate or 
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a consequence of longer processing times. When the evidence is weak yet 

there is public or police demand for action, the prosecution may have 

reason to prolong the case until the heat is off, then seek dismissal so as 

not to waste resources in a hopeless cause. At the same time, the longer 

the case drags on, the weaker it tends to become and the more likely, 

therefore, to be dismissed. Indeed, the defense often behaves on precisely 

this premise, with a dismissal often the result of a successful use of 

"strategic delay." 

8It may be thought that this and "failure to appear" (b~low) should 

not be inclUded as explanatory variables but instead subtracted from 

proceSSing time prior to analYSis (as in Neubauer and Ryan, 1982). After 

all, the argument runs, they represent time not under the court's control, 

and for which the court should not be held responsible., The trouble with 

this approach is, first, that, whether under the court's control or not, 

the time'involved is still pa~t of processing time, and, second, that the 

effects on processing time 'may not be unity. 

9See Hausner and Seidel (1979) for empirical support. 'rheir equation 

differs from ours, however, in not separating out motions, failures to 

appear, and psychiatric evaluations. 

10 Al ternati ves would include a Sell in-Holfgang (1964) or Sell in-

Wolfgang-like measure based on the amount and kind of harm involved 

together wit~ the nature of the relationship between defendant and the -
victim (as in, e.g., Forst and Brossi, 1977; Bernstein et al., 1977; and 

Jacoby et al., 1982) or a measure based on the severity of the pena 1 ties 

actually imposed (as in McDavid and Stipak, 1981). But the statutory 

maximum penalty is preferable for our purposes. First, it has the practi

cal advantage ~f being readily obtainable from the court records. Second, 
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it is, in effect, the legal ordering of seriousness, and as such presumably 

carries some normative weight, for court personnel especially (McCleary et 

al., 1981). Third, it probably reflects the central tendency of societal 

perceptions of seriousness, as Rossi et al. (1974) would seem to suggest. 

And, fourth, and perhaps most important, it is a direct measure of the 

defendant's maximum risk, which is one of the aspects of seriousness that 
I 

presumably matters most to processing time. 

11Recorder's Court has shifted back and forth between central and 

individual calendars. In late 1975, it changed the docket from individual 

to central; in late 1976 (during our study) it changed it back. See 

Neubauer, et aI, 1981 for an account of these changes and Eisenstein and 

Jacob, 1977, on prior oscillations. 

1~2Among other variables, we exclude the defendant's age and sex, the 

type of crime, and the judge's sentencing severity. None affects proces

sing time with the same immediacy as the variables we have included. They 

may affect it, but if so, only, we contend, through the variables listed 

(perhap.s most plausibly through disposition type). 

13Nonmathemat1cally, the effect that an explanatory variable x has on 

a dependent variable is the amount of change i~duce,d in y, on the average 

and other things being equal, for each uni t of change in x. For example, 

the average case load's effect on case processing time is the number of 

addi tional days a case can be expected to take for each addi ~ional case-

per-judge when tt enters the court. 

14Since the log of 0 is undefined, we add .01 to the count of prior 

convictions, taking the log of (PRIOR + .01). 

15The current caseload is affected, with some lag, by the average case 

processing t,:ime. But the effect ~ lagged, and only in the mean; the 

processing t~/Ines of contemporaneous cases have no effect, and that of any 
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single case in the past practically none. Consequently, we need not speci-

fy ~nd estimate a caseload equation alongside the case processing time 

equation. 

16The reader may note that the data form an "unaggregated" time-

series, with cases implicitly indexed by month of initiation. By averaging 

within months, we could reduce them to a mere time-series, but we should be 

the poorer for it, having thrown away our case-level information and in-

creased our standard errors without compensatory gain. 

17Since collineari ty appears to be something of a bugbear, in this 

field, it may be worth mentioning that it is not a problem here. Only 

extreme col linearity does much damage, and the only damage it can do is to 

produce large standard errors, which in turn mean wide confidence intervals 

and the possibi Ii ty of substanti ve ly but not statistically significant 

estimates. Even then, the estimates stay asymptotically on target, i.e. 

"consistent... Here, as we acknow ledge in the text a few of' the subs tan-

tively large parameter estimates (for mistrials, repetitions of preliminary 

ex~minations, and the docket x trial interaction) are statistically insig-

nificant. But the cause is lack of variance, not col linearity. 

18The R2 is computed as the squared bivariate correlation between 

actual and GLS-predictred processing time. (See Luskin, 1984, for a discus

sion of R2' s for non-OLS estimators.) 

19In an analysis of earlier Recorder's Court data, Eisenstein and 

-
Jacob (1977, pp. 234-37) achieve an R2 of only .11. On da ta from Dayton, 

Las Vegas, and Providence, Neubauer and Ryan (1982) obtain R2's of .11, 

subset of the Las Vegas data, but the standard adjustment for degrees of 

freedom brings this down beneath .3 (our calculation). In Washington, 

D.C., Hausner and Seidel obtain an R2 of .32. 
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20for a parallel finding in case of U.S. District Courts, whose 

dockets are individual, see Gillespie (1976). 

21 To be fair, Church (1982) admits the fuzziness of local legal cul-

ture explanations and calls for clarification. He also suggests--and we 

agree--that if local legal culture is to be more than a catch-all or 

residual category it must consist of norms and expectations. Where we 

• disagree is over the role and importance of local legal culture, so de-

fined. 

22This is Church et a1.' s reading which is premised on the exc 1 usion 

of two master calendar courts with particularly lengthy median processing 

times. If they remain in the analysis the master calendar courts average 

25 percent longer median disposition times than the individual calendar 

courts (see Church et a1., 197~7 pp. 36-39). 
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CASE PROCESSING THIES IN THREE COURTS 

That law trial was a slow business--appeared like 
they weren't ever going to get started at it. 

Mark Twain, Huckleberry ~ 

Among the most important dimensions of court performance is what is 

increasingly known as ~ processing ~--simply the length of time it 

takes a court to process a case, from arrival to disposition. At the level 

of , the individual case, processing time clearly affects the hardship on the 

defendant and his family and the cost and inconvenience to witnesses. It .. , 
may also have a curvilinear effect 'on the quality of "justice!' dispensed, 

with either haste or delay beyond some reasonable limit making "just" 

outcomes more difficult to obtain. Certainly, it affects the probability 

of conviction, since the prosecution's case tends to decay over time. In 

the aggregate, therefore, the distribution of processing times has conse-

quences for the level of public safety and the deterrent value of legal 

'. 
sanctions. More directly, it also affects the preemption of jail space and 

other resources by pending cases. 

As the fO,regoing implies, case processing times vary--from court to 

court, over time-and circumstance wi thin a gi ven court, and from case to 

case~ The main question is, how? What factors affect case processing 

times, under what conditions, and to what degree? The question of "reform" 

is corollary. T~e common perception is that processing times in American 

courts are generally too long, and there have been numerous efforts to 

reduce them. But to judge what has actually \'lorked, and what is likely to 
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work, and to what degree, we must first define the full set of variables 

that affect procesSing times and precisely how they do so and then estimate 

their effects. 

To this end, we have previously advanced and estimated a single-

equation model to account for the processing times of individual felony 

cases in the state criminal court of Detroit (Luskin and Luskin, 1984). 

The model is encouragingly predictive and the results enlightening, but 

they still pertain to only one court. In this paper, we extend the analy-

sis to similar data on the state criminal courts of Dayton and Providence. 

The object is both replicative and comparative--to see how far the results 

from Detroit can be generalized, how the effects on processing time differ 

between courts, and what contextual factors can account for those differ-

ences. 

The Variable and the Data ---
Definitions of case processing time have varied considerably (as 

Church et al., 1978b; Luskin, 1978; and Cook et al., 1981; who review them, 

point out). For our part, we think it important to consider the processing 

times of individual cases, not just of cases in the aggregate. The inter-

val with which we are concerned is Simply the number of days from receipt 

";;0 disposition. In Detroi t, where the court has pre 1 iminary as we 11 as 

trial jurisdic~ion, we count a case as received when it is first arraigned 

(lion the warrant"); in Prov idence and Dayton, where the courts we study 

have trial jurisdiction only, we count it as received only when the indict-

ment is filed. In all three, we consider it disposed of when the question 

of guilt or innocence has been decided •• This end-point excluct~s the time, 

if any, consumed by sentencing, appeals, new trials that result from ap-

peals, proceedings due to violations of probation, and so forth. On the 
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I other hand, it maximizes comparability across cases because all cases must 

eventuate in a dismissal, plea, or verdict, while only some will require 

further action. 

The data consist of samples of criminal cases initiated over more or 

less contemporaneous two- to three-year periods in the late 1970's. The 

reason the data. were originally collected, and what makes these courts 

particularly worth studying during these periods, is that they were the 

sites of LEAA-sponsored programs to reduce processing times, that wrought 

significant changes in court structures and practices. These changes 

proyided an unusually good opportunity to study the influences of court

structura'l as well as case-specific variables.1 

The Model ---
Explanatory Variables 

As we ha ve previously argued (Luskin and Luskin, 1984, pp. 4-6), tlfe 

variables that affect case processing time directly and thus belong on the 

righthand side of its equation should all be aspects of one or more of five 

overarching factors: 

I. Caseload. The conventional premise is that over any fixed 
period of time, court personnel have a limited number of manhours 
at their disposal and that any given case requires a certain 
minimum number of manhours to be processed. If so, the more 
cases there are to compete for available manhours, the longer it 
should take, on average, for anyone of them to receive its 
necessary minimum. Granted, courts may process cases more or 
less eff:Lc!"ently, disposing of a greater or lesser number in a 
gi ven amount of time, . even wi th constant resources (see 
Gillespie,1976). But ceteris paribus--that is, controlling 
among other things for the factors that govern efficiency, which 
come under III and V below--one might well suppose that increas
ing caseloads lengthen processing times. On the other hand, a 
court's most basic task is simply to dispose of cases

y 
and from 

this perspective caseload is a cri terion of court performance. 
Concommitantly, it is a source of pressure, with judges and 
prosecutors preferring to keep it wi thin reasonable bounds for 
fear of embarrassment or electoral displeasure (Eisenstein and 
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Jacob, 1977; Heumann, 1979; Nardulli, 1978; Nardulli, 1979). 
Hence judges and prosecutors may process cases more, not le~s, 
expedi tiously as case load rises. Either way, ca~e p~ocess~ng 
time should depend on caseload. The only quest~on ~s one of 
sign. 

II. Case Complexity. Some cases are almostlinher~ntlY ~o~: 
time-absorbing than others. In state crimina cour, s suc , 
this there may actually be little variation under th~s head~g, 
as N~ubauer and Ryan (1982) suggest, but there is probably some. 
For example cases with larger numbers of defendants c~n be 

, dinat~on. expected to take longer owing to the necessity of coor . 

III. Incentives. Court participants--defendants, and theitr ~o~
sel prosecutors, judges, and others--are semi-independe~ ec~
sio~-makers with particular institutionally-defined opt~ons and 
associa ted reinforcement contingencies. Like the rest of us, 
they respond to economic (Blumberg, 1967; Nardulli~ 1978; ~isen
stein and Jacob, 1977; Feeley, 1979), social (E~sens~e~n and 
Jacob, 1977; Mather, 1979; Flemming, 1979; and N,,,rdull~, 1978), 
intellectual (Heumann, 1978), and professional (Heumann and 
Loftin 1979" Loftin et al., 1983; and Eisenstein and Jacob, 
1977) i~centi ~es to take certain actions and a void others. 
Some of the incentives relevant to processing time are case
specific. Other things being equa 1, a, jailed defer:dant has a 
greater interest in speed than one who ~s free on ba~l. Others 
derive from the court's structural and administrative arrange
ments. For example, an individual as opposed to central docket 
or calendaring system may make judges more eager to keep the 
docket unc 1 uttered. 

IV. Case Events. As the case unfolds, participants make their 
decisions, taking some actions and not others, and ~hat ~hey 
choose to do often shortens of lengthens the proc~ss~ng t~me, 
either by design or as a side-effect. Defendants, fa~l to appear, 
prosecutors choose to bargain, judges grant cont~nuances, and so 
on. 

V. Structural Facilitation. A court's administrative arratnge; 
ments may be such as to facilitate or retard,the,movemen 0 

cases, quite apart from their effects on t?e mot~vat~ons ?f court 
participants. Arrangements of this sort lnclude schedul~ng pro
cedures and the assignment of cases to courtrooms. 

Admittedly~ the variables under these headings are not entirely the 

same from court to court. Because different courts are differently or

ganized and function in different environments, a variable that matters in 

one court may not even be definable in another. In a given court at a 

given time, some of the variables that are influential in other courts or 
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at other times (or from court to court) are not variables but constants. 

These three Courts are no exception. In each, the variables that affi~ct 
processing time are only a proper subset of those that affect it in one 

court or another, at one time or another. This is particularly true of the 

structural variables, on which we are ineVitably able to observe variation 

in only a few. Nor are the operative variables preCisely the same in all 

three. Indeed, most of the structural variations we observe are confined 

to only one court. 

Correspondingly, the case processing time equation cannot be preCisely 

the same for all courts, nor specifically for these three. Not that this 

is a troublesome diSjuncture. Each of our three court-specific equations 

is a special case of the Single, more general equation containing all the 

explanatory variables appearing in anyone of the three. (Similarly, this 

more general equation is itself a speCial case of the single, ~ general 

equation, containing all the explanatory variables that belong in the 

equation anywhere, at any time.) In each court-speci.fic equation certain 

o.f the variables of the more general equation happen to equal 0 or some 

other constant, and so dr'op out of the picture entirely or are absorbed by 

the intercept term. Any two court-specific equations can thus be rendered 

comparable by substituting the appropriate constants for the variables 

eXcluded by either but not both. 

It is plainly best--most compact, not to mention most theoretically 

satisfying--to-expound the model in this more general, any-one-of-the_ 

three-courts Version. Hence we begin by listing the variables we take to 

be aspects of at least one of the five generic factors in at least one but 

not necessari ly all three of the courts. Roman numera 1 s in parentheses 

indicate the factor(s) each variable represents. 
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Number of Defendants (II). More numerous defendants can be expected 

to exarcerbate the problems of scheduling and coordination and thus to lead 

to longer processing times. 

Disposition Type (IV). Because they are more complex, trials both 

require lengthier preparation and are themselves more time-consuming than 

other dispositions (see Nimmer, 1978; Rhodes, 1978; and Wice, 1978). On 

the other hand, cases dismissed at the. preliminary examination (held within 

the court in Detroit) are obviously less so. 

Pretrial Motions (IV). Like trials, pretrial motions require prepara

tion, and both the preparation and the actual hearing take time. Because 

the hearing of plural motions can be consolidated, it is the fact of at 

least one motion having been filed, not the number,that should chiefly 

matter. Indeed, we get distinctly lower R2's (but otherwise almost identi

cal results) when we substitute the number of motions for the simple yes-no 

variable.2 

Psychiatric Evaluation ~ Treatment (IV). In some cases, there must 

be a determination of competency to stand trial, a more general psychiatric 

evaluation pursuant to an insanity defense, or, where the defendant is 

found incompetent, a period of treatment prior to trial. Days lost in this 

fashion obviously add to the processing time, although the translation is 

not necessarily one-to-one, since associated inefficiencies may make the 

effect greater than 1, while efforts to make up' for lost time may make it 

less. 

Failure 1£ Appear (IV). When the defendant does not appear for a 

scheduled event, the court must wait until 4e does (voluntarily or other-

wise) before proceeding. Again, the variable is the number of days lost in 

this fashion, and again the coefficient may be but is not necessarily 1. 

Continuances (IV). Every continuance g~anted requires a res~heduling 
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I to a later date agreeable to a number of participants and thus prolongs the 

case. To aVoid double-counting, we exclude continuances associated with 

motions, psychiatric evaluations, and failures to appear, itemized sepa-

rately in the variables above. 

Repetition ~ Preliminary Examination (IV). Cases do not always move 

unidirectionally toward completion. In Detroit, where the preliminary 

examination is held within the court, post-preliminary examination cases 

occaSionally return to that stage. In some cases, the actual examination 

is first waived, then belatedly requested; in others, it is held but later 

ruled deficient. Either way, the regression costs processing ,time. 

r1istrial (IV). When a trial ends in a mistrial, even more work and 

time will be necessary to reach a conclUsion. This variable enters the 

equation only for DetrOit, since the Providence and Dayton samples contain 

no mistria I s. 

Attor~ Type (III). SeVeral authors have argued that privately 

retained attorneys tend to keep cases Simmering long enough to make sure of 

collecting their fees (Blumberg, 1967; Nimmer, 1978; and Nardulli, 197&, 

for example). Apart from that, retained attorneys are presumably more 

independent than public defenders or court-appointed counselors and less 

inclined to forgo the strategic advantages of delay for the sake of oblig

ing other partiCipants with a greater interest in speed. Under either 

hypotheses, cases in which the defense attorney is privately retained can 

be expected to take longer. 

Pretrial Incarceration (III). The strategic advantages of delay will 

be more persuasive to defendants who do not have to trade them off against 

lengthier pre-trial incarceration (see Nimmer, ·1978, and Nardulli, 1978; 

also Bernstein, et al., 1977, Rhodes, 1976, Rosset and Cressey, 1976). In 
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addition, courts generally give priority to the cases of jailed defendants 

(Neubauer and Ryan, 1982; Nardulli, 1978; Thomas, 1976; Fleming, 1979). 

Seriousness (III). Defendants charged with more serious crimes risk 

greater penalties if convicted and should be that much more interested in 

lowering the odds of conviction by delay. Besides, court personnel may be 

willing to devote more time to more serious cases (Mather, 1979; Heumann, 

1978; Forst and Brosi, 1977). 

PrioE Record (III). By the same logic, defendants with a lengthier 

prior record (a greater number of past felony convictions), who likewise 

risk a heavier sentence if convicted, can be expected to make greater 

efforts to slow their cases. 

Regular .2.£ Vis.iting Judge (III). Even under an individual docket (see 

below), judges who are merely visiting do not have their "own" standing 

dockets and thus face few if any of-the regulars' incentives to hold their 

caseloads down. It follows that the effect of the judge's caseload (again 

see below) should be contingent on the judge's being a regular. 

Docket Type (III or V). The docket or calendar of cases pe.nding may 

be either "central" or "master" (a s!ngle docket for the entire court) or 

"individual" (one for each judge). Some have argued that the central 

docket permits a more efficient allocation of resources and thus minimizes 

processing times. Others have argued that it is instead the individual 

docket that ~y making judges more specifically accountable results in 

shorter cases.3- We ourselves are inclined to the latter view. But in 

either event, there should be an effect. The only question is one of 

direction, and the answer depends on whether the variable is predominantly 

of Type III or Type V. In these data, docket type varies only in Detroit, 

which changed from a central to an individual docket. 
In Providence the 

docket was central, in Dayton individual. 
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Case-Track (III). A "case-track" is Simply a schedule: a series of 

deadlines for each of the major events in the life of a case. All three 

courts introduced a case-track during the period of study, although the 

details varied. In Providence, the goal was to complete cases wi thin 180 

days, while Detroit and Dayton aimed for only half as long. Also in 

Detroit and Dayton but not in Providence, the track incorporated a plea 

cut-off date, after which no further concessions could be offered in return 

for a guilty plea. The Detroit court made the greatest effort to persuade 

its judges, by both carrot and stick, to keep their cases on track. In all 

three, however, the sanctions were informal. A judge whose cases were 

behind sl~hedule would typically receive a talking-to from the chief judge. 

Because Dayton introduced the case-track at the same time as it 

changed to a more centralized system of plea bargaining (see below), it is 

impossible to disentangle the effects of these variables there. Still, the 

consensual perception of court participants was that the centralization of 

plea bargaining had little effect, and that what effect it had was to 

decrease the efficiency of bargaining and thus to increase processing time. 

This is consistent with.our earlier results in Detroit (Luskin and Luskin, 

1984, and below), where we find that the decentralization of plea bar

gaining ~creased processing times. Consequently, our estimate of the 

effect of the case-track in Dayton should be conservati ve, depressed as 

probably it is by the countervailing effect of the centralization of plea 

bargaining. 

Declaration of ~ (III). This is rather like the case-track, only 

less so. During the period of observation, the Judicial Planning Commie-

sion of Rhode Island proclaimed a 180-day goal for the completion of crimi-

nal cases. There were no intermediate deadlines and no real sanctions. 

Even so, the establishment of an explicit nom may in itself provide some 
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mild incentive to keep processing times sClmewhere near i.t. 

Court C(mtrol of Schedulil'~ (V). The literature has repeatedly empha---- -

sized that a court can only co:ntrol processing times and docket size by 

exercising active and effective control over sched'ul ing (among others, 

Church at al., 1978; Sipes et al., 1980; Flanders, 1977). The case-tracks 

and, in a feebler way, the declaration of goal in Providence were efforts 

in this direction. But as a minimum condition a court cannot exercise 

control without the authority to do so. And although the Detroit and 

Dayton co~~ts had scheduling authority throughout, the Providence court did. 

not. Initially, there, cI,ntrol over scheduling was officially shared with 

and ~ facto belonged to the prosecutor's office (Neubauer et al., 1981). 

Later, it was transferred to the state court administrator's office, and 

then finally to the local court administrator. Since these two cpanges 

brought control over scheduling sequentially closer to where it figured to 

do the most good, we'should expect both to have reduced processing times. 

Statistics (III). This is a variable in Providence, where the court 

did not keep track of caseloads or processing times prior to September, 

1976. The argument here is that feedback can be motivating. There is 

little urgency about keeping processing times as short as possible when 

there is little way of knowing of how well or poorly one is doing. 

Administrative Judge (V). Supreme administrative power--to super

intend the scheduling of cases, approve continuances, and so forth--may or -
may not be vested in a single "administrative judge" (who mayor may not 

also be the chief judge). This may arguably have some effect on efficien

cy, and therefore on processing times. We can only assess the effect in 

Providence, which gained an administrative judge partway through the period 

of study. Detroit also acquired an administrative judge during the study, 
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1 but at the same time as the Crash program. from whioh the effeot is there

fore inseparable. Dayton had an administrative judge throughout. 

Centralization .£! ~ Bar~ain~ (III. V). The negotiation of pleas 

may be oonduoted either oentrally. in the proseoutor's offioe. or looally. 

by proseoutors assigned to speoifio sets of oourtrooms. In Detroit. the 

oourt made the switch from oentral to looal. on the theory that the looal 

proseoutors-"dooket proseoutor .... as they were oalled-would be more fami

liar with their oases and able to negotiate pleas more expeditiouSly. 

Moreover. the more definite and narrower a.signment of re.ponsibility 

inorea.ed the inoentive (within other oontraint.. of oourse) to keep pre

oes.ing time. short. On the other hand. the deoentralization was aooompa_ 

nied by an inorea.e in the number of pro.eoutors. and that too may have had 
an effect. 

In Dayton. the oourt made the opposite ohange: from deoentralized to 

oentralized plea bargaining. Aneodotal eVidenoe suggest. that the effeot 

on oa.e prooe s.ing time was sma 11 (n eubauer et a 1.. 1981). It a 1 so '.ug

gest. that what effeot there was was negative. beoause the parties were 

le.s familiar with the oase. and Ie •• prepared to negotiate at soheduled 

oonferenoe~ Unfortunately this is as muoh as we oan say about the effeot 

of oentralization in Dayton. Sinoe it was simultaneous with the oase
I 

track, there can be no separate estimation of its effect.' 

1ll! Crash Program (I. III. V). This was an emergenoy program unique 

to Detroit. alt~ugh one or two elements were also part of the Push program 

in Providenoe. One objeot was to olear the dooket of the most antediluvian 

cases. The program thus reopened plea negotiations in older cases and 

augmented the benoh with vi.iting judges to hear them (and some ourrent 

cases as well). In addition, the program provided for a special judicial 

administrator with extraordinary powers. set up a system to monitor the 
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hours each courtroom was in session, and instituted daily meetings of the 

delay reduction project staff, judges, prosecuters, and representatives of 

t d h 'ff' off~ce Unfortunately, these innova-the police departmen an s er~ s .... 

tions were all introduced more or less at once, making it impossib le to 

distinguish their individual effects. We can only estimate the impact of 
'. 

the package as a whole. 

~ ~ Program (I). This too was a temporary, intensive program to 

purge the docket of its oldest cases. As such, it resembled aspects of the 

Crash program in Detroit. As in Detroit, there was a reopening of plea 

negotiations in selected older cases and a concentration of effort on them. 

But in Providence that was all the~e was to it. Most importantly, perhaps, 

there was no infusion of visiting judges. Since the allocation of effort 

between older and younger cases was thus zero-sum, we should expect the 

processing of cases initiated during the program to have been lengthened 

rather than shortened. 

Caseload, Individual and Average (I). As the discussion under 

Docket Type implies, this is not really one variable but two: the caseload 

of the judge responsible for the case and the average case load of all the 

court's judges. The first is what matters under the individual docket, the 

second what matters under the central docket. Of course, the general 

equatiotl we are talking about contains both, each swi tched on or off by 

docket type (and other variables; see below). 

These, to repeat, are the variables we.take to affect processing time 

"directly." Other variables may also affect it but only through them. For' 

example, the defendant's age, sex, and race may affect processing time 

through their effects on pretrial release and disposition type. Such 

indirect effects can be modeled with additional equations, but given recur-
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siveness,4 we may safely ignore them. More worrisome, but unavoidable, is 

the omission of some variables that probably do affect processing time 

directly. There is, for example, the strength of the evidence against the 

defendant, which may have some motivational effect. Another possibility is 

the number of lay witnesses, an indication of complexity. We would include 

these variables if we could, but the data are not there. 

The measurement of the variables included is mostly straightforward. 

The dichotomies are scored (0,1), the rest in their natural metrics--days, 

numbers of defendants, prior felony convictions, etc. The only exception 

is seriousness, which we operationlize as the statutory maximum term of 

imprisonment (in months) for the original charge. (For justification, see 

Luskin and Luskin, 1984.) In the event of multiple charges, we choose the 

th ' ' ''l'f II one that carries the highest maXimum, and where e max~mum ~s ~ e we 

arbitrarily assign a value of 480 months. We score the court-level vari

ables as of the date the individual case enters the processing stream. The 

scorings are summarized, along with the resulting minima, means, maxima, 

and standard deviations, in Table 1. 

Table 1 about here 

A Question of Form - --
In the absence of compelling reason to the contrary, we take the 

-
effects on processing time to be linear and additive, which is to say 

constant.5 Nevertheless, a few seem likely to vary. For example, the 

effect of going to trial should be smaller under the individual docket, 

because judges, who are then motivated to keep processing time to a mini

mum, have more control over trials than over most other elements of cases. 
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Table I 

Variables in the Model 

Abbre-
Variable viation Operationallzed as ----------·----------------~~~~ __ ~L_~~~~~~~~ __________________________ ~~ ____ ~~ ______ ~~ __ • __ ~~~ __ 

Case processing time 
• CPT D<lYs between arrival (arraignment on 

warrant or indictmt-'l1t und dispOsition 

Number of defendants {/DEF Nunilier of defend<lnts 

Dismissal at or before OPE I I~hen case is dismi::lsed cl t or the Prel imi nary EXaminaUon before preI iminary exnmina t ion 
0 Otherwise 

Trial TI{IAL 1 Wlwn case is dll:;posed by trial 0 Otlwrw i se 

Pretriul motions MOTION When foruliJ 1 pretrial motions 
are f Hed 

0 No pretrial mo t j ons 
Psychiutril.: evaluation PSYCH IhlYS lost to psychiatric or t rea tnlell t 

evaluation or treatment 

Defendant's fa ilure F'l'A Dnys lost dUG to d.:.!fendant's to appear 
failure to appear 

Number of continwJJlces (;ON'l'IN Number of cOlltinuances 

• 

\ . 

\ 



Abbre-
Variable viation O)erationalized as 

Minl~ Max* Mean* S.D. * Repetition of prelimi- RPE 1 When case sent back for 0 2 0.02 0.16 
nary examination stage preliminary exam 

X X X X 0 Otherwise 
X X X X Mistrial NISTI{ 1 \~hen mistrial dl:!clared 0 1 0.002 (J.05 

t 0 Otherwise 
X X X X 
X X X X Type of defense RETAIN 1 when attorney is retained private 0 1 0.18 0.39 

attorney 
counsel 

0 1 0.52 0.50 0 Otherwise 
0 1 0.48 0.50 Pretial incarceration BAIL 1 l-lhen defendant is frce prior to. 0 1 0.66 0.47 the disposition of the case 0 1 0.27 0.45 0 Jail 
0 1 0.71 0.45 Seriollsness of charge SERIOUS Statutory maximum of count with 0 480 150.47 151. 97 

0\ 

highel:lt maximum in months 0 480 149.38 135.78 

I--' 

1 480 120.75 103.00 Defendant's prior record PRIOR Number of prior cunvictions 0 62 2.02 3.87 0 7 1.24 1.57 
" 

0 30 0.83 2.37 

t\ 
~ 

~ 
Regular vs. visiUng R1W.I 1 When case was heard by regular 0 1 0.77 0.42 

F 

judge 
X X X X () When case was heard by o· 1 0.90 0.30 visiting judge 

Docket type DOCK J. When case was initiated under 0 1 0.73 0.44 individual docket 
X X X X 0 Under Central docket X X X X Casl:!-track 'I'HACK 1 \-lhen Case was initiated after 0 1 0.53 0.50 

~ 
casc-track in place 0 1 0.27 0.44 0 Hafore case-track () 1 0.48 0.50 

\ 
~ 
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Abbre-
Variable viation 

Adoption of 180 GOAL 
day goal 

Control of tlcheduling: STSCUED 
tltate COurt administrator' 

Court performance STATS 
statitltics 

Administrative judge ADMINJ 

Decentralization of pleu LOCPLEA 

Crash program CHASII 

PUtlh program PlISH 

judge's cUtleload .J LOAD 

... . 

o erationalized as 

1. When case was initiated before 
180 day goal 

o Before 180 day goal 

1 When case was initiated under state 
court administrator control of 
schedu'iing 

o Otherwise 

1 When case was initiated after 
COurt performanc~ statistics kept 

o Before court performance 
statistics kept 

1 ~Ien case watl initiated after 
administrative judge appOinted 

o Before administrative judge 
appointed 

1 hIlum eatlt! was iniliatecJ after 
plea bargaining de0entralized 

o Before decentralized plea bargaining 

t when case was initiated unde.r 
lhe cratlh program 

o Otherwitle 

1 Wilen case initiated under the 
pUtlh program 

o Othen-lise 

Number of defendants on ditlposi
tion judge's individual dock~t 
in month in which case Was ini.tiated 

a 

Min* 

X 
o 
X 

X 
o 
X 

X 
o 
X 

x 
o 
X 

o 
X 
X 

o 
X 
X 

X 
o 
X 

o 
X 

19 

Max* 

X 
1 
X 

X 
1 
X 

X 
1 
X 

X 
1 
X 

1 
X 
X 

1 
X 
X 

X 
1 
X 

399 
X 

73 

Mean* 

X 
0.48 
X 

X 
0.47 
X 

X 
0.79 
X 

X 
0.43 
X 

0.18 
X 
X 

0.24 
X 
X 

X 
0.04 
X 

75.215 
X 

45.60 

S.D.* 

X 
0.50 
X 

X 
0.50 
X 

X 
() .<H 
X 

X 
0.50 
X 

0.39 
X 
X 

0.43 
X 
X 

X 
0.20 
X 

93.186 
X 
9.92 

~I 
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Variable 

Average caseload 
of the court 

Abbre-
viation 

CLOAD 

Operationalized as 

Total number of defendants before 
court at beginning of month 
in which case was initiated, divided 

by the number of judges available 

Min* Hax* Mean* S. D. * 

103.10 423.42 224.95 39.07 
468.00 3191.00 672.87 343.72 

X X X X 

*In each cell, the first figure reading down is for Detroit, the second for Providence, and the third for Dayton. 
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smaller under the case-track, which establishes a deadIt should also be 

line for the holding of tria s. ... I Sm' ;larly, the case-track should reduce 
the sffect of motions,... ... S ;nce ;t also establishes a dead,line for them. 

I J'udge's caseload is defined only under the individual Again, the individua 

docket, and can have an effect on yen, w... , I th h;le the average caseload of the 

court should be relevant only under the central docket. Moreover, the 

individual caseload'is defined only for non-visiting judges and can have an 

effect only for them. And the effects of both individual and average 

caseload should be conditiona on e case s 1 th 
I having passed the preliminary 

1 d t tistics Pre-preliminary examination and the court's providing case oa sa. 

examination, ... a case ;s not yet officially part of the caseload, and unless 

judges know the caseload, they cannot respond to it. The equation for 

can ac commodate these nonadditivities by including the processing time 

appropr~ate pro uc s. , " d t· TRACK*TRIAL DOCK*T~IAL, TRACK*MOTIONS, 

DOCK*JLOAD*REGJ*STATS*(1_DPE), and (1-DOCK)*AVLOAD*STATS*( 1 •. DPE). 

We also anticipate one non inear~ y. I "t The impact of prior record 

should diminish with increasing numbers of convictions. The biggest dif-

ference should be bet'W'een having a prior record and not having one. Having 
2 previous convictionsl versus 1 s ou ma er , h Id tt less 3 versus 2 still less, 

and so on. The difference between, say, 6 and 7 convictions should be 

triv'ial. The simples't and most convenient way of constraining the effect 

;s to make case processing time a linear function of to follow this pattern ... 

record.6 the I ogari thm oj;. prior 

CPT 

Together, these propositions lead to the following model: 

= BO + B1#DEF + B2TRIAL + B3DPE + B4MOTION + B5PSYCH + B6FTA 

+ ~CONTIN + BSMISTR + BgRPE + B10RETAIN + B11BAIL 

+ ~2SERIOUS + B13PRIOR + B14DOCK + B15TRACK + B16GOAL 
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+ B17STSCHED + B1SLOCSHED + B19STATS + B20ADMINJ 

+ B21 LOCPLEA + B22CRASH + B2 PUSH 

+ B24DOCK*TRIAL + ~5TRACK*rRIAL + B26TRACK*MOTION 

+ B27AVLOAD*(1-DOCK)*STATS*(1_DPE) 

+ B2SJLOAD*DOCK*REGJ*STATS*(1_DPE) + u, 

where the variable abbreviations and definitions are as in Table 1, u is an 

unmeasured disturbance, and the B's are the unknown parameters on which the 
effects depend. 

In Detroit, GOAL=STSCHED=PUSH=O and LOCSHED=STATS=1 for all cases, 

with the result that these variables and their coefficients disappear, the 

first three without a trace, the other two into the intercept, Which in 

Detroit becomes ADe=BO+B1S+B19" (Note that STATS=1 Simply vanishes from 

the AVLOAD and JLOAD terms.) We also delete ADMINJ, not distinguiShing its 

effect from that of CRASH, of which it is an element. In Providence, 

DPE=MISTR=RPE=DOCK=LOCPLEA=CRASH=O and REGJ=1, and all these variables drop 

out of the equation entirely (even REGJ, which=1, since it appea~s only in 

the product term for JLOAD). And in Dayt,on, 'DPE=MISTR=RPE=GOAL=STSCHED= 

CRASH=PUSH=O and DOCK=LOCSCHED=STATS=AD&INJ=REGJ=1. Again REGJ and the 

variables that equal 0 drop out entirely, while the only vestige of the 

ably larger one of TRACK, with which it co-occurs. 

rest is in the intercept, which becomes ADa = BO+B18+ B19+
B

20+
B
25' In 

addition we delete LOCPLEA, not distinguishing its effect f~oro the presum-

-

,!stimation 

We need not pretend that the variance of u is constant Over time (or 

across courts). All three courts saw innovations that drastically reduced 

both processing times and the variance therein, which r~ises the suspicion 



that the variance of the disturbance declined accordingly. In fact, a 

homogeneity of variance test (Mood et al., 1974, pp. 439-40, e.g.) shows 

significantly different variances by time-period ( 2 = 2006.8 with 23 df in 

Detroi t, 48.2 with 1 df in Dayton, and 272.0 with 3 df in Prov idence).7 

Hence we estimate the equation by a form of generalized least squares (GLS) 

that weights each observation by the reciprocal of the standard deviation 

of the estimated disturbance in that time-period. Under the usual assump-

tions, the estimates are consistent and asymptotically efficient. 

Results 

The GLS parameter estimates and R2 are displayed in Table 2.8 In the 

main, the resul ts are consistent with expectation. The R2' s are .47 for 

Detroi t, .28 for Dayton, and .38 for Providence. These represent a very 

satisfactory level of explanation on individual-level data. At least in 

Detroit the fares substantially better than previous efforts to account for 

processing time. especially high in comparison with previous R2's for 

processing time. The majority of the parameter estimates are significant 

and of the right sign. 

Table 2 about here 

Note that the parameters imply but are not always the same as the 

effects. The "linear, additive effects are simply the corresponding para-

menters, but the nonlinear or nonadditive ones are more elaborate functions 

of the parameters and explanatory varilables. Hence Table 3 presents esti-

mates of the effects. Let us consider the variables in turn. 

Table 3 about here 
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Table 2 

Estimates of Coefficients 

Coefficient;~ 

(Standard Error) 
Variable Detroit Providence Dayton 
IIDEF 6. 77;~ -9.08 -0.12 (2.32) (11. 70) (7.59) 
TRIAL 

68.99* 171.78* 38.35 (14.57 ) (42.66) (24.97) 
DPE 

-31.04* 
(4.43) 

HOnaN 
(J'\ 

'-J 

53. 70;~ 124.77* 23.29* (7.99 ) (18.66) (10.06) 
PSYCH 

11 F'l'A 
11 
" 
~ 
I CONTIN 

HPE 

1.39;~ 0.29 0.82* (0.18) (0.86) (0.14 ) 
. 1.05* 0.77* 1.17'~ (0.04) (0.07) (0.23) 

17.46* 12.85* 29 • 28'~ (3.07) (4.53) (6.10) 

12.87 
(10.41) 

HlS'l'R 
23.87 

HETAIN 

~ 
I! 
11 

~, 
(26.10) 

-1.18 13.25 11. 2S;~ 
~~ (3.27) (11. 58) (6.43) 

Ii jj 

ti 
I 
1 ! 
i 1 
lJ ,I 
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Variable 

BAIL 

SERIOUS 

PRIOR 

OOCK 
'" (XI 

TRACK 
:i 
'I 
1r 

Ii GOAL 
~ 
" '1 

~ STSCHED j 

LOSCHED 

STATS 

ADNlNJ 
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/I 
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Table 2 

Estimated of Coefficients 

Detroit 

9.83* 
(2.98) 

0.06* 
(O.(H) 

0.86* 
(0.45) 

-1.88 
(14.70) 

-9.13* 
(4.76) 

Coefficient* 
(Standard Error) 

Providence 

37.41* 
(13.55) 

-0.02 
(0.04) 

-7.19* 
(2.10) 

-10.78 
(22.91) 

-128.09'~ 

(37.68) 

-15.98 
(31. 92) 

-45.38 
(35.61) 

-182.37''; 
(37.85) 

Dayton 

13.50* 
(7.37) 

-0.02 
(0.03) 

-2.03 
(1.35) 

-27.17'~ 
(8.38) 
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l Table 2 

I Estimates of Coefficients 

Coefficient* 

Variable 
(Standard Error) 

Detroit 
Providence Dayton LOCPLEA 

-13.68''< 
(3.]8) 

CRASH 
-18.58''< 

(8.99) 
PUSH 

99.50* 

DOCK''<'fRIAL 
(37.35) 

-15.14 '" 1.0 

(17.94 ) 
TI{ACK*TRIAL 

-0.06 
-183.83* 01.89) 

(55.12) TI{ACK*MOTION 
-33.87* 

-100.69* (9.0'1) 
(23.28) AVLOAD 

-0.03 
0.06* (0. OL,) 

(0.02) JLOAD 
-0.08 
(0.02) 0.06 

CONSTANT (0.27) 
58.45* 

324.49* 56.33* (12.88) 
(29.74) (18.33) N 

1233.00 
801.00 417.00 

') 

R-
.4716 

.3 .2 

\ *Starred eSlimtllcs nre significant Clt the .05 level for <l Olle-' or tWQ-trlul test, as appropriate. 
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Table 3 

Estimated Effects on Case Processing Time 

Variable 

Number of Defendants • 

Dismissal at Preliminary Examination 

Central Docket 

Individual Docket with Regular Judge 

Individual Docket with Visitor 

Trial 

Central Docket 

IndiVidual Docket 

Individual Docket and Case-trac~ 

Central Docket and Case-track 

Pretrial Motions 

Uefore Case-track 

After Case-track . 

.. -

Detroit 
(S. E.) 

6.77 
(2.32) 

-31.04-.03 AVLOADa 

(/ •• 43) 
-31.04+.08 JLOADb 

(4.43) 
-31.04 

(4.43) 

68.99 
(14.57) 
53.8~ 

(11.04) 
53.79 

(18.60) 

53.70 
(7.99 ) 
19.83 
(4.30) 

ProVidence 
(S • E.) 

-9.08 
(11.70) 

171.78 
(42.66) 

-12.05 
(35.56) 

124.77 
(18.66) 
24.08 

(14.43) 

Dayton 
(S • E. ) 

-0.12 
0.59) 

38.35 
(24.97) 
28.01 

(18.33) 

23.29 
(10.06) 
15.56 
(8.94 ) 
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Table 3 

Estimated Effects on Case Processing Time 

Variable 
-------------.~----

Psychiatric Evaluatior 

Failure to Appear 

Number of Continuances 

Repetition of Preliminary Examination 

Mistrial 

Retained Attorney 

Pretrial Release 

Ser loul;jJwss of Charge 

Log of Prior Record 

.. 

if 

Detroit 
(S.E.) 

1.39 
(0.18) 

1.05 
(0.04) 

17.46 
(3.04) 

12.87 
(10.41) 

23.87 
(26.10) 

-1.18 
0.27) 

9.83 
(2.98) 

0.06 
(O.Ol) 

0.86 
(0.45) 

------.. -

Providence Dayton 
(S.E.) (S.E.) 

0.29 0.82 
(0.86) (0.14) 

0.77 1.17 
(0.0]) (0.23) 

12.85 29.28 
(4.53) (6.10) 

13.25 11.25 
(11. 58) (6.43) 

37.41 13.50 
(13.55) 

(7.37) 

-0.02 -0.02 
(0.04) (0.03) 

-7.19 -2.03 

~. 
(2.10) 

0.35) 

~ 
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Table 3 

Estimated Effects on Case Processing T~ne 

Variable 

Docket Type I 
Dismissal at Prelimina~y Examination 

Non-trial Disposition with Regular Judge 

Non-triol DispOSition with Visitor 

Trial Disposition \.;rith Regular Judge 

Trial DispOSition \"lth Visitor 

--... 
N Case-track 

Non-trial Dll:lposition without Notions 

Non-trial lHsposition with Noti.ons 

Trial Dh;pos iLiun w Hhout Notions 

'l'r iul D1.spos i t iOIl wHh Noli OilS 

180 J)uy Goal 

COlltwl of Schcdul ing: Stull' Court Administrator 

Detroit 
(S. E'l 

-1.88 
(14.57) 
-1. 88+. 03 AVLOAD -.08 JLOADc 

(ILl • .')7) 
-1.88+.03 AVLOADd 

(14.57) 
-17.02+.03 AVLOAD -.08 JLOADe 
(22.97) 
-17.02+.03 AVLOAD f 

(22.97) 

-9.13 
(4.72) 

-43.00 
(9.41) 
-9.19 

(11.46) 
-43.06 
(l2.44) 

Providence 
(S.E.) 

-10.78 
(22.91) 

-111.117 
(23.97) 

-194.61 
(59.85) 

-295.30 
(60.26) 

-128.09 
(37.68) 

-15.98 
(31.92) 

Dayton 
(S.E.) 

-'27.17 
(8.38) 

-34.90 
(l0.96) 
~··37.51 

(31. 58) 
-45.24 
(29.59) 

,. 
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Table 3 

'Estimated Effects of Case Processing Time 

Variance 

COntrol of Scheduli ng:. Local Court 

Court Statistics 

Decentralized Plea Bargaining 

Crash Program 

Push Program 

Court's Average Caseload for Centrnl DOCket 

Court r S Average Casl>lolJd[or Ind iViduul Docket 

Detroit 
(S.E.) 

-13.68 
(3.18) 

-18.58 
(8.99 ) 

-0.03 
(0.04) 

-0.08 

Providence 
(S.E.) 

-45.38 
(35.61) 

-182.37 
(37.85) 

99.50 
37.35 

0.06 
(0.02) 

aAt 
b 
At 

c 
At 

<Inc 

• ,,,,tor-mean value for AVJ.OAIl (225), the OfEect iB -3).75 with a Btandard error oE 10.55. 
.JLOAD (100), the efEecl i. -39.04 with a standard error oE 6.03. 

JLOAI) (laO) and AVI.OAO (225). the effect is -3.13 with a standard error oE 7.1.49. 
AV LOAIl (225) the e f fee t I. 4.87 with a standard error oE 21.50. e 

At 
[At .JLOAD (100) and AVJ.OAD. (225) the effect is -18.27 wi lh a atandard error of 28.75. 

AVI.OAD (225) the effect t. -1().27 with a standard error of 28.72. 

Q 

.. 

Dayton 
(S.E.) 

0.06 
(0.27) 

t· 
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Variance 

Estimated Effects of Case Processing Time 

'Control of Scheduling: Local Court 
I 

Court Statistics 

Decentralized Plea Bargaining 

Crash Program 

Push Program 

COurt's Average Caseload for Central Docket 

Court's Average Caseload for Individual Docket 

Detroit 
(S.E.) 

-13.68 
(3.18) 

-18.58 
(8.99) 

-0.03 
(0.04) 

-0.08 

Providence 
(S.E.) 

-45.38 
(35.61) 

-182.37 
(37.85) 

99.50 
37.35 

0.06 
(0.02) 

"At" near-mean value for AVUlAO (225), the effect is -37.75 with a standard error of 10.55. 
bAt JLOAO (100), the effect is -39.04 with a standard error of 6.03. c 

At JLOAO (100) and AVLOAD (225), the effect is -3.13 with a Standard error of 21.49. 
d

At 
AVI.OI\D (225) the effect Js 4.B7 with" standard error of 21.50. e 

At JLOAO (100) and AVI.OI\D (225) the effect is -lB.27 with a .tandard error of 2B.75. 
fAt AVLOAD (225) the effect is -10.27 with" standard error of 2B.72. 

.. -

Dayton 
(S.E.) 

0.06 
(0.27) 
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Table 3 

Estimated Effects on Case Processing Time 

Variance 

Control of Schedu.lingt Local Court 

Court Statistic~ 

Decentralized Plea Bargaining 

Crash Program 

Pu~h Program 

Court's Average Case load for Central Docket 

Court's Average Caseload for Individual Docket 

Detroit 
(S.E.) 

-13.68 
(3.15) 

-18.58 
(8.99) 

-0.03 
(0.04) 

-0.08 
(0.02) 

Provid€i!nce 
(S.E.) 

-45.38 
(36.32) 

-182.37 
(38.60) 

63.26 
(46.21) 

0.06 
(0.02) 

Dayton 
(S.E.) 

0.05 
(0.26) 

a , 
For AVLOAD ::; 200 (the mean monthly caselolld .ir- .I)etroit), the effect is -37.04 days with a standard error of 9.63. b 

For JLOAD = 123 (the mean monthly judge's caseload for courts under an individual docket), the effect is -21.20 
days with a standard error of 5.75. 

c
For 

AVLOAD = JLOAD = 200, the effect is -11.86 days with a stllndard error of 16.82. l.Je set AVI.OAD ::: J/.OAD 
under the assumption that a court mllking 1I change will divide the case load equally among the judges. 

dror AVLOAO = 200, tbe effect is 4.12 days wilh a standard error of 20.5l. 
l! 

For AVLOAD = JLOAD = 200, the effect is -27.02 days \.;rith a slandard error of 26.64. 
f 

For AVLOAD = 200, the effect is -11.02 days with a standard error o[ 27.79. 

~\« , .. 

.. 



Number of Defendants. In Detroit, there is a slgnificant effect, with 

each additional defendant adding roughly seven days of processing time. In 

Dayton and Providence, the estimate is negative but insignificant. The 

actual effect, we remain inclined to believe, is either zero or small but 

positive. 

Disposition~. Trial cases take much longer than others--up to 69 

days longer in Detroit, 172 dayo longer in Providence, and 38 days longer 

in Dayton. As expected, the effect is generally smaller under tue indivi-

dual docket and case-track. The individual dOGket reduces the effect by 

some 15 days, although the difference is insignificant, because low vari-

ance in DOCK * TRIAL produces a large standard error. The case track makes 

np significant difference in Dayton and Detroit, but reduces the impact in 

Providence essentially to zero (the 'estimate is insignificantly negative). 

Dismissal at pr before the preliminary examination shortens processing 

time in Detroit considerabl~ How much depends on the docket system and, 

under the individual docket, on the judge's caseload. In general, a dis-

missal at this stage abbreviated case duration by a bit over a month. 

Pretrial Motions. Pretrial motions substantially lengthen processing 

times in all three courts. Absent a case-track, they make a difference of 

54 days in Detroit, 125 days in Providence and 23 days in Dayton. The 

case-track generally cut this effect, all the way back to 20 days in 

Detroit and 24 days in Providence. In Dayton, on the other hand, the case -
track did not reduce the (already comparatively short) time added by mo-

tions Significantly. 

Failure to Appear. For every day the defendant is truant, his case 

takes almost exactly one additional day to process in Detroit, roughly 

three-fourths of a day in Providence and just over a day in Dayton. Only 
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in Providence is the departure from 1.0 significant, however. There, the 

court seems to make an effort to make up for lost time once the defendant 

finally appears. 

Psychia~ Evaluation and Treatment. This effect varies considerably 

from court to court. In Detroit, it is significantly greater than 1, in 

Dayton Significantly less. Thus while in Detroit the picture is one of 

inefficiency, in Dayton it is one of compensatory acce I era tion. This is 

e\~en more true in Providence, where the estimate is only 0.30, the only 

wildly implausible point-estimate we obtain. It is hard to believe that a . 

court could make up over two-thirds of the days lost to psychiatric evalua-

tion and treatment. It is worth pointing out, however, that the standard 

error is .87, so that the estimate is inSignificantly different from 1. 

Continuances. In all three cities continuances slow proceSSing time 

by some 2 to 4 weeks per continuance. The cost varies a bit--from 13 days 

in Providence, to 17 days in Detroit, to 30 days in Dayton. Except for the 

difference between Detroit and Prov idence, all these estima t;es and the 

differences between them are significant. Thus the frequent prescriptive 

emphasis on the importance of a "firm continuance policy" as means of 

reducing proceSSing times (as in, for example Sipes at al., 1980) seems 

well-placed. 

Repetition of the Preliminary Examination. This variable operates 

only in DetrOit, where its effect is positive (as expected) and moderately 

large (13 days)~u'!; quite wide of statistical significance, owing to a 

large standard error. Again, this is the unfortunate but unavoidable 

result of low variance--few preliminary examinations are repeated. 

Histrial. The case of mistrials, which are similarly confined to 

DetrOit, is similar. An even larger estimate, also positive as expected, 

is rendered insignificant by an equally large standard error. And again 
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low variance is the culprit; mistrials are exceedingly rare. 

Attorney~. Having a retained attorney makes no difference in 

Detroit, makes a modest but statistically insignificant difference in 

Pro v idence (13 days), and makes a similar but significant difference in 

Dayton (11 days). 

Pretrial Release. In all three courts, cases proceed faster when the 

defendant is awaiting,the outcome in jail. Apparently, non-jailed defen-

dants are more willing to avail themselves of the tactical ~dvantages of 

delay. Or the courts do give priority to jailed defendants. Or bot.h. In 

Detroi t and Dayton, the defendant's being in jail makes e. difference of 

about a week-and-a-half. In Providence, it makes a difference of five 

weeks. 

Seriousness. The seriousness of the charge makes an appreciable 

difference in Detroit, where, for example, the difference between a felo-

nious assault, carrying a maximum penalty of 48 months, and an arson, 

carrying a maximum penalty of 240 months, jLs about twel ve days of proces-

sing time~ In Providence and Day tori, however, the seriousness of the 

charge does not seem to matter. 

Prior Record. Only in Detroit does prior record have its anticipated 

effect. There the coefficient estimate of .86 means that the case of a 

defendant without p~i6r convictions should run 4 days shorter than the case 

of a defendant witfl a single prior conviction, which should run 2 1/2 days -
shorter than the case of a defendant with two prior convictions, and so on 

in declining fashion. (Convictions beyond two make little difference.) In 

Dayton, however, prior record has no significant effect, while in Provi

dence it has a significantly negative one, with lenthier prior records 

producing shorter, not longer, processing times. This is not what we 
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expected, and we shall have more to say about it below. 

Docket Type. The impact of the individual docket (assessable only in 

Detroit) varies with the case and caseload. It depends on the case's 

having passed the preliminary examination, whether the judge is a regular, 

and the size of his caseload. It may be substantially larger for trial 

cases, although a large standard error leaves some doubt (see the discus-

sion under Disposition ~.) At the low end, there is no discernible 

effect for cases disposed at or before the preliminary examination. For 

other non-trial dispositions handled by a regular judge, the effect is a 

bit larger, and a negative function of the judge's caseload. 

Case-Track. The case-track decreased processing times in all three 

cities, although the magnitude of the decrement depended on disposition and 

motions and varied from court to court. In Detroit and Prov idence, the 

effect was significantly larger for. cases with motions; in Providence, it 

was also significantly--and massively--Iarger for trial dispositions. But 

the case-track curtailed even non-trial cases without motions in Detroit 

and Dayton. For the most susceptible cases, the case-track reduced the 

expected processing time by 43 days in Detroit, by 295 days in Providence, 

and by 45 days in Dayton. 

Declaration ~~. The adoption of the 180-day goal--a sort of 

embryonic case-track--had a surprisingly large effect in Providence, de-

creaSing case processing times by 128 days. 

Statisticsa. The publication of the caseload, age distribution of 

cases, and other statistics was more influential still, accounting for a 

difference of 182 days (less a much sma ller amount that vaired with the 

average case load). 

State and Local Schedulin~. On the other hand, the transfer of con

trol over scheduling first from the prosecutor's office to the state court 
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administrator and then from there to the local court administrator had a 

small er and less certain effect. The first move seems to have reduced 

processing times by 16 days and the second by an addi tiona 1 45. Though 

smaller, these numbers are still not small. On the other hand, they are 

not significant either. 

Administrative Judge. The effect of concentrating scheduling authori

ty and the like in an "administri ve justice" is similar--fairly large (31 

days) but insignificant. 

Location of ~ Bargainin&. The decentralization of plea bargaining 

in Detroit had its intended effect, abbre via ting processing times by 14 

days. Since a more or less opposite change in Dayton coincides wi th the 

advent of the case-track, we can only guess that its effect, consistent 

with this, was to increase case processing time and thus to dilute the 

effect of the case-track. 

~ Crash ~ ~ Programs. The docket-clearing miscellany known as 

the Crash program appears to have reduced proceSSing time by 19 days in 

De"broi t. In Providence, meanwhile, the partly similar Push program 

raised processing times by 100 days. The difference in sign was expe~ted, 

since the Push programs concentrated on older cases at the expense of 

current ones, whereas the Crash program worked on both. 

Caseload, ~verage ~ Individual. The average caseload has no effect 

in Detroit but a positive one in Providence, where more cases mean length--
ier processing. The judge's caseload, in contrast, has no effect in Dayton 

but a nega ti ve one in Detroit, where (under the individual docket) more 

cases mean accelerated processing. These effects are modest. If, in 

Detroit, the judge's caseload increases by 50, he speeds his processing of 

the average case by 4 days to catch up. If, in Providence, the average 
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case load increases by 50 days, the diminished resources available for each 

case add an extra 3 days to the processing time. 

Discussion 

We have presented the results by var~able; let us summarize them by 

court. In Detroit, the dominant effects are those of trial, dismissal at 

or before the preliminary examination, ~otions, continuances, mistrial, and 

the case-track (for cases with motions). To a somewhat lesser degree, 

proceSSing times were also a function of the number of defendants, pretrial 

release, seriousness, prior record, the location of plea bargaining, the 

reforms of the crash progr~m, docket type, and (under the individual 

docket) the judge's caseload. Days of defendant absence seem to have been 

translated on a one-to-one basis'into days of processing time, while days 

lost to psychiatric evalutaion or treatment seem to have been magnified by 

surrounding inefficiencies. The remaining variables had no major impact. 

The model and results are the same as in our previous analysis of the data 

on Detroit alone (Luskin and Luskin, 1984). 

The new information is from Providen,ce and Dayton, where we now dis-

cover that the picture is similar yet different. In Providence, the 

largest effects belong to trial and motions (before the case-track), bqil, 

the declaration of goal ,the publication of court statistics, the case-

track (for cases \d th motions or trial or both). Indeed, "Chese effects are 

enormous--much larger than any in Detroit (or Dayton). Continuances, prior 

-
record, attorney type, and the Push program have smaller but still sizable 

effects, though prior reco.rd's is not in the expected direction. The 

effects of scheduling control are in the same ballpark, except that large 
, 

standard errors prevent them from attaining significance. Both "days lost" 

variables show up with coefficients under 1, but only for the coefficient 
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for failure to appear is the difference significant. 

In Dayton, too, there are some i~pressive effects, if nothing nearly 

so mammoth. The largest belong to trial and motions (before the case

track), continuances, and the case-track itself (especially for cases 

invol ving a trial or motions). The defendant's having a retained attorney 

and being at liberty have more modest effects. Days lost to psychiatric 

testing and treatment translate to significantly fewer days of processing 

time, suggesting a compensatory effect once the case reenters the normal 

flow, while days lost to a missing defendant add roughly the same number of 

days to processing time. 

Clearly, then, there are differences between courts. Not every vari

able is at work in every court, and the effects of, variables ope;t'ative in 

more than one vary in magnitude and occasionally even in sign. In some 

degree, the differences in magnj.tude are simply a matter of scale. The 

effects tend to be largest in Providence because the processing times 

varied most widely there. The standard deviation was by far the highest 

there (see Table 1 again), as was the coefficient of variation (the stan

dard deviation divided by the mean). An increase or decrease of, say, 200 

days would be gargantuan in Detroit or Dayton but only moderately large in 

Providence. Against this standard, the several-fold differences between 

the Providence and the Detroit and Dayton effects of trial and motions 

(before the case-track), pre-trial release, and the case-track (especially 

for trials or oeses with motions) are much smaller than the raw estimates 

suggest. 

Other differences are more difficu1 t to explain. Assuming that the 

chance element in sampling has not played us tricks, the differences in 

estimated effects are presumably a function of as yet unidentified structu

ral or environmental differences between courts. Identifying them is the 
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hard part, and we do not claim to have discovered them all. We do not 

know, for example, why the court loses extra time on psychiat~ic cases in 

Detroi t but makes up for lost time in Dayton, or why it recovers some of 

the time lost to absent defendants in Providence but not in Dayton or 

Detroit. Nor do we know why the number of defendants seems to matter only 

in Detroit. Some residual puzzles of this sort are more rule than excep

tion in compa~isons of causal weights across popUlations and may reSignedly 

be left as a stimulus to future theorizing and research. 

For the present, some explanations of some differences suggest them-

sel V6f',. Consider, for example, the effect of attorney type. In Dayton, 

the defendant's having a privately retained attorney seems to prolong his 

case, as expected. In Providence, too, the effect is positive and roughly 

as large, if less certain, owing to a larger standard error. In Detroit, 

however, the effect is apparently nil. The explanation may lie in subtle 

differences in the meaning of the variable. Although the retained attorney 

category is the same in all three courts, the alternatives are not. In 

Dayton and Providence, most indigent defendants--nearly all in Providence 

and some 60 percent in Dayton--are represent~d by the public defender's 

office, whereas in Detroit some.75 percent are assigned to court-appointed 

private counsel. Even the remaining 25 percent go to attorneys from the 

Legal Aid and Defender's Society, which though it serves much the same 

function as a public defender's office, stands formally apart from and is -
consequently more independent of the rest of the court bureaucracy. Thus 

the differences between privately retained and other attorneys is smaller 

in Detroit, which may be why it makes less of a difference there. 

Perhaps the most surprising departures from the results in Detroit are 

the estimated effects of seriousness and prior record. Our working assump-
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tion was that a more serious charge or a lengthier prior record means 

higher stakes and thus encourages defendants to stall and judges to proceeld 

more deliberately, both out of fairness and for fear of,appeal. Consiste:nt 

with that we found positive effects for both variables in Detroit. But in , . 

Dayton and Providence, lengthier prior records seem to bring shorter, not 

longer processing times, while the seriousness of the charge seems to make 

little difference. One ~eason may lie in the measurement of seriousness. 

The correlation between the maximum penalty for the charge and the actual 

seriousness of the offense may be lower in Providence and Dayton than in 

Detroit. In Det~oit but not in Dayton or Providence, prosecutors rigorous-

ly screen out "serious" cases that are not really serious. 

Another explan~tion may lie in prosecutorial priori ties, which the 

hypothesis of positive effect neglects. Almost always, there are prosecu

torial incentives to concentrate on 'cases that will make for IIgood" convic

tions--cases, among other things, in which the charge is serious and the 

defendant has a lengthy record (Forst and Brosi, 1977; Mather, 1979; 

Heumann, 1978). But the incentives may be stronger in some courts or at 

some times than others. We suspect that large caseloads and the slow 

processing times that generally go with them tend to heighten the motiva

tion to dispose of at least the "worst" cases before they can deteriorate 

and end in an embarrassing acquittal or dismissal or before the time 

elapsed can itself attract media attention. Thus, in Provide1'lge, where 

caseloads were ~aggering and the processing of cases tortoise-paced, the 

prosecutor, acutely aware of these problems, made a conscious decision to 

gi ve first attention to defendants with serious charges against them or 

long prior records. As he put it, 

What I tried to do was to estab lish a system of priori ties. 
• Top priorities were people who were unable to obtain bail 
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•• Capital offenses were priorities •••• We have statistics 
indicating that most crimes were committed by a limited number of 
people, so that, if you could get off the street somebo~y who was 
a repeat offender, ••• you would probably be prevent~ng future 
crimes as well. 

But if the effects of prior record and seriousness are contingent on 

prosecutorial priorities, they are also contingent on the extent to which 

prosecutors inf I uence schedul ing. In Prov idence, it is therefore worth 

noting, the prosecutor had much more control over scheduling than in Dayton 

or Detroit. Even after formal control over SChdduling was shifted else-

where, the prosecutor retained an informal Sb.Y. In Dayton, where case-

loads were small and the prosecutor not especially influential in sched-

uling, this explanation admittedly leaves the results something of a 

mystery, but it at least helps account for Providence. 

We a I so think we can account for the difference between the Detr.oi t 

and Dayton effects of the judge's case load, if there is one. The mildly 

positive estimate for Dayton is significantly different neither fran zero 

nor from the estimate for Detroit. Hence the Dayton effect may not be 

real, if real, may not real!y be different from the Detroit effect, and if 

both real and really different, may not really be posi ti vee Indeed the 

difference would scarcely be worth mentioning if it were not what one would 

expect on the basis of two differences in context. One has to do with 

administrative encouragement. In Detroit, but not in Dayton, ther.e was a 

strenuous effort to raise judges' "docket consciousness. lI The individual -
docket by itself may not be enough to reduce processing times. The effect 

may depend on the extent to which court administrators, the press, or the 

public make caseload a salient criterion of performance. 

The other difference has to do with the caseload itself. We have 

argued that under the individual docket the judge has reason to monitor his 
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caseload and keep it within tolerable bounds. But where caseloads are 

sufficiently small, there is less potential for embarrassment and may 

therefore be less incentive to pay attention. If so, the effect of case-

load should be less negative--or perhaps even positive, since without an 

effort at containment, longer queues may bring longer processing times. 

11uch the same may apply f'or very large caseloads--Iarge enough that efforts 

at appreciable reduction seem forlorn and a few dozen cases more or less 

matter little anyway. In short, the eff'ect may be nonlinear, with the 

domain of' cas~oad divisible into regions of "innocence," "practicality," 

and "hopelessness," in which the effect is first small and possibly posi

tive, then larger and negative, then smaller and possibly positive again. 

Caseloads in Dayton, which are quite small, may fall in the lower region, 

while those in Detroit, which are larger (and more typical) may fall in the 

middle one. 

Some of the variation in the impact of the case-track is also explic

able. Al though the case-track trimmed processing times everywhere, the 

sizes of' the reductions and the kinds of cases for which they were largest 

varied from court to court. In general, the reductions were largest in 

Providence. The deadlines there were geared to achieve a 180 day proces

~ing time, as opposed to only a 90 day processing time in Dayton and 

Detroit, but the pre-track distribution of processing times in Providence 

was such that a 180 day processing time typically represented a greater 

reduction there-than a 90 day processing time did in Dayton or Detroit. 

Other differences are probably a function of the ways in which the tracks' 

deadlines meshed or broke with prior court practices. In Dayton, where the 

major change was an earlier to start for plea negotiations, the track 

reduced processing times even for non-trial cases without motions; in 

Detroit, where the new deadlines were at the later stages, the effect was 
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mainly confined to cases with motions. 

Of course, there are also similarities between oourts. Trials and 

motions add considerably to processing times in all three (though only 

before the case-track in Providence). So do continuanc~s. And so does the 

defendant's being free on bail. Although it is perilous to generalize from 

an N of 3, these variable.s would appear to be influential most places. 

Similarly, all three case-tracks, despite varying centents, had an im

posing ef'fect, at least for certain kinds of cases, which augurs well for 

~ase-tracks more generally. 

Indeed, one of the most striking features of these results is the 

effectiveness of tee structural variables. Docket type, unf'ortunately, 

remains a doubtful case. Processing times of trial cases seem substantial-

ly shorter under the individual docket, but the standard error is too large 

to maintain this with much assurance. But the case-track is not the only 

clear succe~s story. The decentralization of plea bargaining helped in 

Detroit, and the keeping of court statistics and the declaration of' goal 

cut processing times sharply in Providence. Less certainly (a large 

standar~ error again), th~ localization of scheduling authority may also 

have brought speedier dispositions. 

These results off'er hope and some practical lessons to courts seeking 

to reduce processing times. The experience of these three courts shows 

that processing times can be reduced, and the parameter estimates suggest -two broad approaches. Processing times can .be reduced either by shifting 

the distributions of case-level variables within the court's partial con

trol or by reshuffling the court's sturctural arrangements. The first 

approach has some drawbacks. Granting fewer continuances, discouraging 

trials or encouraging pleas, r~leasing fewer defendants on bond, or dismis-
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sing more cases at the preliminary examination will curtail processing 

times, but there may be obvious objec~ions, on other grounds, to doing any 
. 

of these things. On the whole, a better hope of avoiding unwanted side-

effects lies in the structural path. The imposition of sanctioned dead

lines for case events seems the surest way of bringing processing times 

doWfi. The history in Providence suggests that even the establishment of a 

nonmandatory goal of so many days per case may help. Those presumably few 

courts not already providing caseload and other statistics would do well to 

begin. And the decentralization of plea-bargaining seems to make for 

greater efficienoy and hence shorter processing times. Of course, the 

details of structural changes will matter, as the variation among our three 

courts in the impact of case-tracking suggests. Most of the structural 

~ff'9cts are mainly a matter of shaping incentives, and although changes 

elsewhere need not replicate the ones w.e have studied to be successful, 

they can generally be expected to reduce processing times to the extent 

they increase the interest of key participants--judges, prosecutors, de-

fense attorneys, and defendants--in doing so. 

All these conclusions are tentative, to be sure. We have only looked 

at three courts. Other analyses, of other courts, will add to our under

standing of the process that determines processing times, of what is con

stant and what is variable about it, and what accounts for that v~riation. 

We claim only to have made a start. 

-
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I Notes 

1The data we use here are largely but not entirely the same as those 

used by Neubauer and Ryan (1982). The differences are that we have filled 

in the values of some previously missing observations and added some pre

viously omitted court-level variables, while Neubauer and Ryan exclude some 

non-missing cases from the analysis in Dayton and Providence. In addition, 

we do not analyze the data from Las Vegas (because theirs do not include 

prior recor~), while Neubauer and Ryav do not analyze the data from 

Detroit. 

2Clearly, it cannot be true that no motions after the first have any 

additional effect. Hence a logarithmic transformation may seem appro

priate, as in the case of prior conv ictions be low. This would imply an 

effect that drops rapidly toward zero as the number increases. But the fit 

we obtain with the variable in logarithmic form is still somewhat inferior 

to the fit we obtain with the motions/no motions dichotomy. Although 

motions beyond the first undoubtedly add procesing time, they apparently 

add so little that even a linear-in-the-logarithm specification overstates 

their effects. -
30n the advantages and disadvantages of al ternati ve docket systems, 

see Solomon (1973). 

4None of the 'explanatory variables figures to be affected by proces

sing time. Caseload, which might be affected at time t+1 by the mean 
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processing time at time "C, is lagged by a month (entered as of time t-1) 

and not much affected by the processing time of any individual case anyway. 

5Roughly, an&ffect is the amount o~ change that can be expected to 

occur in the dependent variable (here, processing time) in response to each 

unit of change in one of the explanatory variables, other things being 

equal. In a linear, additive equation, a variable's effect is its coeffi-

cient. 

6Since the logarithm of 0 is undefined, we add .01 to the number of 

prior convictions. 

7 In Detroit, cases were divided by month; in Prov idence and Dayton, 

where the monthly subtotals were too small to permit reliable estimation, 

the division was necessarily coarser. In Dayton, cases were divided into 

two groups, the first ten and remaining fourteen months. In Pro v idence, 

the division was into four groups, covering the first three, the nex~ 

sixteen" the next nine, and the final eight months. 

8 The R2,s are computed as the squared bivariate correlation between 

the actual and the GLS-predicted processing times. 

-
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ACCOUN'rrNG FOR CASELOAD: A SIMPLE NODEL 

Among the most salient of the variables cc:mmonly used to characterize 

and explain the operations of courts is the number of cases pending, or 

case load. Descriptive ly, it is a measure of the burden of work the court 

has to sho'lJ.der (in which role, it is often normed against the resources 

e,vailable--principally, the number of judges hearing cases--or weighted by 

complexity, as defined by types of cases). Other uses are evaluative. 

Caseload is a frequent criterion of court pe7formance. When courts seek to 

demonstrate their accomplishments (as, for example, to legislatures), they 

commonly point to graphs showing decreases in the "backlog" of cases, which 

is to say, caseload. If, on the other hand, the backlog is on the rise, it 

may be cited as evidence of the inadequacy of present resources relative 

to demand, and hence of the ,need for more resources. 

Still other uses are explanatory. Case load has long been presumed to 

have a major impact on various other aspects of court performance and 

behavior, including the attractiveness of plea bargains offered, the pro-

portion of cases ending in pleas (and on the other side of the same coin 

the proportion of cases going to 'triiiil), and the length of time it takes 

the court to pr~ess a case. The actcial evidence is mixed,1 and much of it 

methodologically flawed. Many of the relevant studies are entirely or 

essentially bivariate, many of the samples are hopelessly small, the de-

pendent variable is not always the number of cases actually pending, and so 

on. But enough of the results are positive, and positive enough, to sug-

gest that caseload does have some, at least, of the effects traditiona,'\.ly 
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ascribed to i t--if perhaps not all of them, or not under all conditions or , 
not to the degr~e once generally thought. 

Explaining Case load 

That is as much as we need say about caseload's effects on other 

variables2--enough merely to establish that it is a variable worth looking 

at, and its own antecendents worth looking into. Here, our concern is with 

the explanation and prediction of caseload, not the other variables it may 

help to explain and predict in turn. 

In a rather distant way, case load is of course a function of the legal 

system and the social, economic, and technological environment in which it 

operates, since they affect both the rates at which people engage in 

various behaviors and the behaviors that get defined as criminal or action-

able. In short, these factors affect the potential inf 1 ow o,f cases, and 

thus, other things being equal, the number of cases on the docket. Pre-

vious attempts to account for case load have drawn upon variables of this 

general sort (Goldman ~ .!.!.., 1976, al"d Casper and Posner, 1976). But here 

we shall focus on more proximate causes. We -cake the number of new cases 

arriving as gi,ren ignoring the prior variables that may influence caseload 

through it. 

The Model 

At this level of prOXimity, there are exactly two variables on which 

caseload (abbrf!I'Viated hereaf.ter as C) depends. One, as we have already 

indicated, is the number of cases arriving (call it A). The other is the 

rate at which the court has managed to dispose of the cases arriving (call 

it P, for processing time). The effect of each should be spread over the 

recent past. The greater the number of recent arrivals, and the less 

rapidly they are handled, the larger the accumUlation of cases pending 
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should be. l1oreover, these effects should be nonadditive.3 The smaller 

the less it should matter how fast they are the number of cases arriving, 

th are processed, the less it should matter how processed, and the faster ey 

numerous they are. At the extremes, if !!£ new cases arrive, the rate at 

which they are (or would be) processed is ir.relevant, and, if all new cases 

are processed instantaneously, the number arriving is irrelevant. 

. bl The relationship is almost an This is more than merely plaus~ e. 

accounting one, giving the "Accounting" of the title, which is used there 

usual S ense of explanation, something of its in the extended and more 

1 i tera 1 meaning as we 11. Let us denote the case load at the end of some 

given time-period t--for consistency with the analy~is below, let us say a 

given month, although it could as easily be a day, a week, or a quarter--by 

Ct· that we have data on series of T time-points in all, so We may suppose 

T Similarly, we may denote the number cases arriving during the t= 1 ,2 , ••• , • 

th b A . where i=0,1, ••• ,t. any previous month, say the i one before, y t-~, 

us suppose--unrealistically, of course--that every case ~rFinally, let 

riving during the (t-i)th time-period takes the same time to be processed. 

Let us denote that time as Pt-i' 

Now consider what would happen ~o t~e caseload Ct if the number of 

the ~th pr~or month At_~ were increased by some cases arriving during •• • 

number--call it ~ A. If Pt-i <i (where i is the time difference between t 

and t-i), all the cases arriving ~n mon . th t-i will have passed out of the 

system by mont: t reg~rdless, so that the addition of a ~A or any other 

number of. cases makes no difference to Ct. On the other hand, if Pt-i ,:.i, 

the cases introduced in month t-i will still be on the docket at the 

beginning of month ~. In that event, ~A additional cases arriving in month 

t-i will increase Ct by ~A cases. In short, there is either a zero or a 
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one-to-one increase in Ct, depending on the processing time Pt-i" 

Next consider the effect of a change in Pt - i , say, by D. P months. If 

Pt-i < i ~Pt-i + D.P, so that cases introduced in month t-i would have passed 

from the docket by the beginning of month t before the increase but would 

still be on it after, the increase would augment Ct by At-i' the number of 

casesinvol ved. But if P t-i .::. i, so that; the cases introduced in month t-i 

would still be on the docket at the beginning of month t either with or 

without the increase in Pt - i , or if i~Pt_i +~ P (which implies i <Pt-i), . 

so that cases introduced in month t-i would be over and done with either 

with or without the increase, the effect of the increase on C
t 

is obviously 

0. In short, the effect of variations in prior processing times is either 

zero or the number of cases inv?lved (At-i), depending on what the proces

sing time is before it is varied (Pt-i) and on the size of the variation 

( ~ p). 

These relationships are instructive, but not really useful. EVen if 

the assumption of uniform Pt-1 were accurate, they would only be useful 

postdictive1y, as a means of assessing the hypothetical impact of varia-

tions in past arrivals or processing times. Since we cannot knowhow long 

cases presently arriving will take, we cannot generate predictions as to 

what would happen to the caseload if they were more or less numerous or 

took longer or shorter to complete. Another problem is that for a given 

lag i the effects of variations in Pt-i and At-i on Ct will be different 

for each t, l'lhiciT makes for unparsimonius and unwieldy explanation. Fina1-

1y, cases introduced in a given month do ~ all have the same processing 

time. To allow processing times to vary would make the accounting un-

wieldier still. But not to allow it makes the accounting inaccurate. 

Perhaps the best solution, if we are interested in prediction and more 

concise explanation, is to substitute the average processing time in the 
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(t_i)th period (call it Pt' ) for Pt-i and to develop a model that 
-J. 

essentially averages the effects of both P
t

-
i and At-i over a number of 

time-periods, i.e., over a number of values of t. How much, on the aver-

age, can Ct be expected to increase when At-i increases by X cases, or when 

P
t 

. 
-J. 

increases by Y days? A model that can tell us that can enable us to 

predict and understand variations in caseload in tne near future. 

This argument suggests a "distributed lag" model. Clearly, the ef-

fects of both A and. P must occur either "contemporaneously (given that C
t 

is defined as the end of the month) or with some lag. Clearly, too, the 

effects must be spread or distributed over a number of lagged observations. 

The number of arrivals will matter for several previous mClnths, and so will 

speed with which they are processed. 

Together, these considerations lead us to a distributed lag model in 

which the variables A and P are combined multiplicatively. Specifically, 

the model is 

where a and the 6' s are unknown parameters to be estima'ced, l1 is the lag 

before which A and P have no effect, and u is an unmeasured disturbance 

summarizing the causative factors. of which the model takes no explicit 

account.4 (We assume that they are uncorrelated with the At-iPt-i, so that 

their having been omitted is not an obstacle to estimatiol:l.)5 -
Under this simple model, the effect of the nt.1f'lher of arraignments in 

the (t-i)th month is 

" " 
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and the effect of the mean processing time in the same month is 

where, in both cases, i-O, ••• ,M. Provided that 6i > 0, each quantity 

is both positive and an increasing function of the value of the other 

variable in the same month.6 

The Data 

The data here come from Detroit Recorder's Court--the municipal crimi-

nal court of Detroit--and span the two-year period from April, 1976 through 

l1arch, 1978. Among other things, the data include the number of initial 

arraignments ("on the arrest warrant") each month and the number of cases 

(of defendants, actually) on the docket as of the end of the month, both 

taken directly from pretabulated court records. For our purposes, however, 

the data from the records are not sufficient. The caseload, as Recorder's 

Court reckons it, includes only those cases which have made it past the 

preliminary examination. This means that the "arrivals" variable is most 

appropriately the number not of the initial arraignments "on the arrest 

warrant" but of the post-preliminary examination arraignments "on the 

information." But one deficiency of the pre tabulated records is that they 

afford no count of the latter. Another is that they do not include any-

thing in the way of case processing time. 

Nonetheless, A and P can be estimated. The data also comprise a 

(random) sample, stratified by month, of all of the cases begun within the -
two-year period, and two of the case-wise variables recorded are the length 

of time to completion and whethe~ or not the case is disposed of before or 

at the preliminary examination. Since the sample size is adequately 

large--about 85 cases each month--we may ~eadily compute estimates of the 

monthly mean processing time and of the number of arraignments each month, 
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the former directly, and the latter as the number of arraignments on the 

arrest warrant times the sample proportion surviving the preliminary exam-

ination. 

We end up with a monthly time-series of 24 months. The variables' 

minima, means, and maxima over this period (and over the somewhat shorter 

period on which we actually estimate the model--see be low) are gi ven by 

Table 1. In passing, we may note that this period saw the introduction of 

a number of structural innovations that were specifically designed to, and 

did, reduce processing times, with the resul t that both prooessing times 

and caseloads were as a rule substantially lower toward the end of the 

period than toward the beginning. Thus, since the sample on which we 

estimate the model consists of the last 17 observations, the means and 

minima of C and P are lower there than in the sample as a whole. 

Table 1 About Here 

Estimation 

The estimation of equations such as (1) is typically hindered by the 

presence of extreme col linearity among the lagged values of the explanatory 

variable: in this model, the product term Zt_i:: At-iPt-i, which, for 

purposes of estimation, is most conveniently treated as a single variable 

at each i. The-.rariables Zt, Zt-1' ••• Zt-H are in general so many and 

so similar that it is impossible to distinguish their individual effects 

very well. But by adopting some simplifying assumptions about the B's, we 

can reduce the number of regressors and the col linearity among them. Here, 

we assume that the's can be sufficiently approximated by a polynomial in 

th~ lags (in i) of so~e pre-specified degree. This assumption, which 
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Variable Minimum 

CASES 
2723 
2723 

#ARR 
543 
543 

AVCPT 
43.84 
43.8-1 

TABLE 1 

Descriptive Statistlcs for 
the Variables in the Model* 

Maximum Mean -
6563 
6580 

4014 
4472 

987 
1133 

782.2 
82J.O 

80.4 
157.8 

59.75 
76.02 

Standard 
DeViation 

1333 
1368 

112.6 
137.0 

10.92 
30.92 

*[~r each varlable, the values in the first 
f months on which We estimate the model 
or the full 24 month sample period. . 

row ar~ those computed over the 
The values 1n the second row are 

-
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resul ts in what is known as a "polynomial" or "Almon" lag scheme (after 

Almon, 1965; see also, e.g., Johnston, 1972 or Pindyck and Rubinfeld, 

1981), has the advantage of being relatively flexible, in that it permits 

various patterns of effects over varying lags. 

Admi ttedly, the resul ts may to some extent depend on 'several addi

tional and mostly non theoretical specifications: the length of the maximum 

effective lag M, the degree--call it F--of the polynomial that approximates 

the S's, and the further restrictions, if any, that are placed on the 

latter. 
Of necessity, the choice of !1 and F is generally made on empirical 

grounds. First, M is generally set so as to maximize the proportion of 

variance explained, but without excessive cost in degrees of freedom, 

col linearity, or plausibility of results. Here, the proportion of variance 

explained is maximized at M=6, but is only trivially ( .• 004) lower at M=7, 

where the colI ineari ty is substantially lower and the precision of the 

estimates correspondingly grea ter. Thus we set M=7. Once gi ven M, the 

choice of F is a matter of whether the necessarily higher proportion of 

variance explained ~ith successively higher F's is statistically worth

while, a criterion that leads here to F=2. We may note that F=2.compels 

the p~ttern of effects over i to be either flat or more or less U- or 

inverted-U-shaped, with at most one turning point. 

how. 
That leaves the question of whether to constr'ain the S 's, and, if so, 

A common practice is to set S_1 an/or Sr1+1 equal to O--which in the 

present model w~ld be to assert that the values of the explanatory vari

ables in the future (at times t+1 and after) and/or their values more than 

M months in the past (at times t-(M+1) and before) have no effect on 

caseload. 
These have a cert~in intuitive appeal, but are also capable of 

exerting a h~avy--critics. say excessive--influence on the estimates of the 

other-, .nonzero effects. With F=2, the pattern of effects is forced to be 
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symmetrical, with Si = SM-i and the peak (or nadir) precisely in the 

middle. Thus, in the interest of letting 'che data speak more nearly for 

themselves, we leave the model unfettered. The one constraint we do adopt 

is less confining, and is in fact suggested by the data themselves. With-

out constraints, the estimate of So is anomalously but insignificantly 

negative, the likeliest inference from which is that So is some small 

positive number. Thus strictly as a means of tidying up the results, we do 

impose the one restriction that SO=O. Since the unconstrained estimate is 

inSignificantly different from 0 anyway, the effect on the rest of the 

estimates is slight. Indeed, no reasonable specification--of M, of F (for 

which F=2 is th~ only reasonab I e choice), or of the va 1 ues of the S' s (not 

even S_1 = SM+1 = O)--produces results too greatly different. 

The final choice to be made is of estimator. This is not an open-and

shut matter either. As always with time-series data, one cannot but sus-

pect the disturbance of being autoregressive and should usually make sta-

tistical allowances if it is. Here, however, it is not clear whether 

disturbance is autoregressive, or if so in what way. The relatively small 

number of observations--the lagging of Z up to i=7 reduces the effective N 

from 24 to 17--makes such determinations difficult. The evidence of auto-

gregression is weak and murky. The Durbin-Watson test for the first-order 

variety is inconclusive (DW=1.34). And although the correlations betvleen 

(the ordinary least squ~res-gener~ted estimates of ) Ut and u t-i are not -
tiny (averaging a bit below .3) and seem to display the damped sinusoidal 

pattern characteristic of second- or higher-order autoregression, they are 

neither individually nor collectively significant. Similarly, some of the 

partial autocorrleations are not really small, but none is Significant 

either.7 
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Even if we were to conclude on this tenuous evidance that '~he distur-

bance is autoregressive, it would still be unclear what, if anything, to do 

about it. The usual remedy is to use generalized instfad of ordinary least 

squares to estimate the equation (GLS instead of O~S). But the advantages 

of GLS are only asymptotic, emerging only as the sample size becomes infi-

nitely large. Whether they would emerge here, given the limited number of 

observations and the apparent mildness of whatever autoregression there may 

be, is uncertain (see Rao and Griliches, 1969). Furthermore, the partial 

autocorrelation function rapidly runs out of degreees of freedom, making 

the specification of the order of the autoregression involved a more than 

usually risky business. If it is not accurately specificed, the move from 

OLS to GLS may do more statistical harm than good. The resul ts, in this 

instance-·-we have in fact seen them for both estimators-_do not differ too 

dramatically.8 But, given, as we have noted, that the data do not exactly 

cry out for a correction for autoregression, we are likely, we think, to do 

best by opting for OLS. 

Results 

The estimates we thus obtain are displayed in Table 2, along with 

their estimated standard errors 9 and the R2. 

Table 2 About Here 

-
The first thing to observe is the size of the R2. At .975, it could 

hardly be larger. The model as estimated explains the variation in case-

load almost perfectly. True, the smallness of the sample does make explan-

ation easier, but even the "adjLlsted R2" (where the adjustment is in es-
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TABLE 2 . 

Estimated Effects on Case10ad 

(AVGCPT) x (#ARR) S 

Lag 0 

1 

2 

3 

4 

5 

6 

7 

Constant 

7 
- ,3 ':= .0607 

;=0 i 

2 
R = .975 

2 
R adJ ::; .972 -

0 

.0045 

.0078 

.0100 

.0110 

.0108 

.0095 

.0071 

161.6 
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S.E. 

0 

.0008 

.0012 

.0013 

.0010 

.0005 

.0009 

.0022 

174.7 



sence for the smallness of the sample in relation to the number of indepen-

dent parameters)10 is fully .972. This is high even for time-series data, 

thougn given the near-accounting relationships behind the model not entire-

1,; sUI'prising. 

Consider next the estimates of the coefficients.11 In accordance with 

(2) and (3), these reveal the impact of any given change in the value of 

either of the explanatory variables, for any given value of the other, in 

each and any of the months preceding. If, for example, the number of 

arraignments is s constant 1000, the current caseload can be expected to 

increase by 45 cases for each day's increase in the mean processing time of 

the cases begun in the month before, by 78 cases for each day's increase in 

the mean processing time o~ the cases begun two months before, and so on. 

By the same token, the coefficients also reveal the effect of a change in 

the value of either of the explanatory variables (again for a fixed value 

of the other) in a given month on the caseload in the same or any sub-

sequent month. Thus, if the number of arraignments is again a constant 

1000, and the mean processing time in a given month were to increase by one 

day, the case10ad could be expected to increase by 45 cases at the end of 

the next month, by 78 cases the end of the month after that, and so on. 

Notice by the way, that the coefficients trace out an essentially inverted-

U-sbaped pattern as they vary over the length of the lag invol ved. The 

effect of each of the explanatory variables, given a constant value of the 

other, is smal~est in both the most immediate and most distant past, 

reaching its peak roughly mid-way between. 
\ 

\ 
In a sense each variable's effects can be summarized by case load's I 

! 

I 
~ 
~ 
I) 

r 

"long-run response" to it~. Adapting the usual definition to this fIlultipli-

cative model, this is simply the amount of change that can be expected to 

occur in response to a constant until change, at every effectual .lag, in 
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the value of the one explanatory variable, for a given, constant value of 

the other. Thus the long-run response to the number of arraignments is 

7 
(4) (L: Si) P, 

i=O 

while that to the meanc ase processing time is 

7 
(5) (l: 13. ) A, 

i=O 1. 

where P and A (note the absence of a subscript) are constant values of the 

"other" variable. For a given value of the other variable, the long-run 

responses can be estimated by simply substituting estimated for actual's 

in (4) and (5). This gives, as the long-run response to arraignments, 

(.0607) P, and, as the long-run response to mean processing time, (.0607) 

A. 

Let us consider some plausible numbers. Suppose, for example, that 

the number of arraignments increased by 100 in everyone of the preceding 

months. This is only a 12 percent increase over the average monthly level 

in this court during this period, and is thus by no means so big as to be 

at all unl ikely. If the average case proceSSing time was, say, 44 days 

(which was the shortest we observed in the period we studied), the long-run 

response would be (100) (.0607) (44) = 267. In other words, we ought to -
expect an increase of 267 cases in the caseload as a result. This, from a 

practical point of view, is in the nature of a lower bound. Mean proces-

sing times much shorter than 44 days are possible but not likely. If, on 

the other hand, the court averaged ~s much as 158 days per case (the 

highest monthly~verage we observed), the additional 100 cases per month in 
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the preceding seven months would results in an additional 959 cases to the 

caseload. 

Or, again, consider the long-run response to mean processing time. 
t, 

Suppose the mean processing time increased by 10 days per case in each of 

the seven months before. This is again a shift of roughly 12 (actually, 

'13) percent of the mean over the entire period, and not unlikely to occur. 

If the number of arraignments each months were a constant (543) the lowest 

number in this period), the result would be another 330 cases on the 

current docket. If, at the other end of the range of likely responses, the 
" 

number of new cases each month were at its observed maximum of 1133, the 

result would be instead another 688 cases. 

Still other estimates can be formed for other combinations of changes 

in the one variable and values of the other. But the main points to be 

made are, first, that the model enables one to form such estimates by 

simply plugging in the appropriate values of A and P', and, second, that 

even very modest changes in A and P have a very SUbstantial impact on 

caseload. 

'§'!JIDlIlary ~ .£2!!clusions 

To sum up, then: we have developed and estimated a simple, theoreti-

cally appealing, and empirically successful model of caseload as a multi-

plicative, lagged fuction of the number of cases arriving and the speed 

with which they are processed. The effect of each is (a) substantial, -
though spread over a number of lags; (b) dependent, at a given lag, on the 

va'l ue of the other at the same lag; and (c) at its peak in the middl e 

temporal distance. 

The major practical use of this model is to gener!'1te predicitons of 

case loads. Given estimateH of the parameters, one need only plug in the 
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actual or anticipa.ted (or feared or hoped-for) mean processing times and 

number of new cases in each of a series of seven consecutive months in 

order to project the caseload at the en~ of the eighth.12 In similar 

fashion, the increment or decrements that would occur in response to 

changes 'in the number of arraignments or mean processing tliue can also be 

estimated. This is true both of transient chagnes occurring in only a 

single month and of long-term changes occurring over any subset of the 

preceding months. For any such change(s), it is possible to trace the 

time-path of the resultj,ng changes in caseload, and thus to see when it 

peaks and what it is at the peak. Such estimates should enable a court to 

anticipate its workload more accurately. And to control it, to the extent 

that it can control the number of incoming cases or (more like'lY) the time 

it takes to dispose of them. 

. 
Of course, we have estimated the model for one possibly atypical court 

only. In other courts, the number of lags over which both arraignments and 

processing times have their effects can be expected to differ. Similarly, 

the magnitudes of the effects will doubtless vary from court to court and 

even, perhaps~ from period to period within this court. One would not want 

to use these data to make predici tons for other courts, or even for this 

court too far in the future. But judging from the R2', the mode 1 seems to 

approximate an averaging out of the underlying near-accounting relation

ships very nice ly, which suggests that it should be predictive ly useful 

wherever approp~ate data are available. 
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Notes 

*Most of the data for this study were collected under the auspices of 

the American Judicature Society under a grant (No~ 78-NI-AX-0076) from the 

National Institute of Law Enforcement and Criminal Justice. Additional 

data collection and the analysis of this article have been funded by a 

grant (No. NIJ-82-IJ-CX-0041) to the authors from the National Institute of 

Justice' s Performance Measurement Program. 

We want to thank David Kessler for providing computer assistance and 

Matthew Morey and Esfandiar Massoumi for discussing the mode 1 with the 

senior author and contributing helpful comments. The analysis and conclu-

sions are of course our own and do not necessarily represent the views of 

the United States Department of Justice, or of any of the individuals 

aforementioned. 

1 See , on caseload's relation to plea bargaining and the relative 

frequency of trials, Feeley (1979), Heum~n(1975, 1978, and 1979), Nardulli 

(1979), Rhodes, (1978), and Hausner and Seidel (1979); on its relation to 

the decision to prosecute, Rhodes (1976); on its relation to bail-setting 

policy, Fleming (1979) and Feeley (1979); on its relation to sentencing, 

Feeley (1979) an~ Nardulli (1979); on its relation to court IIproduc~iVi ty,1I 

Gillespie (1976); and on its relation to case processing time, Gillespie 

(1977), Church et ale (1978), Martin and Prescott (1981), and Luskin and 

Luskin (1983). 

2Except for n. 5 below. 
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3Roughly speaking, the effect that one variable has on another is the 

amount of change that can be expected to occur in the one as a result of 

each unit of change in the other, other things being equal--i.e., again 

roughly, the partial. derivative of the one with respect to the other (see 

Luskin, 1983). Accoridngly, the effect of arraignments on case load is the 

number of additional cases we can expect there to be on the docket as a 

resul t of each additional arraignment, and the effect of case prcsssing 

time is the number of additional cases we can expect there to be as a 

resul t of each additional day the court takes, on the average, to process 

-its cases. 

~rhis model bears a strong resemblance to the queuing theory equation 

known as "Little's formula." Specifically, Little's formula is L = A W, 

where L in this context d(motes the expected case load, A the expected 

r.umber of arraignments, and W the expected processing time. (See Hillier 

and Lieberman, 1980, e.g.) Plainly, L corresponds to C, A to A, and li to P. 

But there are differences, too. L, A, and Ware in the nature of expected 

values, whereas C, A, and P are not, and partly because of that (1) is 

stochastic (i.e., includes a disturbance), whereas Little's formula is not. 

Further, Little's formula is deri ved--indeed, L, A, and Ware defined--on 

the assumption of a "steady" or equilibrium state. In (1), in contrast, 

the time-invariant quantities L, A, and Ware replaced the time sub-

scripted C, A, ~nd P, with the effects of the second two on the first 

allowed to vary with the time elapsed, and apportioned over a set of lags. 

5We are of course aware that mean processing time may depend on the 

caseload as well as vice versa (see the discussion in Luskin and Luskin, 

1983). Given the Ct indicates the caseload at the end of the tth month, Pt 
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may be a function, among a good many other things, of Ct-1' Nevertheless, 

we consciously ignore this additional equation, and thus avoid the compli-

cations that the combination of multiple equations with lagged endogenous 

variables and autoregressive distrubances, not to mention nonadditivities 
. 

in the endogenous variables, would bring. We feel justified and tolerably 

safe in doing so because the dependence of processing time s on case loads 

seems to be slight (Luskin and Luskin, 1983), with the result that the 

system consisting of both equations is practically recursive. 

6Admittedly, these effects and the equation that implies them do not 

quite capture all the subtleties of the near-accounting relationships 

described above. But to judge from the R2 below, the approximation of an 

averaged-out version of them must be close. 

7The .3 figure and the tests of 'significance are based on the autocor-

relations betwee Ut and ut-1 through ut-4 only, in keeping with the rule

of-thumb of conSidering only the first N/4 elements of the series (Hibbs, 

197.4). For l&rger i, the pattern is much the same, however. For more on 

these sorts of diagnostics, see Hibbs again. 

8The GLS R2 (defined as the squared correlation between the predicted 

and actual values of caseload) differs by only .007, and the GLS and OLS 

estimates of the coefficients show broadly similar profiles. The biggest 

differences are that the GLS estimate~ rise and then fall a bit more -
sharply with increasing lags and that the GLS estimate for 7 is substan

tially smaller (in fact, insignificant at the .05 level). The long-run 

response is a trifle larger, at .0639. 

9Estimated as in Johnston (1972). 
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10For this model, F+1 less the number of additional constraints on the 

13' s: here, since wer constrain 13 0=0, (F+1) - 1 = F = 2. 

11 Deapi te its size, the estimate of the "constant term" (about which 

we shall not bother to comment apart from this note) is a small fraction of 

its standard error, and thus statistically indistinguishab Ie from zero. 

This, too, is an attractive result, since, under the purely hypothetical 

scenario in which the court either received no additional cases or proces-

sed all the cases ti received instantaneously in each of the previous 

months, we should expect the case load, which in that event would simply be 

tl , to be o. Not that it would tell very much against the model if ct ::/.0. 

That would merely mean that the actual regression hyper-surface bent toward 

the origin as it approached it, and hence away from the regression hyper-

plane of our linear model--i.e., that the model did not apply so far 

outside the range of values we actually observe. 

-
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