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SCHOOLS AS GENERATORS OF CRIME: ROUTINE ACTIVITIES 

AND THE SOCIOLOGY OF PLACE 

ABSTRACT 

The study of places has recently gained new prominence as a topic for study by 

sociologists and criminologists. This study continues the evolution of the merger of social 

disorganization theories and opportunity theories in explaining the crime potential of 

place. The criminal opportunity framework is used to examine the influence of schools on 

neighborhood variations in rates of violence. To examine neighborhood violent crime, the 

study develops a model of opportunity factors that is divided into three variable clusters 

or constructs grounded in routine activity theory and social disorganization theory. The 

constructs represent (1) the risk associated with the physical space or setting, (2) the 

potential for surveillance or guardianship, and (3) potential for motivated offenders to be 

present. The first goal is to determine how the opportunity constructs affect violence. 

Here, the research seeks to answer, “What are the contributions of routine activity and 

social disorganization constructs to block-level violence?” The second goal is to 

determine whether and how the presence of schools changes any relationship found 

between violence and opportunity across neighborhoods. To do this, the study uses 

dummy variables to characterize schools as high or low with regard to (1) level of 

guardianship and school resources and, (2) social milieu. 
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The study examines block-level rates of reported incidents of violent crime across 

all census blocks in Prince George’s County, Maryland. Secondary data collected from a 

number of sources were used to define the opportunity constructs. The analysis plan is 

based on the creation of a geographic information system that attributes all data to census 

blocks. Instrumental variable regression is used to estimate spatial lag models of violent 

crime. 

The findings support the research hypotheses. Social disorganization variables 

and routine activity variables influence block-level violent crime rates. Furthermore, 

schools were found to be generators of crime during the school day. During the after- 

school period, blocks near schools characterized by resource deprivation experienced 

even higher rates of violent crime. During the morning commute, blocks near schools 

characterized as disorderly exhibited higher violent crime rates than blocks near orderly 

schools. Examination of interaction effects found some significant relationships 

indicating support for theory integration. 
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CHAPTER I 

DESCRIPTION OF THE PROBLEM 

The study of places has recently gained new prominence as a topic for study by 

sociologists and criminologists. Researchers are attempting to develop the appropriate 

theoretical and methodological tools for understanding spatial and temporal distributions 

of crime. Theoretical and empirical support for the importance of the social and physical 

environment in areas smaller than neighborhoods continues to grow. This dissertation 

intends to contribute to current scholarship on the role of places in the generation of 

crime. This study continues the evolution of the merger of social disorganization theories 

and opportunity theories in explaining the crime potential of place. It refines the 

opportunity concepts used to determine the dangerousness of places and provides a sound 

framework to examine blocks as settings for crime. More specifically, this research 

examines the contribution of schools, operating as crime attractors, to overall levels of 

violence within places and in the surrounding community. 

Criminal opportunity theories have been used to understand the distribution of 

crime and violence jn space. Within criminal opportunity studies, space refers to 

CI geographic units, such as the larger, more “macro” areas such as census tracts, cities, 

police districts, etc., and the smaller, “micro” area spaces that can include blocks, block 
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2 
faces, and particular places like intersections, buildings, and specific areas within 

buildings. Macro-level studies examining social disorganization provide guidance in 

understanding differences between high and low-crime neighborhoods. Defensible space 

theory, applied at the micro-level or place, provides insight into the variations of crime at 

specific places and how specific site features (i.e., physical environment) may be linked 

to crime. The routine activity perspective emerged as a vehicle to understand how the 

confluence of circumstances surrounding the victim, offender and place come together to 

create the opportunity for crime. This perspective has been applied to both macro- and 

micro-level places. 

During the last twenty years these criminal opportunity theories have evolved to 

include the reciprocal relationship that exists between micro-level places and their 

surrounding macro-level space. Characteristics of places affect surrounding spaces, and 

these larger spaces affect what happens at any particular place. Certain places attract 

large volumes of people, generating opportunity for crime in the process. These places 

interact with characteristics of the environment to either inhibit crime or create even more 

opportunity for it. 

Much of the literature that attempts to link micro and macro places in 

explanations of crime emphasizes the social disorganization (of macro-social places. The 

opportunity afforded by a particular micro-place may be enhanced in a socially 

disorganized area. More recently, attention has shifted to institutions or particular types 

of land uses that act as attractors and crime generators of crime. The body of literature 

examining places and land uses that act as attractors and generators is steadily increasing. 

Studies are examining whether places like schools, bars, liquor stores, transit stations, and 
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3 
public housing complexes are generating crime in areas near them (Block and Block 

1995, 2000; Brantingham and Brantingham 1982, 1995; Fagan and Davies 2000; Hayes 

and Ludlow 2000; LaGrange 1999; Roncek 2000; Roncek arid Bell 1981; Roncek and 

Faggiani, 1985; Roncek and LoBosco 1983; Roncek and Maier 1991; Roncek and 

Pravatiner 1989; Spellman 1995) Yet, very few studies have examined how and under 

what circumstances, these places act as attractors or generators of crime. In addition, 

studies utilizing opportunity theories have more often focused on property crimes than 

violent personal crimes, and have excluded non-residential areas, and instead, have 

focused solely on residential neighborhoods. Finally, many of these studies examine bars, 

liquor stores and other money-makmg establishments. Relatively little attention has been 

given to schools. This is particularly unfortunate in that schools can tell us a lot about 

both crime and theories of place. Schools are present in all types of communities, and are 

not zoned or restricted to certain neighborhoods like bars or liquor stores. Examining 

schools as generators of crime will allow for a greater variety of interactions between 

places and their social context. This study draws on criminal opportunity theories to 

examine how the presence of and characteristics of schools interact with the attributes of 

places to generate crime. 

Understanding the capacity of schools to acts as generators of crime becomes 

even more critical with the knowledge that youth victimization may be largely related to 

the routines of attending school (e.g., being in school, on the school bus, walhng to 

school, etc.) (Garofalo, Siege], and Laub 1987). If victimization of youth is highly 

related to the routines of attending school, than i t  follows thal: much of an area’s crime 

may be driven by the presence of a school. All schools contain youth, and youth are 
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4 
crime-prone populations, particularly in the greater Washington metropolitan area 

(Gouvis, et al. 2000). Research examining how and how much schools contribute to local 

violence levels can serve to advance empirical criminology and provide additional 

mechanisms for constructing potential solutions to neighborhood violence and youth 

crime. 

The Study 

This study will determine how much of an area’s crime is driven by a school 

acting as an attractor of crime. The research will addressing such questions as: do blocks 

with and near schools have characteristics that make them attractive locations for 

criminal behavior? Also, what is the relationship among violence, the presence of 

schools, other youth hangouts, and establishments nearby schools that sell goods and 

alcohol? Are the distances of these establishments from schools associated with 

victimization at specific times of the day and year? How do other features of the 

environment-such as the socio-economics of an area or the nature of the schools- 

factor into the crime equation? For instance, do economically disadvantaged areas near 

schools have higher levels of victimization than less disadvantaged areas that are near 

schools? Do overcrowded, failing schools act more as attractors of crime than higher 

performing schools? Few studies have been conducted to examine these important 

research questions. The need for empirical studies to explicate the contributions of place 

and setting is paramount to understanding the factors that influence victimization. 
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5 
A criminal opportunity framework is used to examine the influence of schools on 

block-level variations in violence. To do this, the study advances the small body of work 

on the integration of routine activity theory and social disorganization theory-theories 

that explain variations of violence across space. These theories are also “spatial” theories 

that adhere to the premise that crime is not random, but is clustered over space and time. 

These theories have not been easily integrated because the theories have been applied to 

understand crime clustering at different geographic levels or units of analysis-counties, 

cities, communities, neighborhoods, blocks, and addresses. 

The human ecologists of the Chicago tradition focused on the community, and out 

of that tradition grew social disorganization theory, studying such factors as mobility, and 

racial/ethnic heterogeneity (Burgess 1925; Hawley 1950; Park 1926; Schuerman and 

Kobrin 1986; Shaw and McKay 1942). In efforts to understand the distribution of 

victimization across a community, current social disorganization theorists study the 

dynamics among neighborhoods using measures to represent the concept of systemic 

control, which is essentially similar to the concept of guardianship (Bursik 1999; Bursik 

and Grasmick 1993; Morenoff and Sampson 1997; Sampson, Raudenbush, and Earls 

1997; Sampson and Raudenbush 1999). These studies assess the dynamics that bring 

about systemic control, but generally do so without examining the effects of physical 

characteristics of places. Historically, the unit of analysis was an ecological area larger 

than neighborhoods-the city, county or census tract. Critics contend that neighborhoods 

defined as large units such as census tracts cannot capture why differences in risk of 

crime persist, even within a given demographic group. Social disorganization theory does 

not adequately address the process through which offenders and targets converge in 
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6 
neighborhoods (Bursik and Grasmick 1993). Findings of community differences may be 

erroneous in that a location or particular type of place could be causing the differences in 

neighborhoods. 

With these limitations of social disorganization theory in mind, this study 

integrates other germane criminal opportunity theories in efforts to effectively address the 

problem of schools as attractors of crime. Routine activity theory (Cohen and Felson 

1979; Felson and Cohen 1980; Felson 1987; Felson 1994) ernphasizes the importance of 

understanding the situation, which has implications for very small areas or places. 

According to Cohen and Felson (1979), opportunities for crime arise when three 

characteristics are present: a motivated offender, a suitable target, and a lack of capable 

guardians. The routine activity approach states that the conduct of daily activities or 

“routine” activities delivers the opportunities for crime to occur. Researchers have 

emphasized that the theory’s most important contribution is that crime rates are 

influenced not only by the numbers of offenders and targets and the capacity for 

guardianship, but by the factors that affect their confluence over space and time 

(Sherman, Gartin, and Buerger 1989).’ Hence, the theory has, been applied both to larger 

units of aggregations such as the census tract, and to smaller units, such as blocks, 

addresses or intersections. 

‘Sherman and colleagues’ research was summarized in an article titled, “Hot Spots of Predatory Crime: 
Routine Activities and the Criminology of Place.” This dissertation was influenced by their research and 
borrows part of their title. 
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There have been a number of research efforts suggesting that criminology, and 

more specifically-theories of crime places-can be improved by integrating the related 

theories of social disorganization and routine activity (Miethe, Stafford, and Long 1987; 

Miethe and McDowall 1993; Miethe and Meier 1990, 1994; Roundtree, Land, and 

Miethe 1994; Sampson and Raudenbush 1999; Sampson and. Wooldredge 1987; Smith, 

Frazee, and Davison 2000; Taylor 1982, 1997a, 1997b, 1998, 2001; Taylor, Gottfredson, 

and Brower 1986; Taylor, Gottfredson, and Brower 1986). Only a few studies have used 

an integrated framework to examine why crime occurs in some places (or micro- 

locations) and not others. Moreover, most of these multi-level studies of the role of place 

in crime generation have addressed burglary and not violenc~z. They have also focused 

exclusively on the social organization and opportunity characteristics of areas and 

virtually neglected the role of attractors. Of greater note, the studies that have examined 

schools and other facilities as attractors and generators of crime have generally done so 

with a very limited set of opportunity measures. This limits their ability to understand 

why and under what conditions these attractors will generate crime. 

In summary, this study will advance the extant work on schools as generators of 

crime in places by examining how much variation in block-level crime is caused by 

schools, how different attributes of schools create variation in crime, and lastly, how 

these attributes interact with the attributes of the surrounding social and physical 

environment to produce crime. In addition to these issues, this the study will also advance 

the integration of spatial theories in a number of ways: (1) by testing theory that 

integrates social disorganization and routine activity theories; (2) by focusing on person- 

to-person violence, as opposed to property crime; (3) by expanding the focus from 
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attributes of residential places to include attractors; and (4) by incorporating measures 

representing the characteristics of schools as opposed to simply measuring the presence 

of schools. 

In addition to advancing theory integration in a number of ways, this study also 

incorporates two important features to strengthen the research contribution. The study 

focuses on one domain of routine activities, and directly incorporating a measure of time 

of day and year as an important dimension in variations of crime across space. Research 

suggests that domain-specific models will facilitate drawing the causal link between 

opportunity measures and victimization (Garofalo, Siege], and Laub 1987; Gottfredson 

1984; Hoyt, Ryan, and Cauce 1999; Lynch 1987) Similarly, adding a time dimension will 

further facilitate an understanding of the flow of offenders and targets. Extant studies on 

place utilize the aspect of time in a very general sense, in that temporal variables are 

rarely included in the models or are included to show change over a long period of time, 

such as years or decades. 

Though this research draws on a number of criminal opportunity theories (routine 

activity, social disorganization, defensible space), the research is mainly a contribution to 

the development of theories that examine small places-whether it be blocks, block faces 

or addresses. This study takes advantage of a range of detailed data not often accessible 

to researchers, including location of crime victimization, addresses of youth arrestees, age 

of arrested youth, and the characteristics of school locales. These data are used to create 

more precise measures of opportunity constructs. By examining both routine activity and 

defensible space variables, and the more “structural” social disorganization variables 

within one domain of life activities, the research will sort out the effects of place from the 
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structural features of neighborhood environments in terms of creating opportunity for 

violence. In other words, the social organization or disorganization of the communities 

(neighborhood structural features) will be constant while the situational aspects of blocks 

will vary by time of day and time of year. 

What’s to Follow 

Chapter I1 reviews the theoretical and empirical research that provides a 

foundation for this study. Social disorganization theory and opportunities theories 

provide a framework for understanding variations in area crime. After discussing these 

theories, the chapter provides a more detailed discussion of the major constructs and 

measures used to operationalize neighborhood opportunity and discusses how the 

measures have begun to be integrated into a general opporturiity theory that can address 

crime in small areas. Examination of the research assists in the selection of measures 

used and the development of hypotheses tested in this research. 

Chapter 111 presents the research hypotheses and the data, and provides a 

discussion of data limitations. The chapter begins by specifying the hypotheses to be 

tested and then discusses the research site and unit of analysis. The discussion of unit of 

analysis is followed by a detajled discussion of the constructs and measured used to 

examine how schools influence area crime. The chapter concludes with a discussion of 

data limitations. 

Chapter IV discusses the research methodology. First, the analytical framework is 

presented. The framework is used to develop the models of violent crime during different 

time periods of the day that correspond to the routine activities of youth. The chapter then 
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discusses estimation techniques and the spatial models used to estimate the hypothesized 

relationships. Last, the chapter introduces the regression models developed to examine 

the research hypotheses. 

Chapter V presents the bivariate relationships and the research findings from the 

instrumental variables estimation of all models. Chapter VI1 provides a discussion of the 

findings and draws conclusions based on the study results. Oiverall research limitations 

are also discussed. The chapter closes with a discussion of the policy options supported 

by this study. 
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CHAPTER I1 

THEORETICAL FOUNDATION 

Human Ecology and Social Disorganization 

From a historical perspective, many of the theories regarding place are based 

loosely on Hawley’s (1950) ecological theory that sees the community as a complex web 

of organized interrelationships that come together over time and space. Hawley’s macro 

analysis of human populations viewed the community as an organism where parts all 

have an interrelated function. In his theory, the parts are different aspects of a 

community. Key aspects of Hawley’s theory are the three ternporal components of 

community structure: rhythm, tempo and timing. Essentially., the theory states that 

humans and community activities have habitual patterns- a rhythm, tempo and timing- 

that come together to form its structure or “web of life.” 

Research in the mid 1900s examining crime and the environment or “social 

organization” developed ecological models to explain their findings that delinquency was 

related to areas (or places) that were witnessing decay and physical deterioration. The 

decaying areas were closer to the central city (Shaw and McKay 1942). White (1932), 

examining offender rates, found that opportunity for crime was related to community 

structure and a community’s location within a larger community. These and other studies 

11 
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(Burgess 1925; Thrasher 1927; Lander 1954; Bordua 1958; Schmid 1960; and Chilton 

1964) provided the basis for understanding how crime is related to the environment- 

physical or social. Shaw and McKay did not expressly include the ecological dynamics 

that distribute criminal opportunities across space in their model of social disorganization 

(Bursik and Grasmick 1993), but their ecological research helped further the discussion 

that certain places have features that come together to create opportunity for crime. 

. Contemporary proponents of social disorganization theory (Bursik and Grasmick 

1993; Morenoff and Sampson 1997; Sampson, Raudenbush, and Earls 1997; Sampson 

and Raudenbush 1999) draw on Albert Hunter’s (1985) three-level approach to local 

community social control which includes three levels or aspects of control: the “private” 

level, the “parochial” level, and the “public” level. These levels, or processes, help 

illuminate the somewhat complex layering of different community dimensions, all of 

which have an impact on social ties and the development of nnforrnal social control across 

neighborhoods. The private level represents the social support and mutual esteem derived 

from interpersonal relationships among residents; the parochial order represents the role 

of the broad interpersonal networks that are created through the interloclung of local 

institutions, such as stores, schools, churches and voluntary organizations; and the public 

level focuses on external resources and the ability of a neighborhood to influence 

community and government agencies in their allocation of resources to neighborhoods. 

The interplay of these three levels is a dynamic process that is differentially realized 

across neighborhoods (Sampson and Raudenbush 1999). The willingness of residents to 

act together or cohesively for the common good of the neighborhood becomes a key 

feature of social disorganization termed “collective efficacy.” Collective efficacy links 
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neighborhood cohesion and mutual trust with the developed beliefs and common 

expectations amonvg residents for intervening to support informal social control (Sampson 

and Raudenbush 1999,612-613). Neighborhood structural processes (e.g., residential 

stability, economic advantage) and collective efficacy act together to form a type of 

guardianship similar to the guardianship construct in routine activity theory (Cohen and 

Felson 1979; Felson 1987; Brantingham and Brantingham 1995). 

Opportunity Theories 

Much of the theoretical support for the predictability of criminal events comes 

from criminal opportunity theories that have been modeled to account for individuals’ 

risks and aggregate rates of predatory crime. Opportunity theories can be very generally 

categorized as theories that aim to explain variations in crime as due to: (1) site features, 

(2) victim lifestyles or routine activity, and (3) the predisposed structural dynamics of 

proximity and exposure as it relates to offender choice. 

Site Features 

Research has demonstrated that certain site features are associated with higher 

crime rates, or are more vulnerable to crime either because they contain spaces conducive 

to criminal activity or spaces that are not defensible against predators (Greenberg and 

Rohe 1984; Greenberg, Rohe, and Williams 1982; Mawby 1977; Taylor, Gottfredson, 

and Brower 1984). The physical environment includes internal and external features and 

layouts of buildings, boundary characteristics and traffic patterns. The body of research 

relating to the location of targets and movement of offenders and victims in space and 
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time includes research on event-based preventive approaches to crime, such as 

“defensible space” (Newman 1972), “crime prevention through environmental design” 

(Jeffrey 197 I), and “situational prevention” (Brantingham and Brantingham 1991; Clarke 

1980, 1992; Mayhew et al. 1976). These approaches or theories began to take shape as 

findings emerged showing the importance of focusing research on high-crime areas. 

Research on census tracts in St. Louis that focused on those neighborhoods where most 

crimes were committed (Boggs 1965) found that offenders consider their targets in terms 

of familiarity and the potential for profit. Within the next decade two books emerged that 

addressed the importance of understanding criminal targets and the opportunities created 

by certain places. Oscar Newman’s Defensible Space (1972) and Thomas Repetto’s 

Residential Crime (1974) discussed the relationship of physical design to successful 

criminal victimization. 

Defensible space theory posits that physical features such as certain types of 

design, layout, and circulation patterns can make people more vulnerable to victimization 

(Newman 1972; Jacobs 1961; Perkins, Meeks, and Taylor 1992). Features that offer 

better capability for surveillance, demarcation between public and private space, open 

spaces divided into easily controlled space, and proximity of space or structures to other 

well-used locations, and areas that are less permeable are less likely to provide the 

opportunity for victimization (Taylor, Gottfredson, and Brower 1980; Taylor and 

Gottfredson 1987; Newman and Franck 1982). Cross sectional and longitudinal studies 

examining internal layouts, boundary characteristics and traffic patterns of neighborhoods 

found that the internal layouts of low-crime areas provided less access to foot and car 

traffic-more one-way, narrower, and lower volume streets--than those found in higher 
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crime neighborhoods (Greenberg and Rohe 1986; Greenberg, Williams, and Rohe 1982 

and White 1990). Molumby (1979), examining a large college apartment complex, found 

that apartments and townhouses located on blocks with numerous entrance and exit 

points were victimized at a much higher rate than those with fewer access points. 

Newman’s work also emphasized that symbolic barriers can prevent a place from 

becoming a target. Defensible space theory forms the basis fo’r research examining how 

different land uses (e.g., commercial, residential, mixed), as well as density of the 

physical environment (e.g., housing density), influence crime. 

Victim Lifestyles and Routine Activities 

The second category of opportunity theories includes :lifestyle theory, put forth by 

Hindelang, Gottredson, and Garofalo’s (1978), and routine activity theory (Cohen and 

Felson 1979). Lifestyle theory focuses specifically on varying lifestyles of different social 

groups and how the different lifestyles are related to the differential exposure to 

dangerous places, times and other individuals. Lifestyle is “. ... routine daily activities, 

both vocational activities (work, school, keeping house, etc.) and leisure activities” 

(Hindelang, Gottfredson and Garofalo 1978, 241). Antecedents of lifestyle are important 

because they include the behavioral expectations of people occupying differing social 

role, the behavioral constraints imposed by class or social status, and how individuals 

adapt to the behavioral and structural constraints (Maxfield 1987a, 1987b). Other 

researchers, including Garofalo, later discussed the importance of perceptions about 

crime and behavioral reactions or adaptive behavior by individuals in different 

circumstances (Balkin 1979; Cook 1985; Garofalo 1987) 
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Very similar to lifestyle theory is routine activity theory, which focuses on the 

context where potential victims and offenders come together in the absence of guardians. 

Routine activity focuses on the conduct of daily activities or “routine” activities not only 

for the victim, but for the offender and guardian, as well. In other words, the presence (or 

absence) of motivated offenders, potential targets and guardians depends on the activities 

in which people are engaged and other characteristics of an area. Cohen and Felson 

(1979:593) define routine activities as “any recurrent and prevalent activities which 

provide for basic population and individual needs, whatever their biological or cultural 

origins.” To understand the contexts where crime occurs, studies often include measures 

of proximity--proximity to motivated offenders or proximity to potential victims. 

The aspect of guardianship is crucial to understanding the routine activity 

framework (Felson 1986, 1987). Guardians can be classified as intimate handlers, 

guardians or place managers. Intimate handlers have direct and personal influence over 

offenders. Offenders will not commit crimes in the presence of intimate handlers such as 

teachers, employers, or parents. Guardians are people who act in  the formal sense as 

guardians-such as police, or private security guards. But guardians can also be friends 

or peers who act as guardians for protection of each other, e.];., a friend walking another 

friend home. Place managers manage places, such as doormen, apartment managers or 

janitors and lifeguards. For crimes to occur, whether the crimes are property or violent 

crime, guardians have to be absent, ineffective or negligent (Eck 1994). 
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S truc tural-Choice 

Theories integrating a focus on victim, offender and situation include the work of 

Miethe and Meier (1990, 1994) to develop a structural-choice model of victimization. 

Their model is very similar to lifestyle and routine activity models with the minor 

exception that the structural choice model views proximity and exposure as “structural” 

features that predispose individuals to risluer situations, and views attractiveness and 

guardianship as “choice” components that determine the selection of a particular crime 

target within a socio-spatial context. They argue that it is important to include both 

measures of individuals’ lifestyles and contextual variables in  studies of victimization. 

Miethe and Meier were not the first to discuss or examine contextual variables 

when studying victimization. Sampson and Wooldredge (1987) analyzed data from the 

British Crime Survey, which provided the opportunity to examine community-level 

variables without relying on census measures. They found that personal burglary risk was 

higher for those individuals living in areas with high family disruption, single family 

households and high density of VCRs. Smith and Jarjoura (1989), also examining 

personal burglary risk found a number of neighborhood factors to be important. Simcha- 

Fagan and Schwartz (1986), though not integrating routine activity variables, examined 

the effects of community structural characteristics (i.e., social disorganization measures) 

on aggregate and individual delinquency. These studies examining contextual variables 

are important because they set the stage for integration of theories of crime-particularly 

social disorganization theory and routine activity theory. These theories have the same 

overarching goal: to explicate the relationship between neighborhood and individual 

characteristics and levels of crime in light of opportunities provided by the environment. 
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Opportunity Constructs and the Evolution of Theory Integration 

Over the years, the works of lifestyle theorists, routinle activity theorists and 

structural choice theorists have become more closely aligned so that the major concepts 

and constructs underlying their studies are generally one and the same. Because the 

constructs in  social disorganization theory are contextual influences that increase the risk 

of crime, these constructs-such as unsupervised peer groups, economic deprivation, 

single-parent families- have also fallen under the rubric of opportunity. The following 

sections provide a summary of the constructs and measures used to operationalize 

opportunity models and a brief discussion of limitations. 

The Constructs 

Proximity to crime 

Opportunjty theones posit that victimization increases with the physical 

proximity (i.e., physical distance) to high crime areas. High crime areas have generally 

been defined as areas with a large population of potential offenders. Social 

disorganization theory suggests that high crime areas are characterized by high levels of 

residential instability or population turnover, ethnic heterogeneity and low socio- 

economic status. Hence, measures of proximity in the social disorganization literature 

have generally been demographic in nature as a proxy for proximity. For instance, areas 

with a large number of young people have been used in some studies as a proxy measure 
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for proximity to offenders because research has shown that young people or teenagers are 

more likely to commit crimes. 

Routine activity suggests that even within a large geographical areas such as a 

neighborhood, there can be great variation in levels or rates of crime. Places can foster a 

decrease in social control or act as magnets for unsupervised groups of people who can 

become “motivated offenders” (Cohen and Felson 1979). These institutions include, for 

instance, schools, bars and liquor stores and even quasi-institutions such as public 

housing and other subsidized housing projects. Thus, proximity to these places can 

influence the amount of crime (Felson 1987, 1994). 

In addition to social disorganization studies, routine activity studies examining 

proximity as an opportunity construct also have used measures such as place of residence 

and socio-economic characteristics such as the unemployment rate or racial composition, 

and measures of perceived safety of a neighborhood (see Cohen, Kluegel, and Land 

1981; Hough 1987; Lynch 1987; Sampson and Wooldredge 1987 and Miethe and Meier 

1990). Miethe and Meier (1994,47) state that the best single indictor of proximity is the 

average rate of offending in an individual’s immediate neighborhood but that self-report 

or official measures are rarely available at the neighborhood level. A representative 

measure for the motivated offender construct has not been developed in the routine 

activity literature. Data collection procedures for national studies on victimization in the 

United States have not been designed to capture neighborhood or block variation (see 

discussion in Bursik and Grasmick 1993, 73-77). Use of official records on arrestees 

requires confidential data and resource intensive address cleaining. Groff and LaVigne 

(2001) used coded addresses of burglary arrestees for their examination of the spatial 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.



20 

patterns of burglary in a small neighborhood. For areas with a high number of burglaries, 

more than three-fourths of the burglarized addresses were close to likely offenders. 

However, their measure was limited in that the burglary arrestee data had very little 

variability across their unit of analysis (grid cells). 

Exposure to crime 

Exposure to crime represents the visibility and accessibility to crime which has 

implications for the amount of time spent in  a certain place (Cohen and Cantor 1980, 

1981; Cohen, Kluegel, and Land 1981; Hindelang et a]. 1978; Kennedy and Forde 1990; 

Miethe et al. 1987) and the physical characteristics of a place that make a potential victim 

be more exposed to a potential offender (Brantingham and Brantingham 1991, 1994, 

1995; Sherman, et al. 1989). Many studies examining exposure to crime have used 

measures of an individual’s primary daily activity-what Hindelang and colleagues have 

called lifestyle. These studies posit that individuals who go to work or to school-and 

hence, spend more time away from home-have greater exposure to crime. An increase 

in exposure, everything else held constant, leads to an increase in victimization. Miethe, 

Hughes, and McDowell, (1991) examining aggregate rates of crime, conducted a study 

using city-level data and operationalized exposure using three separate measures that 

included (a) the percent of civilian labor force that is female, (b) the percent of employees 

who use public transportation and (c) the average sales from eating and drinlung 

establishments per resident. They found that the net impact of exposure varied across the 

different indicators and crime types. Higher rates of female labor force participation were 

associated with decreases in crime rates. Higher sales from food establishments was only 
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significantly associated with higher burglary rates, and high rates of public transportation 

was related only to increased rates of homicide and robbery. Other studies examining 

aggregate crime rates have operationalized exposure as the supply of entertainment 

establishments and youth-related places (LaGrange 1999; Messner and Blau 1987; Smith, 

Frazee, and Davison 2000). However, these studies only included measures for the 

numbers of places, not measures of distance (from unit of an,alysis, e.g., tract, block, 

neighborhood) to the nearest place(s) of interest. 

Miethe, et al., (1987), using data from the National Crime Survey, found an 

interaction between demographic characteristics of victims and exposure in terms of 

nighttime activities away from the home, but only for victims of property crime, not 

predatory crime. In contrast, Kennedy and Forde (1990), using more detailed data of the 

Canadian Urban Victimization Survey, found that routine activity variables of nighttime 

activities were significantly related to predatory crime (robbery and assault). However, 

neither study examined the time of day that the crime occurred, but simply examined the 

aggregate relationship between number of hours out at night and criminal victimization. 

In addition to lifestyle-type variables, measures for exposure have also included 

measures of physical characteristics that enhance or impede visibility or accessibility that 

are often directly linked to defensible space theory (Greenberg, Rohe, and Williams 

1982; Hough 1987; Repetto 1974; Taylor and Hale 1986; Ta,ylor, Schumaker, and 

Gottfredson 1985; Waller and Oluhiro 1978). Physical characteristics related to exposure 

include types of land uses and housing characteristics that provide more accessibility for 

potential offenders. Exposure has also been measured through the use of physical objects, 
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such as locks, fences, alarms, guard dogs, effective street lighting, or anything else that 

acts as target-hardening agents. 

Capable guardianship 

Within opportunity theories, capable guardianship represents the ability of 

persons to prevent crime from occurring. Guardianship generally refers to person 

characteristics of the household, place, or neighborhood where people act in the capacity 

of guardians. The presence of collective activities such as block watches, also is a form of 

L guardianship. Many studies utilize household size variables to measure guardianship. As 

the number of individuals within a household increases, the number of capable guardians 

increases (Miethe, Hughes, and McDowall 1991; Miethe and Meier 1990). Some studies 

examining routine activity variables have used marital status as a proxy for guardianship 

in the sense that being married means there is additional capacity for guardianship 

(Miethe, Stafford, and Long 1987). 

Studies examining guardianship show inconsistent results (Cohen, Kluegel, and 

Land 1981; Greenberg, Rohe, and Williams 1982; Miethe, Hughes, and McDowall 1991; 

Popkm, et al. 1995; Reppetto 1974; Sampson and Wooldredge 1987; Sampson 1985, 

1986; Sampson and Raudenbush 1999; Skogan and Maxfield 1981; Taylor and Hale 

1986; Taylor, Schumaker, and Gottfredson 1985). Miethe, Hughes, and McDowall 

(1991) found that household size was a strong predictor of the level and changes in 

official rates of homicide, robbery and burglary. Popkm and colleagues (1995) evaluated 

crime prevention efforts in several crime-ridden public housing complexes and found that 

guarded stations and tenant patrols helped reduce violence. Studies evaluating the use of 
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guards and security attendants in parking lots have found reductions in car-related crimes 

(Barclay, et. al. 1996; Laycock and Austin 1992; Poyner 1991, 1994), but none of these 

studies examined personal violence. Efforts to reduce repeat burglaries by stepped up 

patrolling has also showed some evidence of success (Anderson, Chenery, and Pease 

1995 b) . 

Target attractiveness 

Last, opportunities theories model a target’s attractiveness. Target attractiveness 

is the material or symbolic desirability of persons or property targets to motivated 

offenders. Attractiveness also includes the physical properties of a target that make it 

easily portable. Target Attractiveness is often a central component for opportunity studies 

examining property crimes, such as burglary or larceny, but less so for interpersonal 

crimes like assault. Attractiveness with regard to individual victims has been proven to be 

a difficult construct to conceptualize (cf. Kennedy and Forde 1990). For this reason, a 

more detailed literature review is not provided. 

Theory Integration and Explication 

Studies probing the aspects of guardianship, exposure and proximity have been 

criticized on the grounds that the central components have overlapping aspects and 

confounding relationships. For instance, something that is well-guarded has less 

exposure. People within proximity to potential offenders are more exposed. People in 

high-density housing may be more exposed to motivated offenders, but there are, at the 

same time, more potential guardians. Hence, i t  has been difficult for studies built on an 
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opportunity framework to adequately measure the central variables (Bursik and Grasmick 

1993; Massey, Krohn, and Bonati 1989; Maxfield 1987b). 

Similarly, the social disorganization construct of collective efficacy is closely 

aligned with the guardianship construct in routine activity. A t  the street block level, 

nonresidential land use or increased housing density may impede residents’ ability to be 

distinguish between strangers and those who belong in the neighborhood (Greenberg, 

Rohe, and Williams 1982; Taylor, Schumaker, and Gottfredson 1985; Taylor and Hale 

1986). Reduced ability to recognize other neighbors has been associated with 

neighborhoods with less social control and more crime (Kurtz, Koons, and Taylor 1998; 

Roncek and Bell 1981; Roncek and Faggiani 1985; Taylor l!W3). Crowded 

neighborhoods and decreasing social control are important concepts for social 

disorganization theory because crowded neighborhoods and neighborhoods with high 

residential turnover have less ability to for residents to bond collectively and increase the 

potential for community-based informal social control. Reduced collective efficacy plays 

out as less human guardianship against criminal elements, whether it is unsupervised 

youths hanging out on comers or strangers coming to the door. In other words, 

neighborhoods low in collective efficacy have less ability to deter crime. Areas of low 

collective efficacy and higher crime have been characterized as very urban or close to a 

central city, racially heterogeneous, having high residential turnover and with a larger 

percentage of female-headed households (Sampson and Raudenbush 1999; Morenoff, 

Sampson, and Raudenbush 2001; Sampson, Raudenbush, and Earls 1997). 

Today, research is attempting to use better data in order to create stronger 

operationalizations of both social disorganization variables and routine activity variables 
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to avoid confounding relationships (Sampson 1985, 1986; Sampson and Raudenbush 

1999; Smith, Frazee, and Davison 2000). The ability for studies to distinguish types of 

human guardianship (;.e., handlers, guardians or place managers) can aid in which 

processes are related to crime reduction (Eck 1994). Smith et al. (2000) distinguish 

between person density per household and structural density by using detailed tax 

assessment data on land parcels combined with census indicators. Address and parcel- 

based data can be aggregated up to any level of study and generally provide sufficient 

variation for multi-level studies. 

This study attempts to overcome some of the limitations previous research has 

encountered in specifying appropriate opportunity constructs. Care was taken in 

operationalizing the critical routine activity construct of motivated offenders and reduced 

capacity for guardianship, as well as in defining other physical environment variables that 

may increase the opportunity for offending. The extant research includes only a limited 

number of studies that utilize the wealth of available address-level data to examine 

violent crime at units of analysis smaller than block groups. Chapter I11 details the 

measures used to specify the critical opportunity constructs. 

Research on crime opportunity can also be advanced by theoretical integration. A 

growing body of literature is attempting to integrate social disorganization and routine 

activity theory by examining interaction effects (LaGrange 1999; Smith, Frazee, and 

Davison 2000; Miethe and Meier 1994; and Miethe and McDowall 1993). These studies 

emphasize the importance of continuing research that examines individuals’ activities 

(i.e., routine activities) with regard to neighborhood context. The studies suggest that 

research can examine the interaction between individual-levell and neighborhood-level 
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factors as multi-level studies or, examine interactions between routine activity variables 

and social context (social disorganization) variables in aggregate data studies. By 

utilizing interactions, one can specify that relationships hypothesized under one theory 

are conditional on values derived from a variable from a different theory. It is not 

improbable to believe that relationships found among land use variables would be 

contingent on neighborhood structural constraints (e.g., social status of a neighborhood). 

Crime may be strongly associated with the presence of liquoir stores, for instance, but in 

affluent neighborhoods, the relationship may disappear. Simi larly, social disorganization 

theory may link racial heterogeneity to socially disorganized areas high in crime, but with 

regard to youth activities and crime, the relationship my exhibit different tendencies in 

areas where there are large numbers of youth. Youth congregating at school bus stops in 

racially heterogeneous areas may be at great risk of violence, given the possible tensions 

between youth of difference races. 

Miethe and McDowall (1993) found that the effects of security measures and 

living alone are reduced in land uses that are a mix of residential and commercial. In a 

block-level model examining how routine activity theory and social disorganization 

variables influence robbery, Smith, Frazee and Davison (2000) found five out of 12 

interaction terms tested to be significant. The authors hypothesized that the number of 

single-parent households and distance from the center of the city would interact with land 

use variables that included the number of motels, the number of stores, the number of 

vacant/parlung lots, the number of multi-family residential housing, the number of bars, 

gas stations and restaurants, and the number of commercial places. They found that 
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distance from the center of the city reduces the crime generator properties of multi-family 

housing, bars, gas stations, and vacantlparking lots. 

In summary, integration of social disorganization and routine activity theory can 

provide clarity in explicating the dynamic processes of places. Examination of interaction 

effects provides useful information on situational contexts that can be useful in 

suggesting causal relationships. Motivated offenders may onlly operate in very specific 

situations, depending on a large number of factors that have to converge. Similarly, 

individual activities may not predict risk (e.g., increase target. attractiveness) in certain 

areas because sufficient opportunity already exists to increase the risk of victimization. 

Opportunity and Violent Vi c ti mi z a t b  

Although a large number of studies use opportunity frameworks to examine 

burglary, routine activity approach first was applied to direct contact (person-to-person) 

predatory offenses which requires at least one person to wrongly take or damage the 

person or property of another. Felson re-articulated that the approach also applies to 

violent crimes (Felson 1987). Fights or assaultive behavior are more likely to occur 

without the presence of peacemakers or in the absence of intimate handlers. 

Messner and Tardiff (1985), examining detailed records of homicides found 

support for the routine activity approach. A few years later, Messner and Blau (1987) 

found that increased activity outside the household was related to increased rates of 

homicide, rape, robbery and aggravated assault. As described earlier, Kennedy and Forde 

(1990) found that participating in certain nighttime activities increased the risk of robbery 

and assault. Smith, Frazee, and Davison (2000) found that street robbery is the result of a 
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combination of both social disorganization and routine activlity factors. Some theorists, 

however, have questioned the appropriateness of opportunity theories for examining 

interpersonal violence (Birkbeck and LaFree 1993; Miethe and Meier 1994) and have 

criticized past studies finding links between opportunity constructs and violence for using 

poorly-developed measures and hence, rendering the results difficult to interpret. These 

criticisms provide a strong case for additional studies using rnore rigorous data elements 

necessary for the advancement of the routine activities approach. 

The Re-emergence of the Role of P& 

Fortunately, new resources are becoming available that facilitate the development 

of more precise indicators of opportunity. As a result, studies examining blocks as micro- 

environments of crime are growing in number. Data collection efforts and the level of 

analyses of geographic data are becoming more sophisticated. Large mainframe 

computers are becoming standard in police agencies and computer mapping of criminal 

events is rapidly expanding as a tool for crime analysis for both police practitioners and 

researchers. Geographical information system programs are advancing along side of 

increased availability of up-to-date, digitized street maps. Simultaneously, hardware and 

software prices are decreasing. With these advances, hundreds of thousands of crime 

incidents can be analyzed at specific locations. In addition, the characteristics of specific 

locations can be analyzed because the current data and systerns environment provides the 

opportunity to link multiple data sources, regardless of data type. 

The groundwork for understanding crime at specific locations or small places had 

been laid years earlier. Ecological psychologists had been trying to understand how 
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places function since the late 1940s (Barker 1968; Barker et al. 1943; Wicker 1979, 1987; 

cf Taylor 1998). They were examining “behavior settings,” or natural units of the 

environment that exhibit recurring patterns of behaviors, and the surrounding physical 

environment. Also, in the late 1970s and early 1980s a series of studies were published 

examining the “defensibility” of defensible space, and from those studies a theory of 

human territorial functioning was developed (Taylor 1979, 1980, 1997) that merged 

ecological psychology with criminology. In many ways, the early work on defensible 

space (Newman 1972) was being reexamined in light of the recently developed 

opportunity frameworks of lifestyle and routine activity. Tenritorjal functioning examined 

the social and physical processes of neighborhood blocks. Variability in block-level 

processes was substantial. Elements of self-protection and defense were found to be 

block-level processes. Variation in different processes across; blocks resulted in different 

outcomes, whether the outcome examined was crime and disorder or neighboring and 

social ties. Other researchers were or had been coming to the same conclusion, and 

micro-locations such as blocks, and block faces, and even sirtgle addresses, became the 

focus of research for understanding opportunity structures (Blrantingham et al. 1976; 

Gottfredson 1981; Roncek 1981; Roncek and Maier 1991; Sherman, Gartin, and Buerger 

1989). 

As block-level research advanced with Taylor’s work, researchers became aware 

that to understand the ability of blocks to defend themselves, i t  is important to understand 

the larger environmental context. The importance of theory integration was amplified. 

Focus returned to research on facilities that demonstrated relationships between types of 

crime and community institutions such as schools, bars and taverns and public housing 
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complexes. With regard to schools, studies found that residential areas that were adjacent 

to public high schools had higher crime rates than areas that were more than one city 

block away from these schools (Roncek and LoBosco 1983; Roncek and Faggiani 1985). 

The studies used dichotomized measures of adjacency (i.e., primary adjacency versus 

non-adjacent; secondary adjacency versus non-adjacent) to examine the effect of schools 

on crime. The studies controlled for a number of social composition variables (value of 

owner housing, race, single-person households, number of elderly) and residential 

environment variables (density, overcrowding, extent of apartment buildings, vacancy 

rate, number of non-residential land uses). Enrollment size was the only school 

characteristic incorporated into the authors’ models. Roncek and colleagues found that 

enrollment size did not have a significant effect on the amount of crime in neighboring 

blocks. In a more recent study examining block proximity to schools in Brooklyn, 

Roncek (2000) found that all types of schools (public elementary, junior and senior high 

schools, and private grammar schools), except private high schools, had significant 

effects on levels of crime. 

A detailed study examining land parcels in Carlsbad, California found that parcels 

occupied by middle and high schools were crime attractors (Weeks et al. 2000). 

Residential parcels in close proximity to school parcels experienced an increase in 

assaults and burglaries. In studies examining other crime generators, Roncek and Bell 

(1981), Roncek and Pravatiner (1989), and Roncek and Maier (1991) found that the 

number of recreational liquor establishments on residential city blocks had a positive 

effect on the amount of crime. The authors also found that when they examined only 

blocks with bars, the concentration of apartment buildings and size of the block had a 
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large effect on the distribution of violent crimes across blocks. The authors concluded 

that decreased guardianship and high levels of anonymity were important factors to 

consider when examining crime. 

Similarly, a study of public housing projects (Roncek, Bell, and Francik 1981) 

found that proximity to public housing had a small, but significant effect on the 

distribution of violent crime and that the number of housing iunits also influenced the 

distribution of violent crime. Social and structural variables characterizing the housing 

projects were weak predictors of violent crime rates. The authors suggested that more 

research needs to be done to examine the interactions between the structural 

characteristics of the areas and the projects themselves and the dynamic social exchanges 

that occur in different ecological settings. 

Routine activity theory provides the framework to unlderstand how these 

community institutions can be attractors of crime. There are periods of the day or week, 

etc., where offenders can easily avoid their handlers. Hence, certain routine activities, by 

definition, evade informal control. This is the case for youth wallung to school, 

congregating at a bus stop, or hanging out in the evening with peers, out of the range of 

parental supervision (Felson and Gottfredson 1984). Felson describes how the urban 

environment has evolved over the decades, into what he calls the Great Metropolitan 

Reef. “Young delinquents flow rather freely about the metroreef, drawing illegal 

sustenance readily from its rich stores and routine activities” (1987, 917). 

As the Reef proliferates: 

it moves offenders, targets, guardians and handlers about so quickly that it creates 

tremendous imbalances in crime risk. Some spots are very risky, letting offenders 
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find ready targets. Worse still, some spots appear to draw or assemble offenders 

and targets, while dumping the resulting offenses on the neighbors.. . .If schools 

are great producers of property crime, official . . . data indicate that very little ends 

up assigned to the schools themselves. It appears that certain organizations suffer 

a fraction of the crime they probably “help” to produce, are assigned little 

statistical credit for their “contribution” to crime production. (1987, 920-1). 

Research has linked large and impersonal school settings with violence 

(Alexander and Curtis 1995; Olweus 1993; Newmann 1981). A recent study examining 

violence in high schools found that all of the 166 reported violent events occurred in 

locations where there were students but few or no adults (Astor, Meyer, and Behre 1999). 

Other school violence studies examining school structural characteristics found large 

school size and high studendteacher ratios to be predictive of crime and disorder in 

schools (Duke 1989; Gottfredson and Gottfredson 1985). 

Social disorganization theory makes provision for the location and nature of 

schools. Powerful communities can influence the location and nature of schools. Schools 

with ample resources are less likely to be overcrowded and will have adequate 

supervision provided by ample staff (Gottfredson and Gottfredson 1985; Felson 1994). 

Thus, schools that are organized will be less likely to promote contexts conducive to 

victimization in neighborhoods around or nearby organized schools. In other words, 

schools constitute a layer of influence regarding crime on blocks. Schools may be risky 

places because they bring large numbers of youth into contact with each other. 

Furthermore, violent crimes can increase if the same number of offenders can find more 
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targets for crime in the absence of a guardian or guardians. In Crime and Everyday Life 

(1994), Felson discusses dangerous places, risky routes and unassigned space as having 

the chemistry for crime to occur. Although each crime has its particular chemistry, crimes 

also have a common chemistry, such as the situation in which clusters of young males 

with no adults present implies a risk of higher crime of all types (Felson 1994:42). A key 

argument that Felson makes is that opportunity for crime will arise not only in and on 

school grounds, but nearby and over a larger area (Felson 1987:921, 1994:94). Felson’s 

articulation of the flow of offenders and targets with relation to guardianship sets the 

ground for expansion and integration of theories at a low level of analysis-the block. 

Summary 

The theoretical and empirical research available to inform theories of place 

include three general constructs: physical place, guardianship, and potential offenders. 

The constructs represent criminal opportunity structures that provide environmental cues 

as motivation to potential offenders. These environmental cues act collectively to create 

the circumstances that bring people together, increasing opportunity for offending. 

Jointly, social disorganization theory, routine activity theory and defensible space provide 

guidance for selection of measures to represent the three constructs when studying crime 

in places. However, the extant literature is limited in its abilit,y to bring together the 

theories to inform how institutions, such as schools, interact with other social, physical 

and structural processes and in turn, influence crime. In addition, studies have had limited 

success approximating the flow of offenders and targets. Most studies utilizing routine 

activity theory do not attempt to model or measure the ebb and flow of opportunity 
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targets. Studies utilizing new data elements and methods to measure the presence or 

absence of potential offenders and victims will make important contributions to 

criminological literature examining neighborhood crime. 
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CHAPTER 111 

HYPOTHESES AND THE DATA 

Research Objective and Hypotheses 

The objective of this research is to examine whether, and under what 

circumstances, schools act as attractors or generators of violent crime. This study uses 

opportunity constructs (integrating social disorganization and routine activity constructs) 

to examine the relationship between area crime, characteristics of schools, and other 

neighborhood factors. 

To examine neighborhood violent crime, the study develops a model of 

opportunity factors that is divided into three constructs or variable clusters grounded in 

routine activity theory and social disorganization theory. The .variable clusters represent 

(1) the risk associated with the physical space or setting, (2) the potential for surveillance 

or guardianship, and (3) potential for motivated offenders to be present. The first goal is 

to determine how the opportunity constructs affect violence. Here, the research seeks to 

answer, “What are the contributions of routine activity and social disorganization 

constructs to block-level violence?” 

With regard to schools, the model for schools consists of opportunity constructs 

or variable clusters used to characterize schools as unorganized or organized. The cluster 
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of variables associated with schools is, essentially, the elements of physical place risk 

related to schools. The second goal is to determine whether and how the presence of 

schools changes any relationship found between violence and opportunity across 

neighborhoods. The research seeks to answer “Does a block’s proximity to a school 

influence violence rates on that block?” Similarly, a related goal of this study is to 

determine whether organized schools affect violence differently than unorganized 

schools, seelung to answer “Is a block more dangerous when it is close to disorganized 

school as opposed to an organized school?” 

Next, the study determines whether time of day and year adds an important 

dimension to understanding the relationship of schools to violence across neighborhoods. 

The related research question is “Given that there are different flows of targets and 

offenders throughout the day following the routine activities of youth attending school, 

are there certain time periods when blocks are more dangerous? The relationship among 

the variables is examined separately across a series of time periods. Finally, the research 

seeks to address the interactions between block attributes and school attributes given 

proximity to schools. The research also uses examines interaction effects to address the 

integration of routine activity variables with social disorganization variables. 

A general theoretical model is presented in Figure 1. The ellipses represent the 

variable clusters that are hypothesized to influence violence. As described later in this 

chapter, the variable cluster for guardianship can be disaggregated depending on the 

theory that informs variable selection-either routine activity theory or social 

disorganization. 
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Fig. 1. Theoretical model of criminal victimization. 

The key hypotheses are: 

H1. Block-level violent crime rates will be related to exposure to crime as measured 

by routine activity variables. Victimization rates will be highest in blocks that 

have youth hangouts, blocks that have the largest number of busy retail places, 

blocks with high housing density, and blocks with greater renter crowding. 

H2. Block-level violent crime rates will be related to exposure to crime as measured 

by neighborhood structural constraints. Victimization rates will be smallest in 

blocks characterized by high housing values, high owner-occupancy rates and low 

racial and ethnic heterogeneity. 
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H3. Block-level violent crime rates will be related to the presence of motivated 

offenders, Blocks characterized by large number of youth arrestees will be the 

blocks with the highest rates of violence. 

H4. The relationship between violent crime rates and the ;above opportunity constructs 

will change with the presence of schools. Blocks close to schools will have higher 

rates of violence than blocks farther away from schools. 

H5. Victimization rates will be higher for those blocks ne,ar schools that have an 

environment that offers more opportunity for crime. Blocks near low resource 

schools and schools with a social milieu conducive to violence will experience 

greater risk of victimization. 

H6. The above relationships will also be dependent on the time period of the day. 

Victimization will be greater during periods of time when a large number of 

people congregate without capable guardians. More specifically, victimization 

will be highest for all person crimes during the schooll commuting period when 

youth are less likely to be supervised (less capacity for guardianship). However, 

as the distance between blocks without schools and blocks with schools increases, 

victimization will decrease in these tjme periods. 

H7. The variations in crime hypothesized above as being related to the routine 

activities of youth will not necessarily hold true durin,g the summer time. For 

instance, summer time victimization rates will not be related to the distance a 

block is from a school. 
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Research Site 

Prince George’s County is a large, high crime county with no big city. The 

county’s 488 square miles surround the District of Columbia along both the District’s 

northeast quadrant and southeast quadrant. The county has the highest crime rates of all 

Maryland counties, with the exception of Baltimore City. Home to the University of 

Maryland, half of the county’s 767,413 people are black (51 percent), 43 percent are 

white, 4 percent are Asian and 4 percent are Hispanic. In 2000, there were 166,860 youth 

between the ages of 5 and 19. The average household income is roughly $45,000, and 16 

percent of households are female-headed households (Gaquin and Littman 1999; 

Maryland Department of Planning 2000). 

Unit of Analysis 

The unit of analysis for this study is the census block. The census block is the 

entire square physical block, as opposed to two sides of a block facing each other, or a 

block face (one side of a street bounded by to other streets). The appropriate unit of 

analysis to better capture the effects of the presence of a school on neighborhood violence 

is a micro-location, like a block or block face (Sherman, Gartin, and Buerger 1989). In 

other words, examining particular locations or places become: important when studying 

variation in crime, because the unit of analysis at the micro-environmental level (e.g., 

blocks, block faces or block groups) can provide the level of (detail needed to capture 

variation in the independent variables hypothesized to be related to crime. Criminological 

studies have emphasized that more research at a level of analysis smaller than the census 

tract is needed to understand the situational and contextual aspects of crime 
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(Brantingham, Dyreson, and Brantingham 1976). Gottfredson (198 1) suggests that large- 

scale surveys and aggregate studies fail to distinguish the characteristics and features of 

particular areas that are associated with greater risk 

Blocks have regularly recurring rhythms of activity (Jacobs 1961; Taylor 1997, 

1998). Taylor (1997a: 115) stresses the importance of recognizing streets blocks as 

“freestanding social, spatial, enduring units in the urban and -perhaps suburban residential 

environments.” Based on the aforementioned research and other street block research 

studying social order, control, crime and decay (Baum et al. 1978; Perkins et al. 1990, 

Perkms et al. 1992; Roncek 1981; Roncek and Bell 1981; Roncek et al. 1981; Roncek 

and Faggiani 1985; Roncek and Maier 1991; Roncek and Pravatiner 1989; Taylor et al. 

1981; Taylor et al. 1984; Taylor et al. 1995), the census block is deemed the appropriate 

level of analysis for this study. Some researchers may argue that it is more appropriate to 

study the block face. However, because this study examines the domain of youth activity 

related to attending school, where youth activity is characteristic of individuals wallung 

and cutting through alleys and residential yards, it is feasible to establish that variations 

in violence will be reflected at the block, not the block face level. Because a block 

represents multiple block faces and the area in between the block faces, violence that 

occurs in an alley or an open field would not necessarily be alssociated with a block face, 

but would, more accurately, fall within the census block. Furthermore, i t  has been 

reported by police departments that crimes that occur at locations that do not have a valid 

address (like a house or a church) are reported as occurring at the address of the nearest 

landmark on that block. Hence, attributing an incident to an address on a block face may 
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be misleading, whereas attributing the incident to the entire block is more accurate and 

hence, minimizes measurement error. 

According to the U.S. Bureau of the Census (2002), the city block is “a well- 

defined rectangular piece of land bounded by streets or roads. However, it may be 

irregular in shape or bounded by railroad tracks, streams, or other features.” Prince 

George’s County comprises 7,677 census blocks. Some blocks were extremely small 

parcels of land comprising less than .00005 square mile. These blocks do not represent 

streets blocks (to small to contain any activity or have crimes recorded there) and were 

deleted from the analysis (n=343), leaving 7334 blocks. There are 45 middle and high 

schools spread throughout Prince George’s County that were used in this study. All 

analyses examine the 45 schools as a group, as opposed to examining the effect of middle 

school versus high schools. Although the two types of schools represent youth of 

different ages and perhaps different behaviors, exploratory analyses indicated that, in 

many cases, crime was as high around middle schools as it was around high schools. In 

addition, there were no distinguishing criteria, such as police officers in high schools but 

not middle schools, that justify separate analyses. Figure 2 shows the distribution of 

middle and high schools across the county. Elementary schools, vocational schools, 

schools with under 200 youth (e.g., alternative schools) and specialized schools are 

excluded from the analysis. 

Measurement of Dependent Variable 

The rate of reported violent crimes per 1000 population is the dependent variable. 

Violent crime includes homicide, rape, robbery, aggravated assault and simple assault. 
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Robberies of commercial establishments are excluded (commercial robberies represented 

27.8 percent of all robberies). 

Crimes are incident-based data for all person offenses recorded by the Prince 

George’s County Police Department from August 1997 through August 2000. For 

stability purposes, the victimization data are aggregated using the three-year time period 

(school years 1997-1998, 1998-1999, 1999-2000). This practice, or using the average of 

the three years, is standard practice in studies examining aggregate crime across 

neighborhoods (Roncek and Maier, 1991; Smith, Frazee, and Davison 2000). The 

addresses of victimizations were geocoded in ArcView 3.2 using Streets2000 for Prince 

George’s County, Maryland, as the streets reference file. The reference file (base map) 

was provided by Geolytics. The map layer was provided without projection and was then 

projected in Maryland State Plane using a North American Datum (NAD) 83. Geocoding 

assigns street addresses proportionally along street centerlines based upon street address 

numeric values. Addresses are offset to the left or right depending on odd or even street 

numbering. Before geocoding, the data were cleaned for misspellings of addresses using 

SAS software. After cleaning in SAS, there were 38,244 victimizations to be geocoded. 

Of the 38,244 victimizations, 36,825 were successfully geocoded for a success rate of 

96.3 percent. Victimizations were then summed into census blocks using the spatial join 

feature of ArcView. Victimizations that occur at intersections, that are the boundaries 

between census blocks cannot be summarized using this process. Of the 36,825,2,794 

(7.6 percent) victimizations occurred at intersections of census boundaries. These 
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4 0 4 8 Miles - 
Fig. 2. Distribution of high schools and middle schoo1:s across research site. 
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victimizations were randomly assigned block numbers from the blocks that were part of 

the intersection. 

The appropriate denominator to use when examining 'crime rates has been the 

topic of much discussion over the last two and half decades (Bursik and Grasmick 1993; 

Clarke 1984; Harries 1981; Lynch 1987; Sparks 1980). Most routine activity studies have 

operationalized the rate of victimization as the number of offenses divided by number of 

residents or physical structure such as housing units. This study uses the average number 

of block residents (109), based on U.S. Census data, added to the number of individuals 

that actually reside in a block to create a population base. The estimated population was 

then multiplied by three to be used as a denominator for the three-year aggregate of 

crime. This method takes into account the large number of instances where crime occurs 

on blocks where no one resides, and hence, greatly reduces the skewness of the 

dependent variable. This technique resulted in a more normal distribution then using the 

number of structures per block as a measure of population at risk. Moreover, using the 

number of structures does not adequately represent the population at risk on a block, 

because victimization opportunity can arise without the presence of structures. Attempts 

to create population estimates were made using assumptions about the flow of people at 

different times of day, but insufficient data exist for creating estimates at a low level of 

aggregation (i.e., the block level). The target site does not keep estimates of daytime or 

nighttime population, or statistics of resident activity (e.g. population that is employed, 

population that is retired, etc.) that would assist with creating estimates at the block level. 

The number of potential targets throughout the day will vary by the routine activities of 
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youth, makmg it almost impossible to determine a number, representing population at 

risk, for use in a denominator. 

To account for varying victimization risk by time of day this study divides the 

number of victimizations into periods of the day that correspond to a youth attending 

school. The time periods examined are: (1) morning school commute, (2) afternoon 

school commute, (3) school day, (4) school eveninghight, (5) school curfew, (6) 

weekend, and (7) summertime. Table 1 provides a description of the hours used to create 

the time periods. Some victimizations reported to the police span more than one day and 

over a range of time. These records (1018 or 2.4 percent of the observations) were 

deleted. Victimizations were divided into time periods and then standardized by 

population at risk using the formula described above. A limitation of this method is that 

the same population is used to calculate population at risk in all time periods. However, 

after exploring the limited number of options, this method was determined to be the least 

problematic. After creating estimates of population at risk using the average number of 

residents per block, the distribution of crime rates for each of the time periods remained 

skewed. This is caused by the large number of blocks that have no crimes. The 

descriptive statistics for the crime rates are shown in Table 2. The skewness statistic 

ranges from six to eleven for crime rates during the different time periods, providing 

evidence of skewed distributions. To normalize this variable, ithe variables were 

transformed using their natural logs. Because the log cannot be taken of zero, 0.01 was 

added to the crime rates before the variables were transformed. After logging, 

interpretation of regression coefficients can be expressed as a unit change in an 
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Table 1. Time Periods Representing the Routine Activities of Youth 
Hours in 

Time Period Hours Week 
Mon, Tues, Wed, Thr, Fri 6 a.m. to 9:59 a.m. 20 School Morning 

Commute 

School Afternoon 
Commute 

School SessionDay 

School Evening 

School Night 
Curfew 

Weekend 

Mon, Tues, Wed, Thr, Fri 2 p.m. to 5:59 p.m. 

Mon, Tues, Wed, Thr, Fri 1O:OO a.m. to 1:59 p.m. 

Sun, Mon, Tues, Wed, Thr 6:OO p.m to 9:59 p.m. 

20 

20 

20 

40 Sun, Mon, Tues, Wed, Thr 1O:OO p.m. to 11: 59 
p.m.; and Monday, Tues, Wed, Thr, Fri, 12:OO 
a.m. to 5:59 a.m. 
Friday 6:OO p.m. through 5:59 p.m., Sunday 48 

independent variable results in a proportional change in the dependent variable (Cohen 

and Cohen, 1983, 260). The characteristics of the logged variables are shown in Table 3. 

The skewness statistic is much closer to zero, indicating more normal distributions. 

Measurement of Independent Var i abh  

This section describes the operationalization of the constructs used in this study to 

examine crime rates. The measures representing the constructs have been developed from 

a number of data sources as described in Table 4. The descriptive statistics for the 

independent variables are presented in Table 5 .  None of the variables is logged. 
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B lock-Level Explanatory Vari ab1 es 

Physical Place Risk 

Block-level physical place risk includes two measures of types of land uses (or 

places) to denote if blocks have places that provide the opportunity for youth to 

congregate or particularly attractive places for potential offenders because of accessibility 

and the presence of people carrying money. 

The measures of block-level physical place risk used in this study mirror routine 

activity variables used previous small area studies examining the effect of social 

disorganization and routine activity variables on violence (Smith, Frazee, and Davison 

2000). The first variable is a dummy measure to reflect whether blocks have places where 

youth are likely to populate or “hang out.” Hangouts include malls, recreation centers, 

movie theaters, video arcades, as well as Catholic and private schools. Malls included in 

this study were the eight largest malls in Prince George’s County (LaGrange 1999). 

Commercial strips and smaller neighborhood malls were not .included, because the 

presence of strip mall stores will most likely be accounted for in other independent 

measures described below. The data were obtained from PhoneDisc 2000 and validated 

using government lists of places such as private schools, recreation centers and malls. 

There were 114 hangouts across 7334 blocks. The original inl.ent was to use the number 

of hangouts as a continuous variable, but the distribution was not suited to regression 
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Table 2. Description of Dependent Variables 
Variable Mean S.D. Max Min Med Skew NMISS N 

Total Victimization Rate, 5.500 13.513 303.58 1 0 1.822 7.813 0 7334 

Total Victimization Rate, 4.387 10.924 232.153 0 1.039 7.713 0 7334 
School Year, 1997-2000 
Total Victimization Rate, 1.122 3.410 122.517 0 0.839 1 1.470 0 7334 
Summertime, 1997-2000 
Victimization Rate During A.M. 0.288 1.409 66.677 0 0 20.205 0 7334 
School Commute 
Victimization Rate During P.M. 0.723 2.173 5 1.998 0 0 8.222 0 7334 
School Commute 
Victimization Rate During 0.457 2.3 10 61.172 0 0 14.718 0 7334 
School Day 
Victimization Rate During 0.741 2.087 38.700 0 0 6.371 0 7334 
School Night 
Victimization Rate During 0.832 2.875 79.521 0 0 10.660 0 7334 
Curfew Hours 
Victimization Rate 1.397 4.098 95.248 0 0 8.801 0 7334 
During Weekend 

1997-2000 
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Table 3. Description of Dependent Variable, Logged 
N Skew NMISS Variable Mean S.D. Max Min Med 

Total Victimization Rate, -1.139 3.243 5.716 -4.605 0.600 -0.032 0 7334 
1997-2000 
Total Victimization Rate, - 1.445 3.186 5.447 -4.605 0.038 0.108 0 7334 

Total Victimization Rate, -3.112 2.535 4.808 -4.605 -4.605 1.169 0 7334 

Victimization Rate During A.M. -4.034 1.641 4.200 -4.605 -4.605 2.614 0 7334 

Victimization Rate During P.M. -3.412 2.293 3.90 1 -4.605 -4.605 1.455 0 7334 

Victimization Rate During -3.876 1.859 4.114 -4.605 -4.605 2.248 0 7334 

Victimization Rate During -3.400 2.308 3.6.56 -4.605 -4.605 1.446 0 7334 

Victimization Rate During -3.417 2.316 4.376 -4.605 -4.605 1.499 0 7334 

School Year, 1997-2000 

Summertime, 1997-2000 

School Commute 

School Commute 

School Day 

School Night 

Curfew Hours 
v i d r n i d o n  Rare During 
Weekend 

-2.913 2.663 4.556 -4.605 -4.605 1.001 0 7334 T 1’ - 
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Table 4. Constructs, ODerationalization. and Data Sources for Block Variables 
Variable ODerationalizationKoding Data Source 

L n 

Physical Place Risk 
Youth Hangouts 

Retail Busy Places 

GuardianshipBoutine Activity 
Owner-Occupied 

One-Person Households 

Housing Density 
Renter Crowding 

Bus Stop Count 
Guardianship/Social 
Disorganization 
Race 

Raci aiEciiinic Eeiergenei ty 

Female-Headed Households 

Dummy variable 1 if block has hangout 

Count of restaurants, liquor stores, mini- 
marts, and gas stations 

Percentage of housing units that are 
owner-occupied 
Percentage of all households that are one- 
person households 
Number of units per square mile 
Percentage of renter-households that 
contain seven or more people 
Total number of youths at bus stops 

Percent of population that is African 
American 
One minus the sum of squared 
proportions of each of four races: Black, 
White, Asian, Hispanic 
Percent of households with children 
headed by a woman 

PhoneDisc listings, county agencies, 
telephone validation 
PhoneDisc listings, county liquor board; 
telephone validation 

U.S. Census 2000 

U.S. Census 2000 

U.S. Census 2000 
U.S. Census 2000 

U.S. Census 2000 

U 3. Census 2000 
~~ 

U.S. Census 2000 

ch 
0 
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Table 4-Continued 
Variable herationahzation/CodinP Data Source 

Economic Well-Being 
Distance from Central City 

Offender Presence 
Youth Arrests 

Control Variables 
Block Size 
Prior Victimization 

Spatial Lag 

Median Value Owner Housing 
Distance from block centroid to closest 
border of Washington, D.C. in miles 

Number of all arrests of youth 17 and 
under 1997-2000 aggregated by location 
of where arrestee resides 

Number of victims aggregated across 
blocks for 1992-1995 
Neighbors defined as third-order 
contiguity using Queen criterion 
(common node) 

U.S. Census 2000 
Calculated using nearest feature extension 
in ArcView 

Prince George’s County Police 
Department arrest data 

U.S. Census 2000 
Prince George’s County Police 
Department incident data 
Created using SpaceStat and ArcView 
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Table 5. DescriDtive Statistics 
~ 

Variable 
Physical Place Risk 
Youth Hangouts 
Retail Busy Places 
Guardianship-Routine Activities 
Owner-Occupied 
One-Person Households 
Renter Crowding 
Housing Density 
Bus Stop Count, All Day 
Bus Stop Count, AM Commute 
Bus Stop Count, PM Commute 
Guardianship - Social Disorganization 
African-American 
Racial Heterogeneity 
Female Headed Households 
Median Value Owner Housing 
Distance to D.C. 
Offender Presence 
Youth Arrests, 1997-2000 
Controls 
Block Size, in Square Miles 
Prior Victimization (1992-1995 
City 
Dummy for Population Zero 
School Variables 
Distance to Closest School 
Resource Deprivation 

~~ 

Mean S.D. Max Min 

0.013 0.115 1 .0 
0.201 0.907 17.00 

69.108 38.330 100.000 
16.413 15.652 100.000 
0.525 2.777 100.000 
2342.60 4497.3 199709.5 
3.592 15.213 490.000 
1.690 9.87 1 224.000 
1.823 7.129 238.000 

46.595 36.839 100.000 
0.299 0.243 1 .ooo 
6.466 9.25 1 100.000 
131,620.0 74,995.00 669,000.0 
5.46 1 4.332 25.760 

8.269 9.871 234 

0.066 0.247 5.790 
5.763 19.749 388.000 
0.768 0.422 1.000 
0.159 0.366 1 .000 

1.307 1.545 14.820 
0.209 0.406 1 .ooo 

0.000 
0.000 

0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 

0.000 
0.000 
0.000 
0.000 
0.000 

0.000 

0.000 
0.000 
0.000 
0.000 

0.000 
0.000 

Med ~ 

0.000 
0.000 

88.890 
14.290 
0.000 
1682.550 
0.000 
0.000 
0.000 

47.250 
0.300 
3.850 
14 1,500.0 
4.455 

0 

0.010 
1.000 
1 .000 
0 

0.960 
0 

Skew 

8.478 
7.324 

-1.067 
1.680 
18.057 
19.649 
14.546 
14.555 
13.867 

0.036 
0.116 
3.528 
0.144 
1.1119 

10.857 

10.289 
8.248 
-1.267 
1.863 

5.174 
1.435 

NMISS 

0 
0 

0 
0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 

0 

0 
0 
0 
0 

0 
0 

N 

7334 
7334 

7334 
7334 
7334 
7334 
7334 
7334 
7334 

7334 
7334 
7334 
7334 
7334 

7334 

7334 
7334 
7334 
7334 

7334 
7334 

Disorderly Milieu 0.291 0.454 1 .000 0.000 0 0.92 1 0 7334 
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analysis and therefore, the variable was converted to represent the presence of a youth 

hang out (value of 1) versus the absence (value of 0). Of the 114 addresses of hangouts, 

113 were successfully geocoded. 

The second variable is an index that counts all liquor-license establishments 

(including restaurants), gas stations and mini-markets. All establishments that serve beer, 

wine and liquor were included regardless of size or whether alcohol could be carried off 

the premises. The data were collected using PhoneDisc listings and verified through 

phone calls. In addition, data on liquor-serving establishments were augmented with a 

listing of all liquor licenses as of December 2000 provided by Prince George’s County 

Board of License Commissioners. Out of 1532 establishments, 1491 (97.3 percent) were 

successfully geocoded. 

Survei Ilance/Guardianshi p 

These variables are divided into two dimensions: (1) variables that represent 

guardianship within the routine activity and defensible space framework, and (2) 

variables that represent guardianship within the framework of social disorganization. 

However, it is important to recognize, as discussed in Chapter 11, that, across the extant 

literature, the same measures sometimes have been used to represent both theories. The 

following discussion makes a case for distinguishing between routine activity 

guardianship and social disorganization guardianship. 
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Routine Activities/Defensible Space and Guardianship 

The first dimension of guardianship is guardianship as implied by housing 

characteristics that represent ownership, number of residents who would likely be capable 

guardians, and the number of youth present. Areas where residents take pride in their 

neighborhoods and show that property is well-maintained are more likely to be areas 

where residents watch over their property and their neighbor'ls property. Areas with more 

crowding or groups of youth are less likely to have capable guardians. The variables 

include the percentage of owner-occupied housing units within a block, the percentage of 

one-person households, housing density, the percentage of renter households that are 

overcrowded, the number of youth using school bus stops. The percentage of owner- 

occupied is the number of owner-occupied housing units per block divided by the number 

of housing units according to the 2000 U.S. Census. The percentage of one-person 

households is the number of one-person households divided by the total number of 

households on that block according to the 2000 U.S. Census. Blocks with larger numbers 

of one-person households may represent areas that are less guarded, because it is most 

likely that the individual is away from the house working, and hence, less people to guard 

against criminal behavior or the congregation of youth on the block. The percentage of 

crowded renter households is calculated as the number of renter households with over 

seven people divided by the total number of renter households. Housing density, another 

variable derived from 2000 census data, is measured as the number of housing units 

divided by the size of the block in square miles. 
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The number of youth using school bus stops is calculated as the total number of 

youth who used bus stops in December 2000. The variable was calculated from data 

provided on request by the Prince George's County Public School System. The original 

data set includes addresses of all school bus stops, the time of day that the bus makes the 

stop, the number of students picked up or dropped off, and the origin of route and 

destination. The addresses of bus stops were geocoded using .Arcview GIS and then the 

total stop count per block was calculated. The match rate for geocoding was 95 percent. 

When bus stops where only one individual was picked up were excluded from the 

calculation of the match rate, the rate rose to 98 percent, indicating that measurement 

error from geocoding is most likely minimal. 

Social Disorganization and Guardianship 

The social disorganization variables used in this study include racial/ethnic 

heterogeneity, percent black, percentage of female-headed households, median value of 

owner-occupied housing (as a measure of economic well-being), and distance to 

Washington, D.C. With the exception of distance to Washington, D.C., all social 

disorganization variables were calculated using the 2000 U.S. Census. 

RaciaYethnic heterogeneity is calculated using the fonnula 1-Cp12, where pl is the 

proportion of the total population of the block in a given racial/ethnic group for four 

groups: white, black, Hispanic and Asian. This calculation follows neighborhood-level 

sociological research where communities are made up of mort: than two racial or ethnic 

groups (Bellair 1997; Velez 2001;Warner and Roundtree 1997). Values range from zero 
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to one, where low scores indicate blocks that are racially and ethnically homogeneous 

and high scores represent blocks that are more heterogeneous. Percent black was 

calculated as the percentage of the total block population who were black alone or part 

black and some other race. Percentage of households that werle headed by females was 

calculated as the number of households per block headed by females with children 

present, divided by the total number of households per block. 

Census data on median value of owner-occupied housing in 2000 was not 

available at the time of this study. Although median value data was part of the census 

short form data available at the block level in 1990, i t  is not part of the short form data 

available at the block level in 2000. For this study, the variable was calculated from 

changes in median housing prices at the block group level between 1990 and 2000, and 

then estimated for blocks given block median housing values in 1990. Overall, this is a 

very rough calculation. Measurement error is possible in this calculation because block 

boundaries changed between 1990 and 2000 and detailed information on how blocks 

changed with regard to housing units (i.e., the proportion of owner occupied units that 

changed between census years) is not available to make preciste calculations. Alternative 

block-level variables available in 2000 were examined as possible substitutes to measure 

economic deprivation (such as percent vacant and abandoned, percent of households that 

are married), but no strong substitute was found. 

The final social disorganization variable is distance to Washington, D.C. This 

variable represents distance to an urban core. Prince George’s county does not have a 

large city, nor a central city, but Washington D.C. is a city with a high crime rate and the 
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majority of crime in Prince George’s County occurs closer to the D.C. border. The 

variable is a measure of the distance in miles from every block centroid to the nearest 

border of Washington, D.C. The variable was created using the Nearest Feature 

Extension for ArcView. 

Offender Presence 

Offender presence measures the presence of motivated offenders, one of the three 

requisites for crime under routine activity theory. This block-level variable is 

operationalized as the number of all arrests of youth ages 17 and under aggregated for the 

calendar years 1997 through 2000. It is reasonable to assume that youth arrested (the 

majority of arrests are for minor crimes, such as trespassing) are not incarcerated for any 

long periods of crime and hence, the variable captures potential to offend again, rather 

than capturing a deterrent element. Arrest data were provided by the Prince George’s 

County Police Department and the address provided for each arrest is the home address 

of the arrestee. There were 25,017 arrests of youth ages 17 and under between 1997 and 

2000, and 20,895 were successfully geocoded for a match rate of 84 percent. When those 

arrests with no address of arrestee provided and arrests of individuals who did not live in 

Prince George’s County were excluded from the match rate, the match rate for geocoding 

rose to 93 percent. Similar to the dependent variable, data across years were aggregated 

to achieve stability. Using arrests to measure the presence of motivated offenders 

represents a significant step forward in an attempt to overcome some of the limitations of 

past studies in measuring routine activity constructs. 
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Block-Level Control Variables 

The study controls for the size of each block in square miles, because, according 

to routine activity theory, larger blocks (spaces) are hypothesized to provide more 

opportunity for offending. Data on block size were obtained from the 2000 U.S. Census. 

The study also controls for prior victimization as measured by victimization 

counts for the calendar year 1992 through 1995. These data were provided by the Prince 

George’s County Police Department. Of 44,525 victimizations, 42,507 were successfully 

geocoded (95.5 percent). 

Spatial Proximity 

According to routine activity theory, motivated offenders will commit cnmes 

along the paths that coincide with their routine activities. Crime should occur among 

frequently used blocks or streets. These frequently used blocks and/or streets will be 

adjacent to or near each other, literally, because offenders diffuse from they live to where 

their daily activities take them. Essentially, then, the amount of crime in one area can be 

expected to affect the amount of crime in adjacent or nearby areas through diffusion-type 

processes. 

For this study, the potential for crime in one block to be correlated to the crime in 

a block nearby is modeled as an independent variable, because applications of routine 

activity theory support its effects (Morenoff and Sampson 1997; Roncek and 

Montgomery 1995; Smith Frazee, and Davison 2000). In general, spatial effects can be 

handled as a nuisance or as a theoretically driven substantive process. Handled as a 
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nuisance, spatial models model spatial dependence in the error terms of the regression 

model or transform the variables to eliminate spatial correlation. Incorporating spatial 

dependence as a theoretically explicit variable is referred to as the spatial lag approach 

(Anselin 1988, 1989). The lag approach is used in this study with additional efforts to 

eliminate any remaining spatial error. 

Including the spatial lag of violence as an independent variable simultaneously 

provides (Roncek and Montgomery 1995: 146): (1) a test for spatial autocorrelation, (2) a 

measure of the effects of spatial autocorrelation on the dependent variable, and (3) 

adjustments to the effects of all other independent variables. Studies that do not control 

for crime in one area being affected by crime in surrounding areas have serious 

methodological limitations. Without incorporating spatial effects, tests of statistical 

significance cannot be conducted with validity because of lack of random deviation of the 

residuals from the predicted values in a regression analysis. Also, if crime in surrounding 

areas has a causal effect, models will be misspecified, most likely leading to the 

overestimation of effects for those independent variables in the model. Finally, when 

using regression techniques, errors of statistical prediction for areas near each other will 

be correlated, violating one of the assumptions of regression. The spatial lag regression 

model is defined as: 

Y=pWy + XB + e, 

Where y is an N by 1 vector of observations on the dependent variable; Wy is an 

N by1 vector composed of elements Ci,Wijy,, the spatial lags for the dependent variable; p 

is the spatial autoregressive coefficient; X is an N by K matrix of exogenous explanatory 
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variables with an associated K by 1 vector of regression coefficients B; and e is an N by 1 

vector of random error terms, with means 0 and constant (homoskedastic) variances 

(Anselin 1988a, 1992). The model is often referred to as the simultaneous spatial 

autoregressive model because the presence of the spatial lag i, similar to the inclusion of 

endogenous variables on the right hand side in systems of simultaneous equations. 

In this study, for a given observation I, a spatial lag C,,wi,yi is the weighted 

average of the crime rates in neighboring locations. The weights matrix used defines 

neighboring locations as third order contiguity of those block neighbors who share a 

common node (as opposed to a common border). Essentially this means that for every 

block, neighbors are all the surrounding (first order) blocks, plus those blocks 

surrounding the first order neighbors, plus those blocks surrounding the second order 

neighbors. W, equals 1 if i a n d j  are contiguous. The spatial autoregressive coefficient p 

represents the effect of a unit change, for a given neighborhood, i, in the average crime 

rate of the third order neighbors on the crime rate of i. 

School-Level Explanatory Variables 

A main goal of this study to examine to what extent, and under what conditions, 

schools act as generators of crime. This study examines a number of variables associated 

with the presence and characteristic of schools. The school characteristics included in this 

study are characteristics hypothesized to be related to school disorder and crime. The 

existing literature that lends itself to the study of crime in or near schools includes studies 

utilizing school climate theory, defensible space, and social disorganization theory, where 
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predictors of school disorder include school culture, organizational structure of the 

schools, the social milieu and the ecological environment (Anderson 1982; Bryk and 

Driscoll 1988; Gottfredson 2001; Gottfredson and Gottfredson 1985; Toby 1983; Welsh 

2000; Welsh, Stokes, and Greene 2000). The literature establishes that schools have their 

own characteristics personalities, similar to individuals. 

Characterjstjcs related to school culture include beliefs, attitudes and values that 

represent the patterns of interaction among students and staff. School organizational 

structure refers to the administrative structure of the school, often operationalized using 

student-teacher ratios, enrollment, level of resources and classroom size (Gottfredson and 

Gottfredson 1985; Welsh 2000; Welsh, Stokes, and Greene 2000). The social milieu of a 

school represents the average characteristics of the student body, such as race, socio- 

economic status and percent male. The last dimension of school climate, ecological 

environment, has been defined using the physical Characteristics of the school, such as 

the age of the buildings, lighting, square footage, number of hallways and entrances and 

exits (Short 1990; Toby 1983). 

The first school variable analyzes the presence of a school in an area by 

measuring the distance between every block and the closest school. This variable is the 

key measure to determine whether schools act as attractors and generators of crime. The 

variable was created by calculating the distance of each block’s centroid to the closest 

school (i.e., the closest block edge containing a school). The calculations were 

performed using the Nearest Feature Extension for use with ArcView. Blocks with 

schools are given a zero distance. 
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The remaining variables represent characteristics of schools. The variables 

include the percentage of students who failed the Maryland Functional Test in math; the 

percentage of students who failed the Maryland Functional Test in reading; the 

percentage of students who failed the Maryland Functional Test in writing; the 

percentage of students receiving free or reduced price lunches; the percentage of students 

absent; percentage of student body that is African American; the size of the student body, 

the school utilization rate (number of students divided by the state-rated capacity); the 

number of temporary trailers (modular units) on each school campus; the pupil-teacher 

(FTE) ratio; and the number of youth arrests per school boundary area standardized by 

the number of students (“boundary arrests”). This last variable aggregates addresses of all 

arrests of youth ages 17 and under from 1997 through 2000 into the school boundaries to 

represent the offender presence construct for each school. Address-level data were 

provided by the Prince George’s County Police Department.’ School data were obtained 

from three sources: the U.S. Department of Education’s Common Core of School Data, 

available online, data provided directly by the Prince George’s County Public Schools, 

Office of Research and Evaluation, and data from the Maryland State Department of 

Education, Maryland School Report Card Assessments. The Common Core of School 

Data (CCD) are publicly-available school-level data on every public school in the United 

States. Basic school information contained in the CCD include racial composition, school 

size, type of school and grade levels, number of students receiving free or reduced lunch. 

The school-level arrest data are derived from the same data as the arrest data used at the block-level. 
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Maryland School Report Card Assessment data are also publicly available and provide 

information at the school level. These data include number of students absent, number of 

withdrawals, number of students receiving free and reduced price lunches, and all results 

of the required Maryland State exams. The data used in this study on percent of students 

failing exams in reading, writing, and math are the scores from the Grade 9 Functional 

Test. The percentage of students failing for the Grade 9 Test is reported for every public 

school. Scores for middle schools (6'h, 7'h and llth grades) are derived by compiling 

individual scores for ninth graders and then linked back to the school the individual 

attended for middle school. School-level variables constructed from the CCD are from 

the 1998-1999 school year and the remaining school variables are for the 1999-2000 

school year. At the time data were collected, CCD data for the 1999-2000 school year 

were not available. Data on the number of modular units was provided directly by the 

Prince George's County Public School system. 

Bivariate relationships on all school variables were examined to determine the 

extent of correlation. Table 6 provides the correlation matrix. Initially, a racial 

heterogeneity score for each school was calculated with the intent of including the 

variable in the factor analysis, but the variable was dropped because it correlated highly 

with percent black (0.86; p< .0001). To reduce the number of variables used to 

characterize schools, principal components analysis was used. The correlation analysis 
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Table 6. Correlation Matrix of School-level Guardianshir, Variables 

Pct. Pup- 
FTE Failed Failed Failed Pct. Reduced Pct. No. Enroll- Utili- 

Math Reading Writing Absent Lunch Black Arrests Mods men t zation 
Pct. Failed 1.000 
Math 
Pct. Failed 
Reading 
Pct. Failing 
Writing 
Pct. Absent 
Pct. Reduced 
Lunch 
Pct. Black 
School 
Boundary 
Arrests 
Number of 
Mods 
Enrollment 
Utilization 
Pupil-RE 

,505"" 

.667*** 

,331" 
,149 

.468** 
0.270 

-0.156 

-0.037 
-0.065 
0.004 

1 .ooo 

O S I O * *  

0.267 
0.173 

0.218 
0.164 

-0.446 

0.022 
0.041 
-0.057 

1 .oo 

0.444** 
0.027 

0.52** 
0.355 

-0.110 

-0.017 
-0.122 
-0.065 

1 .oo 
-.361* I .oo 

0.400** 0.121 1 .oo 
-0.128 0.653*** 0.232 1.00 

0.060 -0.32* -0.146 -0.416** 1.00 

0.265 -0.61*** -0.277 -0.561*** 0.601*** 1.00 
-0.108 -0.3.52* -0.338* -0 181"" 0.537*** 0.445** I . V Y  I nn 
0.132 -0.57 1 -0.238 -0.375" 0.314* 0.501*** 0.589""" 1.00 

Ratio 
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confirmed that there were substantial intercorrelations among variables, establishing the 

feasibility for inclusion in the factor analysis. Principal components analysis (Dunternan, 

1981) is used to determine how well the variables represent the emerging constructs. 

Principal components analysis seeks a linear combination of the variables where the 

maximum variance is extracted from the variables. After the maximum variance is 

removed, the analysis seeks a second linear combination that explains the maximum 

proportion of the remaining variance, and so on. Unlike exploratory factor analysis, 

principal components analysis makes no assumptions about an underlying causal model 

and hence, is basically a variable reduction strategy (Kim and. Mueller 1978; Rummel 

1970). The scree plot revealed a major break following factor 2 and eigenvalue for factor 

3 was less than one, leading to the conclusion that two factors, should be retained. Table 7 

displays the results of the factor analysis. All variables demonstrate a meaningful loading 

on either factor 1 or factor 2 (a loading over .40). The factors reflect the school disorder 

literature. Factor 1 can be seen to represent the amount of resources and related capacity 

for guardianship. This factor has been named “resource deprivation.” Factor 2 reflects the 

average background characteristics of students. As mentioned earlier, these 

characteristics have been found to be correlated with increased victimization (Welsh, 

Stokes, and Greene 2000). This factor has been named “disorderly milieu.” 

The factor scores for each factor were output as new variables and the 

distributions were examined. The distributions exhibited a natural break towards the high 

values for each of the factors. Eight schools had factors scores greater than 0.8 for Factor 

1, “resource deprivation,” and 15 schools scored greater than 0.4 for Factor 2, “disorderly 
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milieu.” The factor scores were then transformed into dumm:y variables: those schools 

with a resource deprivation score larger than 0.8 were given a 1, and all other schools 

zero; those schools with a milieu score of larger than 0.4 were given a 1 and all other 

schools zero. These variables were then merged with the variables in the block-level data 

set. For the resource deprivation factor, all blocks that were closest to schools with factor 

values of 1 received a 1 (n= 1530). Similarly, all blocks closest to schools with factors 

values of 1 for disorderly milieu received a 1 (n=2134). 

Table 7. Principal Components Factor Loadings 

Factor 1 Factor 2 
Resource Disorderly 

DeDrivation Milieu 
Pct Failed Math Functional Test 
Pct Failed Reading Functional Test 
Pct Failed Writing Functional Test 
Pct Free/Reduced Lunch 
Percent Absent 
Percent Black 
Boundary Arrests 
Building Utilization 
Pupil Teacher (FTE) Ratio 
Number of Modular Units 
Actual School Enrollment 

75 
57 
83 

78 
59 
60 

70 
64 
68 
62 
81 

Eigenvalue 3.36 2.18 
Note: values have been multiplied by 100 and rounded to nearest integer. 
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Data Limitations 

One limitation to this study is the use of official police data (incidents records) as 

a measure of crime. The amount of bias present from using only official police data is 

unknown. Generally, research has shown that results produced using official records are 

roughly consistent with results using victimization data (Bastian 1993; Blumstein, Cohen, 

and Rosenfeld 1991). 

Another limitation involves unavailability of data for use in edge correction 

techniques when conducting spatial analyses. Weights matrices should incorporate 

measures of crime in blocks outside of Prince George’s County, that border the county. 

Incident-based data for 2000 are not available for Washington, D.C., nor are they 

available for the other counties that border Prince George’s County. 

Third, the study does not include any variables that measure police presence or 

any other component of guardianship that is not residential in nature (e.g., based on 

households and/or residents). Numerous attempts were made to collect police expenditure 

data, but the data are not available at the block level-or a level remotely close to the block 

level. District-level data were available, but there are only six districts across 7334 blocks 

and the data do not exhibit much variation. Calls for service data (91 1 emergency calls 

for service) were examined as a possibility, but the data file only included calls made, not 

calls cleared by an officer at the scene. Incorporating a strong measure of police presence 

would strengthen the study by providing a more thorough measurement of the 

guardianship construct in routine activity theory. 
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Fourth, the study could be strengthened by adding parcel data. Parcel data provide 

information on every land parcel, regardless of whether it is c:ommercial, residential or 

government property. Parcel data can be aggregated by block, providing a strong measure 

for the number of places. These data may have been able to assist in the calculation of 

block population at risk. The cost for parcel data for the study site is pr~hibi t ive.~ 

Temporal Sequencing 

The use of cross sectional data may be problematic in that reverse causation may 

be operating. In cases of reverse causation, or simultaneous equation bias, the regression 

estimates will suffer from an upward bias because the estimates will capture the joint 

impact of both reverse causation and the hypothesized relationship, if there is any. This 

study tests whether place risk influences victimization, but does not specify a model 

reflecting potential effects of victimization on place risk. Given the nature of the 

operationalization of constructs for the school variables, reverse causation may not be 

very probable. School resources and milieu should not be affected by victimization. In 

the overwhelming majority of cases, these measures should be static over a number of 

years. 

At the time of data collection, the parcel data base, called MD Propertyview, was available at price of 
$3,000. The property assessment branch of the State of Maryland suggested I could request information on 
all parcel addresses needed one at a time, and download the data parcel by parcel. This process would 
involve making individual requests on over 1 million parcels without knowing the correct address. 
Obviously, this method was ruled out as being impractical and perhaps, impossible. 
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Because reverse causation may be probable at the block level, the study 

incorporates statistical tests to uncover simultaneous relationships. It is possible that the 

percentage of owner-occupied housing may be influenced by rates of victimization. 

Residents, fearing crime, could flee their neighborhoods, causing vacant housing or a 

larger rental market, thereby influencing levels of owner-occupancy. This hypothesis is 

tested. The methods used to test for endogeneity are described in detail in Chapter IV. 
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CHAPTER IV 

ANALYTICAL STRATEGY 

An a1 ytic a1 Framework 

The study will examine an opportunity framework developed to examine whether 

schools act as attractors and generators of crime. The study employs ecological data and 

incident-based crime data to model aggregate patterns of the routine activities of youth. 

The analysis of criminal victimization focuses specifically on the routine activities of 

youth attending school, providing the variation needed for a strong study on how the 

presence of a school effects place risk in terms of violence. Following the daily activities 

or paths of teenagers can provide better understanding of victimization in and around 

schools, throughout the school day and school year. Because offenders generally commit 

their offenses near places where they spend most of their time (Brantingham and 

Brantingham 1991; Cohen and Felson 1979), it can easily be reasoned that youth 

offenders commit a portion of their offenses near schools or on pathways to and from 

school. Restricting the scope of inquiry to one specific domain of life activity can 

increase the explanatory power of activity models, and at the same time provide useful 

information that might lead to specific solutions to crime problems (Lynch 1987). It can 

be reasoned from routine activity theory that diffusion of youth along paths can take a 

number of forms, and does not necessarily adhere to a contagion model. Youth may leave 
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school and move to another area that is not contiguous with the school. The variables 

included in this study are consistent with other models of activity diffusion. Youth 

meeting at school may seek out potential targets not on the physical paths to or from 

school. The models tested are designed to capture other features of the environment that 

create the opportunity for violence (e.g., youth hangouts, crowded housing areas, etc.). 

Furthermore, incorporating time of day into the models will assist with understanding 

potentially different activity patterns. 

The proposed research examines different time periods that coincide with 

different activities of youth attending school (one domain), because the author believes 

that the activities associated with the time of day and time of year related to the routines 

of attending school-school session, school commute, evening, weekends, and 

summertime versus school year- influence the number of offenders, targets and 

guardians that are available. Essentially, this study examines measures of offender and 

target flow as well as the environmental cues that create oppoirtunity contexts for violent 

crime. 

The study views schools as micro-environments which vary along a host of 

situational and environmental dimensions that are important to modeling the risk of 

victimization. This study follows the analytical strategy of recent research (Morenoff, 

Sampson, and Raudenbush 2001; Sampson and Raudenbush 1999; Smith, Frazee, and 

Davidson 2000) seelung to understand how places fare in terms of guardianship and risk 

of victimization-without focusing on the production of offenders, but instead focusing 

on the context or place. 
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With regard to examining violence using a routine activity framework, this study 

follows the analytical strategy used by Lynch (1987) to examine only one domain of life 

activity-the school domain. Analysis of incident-based data and victimization survey 

data have shown that the risk of violence against youth varies greatly by time of day 

(Snyder 1999; Wiebe and Meeker 1998). Thus, understanding the factors associated with 

crime at different times of day is critical. Previous research conducted in Washington, 

D.C. by the student found that youth victimization patterns are more easily detected when 

victimization is aggregated by time periods related to the routine activities of attending 

school (e.g., school day, after school period, etc.). The hourly rate of victimization was 

higher during the school commute than during any other time period, followed by 

weekend night and school session periods. Youth victimization patterns changed during 

the summer months (Gouvis et al. 2001; Gouvis, Johnson, and Roth 1997). Whether 

school is in session (time of year, or non-school weeks) changes crime patterns. 

Examining South Carolina incident based data on youth, Mchlanus (2001) found that for 

violent gun crimes that happened in school or on school grounds, the crimes were most 

common on weekdays when school was in session from 6 p.m. to 9 p.m. When school 

was not in session, violent crime incidents occurred later in the evening and with more 

frequency on weekends. Research has also confirmed that patterns of crime are different 

depending on the school activity in which the youth is participating. An examination of 

youth victim narratives from a 1982-1983 sample from the NCVS found that students 

were more often victims of a violent crime while traveling to and from school or waiting 

for a school bus (Garofalo, Siege], and Laub 1987) then when in the classroom during the 

day. A recent study published in the American Educational R'esearch Journal (Astor, 
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Meyer, and Behre 1999) stressed the importance of understanding how violence within 

high schools interacted with specific locations and times, but did not take into account the 

physical or social characteristics of the area immediately surrounding the schools in their 

research. 

Routine activity theory is useful in understanding why violence might vary over 

different times of the day. As the number of potential targets increase (holding constant 

the presence of motivated offenders and absence of capable guardians), the opportunity 

for victimization increases. Hence, as the flow of youth changes, so too may the 

incidence of violent crime. However, measuring the number of potential targets available 

across different times of the day was not possible for this study. Block-level population 

approximations at any given time of day are not available and are beyond the scope of 

this study. Because residents are engaging in their routine activities-going to work, 

school, leisure activities-throughout the day, the number of targets does not always 

equal the number of residents living in a block, census tract, neighborhood, etc. It would 

be ideal to have a direct measure of the extent of potential targets at different times of the 

day. Given the difficulty of calculating or even estimating these numbers, this study 

breaks down the day into time periods as a proxy for the differing flows of youth. 

Instrumental Variables Estimation 

Regression analysis is appropriate for this study because the intent is to determine 

which of several independent variables are important for desciibing or predicting 
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victimization risk. Also, with regression analyses, separate m~odels can be used to 

compare several derived regression relationships (Kleinbaum and Kupper 1978). 

Models will be estimated by means of instrumental variables (IV) methods. 

Ordinary Least Squares regression (OLS) is not appropriate because the OLS estimator 

will be biased as well as inconsistent for the parameters of the spatial model. The 

multidirectional nature of the spatial dependence limits the type of statistjcal procedures 

that will lead to consistent estimates. Essentially, the breakdown of OLS in models with 

spatially lagged dependent variables is due to the correlation between the spatial variable 

and the error term. This problem is similar to the estimation of parameters in a system of 

simultaneous equations, where the dependence between endogenous variables and error 

terms is at issue in OLS (Anselin 1988a: 82). IV methods are a robust alternative to 

maximum likelihood estimation. Maximum likelihood estimation (MLE) cannot be used 

in this study because Spacestat cannot, nor is other software available to create a full 

weights matrix needed for MLE. The dataset contains over 7,000 observations, malung 

the creation of a full weights matrix impossible. Although instrumental variables 

estimation for models with spatial dependence has not often been applied in 

criminological studies, i t  has been shown to be functional (Anselin 1980, 1984). A 

benefit of IV estimation is that the assumption of normally distributed error terms is not 

needed. 

Instrumental variables estimation is based on the principle that a set of 

instruments, Q, are strongly correlated with the original variables, Z ,  but asymptotically 

uncorrelated with the error term. After identification of instruments, the instruments are 

used to construct a proxy for the endogenous variables, which consists of their predicted 
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values in the regression on the instruments and the exogenous variables. The proxy 

variable can then be used in least squares regression. 

There exists little formal guidance in the selection of nnstruments for the spatially 

lagged variable. A requirement for selection is that the instruinent and the existing 

variable are asymptotically uncorrelated. Anselin (1980) suggests that the use of the 

spatial lags of the exogenous variables will provide satisfactory results. Following 

Anselin’s suggestion, the lags of all exogenous variables were used as instruments in 

regression equations. All models are run using Spacestat software Version 1.91 (Anselin 

1992). 

Regression Diagnostics: Testing for Spatial Autocorrelation 

Instrumental variables estimation is used in this study because crime rates are 

spatially autocorrelated. The SpaceStat software is used to run regressions with 

diagnostics for spatial effects. Four tests for spatial dependence can be utilized to 

determine the nature and extent of spatial dependence. Because the data used for this 

study originally exhibited non-normal error terms, a test robust against non-normal error 

is used. This test, the Kelejian Robinson test (1992), does not require normality for the 

error terms. The test is a large sample test that follows a x2 distribution with P degrees of 

freedom. To test for spatial lag (as opposed to spatial error), Anselin suggests using the 

Lagrange Multiplier (LM) diagnostic (Anselin 1988b). The LM test is also follows a x2 
distribution with 1 degree of freedom. These tests are used and reveal the presence of 

spatial lag. Tests were run on all base models to determine the extent and nature of spatial 

dependence. Both the Lagrange Multiplier test for spatial lag and the Kelejian-Robinson 
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test were significant, suggesting the presence of both error and lag (For base school year 

model: LM=36, p< .0001; Kelejian-Robinson=382, p<.OOOl) 

In addition to tests for spatial autocorrelation, tests for multi-collinearity, normal 

error distribution and heteroskedasticity were also conducted. With regard to multi- 

collinearity, Spacestat calculates a “condition number” (Belsley, Kuh, and Welsch 1980). 

Values of the condition number larger than 30 are considered to be problematic. For this 

study, all models run with the exception of the models containing interactions have 

condition numbers between 7 and 12. The final models containing interactions have 

conditions numbers ranging from 20-25. Because these numbers are close to 30 and 

hence, suggest multicollinearity, additional diagnostics were conducted. SAS was used to 

calculate the variable inflation factors (VIF) for each of the variables. All variables had 

VIF scores under 10, suggesting that multicollinearity should not be an issue in the 

regression results. 

Tests for non-normal errors were conducted using an asymptotic test suggested by 

Kiefer and Salmon (1983). The tests revealed non-normal error. Non-normal error 

suggests that care must be taken in interpreting the coefficients. Heteroskedasticity was 

examined using the Breusch-Pagan (BP) test (Breusch and Pa,gan 1979) and the Koenker- 

Basset statistic. The Koenker-Bassett is used when normality lhas been rejected. 

Diagnostic tests using the interactive mapping feature between Spacestat and ArcView 

revealed that a categorical variable (called CITY) distinguishing the west side of the 

county from the east side of the county should control heteroskedasticity. Hence, all 

instrumental variables models are run using the Groupwise heterogeneity (GHET) 

approach. This groupwise procedure utilizes the categorical variable to set up regimes or 
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groups of observations, allowing for some from of heteroskedasticity. The different 

group variances are treated as “nuisance parameters” and thus no standard errors (or t- 

tests, etc) are computed (Anselin 1988, 80). 

Alternative methods for analyzing the data could include using a negative 

binomial regression model to examine the theoretical model where the dependent 

variable (crime) is the count of crime in blocks. However, software that can handle over- 

dispersed Poisson variates and spatial dependence is very limited and has rarely been 

utilized in the study of criminology. Negative binomial regression is a Poisson-based 

regression model that allows for overdispersion-when count variables have variances 

greater than the mean. Linear regression models with count variables can result in 

inefficient, inconsistent and biased estimates (Cameron and Trivedi 1998; Liao 1994; 

Long 1997). The majority of blocks in the study site have zero crimes, which essentially 

is a truncation of the dependent variable. This truncation renders OLS estimates biased 

and inconsistent. Negative binomial regression models can account for the large number 

of zeros. Given the limited availability of spatial Poisson models, this study transforms 

the dependent variable into rates and uses instrumental variables regression within a 

spatial framework. 

Estimation of Regression Models 

For this study, Four sets of models are tested. The main model tested is as 

follows: 
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CRIMERATE DURING SCHOOL YEAR= place risk(liqmart, hang-dum, bussed, hudens, 

pctrcrd, pctlper, ownocc), SD/guardiaizship(racehet, pctfemh, pctblack, 

hnzval, dist-dcm), oflender presence (arrsall), convic, sqmile, spatiallag 

The second set of models that are run are similar to the above, but include the 

school variables: each block’s distance to the nearest middle or high school, resource 

deprivation and disorderly milieu. The third set of models run are the same as the models 

above, but the victimization rate is disaggregated by time of d.ay. Models will be run for 

each of the five time periods (school morning commute, afternoon school commute, 

school session, curfew, weekends and weekday evening). In addition, a model regressing 

summertime crime rates on place risk, guardianship and offender presence is tested. 

The last set of models run includes interaction effects between the social 

disorganization variables and the routine activity variables. Five relationships are 

hypothesized: 

H8: The effect of busy places on violence will only be strong in socially disorganized 

areas as measured by low housing values. 

H9: As the distance between blocks and schools increases, the strength of the effect of 

a block containing a youth hangout on violence will decrease. 

H10: As the distance between blocks and schools increases, the strength of the effect of 

the number of retail busy places on violence will decrease. 
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As the percentage of female-headed households increases, the criminogenic effect H1 1 : 

of high housing density will increase. 

H12: The effect of the presence of motivated offenders (youth arrestees) on violence 

will be larger in areas where there are high percentages of female-headed 

households. 

Testing for Simultaneous Relationships 

Before the models are estimated using instrumental variables regression, tests for 

the presence of endogenous regressors are undertaken. Using theory as a guide, one can 

plausibly argue that owner-occupancy rates may be influenced by crime. Again using 

theory as a guide, the percentage of households that are occupied by married couples is 

used as an instrument. This variable correlates strongly with owner occupancy (0.753, p < 

0.0001) and does not correlate strongly with violent crime (0.034, p =0.004). Similarly, in 

a model regressing all exogenous variables on owner occupancy, percentage of married 

households is the strongest predictor. Using the SAS procedure Proc REG revealed a 

standardized estimate of .307 for percentage of married households, compared to 

estimates of other variables that ranged from 0.010 to 0.250. The Hausman specification 

test (Hausman 1978) in SAS Proc Model is used to determine whether an instrumental 

variables method is needed to estimate the study models (null hypothesis of the test is 

that there is no simultaneity). The Hausman statistic derived is 5.93 with an associated 

0.994 probability, indicating that instrumental variables methods are not need for the 

study models. 
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CHAPTER V 

RESEARCH FINDINGS 

Correlations 

Variable correlations are shown in Table 8. Most variables are not highly 

correlated. The strongest bivariate positive relationship occurs between the variables 

percent African American and percent owner occupied (.43; p c.001). This is surprising 

in light of the research literature, and particularly, social disorganization theory, that 

suggests that the number of African Americans is associated with the economic 

disadvantage, and hence, limited owner-occupancy. It may be that Prince George's 

County is enticing to Washington, D.C. African Americans w'ho are loolung to purchase a 

home but cannot afford to buy a home in the District. Minority populations other than 

African Americans may be more likely to rent. A moderate correlation is found between 

percent African Americans and percent female-headed households (.40; p< .OOl).  This 

finding is consistent with the literature (Bursik and Grasmick 1989; Smith, Frazee and 

Davison 2000). Also consistent with social disorganization theory, the negative 

correlation between percent African American and distance from central city (the District 

of Columbia) (-.38, p<.OOl) indicates that as one moves further east away from the 
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Table 8. Correlation Coefficients of Variables (N=7334) 
1 2 3 4 5 6 7 8 9 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 

Kev 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 

1 .OO 
0.10""" 
0.25""" 
0.06""" 
0.11""" 
0.09""" 
0.15""" 
0.11""" 
0.32"" 
0.08""" 
0.21""" 
0,19+:k+ 
0.29" * * 
0.25 ** * 
0. IO"** 
0.35""" 

1 .OO 
0.24""" 

-0.05 * * * 
0.03" 
0.0 1 
0.07""" 

-0.02" 
0.02 
0.00 
0.04 * *- * 
0.00 
0.02 
0.08""" 

0. 18:k"* 
0.08 * " :k 

1 .OO 

0.03"" 
0.03" 
0.12""" 
-0.04" * * 
-0.02 
-0.01 
0.03" 
-0.05""" 
-0.04" * 
0.10""" 
0.10":k" 
0.42" * 

-0.15""" 

School Year Violent Crime Rate 
Youth Hangout Dummy 
Retail Busy Places 
Pct. Owner Occupied 
Pct One-Person Household 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density 
Pct. African Americans 

1 .00 
0.20""" 

-0.06""" 
0.02" 

-0.01 
0.43" * * 
0.42""" 
0.08 * * * 
0.15""" 
-0.06" * * 
-0.08 * * * 
0.0 1 
-0.18""" 

I .OO 
-0.00 
0.04" * * 
0.24" * * 
0.22""" 
0.24""" 
0.11""" 

-0.14""" 
-0.1 1 * ** 
0.09" * * 
0.0 1 
0.10""" 

1 .OO 
0.01 
0.04" * * 
0.06""" 
0.05""" 
0.07""" 
-0 $05 * " * 
-0.05 * * * 
0.07""" 
-0.0 1 
0.08""" 

1 .OO 
-0.02" 
0.10""" 
0.04""" 
0.07""" 
0.02 

-0.02 
0.21""" 
0.22""" 
0.30""" 

1.00 
0.2 1 *** 
0.15""" 
0.22" " * 

-0.16""" 
-0.12""" 
0.20""" 

-0.10""" 
0.13""" 

11. Pct. Female-Headed Households 
12. Median Value Housing 
13. Distance from City 
14. Youth Arrests 
15. Block Size 
16. Prior Victimization Levels 

1 .00 
0.05""" 
0.40""" 
-0.24" * * 
-0.38" ** 
0.18""" 

0.16""" 
-0.03 * * 

10 

I .oo 
0.07" * " 
0.04"" 

-0.04 * * * 
0.02" 
0.04"" 

-0.03 * * 

10. Racial Heterogeneity 
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1 
2 
3 
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10 
11 
12 
13 
14 
15 
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1. 
2. 
3 .  
4. 
5 .  
6. 
7. 
8. 
9. 

Kev 

1 .00 
-0.23""" 1 .OO 
-0.19"** 0.36" * * 1 .OO 
0.23*** -0.09" * * -0.09*** 

-0.03 * * 0.16**" 0.18*** 
0.23 * * * -0.12"*" -0.16*** 

School Year Violent Crime Rate 
Youth Hangout Dummy 
Retail Busy Places 
Pct. Owner Occupied 
Pct One-Person Household 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density 
Pct. African Americans 

1 .00 
0.07""" 1 .00 
0.6 1 *** 0.09""" 1 .00 

1 1. Pct. Female-Headed Households 
12. Median Value Housing 
13. Distance from City 
14. Youth Arrests 
IS. Block Size 
16. Prior Victimization Levels 

10. Racial Heterogeneity 
p<.05; *p<.Ol; ***p<.o01. 

00 
N 
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District, the percentage of residents who are African American decreases. Not 

surprisingly, victimization in an earlier time period is moderately correlated with current 

violent crime rates (.35; pc.001). In general, the findings from the correlation analysis are 

consistent with the literature. 

Instrumental Variables Regression Results 

As stated in the previous chapter, analysis of the relationship between violent 

crime rates and place risk, guardianship and offender presence is estimated using 

instrumental variables. All 7334 census blocks were included in the analysis. Blocks with 

zero housing units (n=ll36) were not removed from the models because elimination of 

these blocks would exclude an important type of place from the analysis. Theoretically, i t  

remains vital to assess the effects of unpopulated areas. Values for variables such as 

percent owner occupancy and percent female-headed households in unpopulated blocks 

are zero. This technique keeps all observations in the model. A dummy variable is 

included (l=no housing units) to capture the effects of the zero-value variables. 

Table 9 shows the findings that address the fundamental research hypotheses 

described in Chapter 111. Specifically, Table 9 addresses hypothesis one. The table 

includes two pseudo R2 measures. The traditional R2 measures of fit are not appropriate 

when using an instrumental variables approach. The R2 reported in the tables is the ratio 

of the variance of the predicted values over the variance of the observed values for the 

dependent variables. The second measure is the squared correlation. This is the square 

correlation between the predicted and observed values. 
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With regard to the individual model coefficients, the significance of these 

parameters is based on the standard normal distribution and not, as is the case in OLS, the 

Student t distribution. Spacestat computes an asymptotic t-test as the ratio of the estimate 

to its asympototic standard error (Anselin, 1992). 

The model shown in Table 9 regresses school year violent crime rates on place 

risk, guardianship, offender presence and the control variables. All models include the 

spatial lag. All variables are significant with the exception of renter crowding, one-person 

households and housing density indicating support for the hypothesis that place risk, 

guardianship, and offender presence influence opportunity for violent crime. The only 

diagnostic Spacestat provides at this time is an asymptotic Lagrange Multiplier (LM) test 

for remaining spatial error autocorrelation. This test takes into account that spatial lag as 

an endogenous regressor. The LM test for error reveals some significant spatial error 

remains (LM=9.681, p <.01). To address this remaining spatial error, the remaining 

models are estimated with groupwise heteroskedasticity. The heteroskedastic parameters 

are treated as nuisance parameters and therefore, no inference is possible. During earlier 

examination of data, basic dynamic exploratory spatial data analysis tools (ESDA) were 

used to explore spatial heterogeneity. Maps revealed that blocks on the west side of the 

county, closer to Washington, D.C., exhibited high spatial autocorrelation-blocks of 

high crime were surrounded by blocks of high crime. The patterns of autocorrelation 

were different for blocks on the east side. Because of this pattern, a new variable was 

created to capture these differences. Blocks on the greater west side of the county were 

given a value of 1 for the new “city” variable (n=5629). 
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The same model examining school year violent crime rates was re-estimated 

using the IV-groupwise heterogeneity (GHET) procedure in Spacestat. The results are 

shown in Table 10. The estimates of the coefficients are generally similar to those 

derived without the GHET procedure (Table 9). Some significance levels change and one 

variable that was significant when heteroskedasticity was not modeled-percentage of 

female-headed households-no longer has a significant relationship with violent crime 

rates. 

The coefficients cannot be interpreted as a one-unit change in the independent 

variable produces a corresponding one-unit change in the dependent variable because the 

dependent variable has been transformed into its natural log. The independent variables 

are not in log form. This type of model is often referred to as ii log-linear model. As 

stated earlier, the slope measures the proportional or relative change in the dependent 

variable given an absolute change of one unit of the independent variable. For ease of 

interpretation, multiplying the coefficient by 100 provides the percentage change in the 

crime rate for an absolute change of one unit of the independent variable. 

Both place risk variables are significant. Blocks that have youth hangouts increase 

violent crime by 53 percent. In addition, every liquor store, restaurant, mini mart or gas 

station increases violent crime by 58 percent. Looking at the guardianship variables, a ten 

percent increase in owner-occupancy reduces violent crime by six percent, and every 

additional ten youth congregating at bus stops increases violence by seven percent. 

Overcrowded blocks with regard to renter housing are also associated with increases in 

crime. All the social disorganization/guardianship variables are highly significant in the 
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expected direction. Blocks with higher percentages of African Americans experience 

more violence. A ten percent increase in African American residents is associated with a 

nine percent increase in violence. Similarly, a ten percent increase in female-headed 

households is associated with a seven percent increase in violence. A one thousand dollar 

increase in median housing price results in a two percent decrease in the violent crime 

rate. The coefficient for racial heterogeneity is very large (0.721). Blocks that have total 

racial heterogeneity experience 72 percent more violence than those blocks that are 

completely homogeneous. Blocks further from Washington, I1.C. have lower violent 

crime rates; every additional mile from the District is associated with a five percent 

decrease in violence. 

As discussed in earlier chapters, the youth arrests variable represents the presence 

of potential motivated offenders. This variable is significant predictor of violent crime. 

An additional ten arrests within a block increases the violent crime rate twenty percent. 

This is an important finding in light of the absence of studies to incorporate measures of 

potential offending. Furthermore, the criminological literature has shown that areas with 

large numbers of arrests may have lower crime rates because arrests can act as a deterrent 

to crime. (Blumstein, Cohen, and Nagin 1978; Logan 1975; htarvell and Moody 1996; 

Sampson and Cohen 1988; Wilson and Borland 1978). 

As expected, the control variables are significant. Larger blocks are associated 

with increases in crime and prior victimization predicts current victimization rates. Also 

as expected the coefficient for the spatial lag is significant, demonstrating that the spatial 

lag model is appropriate for the data. The significance of the groupwise heterogeneity 
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variable “city” also indicates that the GHET procedure is necessary to capture any 

remaining spatial error. 

In general the findings from Table 10 support the hypotheses that social 

disorganization and opportunity as defined by routine activity theory influence crime. 

This finding is only one part of a multi-part study to examine how opportunity influences 

crime. The result of the instrumental variables regression (GHET) for summertime 

violent crime rates is shown in Table 11. The variables included in the model are the 

same as those in the school year model, with the exception of the exclusion of the bus 

stop count variable. Because the summer would not have youth congregating at school 

bus stops, this variable is not included in the model of summer time violence. The 

coefficients and their significance are generally similar to those in the model of school 

year violence. The effect of the place risk variables do no change very much between the 

two time periods. 

There are a few notable different between the model results. Housing density 

predicts violent crime during the summertime, but not during the school year. This makes 

intuitive sense in that the routines of youth are more neighborhood-oriented during the 

summer when youth are either working or engaged in leisure activities. However, to the 

contrary, Table 10 and 11 show that there is a significant effect of renter crowding on 

violent crime during the school year but not in the summer. Following that housing 

density is significant during the summer, may lead one to hypothesize that renter 

crowding, then, would also be an important variable during the summer. The R2 for each 
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model reveals that the school year model generally fits the data better than for the 

summertime model (.28 versus .25). 

Results of Regression Models Incorporating Time of Day 

Tables 12 through 17 show the results of the models that examine crime during 

different periods of the day and week. The models are morning school commute, 

afternoon school commute, school session, school night, curfe:w and weekend, 

respectively. Regression results for the morning school commute are shown in Table 12. 

The findings indicate that the presence of a youth hangout does not influence crime 

during the morning commute, though the presence of busy ret(ai1 establishments increases 

crime. Not surprisingly, retail busy establishments have a much smaller effect on 

morning crime than they do on crimes across the entire 24-hour period. Of the 

guardianship variables, only owner occupied, bus stop count, .African American, housing 

values and distance from a central city are significant. The number of youth arrests has a 

significant effect on violent crime, and the control variables remain significant. Table 13 

shows the results of the regression examining the after school period. As discussed in 

Chapter 111, it is hypothesized that youth hangouts and retail busy places would have a 

strong effect on violence. The findings support the hypothesis. The presence of a youth 

hangout increases the violent crime rate 63 percent and every iretail busy place increases 

violent crime 35 percent. The percentage of African Americans, female-headed 

households and housing values are all significant, as is the distance a block is from a city. 

The presence of motivated offenders as measured by youth arrests exhibits a stronger 
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relationship on violence during the after school commute period than during the morning 

commute. This finding is supported by routine activity theory, which states that periods 

of reduced supervision will have more crime. The after-school period is a time of day 

characterized by youth attending sports club or engaged in other leisure activities not 

necessarily with strong supervision. During the morning period, youth have a singular 

destination-school-a place and time where youth are requiired to go, unlike the after- 

school period. 

Table 14 shows the findings of the regression of school session violence on the 

independent variables. Youth hangouts and retail busy places both exhibit criminogenic 

effects, but neither effect is as strong as the effect of these establishments during the 

after-school period. Percentage of female-headed households is not significant, nor is 

median housing values; both influenced crime during the after school commute. With the 

exception of percentage owner-occupied none of the other housing variables is 

significant. Racially heterogeneous blocks have a small effect on crime, and, as in 

previous models, distance from the District of Columbia has an effect on crime. Youth 

arrests have a significant effect on crime, though, as expected, the effect is smaller than 

during the after-school commute. Tables 15 and 16 show the results of the regression 

analyses for models of school night crime and curfew hour cnlme, respectively. School 

night is defined as the period from 6 p.m. to 10 p.m. and the curfew period runs from 10 

p.m. to 6 a.m. Both of these periods are generally unsupervised periods, in particular for 

older youth whose parents allow them to go out without supervision. Prince George’s 

County has a nighttime curfew, so theoretically, the curfew period should be period that 
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does not exhibit high rates of crime (assuming youth commit the majority of violent 

crimes). Results for these two periods are very similar. Table 15 (school night) shows that 

both place risk variables (youth hangouts and busy places) have a significant effect on 

violent crime. With regard to guardianship, the significant variables are owner occupied, 

housing density, percent African American, female-headed households, housing value 

and distance from the District. Offender presence also has a strong influence on crime. 

Every ten additional arrests on a block results in a twenty percent increase in violent 

crime. Findings from the regression analyses on curfew time violent crime are similar to 

those during the school night. However, two social disorganization variables-female- 

headed households and housing values are no longer significant in the model of school 

curfew crime. The number of youth arrests has twice the effect during the earlier time 

period then during the curfew time period. This finding coincides with the expectation 

that there will be fewer youth available as potential offenders or targets during the curfew 

period. The results of the remaining model in the first set of models (base model, no 

school characteristics) are shown in Table 17. Not surprisingly, youth hangouts, as 

measured in this study, do not have a criminogenic effect during the weekend. Most of 

the youth hangouts are places where youth would congregate in larger concentrations 

after school as opposed to on weekends (e.g., recreation centers, private and parochial 

schools). Youth activity is more spread out during the weekends, as youth participate in 

any number of activities, including activities that bring them out of the study site. All 

social disorganization guardianship variables are associated with violent crime and 

offender presence is strongly associated with violent crime. 
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Results of Regression Models Examining Schools as Attractors 

The next group of models run is similar to the previous models, but include three 

variables that represent school characteristics. These variables block distance in miles to 

the closest school and two dummy variables that represent whether a block is close to a 

low resource school (“resource deprivation”) or a school whose average student 

characteristics have been linked to school disorder (“disorderly milieu”). Every block is 

assigned a school variable representing the name of the school that is the closest to the 

block. If a particular school scored a value of “1” for resource deprivation, all blocks that 

have been assigned that school receive the value of “1 .” The results of the regression 

analyses for these models are shown in Table 18 and 19. The number of busy retail places 

has a strong criminogenic effect during all time periods, but the effect is strongest during 

the evening, late at night and in the summer time. Youth hang,outs do not attract crime 

during the morning commute or on the weekends. The presence of a youth hangout has 

the greatest effect during the after-school period, supporting research hypothesis six. The 

effect of owner-occupancy is relatively stable over all time periods and bus stop count is 

highly significant in the models for which the variable is included. Renter housing and 

one-person households do not have a significant effect on crime in any of the time 

periods. Blocks that are racially heterogeneous are associated with violence during the 

school day, the weekend and the summertime, with the largest effect during the weekend. 

It is not clear what these findings indicate. Housing density influences crime only at 

night; the coefficient is marginally significant (1.178E-05; p=.03); 
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Offender presence is associated with violent crime in all time periods, but has the 

largest effect during the nighttime. The control variables are significant during all time 

periods. The lower section of the tables contains the coefficients for the school variables. 

Distance to the closest school has a significant effect on violent crime only during the 

school day. Essentially, during the day schools are generators of crime.4 An increase of 

one mile in the distance between a block and a school decreases violent crime rates by 

four percent. This finding is indicative of routine activity theory. Given that the majority 

of school age youth are in or near schools during the school day, i t  is highly likely that 

crime is higher in the blocks closest to the schools. Similarly, as youth disperse from 

school after school is over for the day, distance to school is 1e:ss likely to matter, as the 

findings suggest. However, according to the findings (column 2 in Table IS), blocks that 

are near schools that have high levels of resource deprivation have higher violent crime 

rates during the after-school period. On average, during the after-school period, blocks 

near a low resource schools have a violent crime rate that is ten percent higher than 

violent crime rates the on blocks near high resource schools. A relationship between 

school variables and violent crime was also found for the morning school commute. 

Areas near schools with a disorderly milieu (average characteristics of the student body) 

have a criminogenic effect. These areas experience violent crime rates that are 13 percent 

higher, on average than areas that are not closest to disorderly milieu schools. 

This statement is not meant to suggest causality. Basically, schools act as opportunity magnets. 4 
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As hypothesized, none of the school variables influences violent crime during 

time periods not related to the routines of attending school (i.e., the weekend, school 

night, curfew and summer). The spatial lag variable is significant in all models with the 

exception of the morning commute. 

Results of Regression Models Incorporating Interaction Effects 

The final group of models run contains interactions between social 

disorganization variables and routine activity variables. As discussed earlier, the 

interaction terms between the following variables are tested: housing values and number 

of retail busy places; distance to school and retail busy places; distance to school and the 

presence of a youth hangout, housing density and female-headed households; and female 

headed-households and youth arrests. Table 20 shows the regression results. Retail busy 

places are not at equal risk of violent crime across all blocks. Retail busy places are less 

likely to attract crime in blocks characterized by higher socio-economic status (as 

measured by housing values). Not surprisingly, this relationship is significant during all 

time periods except the morning school commute period. 

Loolung at the interactions involving distance to school, the direction of the 

observed effects for these interactions are not in the expected direction. During all time 

periods, except the school session/day, blocks with retail busy places have higher violent 

crime rates as distance from a school increases. In other words, schools do not add 

additional opportunity for crime to nearby blocks with a larger number of retail busy 
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places. However, it is interesting that the interaction effect is not significant during the 

time period when youth are in school and hence, occupied. 

The effect of the interaction between distance to school and the presence of a 

youth hangout is also not in the expected direction. For blocks with youth hangouts, 

every additional mile the block is from a school increases the violent crime rate 8 percent 

(sum of.456\-.342\-.336) during the school day. When the interaction terms are added to 

the school day crime model, the main effect of the presence of a youth hangout 

disappears (and the coefficient is negative). The same processes are at work during the 

curfew period, the weekend and the summer time. These findings run counter to the 

hypotheses that state that the degree to which schools act as attractors would be 

magnified in the presence of other land uses that provide opportunity for violence. The 

main effect of distance to school remains significant in the school day model and 

increases tenfold from the effect achieved when interactions are not included in the 

model. 

The product terms of housing density and percent of households that are female- 

headed are significant and in the expected direction in all models. In blocks with high 

housing density, the effect of high percentages of female-headed households on violence 

is intensified, supporting the hypothesis that physical features of the environment 

(density) interact with neighborhood structural constraints that reduce social guardianship 

(as measured by percentage of households headed by women). The relationship holds 

across all time periods. There is a reduction in the main effect of percent female-headed 

households, and the main effect of housing density becomes negative. Essentially, it is 
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within the context of large percentages of female-headed households that high housing 

density increases violence. High housing density not coupled with female-headed 

households is associated with decreases in the rate of violence. This may be that more 

crowded areas actually deter violence (more housing equates to more people which 

provided more guardianship) but high density areas comprised of female-headed 

households reduces guardianship in that there are more youth and less adults. Another 

interesting finding is associated with interactions involving the percentage of households 

that are headed by females. The interaction between youth arrests and female-headed 

households has a negative effect, although a very small effect, on crime. The main effects 

of youth arrests and female-headed households remain positive. Examining the 

coefficients in the full model indicates that including the interaction barely changes the 

relationship (sum of .007\.05 l\-.OOO; summer model). A discussion of this finding, as 

well as all findings from all regression models, is provided in the next, and final chapter. 

Unique Variance Explained by Variable Clusters 

To examine the relative importance of the variable clusters, commonality analysis 

was performed. When independent variables are uncorrelated, a simple index of the 

importance of the variables is the zero order correlations of each independent variable 

and the dependent variable (Cohen and Cohen 1983). With regard to the independent 

variables used in this study, the variables are correlated, and hence, one cannot examine 

the zero order correlations. Instead, this analysis tests the increment in R2 as variables are 

added to the equation. Proc GLM in SAS was used to obtain the Type I11 sum of squares 
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for each independent variable. The estimates of coefficients the error terms derived from 

the SAS GLM models were very similar to the instrumental variables spatial lag model 

results of Spacestat. SAS was used because Spacestat does not automatically compute 

the Type I11 sums of squares for each variable. In addition, the psuedo R2 obtained in 

Spacestat is not appropriate for deriving unique variances. With regard to the Proc GLM 

output, the Type I11 sums of squares can be divided by the total sum of squares to derive 

the proportion of variance in the dependent variable uniquely attributed to each 

independent variable. 

Table 21 shows the unique variance explained with regard to the violent crime 

rate for each variable in the school session model (interactions not included), as well as 

the total unique variance explained for each cluster of variables. The unique variance 

explained is less than one percent for all variable clusters with the exception of the 

routine activity variables (1.8 percent). The routine activity v;sriables are more strongly 

associated with violent crime than are the social disorganization variables. The school- 

related place risk variables have less of an impact on violent crime than the other clusters 

of variables. Only 2 percent (1.79 + 0.1 1 + 0.09 + 0.04) of the variance can be uniquely 

attributable to one or the other of the four sets of variables, out of a total of 23 percent. 

This implies that much of the remaining variance (20 percent) is shared by the blocks of 

variables andor can be attributed to the control variables and spatial lag (4 percent is 

uniquely attributable to the control variables (block size, prior victimization), 
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Table 9. Instrumental Variables Regression of the Log of Violent Crime 
Rates on Place Risk, Guardianship and Offender Presence, School Year, 

2000 
Variables Base Model-School Year 
Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- Routine Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density 
Guardianship-Social Disorganization 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 
Median Value Owner Housing" 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
Cons tan t 

I. 

R2 
sq. Corr. 
Lagrange Multiplier (error) 

0.507" 
0.572** 

-0.006" * 
-0.003 
0.035 * * 
0.007" * * 
0.002 

0.009" ** 
0.700* * * 
0.006 

-0.003" ** 
-0.05 1 *** 

0.021 *** 

1.230""" 
0.019*** 

0.485*** 

0.28 
0.28 
9.681"" 

-1.560""" 

-0.549" 

N '7 334 .OOO 
* ~ ~ 0 . 0 5 ;  **p < 0.01; ***p<O.OOl. 
i Coefficients for variable have been multiplied by 1,000. 
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Table 10. Instrumental Variables Regression with GHET of the Log of 
Violent Crime Rates on Place Risk, Guardianship and Offender Presence, 

School Year, 2000 
Variables 
Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- Routine Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density' 
Guardianship-Social Disorganization 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 
Median Value Owner Housing' 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
Con stan t 
East Side 
West Side 
R2 
sq. c o n .  
N 

Base Model-School Year 

0.534""" 
0.577"" 

-0.006"" 
-0.003 
0.034** 
0.007* * 
0.002 

0.009" * * 
0.721*** 
0.007 * * 

-0.003 * * * 
-0.052""" 

0.022*** 

1.213*** 
0.0 19" ** 

-1.524""" 
0.473 * ** 

6.27 1 *** 
7.663" * * 
0.28 
0.28 

-0.6 1 8** 

7 3 34 .OOO 
* p<0.05; **p < 0.01; ***p<O.OOl. 
'Coefficients for variable have been multiplied by 1,000. 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.
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Table 11. Instrumental Variables Regression with GHET of the Log of 
Violent Crime Rates on Place Risk, Guardianship and Offender Presence, 

Summer, 2000 
Variables Base Model-Summer 
Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- Routine Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density' 
Guardianship-Social Disorganization 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 
Median Value Owner Housing' 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
Constant 
East Side 
West Side 

J .  

R2 
sq. c o n .  

0.506** 
0.482*** 

-0.007*** 
-0.000 
0.005 

0.006 
-----_ 

0.006" * * 
0.313"" 
0.01 1 ** 

-0.001** 
-0.024" * 

0.017*** 

0.904" * * 
0.027*** 

0.307*** 

3.508*** 
5.287*** 
0.25 
0.24 

-0.74 1 ** 

-2.153*** 

N-  73 34.000 
* p<0.05; **p < 0.01; ***p<O.OOl. 
'Coefficients as shown for variable have been multiplied by 1,000, 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.
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Table 12. Instrumental Variables Regression with GHET of the Log of 
Violent Crime Rates on Place Risk, Guardianship and Offender Presence, 

A.M. Commute, 2000 
Variables A.M. Commute 
Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- Routine Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count (morning count) 
Housing Density' 
Guardianship-Social Disorganization 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 
Median Value Owner Housing' 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
Constant 
East Side 
West Side 
R2 
sq. Corr. 

0.167 
0.081 *** 

-0.002" * 
0.001 
0.007 
0.012*** 
0.002 

0.002'" * * 
0.048 
0.002 

-0.001 ** 
-0.0 17** 

0.006" * 

0.268""" 
0.025*** 

-0.247" 
0.147"" 

-3.473""" 
1.137*** 
2.505 * * * 
0.19 
0.19 

N 7334 
* p<0.05; **p < 0.01; ***p<O.OOl. 
'Coefficients for variable have been multiplied by 1,000. 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.
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Table 13. Instrumental Variables Regression with GHET of the Log of 
Violent Crime Rates on Place Risk, Guardianship and 

Offender Presence, P.M. Commute, 2000 
Variables P.M. Commute 
Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- Routine Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count (After school count) 
Housing Density' 
Guardianship-Social Disorganization 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 
Median Value Owner Housing-'. 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
Constant 
East Side 
West Side 
R2 
sq. Corr. 

0.634"" 
0.351*** 

-0.004" * * 
-0.001 
0.009 
0.017*** 

-0.003 

0.004" * * 
0.139 
0.008"" 

-0.00 1 ** 
-0.028* ** 

0.020" * * 

0.466*** 
0.025*** 

0.284""" 
-2.343*** 
2.464""" 
4.553""" 
0.23 
0.23 

-0.656*** 

7334.000 N 
* p<0.05; **p < 0.01; "**p<O.O01. 
'Coefficients for variable have been multiplied by 1,000. 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.
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Table 14. Instrumental Variables Regression with GHET of the Log of 
Violent Crime Rates on Place Risk, Guardianship and 

Offender Presence, School Session, 2000 
Variables School Session 
Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- Routine Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density' 
Guardianship-Social Disorganization 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 
Median Value Owner Housing' 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
Constant 
East Side 
West Side 
R2 
sq. c o n .  

0.51 I** 
0.247" * * 

-0.004* * * 
-0.001 
-0.001 

-0.004 
--- 

0.002** 
0.165"" 
0.003 

-0.0002 
-0.020" ** 

0.009" * * 

0.457""" 
0.029* * * 

0.149"" 

1.629""" 
3.004" * * 
0.23 
0.22 

-0.336** 

-3.3 1 O* ** 

N 73 34 .OOO 
* p<0.05; **p < 0.01; ***p<O.OOl. 
Coefficients for variable have been multiplied by 1,000, 1- 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.
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Table 15. Instrumental Variables Regression with GHET of the Log of 
Violent Crime Rates on Place Risk, Guardianship and 

Offender Presence, School Night, 2000 
V ari ab1 es School Night 
Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- Routine Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density 
Guardianship-Social Disorganization 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 
Median Value Owner Housing' 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
Con s t an t 
East Side 
West Side 

i. 

R2 
sq. Corr. 

0.407 ** 
0.389*** 

-0.005"** 
-0.002 
-0.009 

_ _ _  
0.012" 

0.005*** 
0.163 
0,007"" 

-0.001"" 
-0.0 17 ** 

0.022" * * 

0.625*** 
0.025 ** * 

0.308*** 

2.692*"* 
4.49 1 * * * 
0.24 
0.24 

-0.724""" 

-2.332""" 

N-  7 3 34 .OOO 
* ~ ~ 0 . 0 5 ;  **p < 0.01; ***p<O.OOl. 
Coefficients for variable have been multiplied by 1,000. 7' 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.
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Table 16. Instrumental Variables Regression with GHET of the Log of 
Violent Crime Rates on Place Risk, Guardianship and Offender Presence, 

Curfew, 2000 
Variables Curfew 

- 

Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- Routine Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density' 
Guardianship-Social Disorganization 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 
Median Value Owner Housing' 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
Cons tan t 
East Side 
West Side 
R2 
sq. Corr. 
N 

0.37 1 ** 
0.401 *** 

-0.009**" 
0.000 
0.007 

0.006*"* 
0.154 
0.002 

-0.0004 
-0.027" * * 

0.012*** 

0.707** * 
0.029""" 

0.303"" * 

2.336""" 
4.45 8" * * 
0.27 
0.26 

-0.797""" 

-2.182""" 

7 334 .OOO 
* p<0.05; **p < 0.01; ***p<O.OOl. 
Coefficients for variable have been multiplied by 1,000. .I_ 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.
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Table 17. Instrumental Variables Regression with GHET of the Log of 
Violent Crime Rates on Place Risk, Guardianship and Offender Presence, 

Weekend, 2000 
Variables Weekend 
Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- Routine Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 

Guardianship-Social Disorganization 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 
Median Value Owner Housing' 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
Cons tan t 
East Side 
West Side 

Housing Density t 

R2 
sq. Corr. 

0.222 
0.511""" 

-0.008** * 
-0.001 
0.019 

0.006 
--- 

0.005 * ** 
0.394" * 
0.009 * * 

-0.002**" 
-0.033 * * * 

0.019""" 

0.833""" 
0.026""" 

0.308""" 

3.726*** 
5.860""" 
0.25 
0.24 

-1.356""" 

-1.607""" 

N 7 334.000 
* p<o.os; ""p < 0.01; ***p<0.001. 
'Coefficients for variable have been multiplied by 1,000. 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.
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Table 18. Instrumental Variables Regression with GHET of the Log of Violent 
Crime Rates on Place Risk, Guardianship, Offender Presence, and School 

Characteristics by School Commute, School Session and School Night, 2000 
AM PM School School 
Commute Commute Session Night Variables 

Place Risk 
Presence of Youth Hangout 
Number of Retail Places 
Guardianship- Routine 
Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density' 
Guardianship-Social Disorg. 
Pct. African Americans 
Racial Heterogeneity 
Pct. Fem-Headed Hsholds. 
Med. Value Housing'' 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
School Variables 
Distance to Closest School 
Resource Deprivation 
Disorderly Milieu 
Constant 
East Side 
West Side 
R' 
sq. Corr. 

0.164 
0.079*** 

-0.003** 
0.001 
0.007 
0.012*** 
0.002 

0.002**" 
0.073 
0.002 

-0.001 * 
-0.014** 

0.006* * * 

0.268*** 
0.025*** 

0.087 

-0.01 1 
0.04 1 
0.129** 

1.135*** 
2.501*** 
0.19 
0.19 

-0.268** 

-3.728""" 

0.629** 
0.349*** 

-0.005 * * * 
-0.001 
0.009 
0.017*** 

-0.000 

0.004 * * * 
0.176 
0.008"" 

-0.002*** 
-0.025 * * 

0.019*** 

0.468*** 
0.025 *** 

0.272*** 

-0.020 
0.098* 
0.043 

2.460** * 
4.550""" 
0.23 
0.23 

-0.665 * * * 

-2.390""" 

0.505** 0.409* 
0.243*** 0.389*** 

-0.004* * * 
-0.000 -0.002 
-0.001 0.009 

-0.000 0.0 12* 

-0.005 * * * 

--- --- 

0.003*** 0.004 * * * 
0.185* 0.171 
0.003 0.007** 

-0.000 -0.00 1 * 
-0.01 1 -0.014 

0.009"" * 0.022** * 

0.463*** 0.626*** 
0.029" * * 0.025*** 

0.140** 0.298*** 
-.0320* -0.742*** 

-0.035 ** 
0.040 
0.042 

-3.377*** 
1.625*** 
3.003 *** 
0.23 
0.22 

-0.002 
-0.019 
0.095 

-2.283* ** 
2.696 * * * 
4.487*** 
0.24 
0.24 

N 7 334.000 7334.000 7334 .OOO 7334.000 
* p<0.05; **p < 0.01; ***p<O.OOl. 
'Coefficients for variable have been multiplied by 1,000. 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.
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Table 19. Instrumental Variables Regression with GHET of the Log of 
Violent Crime Rates on Place Risk, Guardianship, Offender Presence, and 

School Characteristics by Curfew, Weekend and Summer, 2000 
Variables Curfew Weekend Summer 

Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- RA 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density' 
Guardianship-Social Disorg. 
Pct. African Americans 
Racial Heterogeneity 
Pct. Fem. Headed Households 
Median Value Owner Housing ' 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 

School Variables 
Distance to Closest School 
Resource 
Disorderly Milieu 
Constant 
East Side 
West Side 
R2 
sq. Corr. 
N 

0.371*** 
0.401*** 

-0.009* * * 
0.000 
0.007 

0.012* 

0.005 ** * 
0.181 
0.002 

-0.001 
-0.029""" 

0.012*** 

0.704*** 
0.029** * 

0.281 *** 

--- 

-0.827*** 

0.003 
0.057 
0.086 

2.333*** 
4.456*** 
0.27 
0.26 

-2.251*** 

0.225 0.505 * * 
0.512*** 0.481*** 

-0.008 * * * 
-0.00 1 -0.000 
0.019 0.005 

0.006 0.005 

-0.007 * * * 

--- _ _ _  

0.005 * * * 0.006" * * 
0.421** 0.318** 
0.009** 0.01 l*** 

-o.ooo* * * -o.ooo* * 
-0.03'7*** -0.020" 

0.0 1'3*** 0.0 16*** 

0.82'7*** 0.906*** 
0.026*** 0.027*** 

0.28'7*** 0.310*** 
-1.40 1 *** -0.740*** 

0.013 
0.040 
0.120 

-1.66 1 *** 
3.7 2 3 * * * 
5.85 6* * * 
0.25 
0.25 

-0.010 
0.002 
0.023 

-2.155*** 
3.509** * 
5.286**** 
0.25 
0.24 

7334.000 7334 .OOO 7334.000 _ .  

* p<0.05; **p < 0.01; ***p<O.001. 
' Coefficients for variable have been multiplied by 1,000. 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.
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Table 20. Instrumental Variables Regression with GHET of the Log of Violent Crime 
Rates on Place Risk, Guardianship, and Offender Presence with Interaction Terms, 

by Time of Day, 2000 - 
AM PM School School 

Night Variables 

Place Risk 
Commute Commute Session 

Presence of Youth Hangout 
Number of Busy Places 
Guardianship- FU 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density' 
Guardianship-Social Dis. 
Pct. African Americans 
Racial Heterogeneity 
Pct. Fern-Headed Hholds. 

t Med Value Housing 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
School Variables 
Distance to Closest School 
Resource Deprivation 
Disorderly Milieu 
Interactions 
Hous. Value*Retail Busyi 
Busy Places*Dist. School 
Hangout*Dist. School 
House Dens*Fem-Headed' 
Yth Arrests*Fem-Headed 
Constant 
East Side 
West Side 
Multicollinearity Cond. No. 
R? 
sq. con.  
N 

-0.036 
0.324* * * 

- 0.004 * * * 
-0.000 
-0.001 

-0.0420*** 

0.002* * * 
0.190"" 
-0.001 
-0.000 
-0.012* 

0.029""" 

0.4 16* * * 
0.03 1 *** 

0.118*** 

- -_ 

-0.333* 

-0.336"" 
0.037 
0.036 

-0.001*** 
0.0 15 
0.45 6* * * 
0.003 *** 
-0.00 1 * * * 
-3.467 
1!.598*** 
z! .67 6 * * * 
2!4.9 
.23 
.23 
73 34.000 

0.262 
0.247*** 

-0.005*** 
-0.002 
0.009 

-0.034*** 
--- 

0.004 * * * 
0.160 
0.004 
-0.001 * 
-0.0 12 

0.057*** 

0.514*** 
0.029 * * * 

0.292*** 
-0.727*** 

-0.009 
-0.035 
0.090 

-0.001** 
0.232*** 
0.207 
0.004 * * * 
-0.002" * * 
-2.444" * * 
2.649* * * 
4.412""" 
24.9 
.25 
.25 

0.342 
-0.007 

-0.005 ** 
0.001 
0.006 
0.007 * * * 
-0.0 19" * 

0.002 * * * 
0.079 
-0.001 
-0.00 1 * 
-0.013" 

0.016*** 

0.230*** 
0.026"""" 

0.1 13*** 
-0.261* 

-0.013 
0.034 
0.122** 

-0.000 
0.086** 
-0.109 
0.002* * * 
-0.00 1 * * * 
-3.673** * 
1.127""" 
2.493*** 
24.9 
.19 
.19 

0.423 
0.273*** 

-0.004* * * 
-0.000 
0.009 
0.016*** 
-0.044* * * 

0.004* * * 
0.162 
0.005 
-0.00 1 ** 
-0.237** 

0.054*** 

0.379*** 
0.028*** 

0.27 1 * ** 
-0.65 1 *** 

-0.023 
0.084 
0.33 1 

-0.00 1 * * 
0.148*** 
0.216 
0.003 * * * 
-0.002* * * 
-2.430""" 
2.4 15*** 
4.493*** 
24.9 
.24 
.24 

73 34 .OOO 73 34.000 _ .  73 34 .OOO 
* p<0.05; **p < 0.01; ***p<O.OOl; 'Coefficients for variable have been multiplied by 1,000. 
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expressed are those of the author(s) and do not necessarily reflect the official
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Table 20--Continued 
Variables Curfew Weekend Summer 
Place Risk 
Presence of Youth Hangout 
Number of Busy Retail Places 
Guardianship- Routine Activity 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density ' 
Guardianship-Social Disorg. 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 

1- Median Value Owner Housing 
Distance from City 
Offender Presence 
Youth Arrests 
Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 
School Variables 
Distance to Closest School 
Resource Deprivation 
Disorderly Milieu 
Interactions 
Housing Value*Retail Busy' 
Busy Places*Dist. School 
Hangout*Dist. School 
Housing Dens*Fem-Headed 
Youth Arrests *Fern-Headed 
Constant 
East Side 
West Side 
Multicollinearity Cond. No. 
R? 
sq. Corr. 

I 

i- 

0.015 
0.268*** 

-0.008*** 
0.001 
0.008 
_-- 

-0.033 *** 

0.005 *** 
0.185 
-0.002 
-0.000 
-0.027"" 

0.04 1 * * * 

0.5 90" * * 
0.03 1 * * * 

0.27 1 *** 
-0.8 15 *** 

-0.005 
0.047 
0.088 

-0.001** 
0.267*** 
0.393** 
0.004 * * * 
-0.001*** 
-2.327"" * 
2.25 8** * 
4.399*** 
24.9 
.28 
.28 

-0.144 
0.361 *** 

-o.ooo*** 
-0.001 
0.019" 
--- 
-0.048 * *' * 

0.004** * 
0.41 1** * 
0.0042 
-0.002** * 
-0.036*'* 

0.059**'k 

0.69 1 * *:k 
0.029**'$ 

0.263**'k 

0.004 
0.234 
0.123* 

-0.00 1 * * 
0.287""" 
0.426" 
0.004**1' 
-0.002" * * 
-1.776*** 
3.609* * *' 
5.77 1 ***: 
24.9 
.26 
.26 
73 34.000 

-1.383*** 

-0.089 
0.332* * * 

-0.006* * * 
0.0002 
0.005 
--_ 

-0.043 * * * 

0.006* ** 
0.313** 
0.007* 
-0.001 * 
-0.175" 

0.05 1*** 

0.766*** 
0.030*** 

0.307*** 

-0.02 1 
-0.01 1 
0.020 

-0.001*** 
0.301 *** 
0.650*** 
0.004* * * 
-o.ooo*** 
-2.2 13 *** 
3.445 
5.190 
24.9 
.26 
.26 
7334.000 

-0.727*** 

'Coefficients for variable have been multiplied by 1,000, 
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Table 21. Unique Variance Explained (Pct.) 
Variable Cluster 
Place Risk/Routine Activity Variables 
Presence of Youth Hangout 
Number of Busy Retail Places 
Pct. Owner-Occupied 
Pct. One-Person Households 
Pct. Renter Crowding 
Bus Stop Count 
Housing Density 
Total-Routine Activity 

Social Disorganization 
Pct. African Americans 
Racial Heterogeneity 
Pct. Female Headed Households 
Median Value Owner Housing 
Distance from City 
Total-Social Disorganization 

Offender Presence 
Youth Arrests 
Total-Offender Presence 

School Place Risk 
Distance to Closest School 
Resource Deprivation 
Disorderly Milieu 
Total-School Place Risk 

Control Variables 
Block Size 
Prior Victimization 
Zero Population 
Spatial Lag 

School Session Model 
Variance Explained 

0.06% 
1.11 
0.23 
0.00 
0.00 
0.45 
0.00 
1.79 % 

0.01% 
0.02 
0.01 
0.01 
0.06 
0.11 % 

0.09% 
0.09 % 

0.03% 
0.004 
0.001 
0.04 % 

0.35% 
3.60 
0.07 
0.01 

Total R2 0.23 

N 5'334.000 
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CHAPTER VI 

DISCUSSION AND CONCLUSION 

This study is designed to elaborate understanding of the role of attractors in 

generating block-level violence rates. The study examines schools, using opportunity 

theories and social disorganization theory to identify attributes of blocks and other crime 

generators found on blocks, such as youth hangouts and food and retail establishments, 

that provide the opportunity for crime. The study introduces distance from schools to 

blocks to provide a more precise measure of the opportunity afforded by crime 

generators, and adds time of day and week to further refine the assessment of the effects 

of crime generators. The effects of the ebb and flow of youth from schools past blocks 

will vary in time and distance from schools. This variability permits the assessment of the 

effects of attractors more precisely than in previous work. The study hypothesizes that 

violent crime will be inversely related to distance from school and occur only during time 

periods associated with the presence of large numbers of youth. 

Routine activity theory posits that large urban schools act as magnets for youth. 

As the number of youth present increases, so too, does the opportunity for violence. 

Essentially, more youth equals more targets and more opportunity to turn potential 

offenders into actual offenders. Routine activity theory also suggests that certain school 

environments or settings will generate more opportunity for violence than other settings. 

Schools that are low on resources will be more likely to have less adequate supervision of 
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youth, providing more opportunity for crime. Schools with reduced capacity to supervise 

or guard students from potential offenders create additional opportunities for offending. 

Variables representing three main constructs derived from routine activity theory, 

defensible space theory and social disorganization theory are used to evaluate models 

predicting violent crime rates. The variables representing these constructs, physical place 

risk, guardianship and potential offenders, are hypothesized to explain variations in 

violence depending on the daily routines of youth. If the hypothesized patterns are not 

observed, one must question the effects of attractors in generating violence. In addition, 

the study permits the disaggregation of crime opportunity effects into the appropriate 

opportunity theory, i.e., routine activity or social disorganization, at the same time 

exploring theoretical integration. 

The findings provide support for the relationship between physical place risk, 

guardianship and the presence of motivated offenders. The first set of models indicate 

that almost all variables examined are related to violence at thle block level. However, 

some of the guardianship variables do not have an effect on violence during times of the 

day when youth are in school or on their way to and from school (housing density, renter 

crowding and housing value). In general, renter crowding and percentage of one-person 

households are not good predictors of violent crime. It may be that one-person 

households do not adequately measure the provision of guardianship. These households 

may not be worlung households (could possible be retired older individuals), and 

therefore the individuals would be more likely to provide some capacity for place 

guardianship. Overall, the findings regarding the neighborhood context variables (i.e., the 
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social disorganization variables) indicate that the flow of youth away from their homes to 

school overshadows the effects of neighborhood context on violence. Female-headed 

households and housing values do not influence crime during the school day, but have a 

significant impact on violence rates after youth leave school for the day. Similarly, the 

effect of racial heterogeneity on violent crime is very small and generally stable (and in 

some models non-significant) Monday through Friday but the effect doubles during the 

weekend. Another social disorganization variable exhibits the: largest effect during the 

weekend-distance from central city. These findings suggest that weekend routine 

activities may bring about very different types of opportunity for violent crime. With 

regard to racial heterogeneity, future research examining neighborhood effects on crime 

can benefit by incorporating a time dimension or by examining in more detail the 

processes that bring victims and offenders together. 

The second set of research hypotheses assert that schools-the simple presence of 

schools-act as generators of crime during the times of day associated with youth 

attending school. The findings suggest that the presence of schools, as measured by 

distance between a block and a school, are generators of crime during the period of time 

when youth are in school: 10 a.m. through 2 p.m., Mondays through Fridays. Distance to 

school did not have an effect on crime during the after school period. This lack of 

significance in the after-school period suggests that there may be no great concentration 

of youth nearby schools between 2 p.m. and 6 p.m. Youth are more likely to disperse 

from schools quickly, moving to their next destination. As the findings indicate, their 

next destination is likely to be a place such as a mall or recreation center-somewhere to 
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hang out with friends after school. It is possible that the models would have shown an 

effect in the after-school period if the models examined a reduced after-school period to 

represent the hours immediately after school-such as 2 p.m. to 4 p.m. Regardless, the 

findings support routine activity theory. 

When school characteristics are included in the models, the findings suggest that 

schools that lack order and schools characterized by resource deprivation are generators 

of violence during the school commuting period. More specifically, resource-deprived 

schools exhibit an influence on violence after-school, and schools whose student 

population, on average, has characteristics associated with sc1ioo1 disorder and crime, 

influence violence during the morning commute. The findings suggest that as youth 

disperse from resource-deprived schools, they may do so in a disorderly fashion, and this 

disorder spills over into the communities in which those scho'ols are situated (resource 

deprivation would lead to low supervision and more likelihood of disorderly after-school 

period). An alternative hypothesis is that because low resource schools are often situated 

in low resource communities, the resource deprivation variable is simply capturing a 

neighborhood effect not measured by other variables in the model. It is not clear why the 

two school characteristic variables-resource deprivation and disorderly milieu-exhibit 

effects in different time periods. It may be that differences in timing of the effects are 

related to the differences that are associated with how youth flow into schools in the 

morning and exit schools in the afternoon. In the morning, youth are more concentrated 

into the areas where schools are situated, since the majority of all middle school- and 

high school-aged youth age youth are flowing into the 45 schools in the study site. 
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During the after-school period, youth are exiting at different times and to many hundreds 

of different places. In the morning, school characterized by a disorderly milieu may have 

less control over the large number of youth that need adequate supervision, therefore, the 

characteristics of the students themselves may play a part in creating sufficient 

opportunity for violent crime to occur. During the after-school period, there will be lower 

concentrations of these youth as youth disperse to different places and at different times. 

However, regardless of the disorderly milieu, schools deprived of resources may not be 

able to adequately supervise students as they are released into the community. Future 

research could examine additional characteristics of schools tlo assist in determining the 

different processes operating during the morning school commute and after-school 

period. 

The findings from the models that incorporate interaction effects provide only 

limited support for hypotheses that some routine activity variables are conditional on 

neighborhood structural constraints. Two of the three interactions that examined the 

product of a routine activity variable and a social disorganization variable were 

significant in the expected direction. Areas characterized by higher housing values 

diminish the strong effect that retail busy places have on violence. The density of housing 

influences violent crime rates in those areas with high percentages of female-headed 

households. The main effect of housing density becomes negative, signifying that the 

effects of housing density on crime may be the result of complex interaction of a number 

of land use and neighborhood structural variables. Research on violent places could 

benefit from studies examining housing density in more detail. Also of interest is the 
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finding that the positive relationship found between violence and the number of youth 

arrests is conditional percentages of female-headed households. Female-headed 

households exhibit a negative impact on the relationship. Blocks with high percentages of 

female-headed households and large numbers of youth arrests have a somewhat lower 

rate of violence. It appears that arrests may be somewhat of a deterrent in areas generally 

associated with lower socio-economic status. Perhaps the youth arrested in these areas are 

being detained longer or have been incarcerated. This finding is consistent with the 

literature establishing a negative relationship between arrest and crime. 

The literature examining places has focused on interactions effects in hope of 

advancing theoretical integration of routine activity theory and social disorganization 

theory. The results of this study partially support this integration. Previous research that 

did not find support for integration may have used a level of geography, such as the block 

group or census tract, which was too large to provide sufficient variation to examine 

context. Spatial heterogeneity can cause problems in studies ulsing large areas. For 

example, heterogeneity may exist in a residential census tract where the tract is actually 

comprised of one block group that is residential and one block group that is a park. The 

tract would be classified as residential, ignoring the differential opportunity afforded by 

parkland. Others have used the now classic example of a tract that is classified as racially 

heterogeneous when in fact residents of one side of the tract are all African American and 

residents of the other part of the tract are white (Smith, Frazee and Davision 2000). The 

future of research on places could be advanced by examination of interaction effects, 

whether using a multi-level approach or the approach used in i.his study. This problem of 

This document is a research report submitted to the U.S. Department of Justice.
This report has not been published by the Department. Opinions or points of view
expressed are those of the author(s) and do not necessarily reflect the official
position or policies of the U.S. Department of Justice.



117 

within unit heterogeneity can result in  attenuation of effects and further confound 

interpretations of model variables. 

The results of this study are limited by the data availa.ble. The study examined 

violent crime rates in a domain specific model relating to the daily routines of youth, 

using violent victimizations reported to the police as the dependent variable. The study 

makes the assumption that much of the violence committed i s  committed by youth. This 

assumption cannot be examined explicitly given the data at hand. Information about the 

offender is not known in this study. The dependent variable includes victimizations of all 

ages. Limiting the victimizations to include only youth victims would limit the study to 

only explaining crime against youth. Past research indicates that youth are committing 

crimes against individuals not in their age group (Gouvis, Johnson and Roth 1997; 

Gouvis et al. 1999). In additjon, the data are limited in that crime is likely to be 

underreported, given the reliance on crime reported to the police. Crime may be more 

underreported near schools. 

With regard to understanding the crime-generating characteristics of schools, this 

study is somewhat limited in that aggregate data on individual schools, beyond what was 

used for this study, is difficult to collect. The school variables were used to develop two 

constructs representing school climate. The school system in i.he study site was resistant 

to outside research at a time when the school district was in great flux with the start of a 

new school administrator, budget cuts, and new busing practices. New busing practices 

do not affect the study or data collected. Data were collected through 2001. New busing 

practices did not begin until the fall of 2002.Future studies could include additional 
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variables that characterize specific management practices of !jchools (e.g., the extent of 

disciplinary actions, class room sizes, etc.) or that aggregate :survey data from students on 

school attitudes and atmosphere. With additional school-level data, methods such as two- 

or three level modeling could be used to examine with more precision variations in rates 

of violence. The current study relies on dummy variables to indicate whether a block is 

near a low resource or disorderly milieu school. 

The limited development of software to analyze spatial econometric models of a 

phenomenon such as crime, which exhibits non-normal distributions across small 

geographic areas, confines the opportunity to explore alternative models to analyze the 

data in this study. Instrumental variables regression models incorporating spatial lag in 

the presence of a large number of blocks with no crimes may lead to inefficient 

coefficient estimates. Hence, the models used in this study may underestimate significant 

effects. Software tools to handle this type of problem are currently in development 

(Anselin, 2002). 

Implications of Current Study 

The research findings suggest that adequate supervision of youth during 

vulnerable times and in vulnerable places is critical to public safety. The ebb and flow of 

youth going about their daily routines coincides with levels of violence. Individuals are 

vulnerable to violence during times when the flow of youth is highly concentrated. Areas 

where large numbers of youth come together to wait for the school bus are particularly 

vulnerable, as evidenced by findings demonstrating that violence rates increase roughly 

seven percent with every ten youth. More specifically, in the after-school period, 
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crowded bus stops generate even more crime-an additional ten youth raise violence 

rates almost twenty percent. 

In addition, places where youth patronize as part of their daily activities-places 

such as malls and movie theaters and recreation centers-are risky places after school 

and into the late night period on school nights. The findings indicate that although it is 

likely for youth to patronize these places during weekends, it is the times of day that are 

most likely to witness the greatest concentration of youth that experience the highest rates 

of violence. Rates of violence were highest in the after-school period in places that have 

youth hangouts. As the afternoon passes into the evening and late night, rates of violence 

decrease in blocks that have youth hangouts. Supervision, whether it is increased police 

surveillance, parental oversight or other adults acting as capable guardians (e.g., 

recreation center staff, security at malls) may be important in limiting opportunities for 

violence. 

It seems obvious that a study examining vulnerable time periods will conclude 

that increased police supervision during high crime times is warranted. The findings of 

this study warrant more than simply increased police presence as youth leave school. The 

findings suggest that policing practice could benefit by following the flow of youth 

across different time periods of the day and week in conjunction with recognition that 

certain school climates may impact violence far into the communities as youth leave 

school and disperse to their next activities. 

Furthermore, the implications of this study go beyond simply addressing schools 

as generators of crime. Techniques and statistical models used! in this study can be 
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applied to studies examining placement of other institutions and establishments such as 

halfway houses, community and recreating centers or police substations. The field is open 

for studies examining characteristics of establishments that act as crime attractors and 

generators, or crime buffers. Police crime analysts currently using advanced techniques 

for hotspot mapping could benefit by going beyond hotspot analyses to incorporate 

aggregate data models on small areas. The data used in this study are often readily 

available to police in large urban jurisdictions. Even without Ithe use of advanced 

methods, time of day should factor into the analytical techniques used by police 

departments and researchers examining crime in small places. 

With regard to specific times, police supervision is neleded in blocks near schools 

during the school day (10 a.m. to 2 p.m.), as evidenced by findings that a block’s distance 

from a school has a significant impact on violence during the time when it is assumed 

that youth are in the classroom. Given the probability that crime on or near school 

campuses will be under-reported (Le., crime may be reported to school authorities and not 

to the police) the finding that distance to school matters during the school day is strihng. 

School policies on truancy (slupping classes or arriving late and leaving early) and lunch- 

time schedules and activities should be re-examined. 

School settings must also be examined more closely to determine additional 

methods to diminish opportunities for offending. The study suggests that schools that 

lack resources could be contributing to opportunities for violence by not providing 

adequate supervision after school. Past research on school disorder concurs with these 

findings. Schools that are successful in general management functions, such as resource 
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allocation, experience less crime (Gottfredson and Gottfredson 1985; Gottredson, Wilson, 

and Najaka 2002). These well-managed schools create environments where school staff 

interact with students, and in turn, boost informal social control. 

If schools are influencing rates of crime, schools can have a larger role in 

preventing crime not only in the immediate vicinity of schools, but also farther away 

from schools into the community. Recent research evaluating school crime prevention 

and intervention programs shows hope for programs that aim to bolster pro-social norms 

and integrate a strong sense of social organization into school life (Gottfredson, Wilson, 

and Najaka, 2002). Given the current study’s findings that disorderly milieus and 

resource deprivation of schools may be related to community violence, school prevention 

and intervention programs that are effective in reducing violence in schools could have 

great potential for reducing community crime during the school commute period and in 

the early evenings. The modest federal spending on crime prevention in schools should 

be re-evaluated, particular in light of findings indicating that school-based prevention is 

more cost effective than other programs such as child home visits, parent training, and 

intensive supervision of justice system-involved youth (Greenwood et al., 1996). 

With regard to research, studies examining violence in places should continue to 

examine interaction effects in hope of uncovering further insight into how opportunity is 

created by different land use characteristics in conjunction with neighborhood factors 

such as poverty. The finding that high housing density (housing per square mile) provides 

more opportunity for violence in neighborhoods characterized by larger percentages of 

female-headed households, but the main effect of housing density becomes negative, has 
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implications for policymakers and local government officials with regard to zoning, 

housing construction, and land use development. Furthermore, understanding these 

neighborhood processes will assist research seelung to understand the dynamics of 

neighborhood informal social control. As sociologists and co.mmunity practitioners 

continue efforts to uncover methods to inform the development of neighborhood social 

control, research examining the micro-level conditions of neighborhoods that support and 

deter violence will be essential. 

In addition, i t  is critical that criminal justice research I-e-examine what is known 

about variations in crime risk across time periods. For the lasl. five years, reports of crime 

statistics on vulnerable times for youth rely solely on a few studies emphasizing 3 p.m. as 

the peak time for violent victimization involving juveniles (Richters, 1993; Sickmund, 

Snyder and Poe-Yamagata 1997; Snyder and Sickmund 1995; Snyder 1999). The reliance 

on a limited number of studies is shortsighted and encumbering. Research and practice 

can only benefit by continuing to explore the myriad of factors that interface with time of 

day, week, year and season, to influence opportunity for violent crime. 

Conclusion 

In the introduction to Violence in American Schools, the authors state, “. ..over 

the past decade there has been an epidemic of youth crime. The violence on the streets 

and in some of our homes has spilled over into the schools” (Elliott, Hamburg, and 

Williams 1998, 3). Perhaps i t  is time to expand our perspective to include the possibility 

that violence from schools is spilling over into the community. Although the current 
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study does not directly address how violence manifests itself and spreads over time, the 

findings indicate that certain school climates may create crime opportunity not only in the 

vicinity of schools, but throughout communities as well. Offenders commit crime in areas 

where their routine activities take them. The routine activities of youth take them to and 

from school, in the path of many settings along the way. 
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