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This study critically examines the prediction and classification aspect
of the community supervision process. Probation departments across the
United States, Canada and Europe use assessment instruments to attempt to
predict who is likely to continue to engage in criminal behavior so that they
can be classified and supervised accordingly. This study focuses on four
fundamental questions: What is prediction and classification of offenders?
Why are prediction and classification important? What do we know about the
reliability and validity of prediction and classification applications? How can
prediction and classification be improved?

The methods of the study consists of constructing risk prediction
models to compete against one of the most commonly used risk assessments in
the field of community supervision: the Wisconsin risk and need assessment.
Over thirty logistical regression models are constructed in an attempt to
improve upon existing technology. Models are constructed for the outcomes
rearrest, probation revocation and probation success.
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The findings of this study in no way diminish the need for accurate prediction
and appropriate assessment. They do show that the predictive power of the
most commonly used assessment instruments and instruments based on current
data and methods is negligible and therefore should not be relied on as a sole
factor in classification.

Concluded is that significant improvement in offender risk prediction
instruments will likely only be made if the specifications of the instruments
become more closely linked with criminological theory. Utilizing a battery of
assessments grounded in theory that take into account the offender’s
characteristics and the community in which they reside, may be the only way

we make progress in predicting their likelihood of future offending.
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Chapter 1: Introduction

This study critically examines the prediction and classification aspect of
the community supervision process. Probation departments across the United
States, Canada and Europe use assessment instruments to attempt to predict who
is likely to continue to engage in criminal behavior so that they can be classified
and supervised accordingly. The findings of this study in no way diminish the
need for accurate prediction and appropriate assessment. However, they do show
that the predictive power of the most commonly used assessment instruments and
instruments based on current data and methods is negligible and therefore should
not be relied on as a sole factor in classification.

This study reviews the importance of appropriate prediction and
classification processes and methods, the state of prediction and classification
technology, and test methods for improving this technology. Chapter Two
presents a theoretical overview of prediction and classification research. The
importance of prediction and classification is addressed, and the current state of
classification and prediction technology is examined. Chapter Two also provides
a history of offender risk prediction and classification. Chapter Three details the
research design and methodology used in this study to test and improve upon

existing technology. Chapter Four describes in detail the study sample and the
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integrity of the study sample data set. Chapter Five further refines the variables
this study uses in the construction of prediction models. Chapter Six presents the
results of all the constructed risk prediction models. Chapter Seven reports

conclusions.

Research Context

Determining what to do with an offender who commits a crime is not a
simple process. One major decision is whether to send the offender to prison or
to place him/her on some form of community supervision. Community
supervision, which is often referred to as probation, is a correctional strategy that
allows an offender to be supervised outside the confines of an institutional setting
while serving a probated sentence.

The United States criminal justice system offers the courts a broad range
of sanctions for individuals who commit a crime. These strategies range from
incarceration (most restrictive) to unsupervised monitoring while on a probated
sentence (least restrictive). Probation is the most common sentence for felons, but
one must consider the type of offender who should be placed on probation.

Probation departments use different supervision strategies to deal with the
wide range of offenders they are responsible for supervising. Morris and Tonry

(1990) prefer the term “intermediate punishments,” which refers to a range of
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punishments or supervision strategies between imprisonment and probation.
Supervision options range from the offender reporting to a probation officer on
a monthly basis and paying supervision fees to more restrictive options, such as
intensive and specialized supervision that may require the offender to report to a
probation officer on a weekly basis and attend appropriate rehabilitative
programs. Some offenders, who may be considered particularly “dangerous” for
causing future harm to others may be placed on electronic surveillance to monitor
and restrict their movement and activity yet still allow them to remain in the
community.

Officers supervising probationers must determine the most appropriate
“intermediate punishment” for each offender. Appropriateness refers to the
selection of an intermediate strategy that is neither too restrictive and harmful nor
too lax, thereby possibly allowing the offender to continue to engage in criminal
activity undetected. To this end, most criminal justice systems establish a range
of supervision levels (Finn 1981). These supervision levels group offenders into
discrete categories that are treated differently with respect to the amount and type
of contact they receive. = These levels are often based on how offenders
previously assigned to the supervision level performed on supervision. Various
scientific instruments are available to assist supervision officers in predicting the

likelihood that an offender will re-offend while in the community.
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The purpose of this study is to provide a comprehensive assessment of the
usefulness and effectiveness of prediction and classification of offenders under
community supervision. This study focuses on four fundamental questions.

1. What is prediction and classification of offenders?

2. Why are prediction and classification important?

3. What do we know about the reliability and validity of prediction and
classification applications?

4. How can prediction and classification be improved?

The remainder of this study answers these four research questions.
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Chapter 2: Overview of Prediction and Classification

This chapter addresses the four research questions of this study by
summarizing the critical issues for each of the research questions and reviewing
the relevant literature. The four research questions are:

e What is prediction and classification of offenders?
e Why are prediction and classification important?
e What do we know about the reliability and validity of prediction and
classification applications?
e How can prediction and classification be improved?
Additionally, this chapter provides a historical perspective as a basis for

discussing the nature of the prediction and classification of offender behavior.

What is prediction and classification of offenders?

Community corrections professionals utilize a wide range of community-
based sanctions to safely control or manage offenders in a community. These
sanctions include surveillance programs (e.g., electronic monitoring, intensive
supervision), treatment programs (e.g., substance abuse treatment, sex offender
treatment), and employment and vocational training programs. Two common

processes for sorting offenders into these various sanctions/programs are
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paramount for the effective supervision of the offender in the community. These
processes involve predicting the likelihood of an offender engaging in future
criminal behavior and classifying offenders to differential supervision levels in
order to minimize the risk of reoffending and to address rehabilitative needs.

Prediction and classification are first reviewed separately, then as they combine.

Prediction  Prediction refers to the assessment of a future state of behavior
(Gottfredson 1987a, p. 2). In the field of criminal justice, researchers frequently
attempt to predict future criminal behavior, primarily recidivism. The ability to
predict who is likely to commit a crime again is requisite to controlling that
offender’s behavior (Gottfredson 1987a, p. 6). This is because modern
classification systems are based on predictions (e.g., assessment scores) made by
scientific instruments, and the classifications are the basis for decisions on the
best way to control offender behavior while they are in the community.

One of the first formal attempts to predict criminal behavior is in a book
by Cesare Lombroso titled 7The Criminal Man, written in 1876. Lombroso’s focus
is primarily on how physical features present at birth (e.g., abnormal nose,
abnormal sex organs, and other physical anomalies) predispose one toward

committing criminal behavior. = Though such categorizations today are
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acknowledged as inappropriate and prejudicial, Lombroso’s theory marks the
starting point of the positivist tradition of predicting criminal behavior.

Gottfredson and Hirschi (1987, p. 10) state that “positivism represents the
scientific approach to the study of crime where science is characterized by
methods, techniques, or rules of procedure rather than by substantive theory or
perspective.” A simpler representation of positivism calls for the unification of
empirical and theoretical criminology. Most of the change relating to predicting
criminal behavior took place during the era of empiricism (1900 — 1960s) when
prediction models were statistically determined with little link to theory. More
recent developments in predicting criminal behavior focus on the unification of
theory and data with a high degree of respect for both.

The power of modern technology has been brought to bear on the process
of prediction. Coinciding with the development of advanced management
information systems, more advanced methods for offender prediction assessments
are being explored. Today, prediction models in the field of criminal justice are
instruments commonly called “risk assessments”. Risk assessments use a
combination of past and present psychological, social, socioeconomic, and
demographic factors to predict future offender behavior. The risk assessment is
administered to an offender who receives a score. The score is supposed to reflect

their likelihood of reoffending. These prediction instruments were formalized in
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the criminal justice system during the 1960s (Champion 1994). Though common
in their use, the ability of risk assessments to predict criminal behavior is modest,
generally explaining only 15% to 20% proportion of outcome variance

(Gottfredson 1987¢, p. 33).

Classification Classification refers to categorizing offenders into discrete groups
in order to effectively supervise and manage populations most effectively
(Gottfredson 1987a). Pragmatic concerns have caused the complexity and utility
of these methods to evolve over time. Entities responsible for the supervision of
offenders often use classification systems as a method to determine resource
allocation, to protect public safety, and to assign offenders to effective
interventions or treatment.

While classification has many purposes (Gottfredson 1987a), in this study
the term is only being used to mean a grouping that results from findings from a
risk assessment instrument. Rule based decisions (e.g., bail or parole decisions
based on policy rules) are also classifications, however, they are not predictive of
criminal behavior but are more reflections of the pragmatics of dealing with a
criminal justice system under pressure. They are the acceptable release valve for
this pressure. While the findings of this study point toward the limitations of

predictive classification, the study does not address non-prediction classification.

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.



These two methods for determining classification are often confused in
the literature. The former is proactive, the latter reactive. In the current literature,
it is common to find support for using risk assessments that are acknowledged as
not predictive to sort offenders into groups to be supervised and treated
differently (Baird 1991, Eisenberg and Markley 1987). It is a fundamental
mistake to use the results of an assessment as rules rather than predictions.

Many important decisions are made based on classification systems.
Champion (1994, pp. 5 - 20) provides a review of the classification literature and
lists the following functions of classification in community-based criminal justice
agencies.

e (lassification systems enable authorities to make decisions about
appropriate offender program placements.
e C(lassification systems help to identify one’s needs and the provisions of
effective services in specialized treatment programs.
e (lassification systems enable parole boards to make better early-release
decisions about eligible offenders.
In all three instances, meaningful classifications can only be based on risk and
needs assessment instruments that are predictive. What is needed to make better
decisions is insight into offenders’ probable future behaviors and needs. Without

this, classification is at best slightly better than random and at worst dangerous.
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Classification Without Prediction Prediction and classification are two
concepts that are inter-linked in a fairly complex manner and difficult to tease
apart. Is it acceptable to classify offenders based on criteria that have low
statistical predictive accuracy? When it comes to classifying offenders into groups
that are supervised and treated differently, classification without prediction can
have negative consequences in terms of wasting resources and causing harm to
offenders (Petersilia 1997, Andrews 1990, 1996; Erwin and Bennet 1987; Austin
and Krisberg 1982; Petersilia et al. 1985).

In principle, risk assessments are intended to indicate how offenders will
behave in the future. Misapplications of risk assessments often contribute to
their low predictability. A common practice is to administer risk assessments to
populations for which they were not designed (Clear 1997, Clear 1988, Wright et
al. 1984). For example, the Wisconsin Risk Assessment was developed on a
population of Wisconsin parolees and is being used on all sorts of community
populations across the country. This assumes that the same factors are predictive
across diverse populations. Some jurisdictions “validate” the instrument to their
population. This means that the instrument is administered to their population of
offenders, and they collect information on how the offenders perform under

supervision over time. The observed outcomes of the groups are documented and
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groups are developed whose members are similar to one another and who differ
from members of other groups (Gottfredson 1987a, p. 1). The scores that form
the boundaries of these groups are often called cut-off scores. As an example,
offenders are commonly separated in the group that failed the most, failed at
moderate amounts and failed the least. The classification is based solely on
observed occurrence rates, not expected rates of offending.

Accepting these risk assessments as a means to classify offenders adopts
the premise that the ten or so criteria in the risk assessment are predictive. The
statistical predictive accuracy of each item in the instrument or as a whole is not
questioned. Although some argue that risk assessments are not intended to be
predictive (Baird 1991), there is precedence for questioning and seeking to
improve the poor predictability of risk assessments (Clements 1996, Harris 1994,
Gottfredson 1987b, Farrington and Tarling 1985) particularly in the probation
arena.  Baird (1991, p. 8) suggests that misunderstandings regarding the
difference between classification and prediction as it relates to risk assessment

strategies can lead to a misuse of statistical procedure and errors in interpretation.
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While accurate prediction would greatly benefit corrections and

society, it has not proven feasible in criminal justice. We submit

that goals of risk assessment are much more modest; it is simply

meant to assign offenders to different categories based on

observed rates of success or failure (however defined) on

probation or parole (Baird 1991, p. 9).

The process of validation applies the original risk assessment to a new population
and adjusts group boundaries (i.e., cut-off scores) based on how they succeed or
fail while under supervision. It does not question the predictive accuracy of the
original instrument for the new population in which it was applied. Baird claims
this is an acceptable method for classifying offenders, however, it can lead to the
misuse of the procedure that Baird claims to be arguing against.

Classification systems based on non-predictive risk assessments, even
when validated, sort individuals based on known behavior of a study group. They
in no way apply the statistics to truly predict a state of future behavior. Baird
(1991, p.1) contends that as community caseloads began to swell in the 1970s
agencies sought methods for stretching their limited resources and that
corrections could no longer afford to see all offenders as often as desired; some
method for establishing priorities was needed.” That laid the groundwork for

classification schemes that are reactive in nature without focusing on the

prediction errors caused by the classification instrument. This is questionable.
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Also questionable are policy decisions based on the following contention made
by Eisenberg and Markley (1987, p. 28):

Case classification provides a standardized method

of prioritizing resources for administration,

management, and line staff . . . The scales do not

predict individual behavior but do indicate

probable outcome based on aggregate data.
This too can lead to prediction errors that can be costly and harmful to offenders,
as illustrated below.

Baird (1991, p. 10) gives an example of a “good” classification instrument
devoid of predictability where 45% of the highest “risk™ group was likely to fail,
23% of the medium risk group and 8% of the lowest risk group. That means that
55% of the high-risk group do not fail, but are supervised and treated as if they
will. In terms of resource allocation, this is a very inefficient system. Risk
assessments should seek to minimize false positives (i.e., identify individuals as
failures who are not failures) and assist in making possible better assignment of
limited program resources (Harris 1994). The negative ramification of over
supervision of offenders in terms of harm is discussed in further detail in the
following section.

The fundamental component of having risk assessments that more

accurately predict is to reduce the overall prediction errors by classifying

offenders into failure and non-failure groups with the least amount of error. Only
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then can differential classification schemes for how to treat offenders be
developed. Farrington and Tarling (1985, pp. 3-4) note “prediction research has
mainly been carried out in an attempt to assist persons in the criminal justice
system who have to make decisions.” Prediction is the underlying mechanism

to accurately classify and thereby make good decisions.

Why are prediction and classification important?

There are two major reasons why accurate prediction and classification
are critical to the field of community supervision. Community supervision has
become the “dumping” ground for growing populations of offenders that are
convicted of serous crimes, which in the past would have been sent directly to
prison. To further complicate their ability to supervise the growing populations,
community supervision programs historically are not given proportional
resources. The ability to safely manage this situation is critical to decision-
makers. Likewise, the accurate placement of offenders into appropriate
supervision and treatment strategies is crucial if resources are not to be wasted

and unintended harm inflected on offenders.
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Resources Allocation With the increase in the population of offenders
under community supervision, effective and efficient supervision strategies are
becoming increasingly more critical. Nearly 4.7 million adult men and women
were on probation or parole at the end of 2001 (Glaze 2002). There were
3,932,751 adults under Federal, State, or local jurisdiction probation, and about
732,351 were on parole.

Research from the National Institute of Justice (1995) reports that the
probation population has become increasingly higher risk of failing on
supervision if judged by prior criminal record, current conviction or substance
abuse histories. There is also evidence that over 40% of the probation population
fall into either an intensive or maximum supervision level (NIJ 1995). An
intensive supervision level is generally for offenders who are at a high likelihood
of committing a new crime. Their activity may be monitored on a daily or weekly
basis. Offenders on “regular” supervision may be monitored only once per
month. In 2001, 27% of offenders under probation supervision were returned to
incarceration for violations, absconded (e.g., failed to report and could not be
located) or were otherwise unsuccessful.

With an increasing offender population, higher risk offenders, and limited
funds, most community supervision agencies have been forced to engage in a

triage approach for the supervision of and service delivery for offenders. The
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triage approach involves assigning priority order to offenders on the basis of
where funds and resources can be best used or are most in need. Petersilia (1997,
p. 2) notes:

Probation’s funding shortfall often results in lax supervision of

serious felons, thereby [possibly] encouraging offender recidivism

and reinforcing the public’s soft-on-crime image of probation as

permissive, uncaring about crime victims, and committed to a

rehabilitative ideal that ignores the reality of violent, predatory

criminals.
The strains on the probation system can make an otherwise effective system
become ineffective by making effective supervision strategies impossible.

As the criminal population continues to grow and prisons fill to capacity,
additional expectations are placed on probation type programming to address the
growing need for prison alternatives. This leaves policy makers and practitioners
in a situation where they need to know what works best and where resources
should be put. They need an accurate assessment of an offender’s risk of
reoffending and rehabilitative needs in order to target appropriate levels of
supervision and type of intervention (Gendreau 1993). This is intended to add to
the offender’s likelihood of success in the community.

Assigning Appropriate Treatment Strategies Numerous studies from the

1980s demonstrate that accurate risk assessments are critical for the appropriate

implementation of intermediate sanctions (e.g., Andrews 1990, 1996; Erwin and
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Bennet 1987; Austin and Krisberg 1982; Petersilia et al. 1985). Community
supervision departments use different supervision strategies to deal with the wide
range of offenders they are responsible for supervising. Morris and Tonry (1990)
prefer the term “intermediate punishments,” which refers to a range of
punishments or supervision strategies between imprisonment and probation.
The effectiveness of numerous community-based programs depends on
placing the right types of people into the appropriate programs (e.g., Andrews
1990, 1996; Erwin and Bennet 1987; Austin and Krisberg 1982; Petersilia et al.
1985, Wilson 1980). Additionally, providing treatment for inappropriate
populations leads to negative results (Wilson 1980). “Throwing” rehabilitative
resources at an offender who really does not need them can be harmful to the
offender. If low-risk offenders are placed in programs designed for high-risk
offenders, they respond less well than they would on less restrictive supervision.
This is specifically documented in numerous studies of intensive supervision
(e.g., Van Voorhis and Brown 1996, Andrews 1990, Clear 1989, Erwin and
Bennet 1987). Imposing strict and frequent supervision reporting requirements
on an individual who would function as a law-abiding productive individual
without these requirements can cause these offenders to retaliate against the

excessive supervision. Programs designed to address the needs of offenders who
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are at a high likelihood of reoffending should be reserved for those offenders
only. If not, resources are wasted, and the programming is ineffective.

Andrews (1996) and Andrews et al. (1990) further address the matching
of offenders to appropriate interventions. Details of the three characteristics that
may determine level, target and type of rehabilitative effort are provided. The
first area deals with the risk of the offender. In general, higher levels of
supervision service should be reserved for higher risk cases. Lower risk cases do
as well or better with minimal supervision. The second area deals with the needs
of the offender. Targets of service should match the criminogenic needs of
offenders. Criminogenic needs are behavioral traits of offenders that are
correlated with continued law violating (e.g., drug use) and are targeted for
intervention. The final area deals with responsivity. To be responsive, styles and
modes of service should be matched to the learning styles and abilities of
offenders. Some factors to consider are the offender's verbal IQ, maturity level,
empathy, self-control, and anxiety level. For example, offenders with low
maturity levels are found to respond better to highly structured programs, and
offenders with high anxiety levels do not respond as well in group settings as they
do in individual sessions (Andrews 1996).

The most recent body of research to address this topic was commissioned

by the United States Congress in 1996. The Attorney General was required to
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provide a comprehensive evaluation of the effectiveness of programs operated by
state and local law enforcement and communities in the prevention of crime
(Sherman 1997). The University of Maryland Department of Criminology and
Criminal Justice undertook the initiative and conducted a review and evaluation
of various programs and strategies related to preventing crime.

They emphasize the importance of focusing not on whether a program
works, but on the type of offender for whom the program works (MacKenzie
1997, p. 9-17). The review reports that programs must target offenders who are
at sufficient risk, so that reductions in reoffending can be measured. Directing
resources to low-risk offenders tends to be inefficient since those offenders have
low failure rates even without the intervention. In summarizing what does not
work, MacKenzie (1997, p. 9-56) states, “Studies of poorly implemented
rehabilitation programs given to low-risk offenders using vague behavioral targets
were not effective in reducing crime.” Furthermore, the study suggests strategic
planning to define who should be incapacitated, who should be rehabilitated, who
can be deterred, and how to combine restraint and rehabilitation to effectively
reduce crime (MacKenzie 1997, p. 9-65). An equally important strategy is to
encourage the criminal justice field to study the differential impacts of programs

for various sub-populations (e.g., gender, urban/rural, race/ethnicity, and age).
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In sum, treatment is more effective when it is matched with the offender’s
risk of reoffending and their rehabilitative needs. Higher-risk offenders are much
more likely to benefit from treatment than lower-risk offenders (Gendreau 1996,
p. 122). McGuire and Priestley (1995, pp. 14-15) summarize these guidelines for
effective programs as follows:

Risk classification.  In more effective programmes there is a
matching between offender risk level and degree of service
intervention, such that higher-risk individuals receive more
intensive services, while those of lower risk receive lower or
minimal intervention. (Risk in this sense is defined on an actuarial
basis, i.e., based on prior history of offending, and on statistical
tables derived from large samples showing subsequent rates of
reconviction over time.)

Criminogenic needs. Following the precepts of Gendreau and
Andrews . . . it is essential to distinguish between criminogenic
and non-criminogenic needs, i.e., you should separate client
problems or features that contribute to or are supportive of
offending, from those that are more distantly related, or unrelated,
to it. If the purpose of a programme is to reduce reoffending,
there should be a focus within it on criminogenic needs as goals
of intervention.

Appropriately identifying high and low-risk offenders and their corresponding
criminogenic needs, which can reduce the likelihood of re-offending, is of critical
importance to the effective and efficient implementation of community

corrections. To accomplish this, valid and reliable prediction and classification

tools are needed.
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What do we know about the reliability and validity of prediction and

classification applications?

As stated earlier in this section, risk assessments use a combination of past
and present psychological, social, socioeconomic, criminal history, and
demographic factors to predict offender behavior. The risk assessment is
administered to an offender who receives a score. The score reflects then
supposed likelihood of reoffending. These prediction instruments were formalized
in the criminal justice system during the 1960s (Champion 1994).

Lauen (1997), Bonta (1996) and Gendreau et al. (1996) summarize the
evolution of offender risk assessments and discuss three distinct generations of
offender risk assessments. Though common in their use, risk assessments’ ability
to predict criminal behavior is modest, generally explaining 15% to 20%
proportion of outcome variance (Gottfredson 1987c, p. 33). Discussed in this
chapter is an overview of the evolution of risk assessments and exactly how
accurate they are in predicting offender behavior. Most attention is given to the
risk assessment that is the most commonly used by community corrections

agencies: the Wisconsin Risk and Need assessment.

First Generation The first generation of assessments was subjective in nature,

involving professional judgement, intuition or a “gut feeling.” This is the most
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basic form of decision-making, which has likely been employed in criminal
justice since the first laws were enforced. To varying degrees, these assessments
are still utilized. Clear and Gallagher (1985) refer to this as a method involving
no classification system. Clear and Gallagher note that the biggest problem with
this method when applied to a community corrections setting, is that the
supervision policy is left to the discretion of the officer supervising the offender.
Without a classification system, it’s as though the organization has no policy
regarding its clients. In practice, however, this void is replaced by multiple
policies, with each individual officer creating a personal policy based on a
personal understanding of the supervision policies of the agency (Clear and
Gallagher 1985, p. 426).

An additional problem that arises is a lack of accountability both on the
part of the officers and the agency.  An accountability system is essential to
determine the effectiveness of public sector initiatives (Aftholter 1994, p. 99 —
102). Management expectations must be clearly articulated, and an employee’s
performance in carrying out these expectations is the fundamental starting point
of any accountability system. If employees are not provided direction, they are
likely to proceed in whatever direction they believe is the best from their
perspective. In the community supervision setting, if clear policy and practice are

not established on how best to respond to a certain type of offender given the
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resources available, a supervising officer may opt to apply any number of
strategies. Some of these strategies may be more or less effective. If the results
of applying a certain type of strategy to a specific offender population are not
documented and articulated, from a policy standpoint, justification of resources

is difficult.

Second Generation The second generation consists of objective prediction
scales based primarily on static predictor variables. Burgess (1928) established
the first of these models. The Burgess model is the most simplistic prediction
method. In the Burgess method, each variable in the model can be scored as a
“point,” and the prediction is based on the aggregate number of points assigned
to an offender. This technique gives equal weight to all predictors, even though
there may be unequal effects (Gottfredson 1987).

One of the major advantages of the Burgess model is that it tends to be
generalizable across a diverse group of offenders and populations. The
instrument also has a high degree of inter-rater reliability, is efficient in that there
is no duplication of variables, and it is easy for users to score and understand.
The major disadvantage of the instrument is that it only contains static predictor
variables. Predictor variables that are static generally do not change over time.

Examples include criminal history variables and age at first offense. As a result,
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the instrument cannot be used to gauge an offender’s progress over time, and it
cannot be used for identifying rehabilitative options that may impact an offender’s

future behavior. For this, criminogenic needs must be considered.

Third Generation  The third generation of assessments blends some concepts
from the subjective instruments of the past, applies the static predictor variables
of the second-generation instruments, but also includes dynamic criminogenic
need items, as a consideration for assessing treatment needs. Dynamic
criminogenic need variables are assessment factors reflective of offenders’
behavioral traits that may change over time.

The Wisconsin instrument was originally developed in the late 1970s and
is a third generation assessment instrument. The state of Wisconsin originally
designed the instrument as a method for budgeting its community supervision
resources. The state wanted to know the amount of time it took to supervise
offenders of varying risk levels. A workload-based method for allocating
community supervision resources was adopted.

The risk assessment scale was developed using multiple outcome
measures (e.g., absconding, rule violations, arrests, and convictions). Criminal
history and socioeconomic factors were entered into a multiple regression analysis

to determine which factors would best predict future criminal behavior (NIC
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1982). The following ten factors are the most predictive: number of address
changes in last 12 months, percent of time employed in last 12 months, alcohol
usage problem; other drug problem, attitude of the offender (e.g., negative
thoughts or beliefs), age at first conviction, number of prior periods of
probation/parole supervision and revocations, prior felony convictions, and
convictions for either burglary, theft, auto theft, or robbery, or worthless checks
or forgery. As an administrative policy override, prior or current assaultive
offense history was added to the instrument with a weighted score that would
automatically classify an offender as high risk. An override is a policy decision
made to classify all offenders with a certain characteristic, in this case assaultive
offense history, as high risk, even though that variable was not statistically
predictive in the regression model.

Gottfredson et al. (1989, p. 93) speak to the issue of administrative
overrides being more of a function of the stakes of an offender reoffending than
the probability. Risk references the probability of a new offense and stakes
references the harm expected if new offenses are committed. For example, an
individual may have a stable job and no prior history, but be convicted of a
violent sex crime. On a risk assessment, they may score low risk due to limited
documented criminal history and employment stability. However, if that offender

does re-offend, there could be considerable harm to the victims. That represents
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the stakes of reoffending. Because of this concern, many community supervision
entities, as with the Wisconsin instrument, override with stake items that are not
necessarily predictive.

To date, the Wisconsin Risk and Need assessment instrument is the most
widely used assessment instrument among probation and parole agencies (Jones
et al. 1999). For being the most commonly used instrument, very little

comprehensive research has been conducted on its predictive accuracy.

Wisconsin Risk and Need Assessment Predictive Accuracy Studies on the
predictive accuracy of the Wisconsin Risk and Need assessment instrument are
far from promising. Many previous researchers document the limitations of this
type of risk prediction (Clear and Byrne 1992, Gottfredson 1987, Glaser 1987,
Smykla 1986). Gottfredson (1987, p. 33) writes “when normative prediction
studies are considered, the proportion of outcome variance explained rarely
exceeds .15 - .20; it is often lower”. Wright et al. (1984) find that the Wisconsin
instrument does not predict recidivism well for a population of New York
probationers, and warns “probation and parole agencies should not place their
confidence in these instruments until they have been validated” (p. 127).

One measure of a prediction model’s accuracy is the relative improvement

over chance (RIOC). RIOC introduced by Loeber and Dishion (1983) and further
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refined by Farrington and Loeber (1989) measures the extent to which a risk
assessment improves over chance guesses. The RIOC consists of computing the
base rate (number of offenders failing in the population) and the selection rate
(number of offenders selected by the prediction model as failing). Utilizing that
input information, three models are computed. Outcome Chance (OC) is a
measure of the predicted model’s performance. A Random Model is computed
using a function of the base rate and selection rate to generate a purely random
model. The Maximum Model (MC) computes the maximum values that could
occur in the model’s cells using the selection rate and base rate. Theoretically,
this is the best the model could perform. The RIOC = (OC — RC) / (MC-RC).
The RIOC is an important indicator of the quality of a risk instrument, given
that prediction tools are more or less accurate as a function of the sizes, base rate,
and selection rate (Harris 1994, p. 160).
Harris (1994) studied a sample of adult felons placed on probation in
Travis County, Texas. The purpose of the study was to compare the predictive
accuracy of the Wisconsin risk assessment, a case management system called
Client Management Classification (CMC), and a combination of the two
instruments. The result of how well the Wisconsin risk assessment performs for

predicting the probation outcomes of revocation and arrest in the Harris (1994)
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study are presented in Table 2.1. In general, Harris found high prediction error
rates with the Wisconsin risk assessment.

Yacus (1998) conducted a study to determine how well the Wisconsin risk
and need assessment instrument performs in classifying adult felony offenders in
Virginia. A sample of 13,011 adult probation and parole offenders who were
placed under supervision in 1994 was used. The dependent variable was success
on supervision. The following table summarizes significant findings from Harris

(1994, p. 161) and Yacus (1998, p. 80).

Table 2.1: Predictive Accuracy of Wisconsin risk assessment for the current study, compared to two
different studies

True False True False
Positive Positive Negative Negative

Model Type % N % N % N % N RIOC Error
Rate

Harris (1994) 9 35 47 187 42 166 2 8 57.7 49

Risk - Arrest

Harris (1994) 13 52 43 170 41 161 3 13 54.5 46

Risk — Rvk.

Yacus (1998) 57 577 22 223 9 94 12 119 18.7 34

Risk — Succ

Both studies have high classification error rates. In Harris (1994), the
false positive rate is very high, which means the instrument tends to over select
offenders as likely to fail (e.g., arrest or revocation) who do not. In Yacus (1998),
the predicted outcome is probation success, so a true positive is an offender who

is predicted to be successful and is successful, and a true negative is an offender
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who is predicted to fail and does fail. In the Yacus study, the instrument over
classifies offenders as being successful.

Since the RIOC is a function of both base rates and selection ratios, it
should be analyzed in the context of the overall classification results. The higher
RIOC results observed by Harris (1994) are primarily due to the over selection of
false positives. This is reflected in the higher error rate on the performance of the
Wisconsin instrument on that sample. Harris (1994, p. 162) finds that risk
predictions performed with CMC “ . . . were not only more accurate, but make a
greater improvement over chance than predictions based solely on the Wisconsin
instrument for each of the outcomes measured.” In Yacus (1998) the true
negative rate and the RIOC are low. (Note: I compute Yacus (1998) RIOC from
the reported information in the classification table.) Since the outcome predicted
1s success, the Wisconsin instrument over selects offenders at a rate of 22% who
are predicted to be successful on probation and are not.

Sims and Jones (1997) conducted a study to determine factors associated
with probation outcomes. The assessment instrument used in the study was very
similar to the Wisconsin risk assessment. A sample of 2,850 felony probationers
in North Carolina was used. Success or failure on probation was the dependent
variable. The independent variables were general background variables, risk

assessment scores used by probation officers to determine offender supervision
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levels, and the risk assessment instrument items. Two logistical regression
models were tested. Model 1 consisted of background items (e.g., age, race,
offense type, and sentence length) and result of assessment scores (e.g.,
supervision level), and total score on the assessment. Model 2 consisted of the
13 individual variables that made up their version of the Wisconsin type risk
assessment. Table 2.2 summarizes the major findings from the Sims and Jones
(1997, p. 323) regression models.

Model 1 out performs Model 2. Model 2 is similar to the logistical
regression models generated in this study that use the Wisconsin risk variables to

predict probation revocation.

Table 2.2 Predictive accuracy of the Wisconsin style instrument

Model Type Base Failure Percent Pseudo
Rate Classified R’
Correctly
Sims and Jones (1997) Model 1 57% 81% 341
Sims and Jones (1997) Model 2 57% 71% .206

This table is further support of the poor predictability of Wisconsin style
variables. Model 1, which does not include individual risk prediction items,
outperforms the model based on the risk assessment variables. Only the statistics
reported above are provided, therefore, error rates of classification and the RIOC
are not known.

Factors that Affect the Predictive Accuracy of Wisconsin There are at least two

issues that may affect the predictive accuracy of the Wisconsin instrument. The
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dynamic criminogenic need items are not included as predictor variables of
criminal behavior. Many other studies find criminogenic need items to be
predictive of criminal behavior (Gendreau 1996, Andrews and Bonta 1994,
Andrews 1990). A second area of concern is the inter-rater reliability of the
Wisconsin assessment. The subjective nature of some of the assessment questions
may diminish its predictive accuracy. Risk assessment items that require rater
interpretations (e.g., Does the offender have a drug problem?) may be completed
inconsistently, weakening the factor’s predictability.

In the development of the Wisconsin Risk and Needs Assessment, a need
scale which contains criminogenic variables was established based on offender
problem areas where supervision officers were spending most of their time (e.g.,
substance abuse, employment, education). The need items were not determined
based on their ability to predict future criminal behavior. At least one study was
conducted to determine how predictive the need variables in the Wisconsin
instrument are of criminal behavior (Hale 1987). Hale includes both the risk and
need variables into a stepwise multiple regression analysis. The risk variable
most predictive of supervision level placement is prior number of probation and
parole supervision periods, followed by the need variable employment history.

In sum, eight risk variables and four need variables explain 76% of the variance

in the supervision level assignment.
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The level of inter-rater reliability on the Wisconsin instrument varies.
The risk items are fairly easy to score because they require less interpretation and
judgement on the part of supervision officers (Gingerich 1984). The need items
are subjective and require an officer’s professional judgement. “Without a careful,
professionally administered interview, the resulting ratings on the needs
assessment are likely to be invalid” (Gingerich 1984, p. 13). NIC (1982)
documents an overall 87% agreement for officers completing the need items. The
lowest level of agreement was on the emotional stability item (79%) and the
mental ability item (79%). The inter-rater reliability directly feeds into ease of
use of the instrument. If a thorough interview is conducted, up to one hour could
be needed to complete the assessment. How user-friendly the instrument is
depends in part on the experience and training of the supervision officer
conducting the interview and completing the assessment.

In sum, the Wisconsin Risk and Need Assessment is the most widely used
but not widely studied prediction and classification instrument. The Wisconsin
instrument is an improvement over the Burgess model in that it at least considers
dynamic variables. However, the dynamic variables are not included in the
prediction model. The generalizability of the instrument and how well it
performs on certain sub-populations (e.g., race, and gender) is questionable.

Limited research is devoted to how well the instrument performs for diverse

32

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.



geographical populations (e.g., urban, inner city, rural). Though the original
model was constructed using multiple criterion variables, most validated models
rely on rearrest and revocation as dichotomous variables. Also, some findings
suggest that there is redundancy demonstrated through multicollinearity between
the risk and need variables. Finally, in general, the instrument is user-friendly,
but the subjectivity of the need items causes concerns for inter-rater reliability and

the degree to which the need items could be robust dynamic predictor variables.

How can prediction and classification be improved?

Most decisions throughout the criminal justice system are predictive
(Gottfredson 1987b, p. 2). Whether the goal is rehabilitation, treatment, or
deterrence, decision-makers attempt to predict the offender’s behavior with the
ultimate goal of crime reduction. For rehabilitation and treatment, it is assumed
that offender behavior can be changed; for deterrence it is assumed that the
punishment will deter future criminal behavior.

There are three major themes that indicate how the predictive accuracy of
prediction instruments can be improved (NIC 2002, Clear 1997, Gendreau et al.
1996, Gottfredson 1987b, Farrington and Tarling 1985, Wilkens 1980). The

literature consistently points to these major areas for improvement.
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¢ Increasing the accuracy of the information used to construct the
prediction models in the first place.

¢ Including criminogenic need items in the prediction models.

e Obtaining more ideal (i.e., closer to 50%) base-rates of the behavior
which one is predicting.

e Increasing the representativeness of the samples used to design the

prediction instrument.

Accuracy of Prediction Data The poor data commonly available in
community corrections are in part responsible for the poor predictability of more
complex prediction models (National Institute of Justice 2002, Holsinger et al.
2001, Silver et al. 2000, Van Voorhis and Brown 1996, Gottfredson 1987b,
Farrington and Tarling 1985). Data available in existing case records often
contain supervision officer opinion, hearsay, and haphazardly recorded and
maintained information (Wilkens 1980). The predictability of an assessment
model is constrained by the reliability of both criterion and predictor measures
(Gottfredson 1987b, Farrington and Tarling 1985,).

The inclusion of subjective variables in third generation instruments is an

issue. Subjective variables decrease inter-rater reliability and lead to less accurate
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prediction. Objective dynamic variables that predict criminogenic needs are not

firmly established.

Including Criminogenic Need Items Third generation instruments do not
include dynamic predictor variables in the overall risk scales. These factors are
included based on theory or the impact they have on a supervision officer’s
workload. The extent to which these variables could be robust predictor variables
is largely unstudied. Most classification systems exclude dynamic risk predictors
from the overall risk classification by placing them in a separate need instrument.
Recent meta-analysis suggests that the robustness of risk prediction could be
improved if the dynamic risk predictors were incorporated into the overall risk

assessment (Gendreau et al. 1996, Clear 1997).

Base Rate When developing a prediction instrument, the base rate is always
a critical factor. Gottfredson (1987b, p. 7) notes “‘the more frequent or infrequent
an event, the greater the likelihood that prediction will not be more accurate than
the base rate.” Some outcomes will always have low base rates regardless of the
sample obtained, because the events are rare (e.g., sexual offending, school
violence). The best strategy to possibly overcome low base rates when designing

a prediction model is to collect information on numerous outcomes to determine
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if more predictive instruments can be developed modeling the outcome with a
more optimal base rate.

Representativeness of Sample The sample used in the construction of the
assessment instrument must be representative of the population for which the
device is intended (Holsinger et al. 2001, Gottfredson 1987b, Clear and
Gallagher 1985). Obtaining a large sample for which the instrument is going to

be applied is necessary to optimize its predictive accuracy.

Summary
Following is a summary of the areas for improvement and issues to
consider in developing risk assessments with increased predictive accuracy.
e Obtain objective and accurate information to use to construct the
prediction model.
e Incorporate dynamic risk predictors into overall risk assessment.

e Determine the extent to which dynamic need variables are robust predictor
variables.

e Determine if composite measures are better predictor variables than
individual predictors.

e Construct prediction models using multiple criterion variables to minimize
base rate issues.

e Test the ability of objective dynamic variables to predict criminal
behavior.
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e Obtain a sample that is representative for the population it is being
constructed to assess.
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Chapter 3: Research Design and Methodology

From the review of the literature, it is clear that valid and reliable offender
prediction and classification are critical for the effective and efficient operation
of community corrections. Inappropriate classification can reduce the chances of
offenders completing community supervision successfully and potentially
increases the likelihood of re-offending. Additionally, providing treatment for
inappropriate populations tends to negate positive results. In general, higher
levels of service should be reserved for higher risk cases.

This study tests the accuracy of the most commonly used third generation
prediction and classification instrument (i.e., Wisconsin Risk and Need
Assessment) and explores the creation of a new fourth generation prediction
model. By incorporating both static and dynamic predictor variables and using
more accurate measures, the fourth generation model should hypothetically lead

to a more accurate prediction and classification system than is currently in place.

38

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.



Data

A data collection instrument was developed by the Texas Department of
Criminal Justice (TDCJ) and the Criminal Justice Policy Council (CJPC) in July
1993 to test the validity of the Wisconsin Instrument in use in Texas as well as
develop “better” predictor variables for a variety of dependent variables (e.g.,
rearrest, probation failure, drug use, absconding). The project consisted of
collecting detailed statewide information on all felony offenders placed on
probation in Texas during one selected month.

TDCJ and CJPC staff initially drafted the data collection instrument. It
was refined during a weeklong National Institute of Corrections seminar,
Technology of Offender Risk Classification, during September 1993. Todd
Clear, Ph.D. also provided assistance on the design of the instrument and potential
items to include. The Felony Cohort Data Collection instrument contains 61
variables (see Appendix A). All of the Wisconsin Risk and Need variables are
included. In addition to the risk/need items, 37 other potential static and dynamic
predictor indicators are included. Table 3.1 provides an overview of the
additional items collected. @ The Felony Cohort instrument contains a
comprehensive combination of static and dynamic predictor variables, making it

appropriate for developing and testing fourth generation measures and models.
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Table 3.1: Felony cohort variables collected

Probationer Information (9 variables)

County Location

Name

State Identification Number
Social Security Number
Date of Birth
Race/Ethnicity

Gender

Marital Status

Current Living Arrangement

Current Offense (7 variables)

Disposition Date

Date of Original Probation Intake

Current Offense Grid that collects all Offense Names, Levels, Dispositions and Lengths
Type of Intake (e.g., regular probation, return from shock incarceration)

Whether a weapon was used in committing the offense

Weapon type

Legal status at the time the offense was committed (on probation, on parole)

Criminal History (7 variables)

Primary source used to obtain the information

Criminal gang affiliation

Prior juvenile record

Prior offense grid that collects the number of prior felony and misdemeanor arrests and
convictions for the following offense types: property, personal, drug, alcohol and other
Number of non-probated sentences to incarceration in jail, Texas Youth Commission, and
prison

Number of prior adult felony periods of probation/parole supervision

Number of prior adult felony probation/parole revocations

Social History (3 variables)

Highest grade completed
High School diploma or GED
Current employment status
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Table 3.1: Felony cohort variables collected continued

Substance Abuse (5 variables)

- Under the influence at the time of the offense

- Number of times in treatment

- Use of illicit drugs by injections during the past 12 months

- Frequency of alcohol consumption during the past 12 months

- Frequency of illegal use of the following drugs during the past 12 months: cocaine/crack,
opiates/heroin, sedatives/hypnotics, marijuana/hashish, amphetamines/methamphetamine,
inhalants, other

Probation Sanctions (5 variables)

- Program placement (e.g., no placement, intensive supervision probation, surveillance
probation, specialized caseload, residential placement

- Whether the placement was court ordered

- For non-residential placements: number of monthly contact for the first six months

- For residential placements: the facility type

- Other sanctions imposed on the offender (e.g., jail time, educational program)

Sample

The data collection for the project took place during October 1993. The
methods detailed in this section are extracted from the TDCJ-CJAD and CJPC
(1995) report: Felony Cohort Project: Methodology and Overview.

Data forms were completed on all felony community supervision intakes
during October 1993. Community Supervision Officers completed the information
in addition to the Wisconsin Case Classification Risk/Needs Assessments. TDCJ-
CJAD Standards, Section 136.35 (d)(3), requires initial assessments to be
completed within 45 days of intake, ensuring that the forms were completed in a
timely manner and that the information collected reflected the status of the

offender at intake.
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Obtaining valid and reliable data from across the state was critical. To
ensure data reliability, TDCJ-CJAD and CJPC conducted a total of ten training
sessions across the state attended by 519 representatives of Community
Supervision and Corrections Departments (CSCDs). Training sessions were held
regionally during September 1993 in Austin (two sessions), Houston (two
sessions), El Paso (one session), Dallas (two sessions), Corpus Christi (two
sessions) and Lubbock (one session).

To further ensure data validity and reliability, site validity checks were
conducted during October and the first part of November 1993. TDCJ-CJAD and
CJPC staff visited Travis, Bexar, Jefferson, Harris, Cameron, Hidalgo, Nueces,
Dallas, and Tarrant counties. Completed felony cohort forms were checked for
accuracy against the intake and supervision information located in the offender's
file. The CSCD staff assisted in pulling and reviewing the files. The CSCDs not
involved in site validity checks sent their first batch of completed forms to TDCJ-
CJAD and CJPC for an initial review. As a final step, the designated Evaluation
Coordinator for each CSCD was instructed to collect all Felony Cohort data forms
for the department, ensure that forms were completed for each original felony
supervision intake, and mail the completed forms to TDCJ-CJAD.

Forms delivered to TDCJ-CJAD were manually checked for reporting

errors. To reduce time and resource expenditures, most errors were resolved by
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telephone. Site visits were conducted to resolve errors in the larger departments.
Finally, computerized error screening flagged remaining errors, and corrections
were made.

The number of forms completed by each CSCD was checked against the
number of "Felony Original Probation Placements" reported to TDCJ-CJAD on
the required Monthly Community Supervision and Corrections Report (MCSCR,
section II.A1 1.). During October 1993, 4,929 community supervision intakes
were reported by CSCDs on the MCSCR. There were 4,245 valid felony cohort
forms completed. This amounts to an 86% response rate. No systematic reason for
missing forms was found during the error resolution phase.

All offenders in the sample were convicted of at least one felony offense
that resulted in placement on community supervision during October 1993. The
felony cohort sample consists of 4,235 offenders from 116 CSCDs. The four
CSCDs from which no data were obtained had a total of six community
supervision placements during the study period.

Approximately 14% of the sample was under indirect supervision at the
time the questionnaire was completed. Indirect supervision occurs when an
offender transfers to another county or state, absconds, or is serving time in a jail,
prison, or other secure residential facility. Since these offenders were not

available to be interviewed, only demographic, offense, and sentence information
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were completed. Those offenders under indirect supervision are not included in
this study.

Follow-up forms were developed to track the offenders’ progress at one
year, two years and three years (see Appendix B). Baird (1991, p. 21) notes most
research indicates that 18 months is adequate [for a follow-up period] but that 24
to 36 months or longer is ideal. This timeframe represents the period of time in
which most offenders who are going to get rearrested or otherwise fail on
community supervision in fact fail. Table 3.2 details the variables and criterion
variables obtained during the three follow-up periods.

To conduct this study, the data set compiled by TDCJ-CJAD was
requested, and the following analysis was performed to assess the completeness
of the information. Follow-up information is not available over the three-year
follow-up period for 288 offenders. The method used for obtaining follow-up
data breaks down when offenders transferred between CSCD judicial districts.
This is the main cause of the missing data. Data analysis was conducted to
determine if there was any systematic difference for offenders with no follow-up
data and those with follow-up data. The missing follow-up data are distributed
across most of the CSCDs. There are follow-up data missing from 77 of the 120
CSCDs. Chi-square tests also were conducted to document any differences across

groups in sentence type (x* = .096, df = 1), race (x> = 8.999, df = 4), gender (x* =.
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808, df=1), Wisconsin risk score (x* = .808, df = 2), and Wisconsin need score (x°

=.113, df = 2), none of which are statistically significant. Therefore, the 288

offenders were filtered from the data set and were not included in this study. This

makes the final sample 3,405.

Table 3.2: Felony cohort follow-up variables

One Year Follow-Up

Two Year Follow-Up

Three Year Follow-Up

Status as of 10/31/94
Under direct supervision
Under indirect supervision
No longer under
supervision

Type of Termination and
Date

Arrest for new offense type
and date

Probation violation reasons
and date

Result of probation
violations

SCS Level

Number of UA test given
and positive

Percentage of time
employed

Status as of 10/31/95
Under direct supervision
Under indirect supervision
No longer under
supervision

Type of Termination and
Date

Arrest for new offense type
and date

Probation violation reasons
and date

Result of probation
violations

Percentage of time employed

Residential facility
placements since October
1993

Status as of 10/31/96
Under direct supervision
Under indirect supervision
No longer under
supervision

Type of Termination and
Date

Arrest for new offense type
and date

Probation violation reasons
and date

Result of probation
violations

Percentage of time employed

These data are unique and well suited for this study for the following reasons.

e The Wisconsin risk and need items are available
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e Static and dynamic variables are available

e The data set allows for a test of how well the Wisconsin variables and
other predictors model criminal behavior

e Multiple criterion measures were collected over a three-year follow-up

period.

Felony Cohort Dataset
This section provides additional information on the types of variables and
their definitions that are available in the felony cohort dataset. The dependent and

independent variables are discussed separately.

Dependent Variables Multiple dependent variables are available in this dataset.
The dependent variables listed below allow for traditionally applied logistic
regression modeling. The term located inside the parentheses is the variable label
assigned to each variable.

Recidivism: Subsequent arrest for a Class B misdemeanor or greater.

(Recid_YN): Subsequent arrest for a Class B misdemeanor or greater within
three years (code 1 for Yes and O for No).
(Recid_VL): Subsequent arrest for a violent offense within three years (code

1 for Yes and 0 for No).
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(Recid_PR): Subsequent arrest for a property offense within three years (code
1 for Yes and 0 for No).

(Recid_OT): Subsequent arrest for other offense within three years (code 1
for Yes and 0 for No).

Probation Status: Probation status after one year, two years and three years (code
1 for under direct supervision, 2 for under indirect supervision and 3 for no longer
under supervision).

(ProbS _1): Probation status after one year

(ProbS 2): Probation status after two years

(ProbS 3): Probation status at three years

Absconder: Offenders who absconded which means evaded direct supervision for

over three months.

Type of Termination and Date (TermType) (TermDate): Probation termination
type and date were tracked over the three-year period (codes 1 expired/early
termination, 2 death, 3 revoked to shock incarceration, 4 revoked to state boot

camp, 5 revoked to jail, and 6 revoked to TDCJ).

Motion to Revoke (MTR) Probation Filed: Whether a MTR was filed during each
follow-up period (code 1 for yes and 2 for no).

(MTR 1Y): MTR during first year.

(MTR _2Y): MTR during second year.

(MTR _3Y): MTR during third year.
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MTR Result: For offenders with an MTR, the results were tracked. Types of

outcomes included modification, dismissal, revocation, or pending resolution.

Urine Testing (UATest): The number of urine tests conducted during the follow-
up period and the number of tests that were positive were tracked. Percent of
positive tests during the first year of supervision was obtained. Not all offenders
in the sample will be subjected to the same testing method; therefore, there may

be offenders who were never urine tested.

Percentage of time employed (EMPLQOY): During each follow-up period, the
percent of time the offender was employed was obtained. The values collected
were less than 50%, more than 50% or not applicable (e.g., student, homemaker,

retired or disabled).

Independent Variables Independent variables included in the dataset fall into
two areas: static predictors and dynamic predictors. Again, the static predictors
generally do not change much over time and are traditionally linked to an
offender’s risk level. The dynamic predictors can change over time and can be
targeted as areas for possible intervention. These are traditionally referred to as
criminogenic need indicators. Detailed definitions of how each variable is coded
are available in Appendix A. The term located inside the parentheses is the

variable label assigned to each variable. These labels will be used throughout.
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Static Predictor Variables Following is a list of independent variables that have
construct validity for predicting future criminal behavior. Numerous variations
of some traditional predictor variables (e.g., prior criminal history) are detailed.
These variations are proposed to address both the validity and reliability of
assessment items.

Age (Age): The age of the offender when placed on probation (Disposition Date
- Date of Birth).

Race/Ethnicity (Race): The race/ ethnicity of the offender categorized as white,

black hispanic or other.

Gender (Sex): The gender of the offender.

Marital Status (Marital): The marital status of the offender when placed on
probation coded as either married, remarried, widowed, separated, divorced or

never married.

Current Living Arrangement (Living): The living arrangement of the offender
when placed on probation coded as either living with spouse and/or children,
living with mother and/or father, living alone, or other.

Current Offense (Offense): The current offense categorized as a violent offense,
property offense, drug offense, vice/family, driving while intoxicated. Violent
offense includes: homicide, sexual assault, robbery, kidnapping, and indecency
by contact. Property offenses include burglary, forgery/fraud, theft, and

destruction of property. Drug offenses include: sale, manufacture, distribution,
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and possession of a controlled substance. Vice/family offenses include: weapons
violations, promotion of gambling, organized crime, criminal non-support, and

non-violent sex offenses.

Disposition (Dispos): The disposition of the most serious felony offense for which
the offender was probated. The two possible dispositions are: deferred
adjudication which is a form of probation that if completed successfully will
prevent a final conviction from appearing in the offender’s record; or adjudicated
probation which is the release of a convicted defendant by the court under
conditions imposed by the court for a specified period during which the

imposition of the sentence is suspended.

Weapon (Weapon): Whether a weapon was used in committing the probated

offense.

Weapon type (Wtype): The type of weapon used differentiating between firearms,
knife, or other.

Legal Status (Legal): Whether the offense was committed while on probation or

parole.

Geographic Location (GeoLoc): All probation departments are categorized as

either being urban, suburban or rural.

Criminal Gang Affiliation (Gang): This is an indicator of the whether the offender

has been involved in any gang activity.
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Prior Offense (Priors): Numerous predictor variables have been created from the
prior offense grid. Priors reflect the total number of prior felony and
misdemeanor arrests.
Prior Felony (PR_Felony): Number of prior felony arrests
Prior Felony Property (PR_FelP): Number of prior felony property arrests
Prior Felony Persons (PR_FelPE): Number of prior felony arrests against a
person
Prior Felony Drug (PR_FelD): Number of prior felony drug arrests
Prior Felony Alcohol (PR_Fel A): Number of prior felony alcohol arrests
Prior Misdemeanor Offenses (PR_Misd): Number of prior misdemeanor

arrests

Prior Non-Probation Sentences to Incarceration (PR_Incarc): Number of prior

sentences to either jail, the Texas Youth Commission and/or prison.

Prior Prison (PR_Prison): Number of prior sentences to prison.

Prior Adult Felony Probation/Parole Supervision (PR_Super): Number of prior

periods of adult felony probation/parole supervision.

Prior Adult Felony Probation/Parole Revocations (PR_Revs): Number of prior

adult probation/parole revocations.

Influence Alcohol/Drugs (Inf A&D): This is an indicator of whether the offender
was under the influence of alcohol and/or illegal drugs at the time of the current

offense.
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Substance Abuse Treatment (SA_Tmt): The number of times the offender has

participated in alcohol/drug abuse treatment.

Dynamic Predictor Variables  Following are dynamic predictor variables that
assess offenders’ criminogenic needs. These factors are considered since
criminogenic need is linked to criminal behavior (Andrews and Bonta 1994,
Andrews, Bonta and Hodge 1990). In addition to the items listed in this section,
the Wisconsin case classification risk and need variables also will be used to
develop a baseline model (see Appendix A).

Highest Grade Completed (Grade): The highest grade in school the offender

completed.

High School Diploma or GED (HS _GED): Whether or not the offender has a high
school diploma or a GED.

Employment Status (Employ): The employment status of the offender when placed
on probation coded as either full-time, part-time, seasonal,

student/retired/homemaker/disabled, or not employed.

Intravenous drug use (IVUse): An indicator as the whether the offender has used

illicite substances by injection during the past 12 months.

Frequency of Substance Abuse: Numerous variables are collected regarding the

frequency with which offenders have used alcohol or drugs during the last 12
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months. The coded items report no regular use, monthly use, weekly use, three
to four times a week, and daily.

Frequency of Cocain/Crack Use (FreqCrack)

Frequency of Opiates/Heroin (FreqOpit)

Frequency of Sedatives/Hypnotics (FreqSed)

Frequency of Marijuana/Hashish (FreqMarj)

Frequency of Amphetamines/methamphetamine (FreqAmph)

Frequency of Inhalants (Freqlnha)

Data Analysis

Three major levels of analysis are conducted. The first level of analysis
involves providing descriptive information on the data set. This determines the
generalizablity of the information, establishes the base rate for each dependent
variable, and identifies problematic data. Problematic data are cases or variables
with considerable missing data or extensive coding errors. The second level of
analysis tests the validity and reliability of the predictor variables. The validity
of the variables is tested to determine which variables are correlated with each
criterion variable. The reliability analysis is conducted to assess multicollinearity
issues between the independent variables and to determine if composite indicators
can be established. Multicollinearity arises when two or more variables are
highly correlated with one another and can lead to inefficient prediction models

if not addressed (Pindyck and Rubinfeld 1991, p. 84). The third level of analysis
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is the construction of logistic regression models. Comparisons are made between
the Wisconsin model and other models generated from the set of predictor
variables contained in the felony cohort sample. These models include dynamic
predictor variables that are correlates of criminal conduct constructed to compete
with the Wisconsin model. Specifically, new indicators of substance abuse,
education, employment and companions that are included in the felony cohort
data collection form are tested to determine their potency. The new indicators are
unique in that they are more objective than the traditional indicators. The new
indicators rely less on the instrument administrator’s interpretation of the variable

and more on verifiable information.

Descriptive Analysis This section describes the types of offenders placed on
probation in Texas in 1993. Frequency tables and cross tabulations are utilized
to present descriptive data on the entire data set. Additionally, analysis is done to
assess variables to be included in prediction models in later sections. Variables
with more than 15% of the responses missing are eliminated from further analyses
due to the potential unreliability of the data.

Offender risk and need scores are computed using the current Texas
Wisconsin Risk and Need weighting scheme. This serves as a baseline for

comparisons to be made in the following section between the current Wisconsin
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model, a Wisconsin model constructed using the felony cohort data set, and
additional models constructed using other predictor and criterion variables.

Descriptive data are also presented on the three years of follow-up
information. Each potential criterion variable is reviewed to determine the extent
to which follow-up information on all offenders in the sample was collected over
the entire three-year period. Offenders for whom follow-up information is
incomplete are deleted from the sample. A chi-square test between the excluded
offenders and the entire population on demographic and computed risk and need
variables is conducted. The purpose is to determine whether the offenders with
incomplete follow-up information are statistically different from the remaining
sample to ensure that exclusion of the offender records does not skew further
analysis.

The final step is to determine the base rate for each dependent variable.
The base rate is the rate at which an observed event occurs within a population.
Generally speaking, a base rate of .5 is optimal for producing prediction models
that classify a high number of subjects correctly (Baird 1991, p. 15). Gottfredson
and Gottfredson (1979, p. 3) note:

To the extent that the base rate differs from .50, difficulty of

prediction of an event increases. Thus, the more infrequent an
event, the greater the likelihood of inaccurate prediction.
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For example, if a relatively low number of individuals “fail” (e.g., 20%), there is
a small pool of failures in which to base the prediction models, thus increasing the

likelihood of classifying offenders incorrectly.

Validity and Reliability Analysis  This section discusses the methods used to
conduct validity and reliability analysis on the cohort dataset. The goal is to test
the predictive validity of the variables and determine the extent to which index
predictors can be created by combining variables. Two different types of data
analysis are conducted. Correlations are used to test initially for predictive
validity, and reliability analysis is conducted to test the internal consistency of the
index components.

Predictive validity is determined by the degree of correspondence between
predictor(s) and criterion. A simple Pearson correlation statistic is used.
Variables that are not correlated with the dependent variables (i.e., arrest,
revocation and probation success) do not have predictive validity. Due to the
large data set (n = 3,405) and numerous variables, correlations are likely to be
significant. The typical level of significance for correlations is .05 or less. In this
study, the level for inclusion is more stringent, therefore an alpha of .01 level (2-

tailed) is used.
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Reliability analysis is conducted to determine if variables can be grouped
and combined to create composite predictor variables. The correlations between
variables in each of the major theoretical groupings (e.g., substance abuse,
criminal history, academic, and employment) are analyzed using reliability
analysis. This is done for two primary reasons. First, creating one effective and
efficient composite variable can reduce any collinearity that exists between
factors that measure similar items. Since the set of variables is large and partially
untested, this is a necessary step. Nunnally and Bernstein (1994, p. 251) note that
since reliability is an important measurement method, investigations should be
made when new measures are developed. Second, the constructed composites
can potentially decrease the number of variables used, without losing
predictability. That is, factors can be removed from reliability scales without
losing predictability. Also, the average effect of the constructed composite may
prove more effective that any one individual variable.

Model Construction This section discusses the methods used to construct
various prediction models. Using the existing Wisconsin risk and need items as
a baseline, exploratory models are constructed to determine predictive accuracy.
Additionally, models are constructed including the static and dynamic predictor
variables that may improve on the statistical strength of the models. The

following methods are applied to the construction of all of the models discussed.
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Models are developed using logistic regression. Regression requires the
assumption that for each value of the predictor variable, scores on the dependent
variable be normally distributed with equal variance (Kachigan 1991; Hedderson
1991). The logistic regression model requires far fewer assumptions, even when
the assumptions required for discriminate analysis are satisfied, logistic regression
still performs better (Norusis 1992). For dichotomous dependent variables,
logistic regression is the analogue to multiple regression for continuous response
variables (Tarling and Perry 1985, p. 223).

The logistic regression procedure lends itself to the selection of predictor
variables through stepwise procedures. This procedure systematically adds one
predictor variable at a time starting with the best single predictor and concluding
with a model that includes all of the predictors. The objective is to find the
optimum combination of variables that explain the greatest amount of variation
in the dependent variable. All of the models were developed using the following
criterion variables.

Criterion Variables for Developing Prediction Models
e Rearrest
e Probation revocation
e Drug use as measured by urine testing

e Absconding
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e Probation violators as measured by motions to revoke probation being

filed

The following sets of analysis are conducted. First, documentation is
provided on how well the current Wisconsin instrument classifies adult felony
offenders in Texas. This is done to assess how well the current risk assessment
instrument as applied in Texas correctly sorts offenders into differential
supervision levels. Second, a series of analyses is conducted to determine the
predictive accuracy of models constructed using the Wisconsin Risk and Need
variables. Since the practical application of any newly developed model is a major
consideration, it is important to establish the baseline of performance for the most
efficient and predictive instrument in which all other prediction models would
need to improve upon. Third, a series of analyses is conducted to determine the
predictive accuracy of models constructed using a combination of the Cohort
variables. The goal is to develop an improved prediction instrument.

The predictive accuracy of the models is assessed using three indicators.
First, the results of the classification table that indicate the percent of cases that
are correctly classified are the primary output of the logistical regression analysis.

Second, from information contained in the classification table, the RIOC (relative
improvement over chance) is computed. To reiterate, RIOC measures the extent

to which a risk instrument improves over chance guesses. The RIOC consists of
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computing the base rate (number of offenders in the population) and the selection
rate (number of offenders selected by the prediction model). Utilizing that input
information, three models are computed. Outcome Chance (OC)) is a measure of
the predicted models performance. A Random Model is computed using a
function of the base rate and selection rate to generate a purely random mode.

The maximum model computes the maximum values that could occur in the
models cells using the selection rate and base rate. Theoretically, this is the best
the model could perform. The RIOC =(OC — RC) / (MC-RC). The RIOC is
an important indicator of the quality of a risk instrument, given that prediction
tools are more or less accurate as a function of the size of the base rate and
selection rate (Harris 1994, p. 160). A final statistic that is generated for each
prediction model is the Receiver Operating Characteristic (ROC) curve. The
ROC curve is recently available in SPSS version 10.0, and is a useful way to
evaluate the performance of classification schemes in which dichotomous
outcome variables are used (SPSS 1999). A ROC curve demonstrates the tradeoff
between sensitivity and specificity of classification schemes. Any increase in
sensitivity will be accompanied by a decrease in specificity. Sensitivity is a plot
of the true positive rate and specificity a plot of the false positive rate. The

accuracy of a test depends on how well the test separates two distinct groups.

60

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.



With the ROC curve statistics, an area of 1 represents a perfect test and an area

of .5 represents a useless test.

Expected results and benefits
The felony cohort data set consists of a large sample of offenders that
will allow for the exploration of the following research issues.
e Incorporate dynamic risk predictors into overall risk assessment

e Determine the extent to which dynamic need variables are robust predictor
variables

e Construct prediction models using multiple criterion variables
e Develop objective dynamic variables that predict criminogenic needs

e Study the degree to which instruments could be made more efficient by
minimizing multicollinearity
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The data are unique because they include all of the Wisconsin risk and
need items, static and dynamic variables are available, and numerous objective
dynamic predictor variables from other instruments are also available. The
follow-up data obtained allow for models to be developed using multiple criterion
measures collected over a three-year follow-up period.

The fact that the constructed models incorporate static and dynamic
variables to predict criminal behavior is expected to lead to more accurate
prediction. This is the major limitation of current third generation instruments.
In the third generation instruments, dynamic variables are primarily included to
establish supervision officer’s workload and target areas for intervention. Also,
the development of objective dynamic indicators should increase the validity and
reliability of the assessment process. With the increased validity and reliability,
it is easier to accurately measure changes in offender behavior over time

regardless of the level of training or expertise of the supervising officer.
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Chapter 4: Descriptive Analysis of the Felony Cohort

The purpose of this chapter is to describe the types of offenders placed on
probation in Texas in 1993. Descriptive data are presented on the entire data set.
This is done to determine the generalizablity of the information, establish the base
rate for each dependent variable, and identify problematic data. Problematic data
are cases or variables where considerable data are missing or extensive coding
errors exist.

This chapter also serves to assess variables to be included in prediction
models in later chapters and how the variables should be coded. Variables with
categories that are very small (e.g., < 5%) are recoded and/or collapsed into other
categories to allow for the accurate computing of statistics and avoid categories
with less than 50 cases present.

Descriptive data are presented on the three years of follow-up
information. Each potential criterion variable is reviewed to determine the extent
to which follow-up information on all offenders in the sample was collected over
the entire three-year period. Offenders for whom follow-up information is
incomplete are deleted from the sample. A chi-square test between the excluded
offenders and the remaining sample on demographic and computed risk and need

variables is conducted. The purpose is to determine whether the offenders with
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incomplete follow-up information are statistically different from the entire sample
to ensure that the exclusion of the offender records does not skew further analysis.

The final step is to determine the base rate for each dependent variable.

Felony Cohort Data — Independent Variables

The first set of felony cohort data described are the potential independent
variables. The independent variables fall into two primary categories — static
predictor variables and dynamic predictor variables. For each of the variables,
descriptive information is provided as it was initially collected, the extent of
missing data is summarized, and recodings conducted are detailed. In the
description of the data, all Wisconsin Risk and Need variables are identified by

including either (risk) or (need) after the description of the data element.

Static Predictor Variables Following is a list of static independent variables
available in the felony cohort dataset. Numerous variations of some traditional
predictor variables (e.g., prior criminal history) are detailed. These variations are
proposed to address both the validity and reliability of assessment items. Listed
in table 4.1 are descriptive data on the continuous static independent variables.
Table 4.2 contains frequency distributions of the static categorical independent
variables. Static items are those variables that do not change over time. These

are the items most extensively used in current risk prediction assessments.
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Table 4.1: Descriptive data on the continuous static cohort variables

Description of Data Item | Variable Name Descriptive Statistics
' N Min. Max. Mean Std.
. Deviation
Age at intake Age in 3405 16 82 2928 10.34
Age at first adjudication of 1 R43 3402 9 82 24.62 9.23
guilt (Risk) '
Prior felony arrest-property Farrprop 3405 0 17 24 .81
Prior felony arrest-persons i Farrpers 13405 0 7 A1 45
Prior felony arrest-drug i Farrdrug 13404 0 16 12 .55
Prior felony arrest-alcohol i Farralc 13405 0 8 >.001 28
Prior felony arrest-other i Farroth 13403 0 6 >.001 21
Total prior felony arrests i Farrtlt 3404 0 29 .54 1.38
Prior felony conviction-prop. Fconprop 3405 0 8 A1 A7
Prior felony conviction- » Fconpers 3404 0 3 >.001 18
persons ;
Prior felony conviction-drug  : Fcondrug 3405 0 5 >.001 27
Prior felony conviction-alcohol | Fconalc 13404 0 3 >.001 .20
Prior felony conviction-other
Total prior felony convictions : Fconoth v 3404 0 2 >.001 >.001
i Feontlt 3404 0 10 22 .69
Total prior misd. Arrests
Total prior misd. Convictions | Marrtlt 3404 0 25 1.37 2.17
i Mcontlt 3404 0 25 91 1.55
Prior Probation/ Parole
Supervision (Risk)  R44 3405 0 18 75 1.25
Prior Adult Felony Probation/ :
Parole Supervision + Felprobs 3405 0 11 23 .73
Prior Probation/ Parole
Revocations (Risk) ' R45 3404 0 7 .14 A48
Prior Adult Felony Probation/ :
Parole Revocations © Felprobr 3405 0 5 <001 28
Prior Felony Adjudications of :
Guilt (Risk) ' R46 3405 0 14 27 79
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Table 4.2: Descriptive data on the categorical static cohort variables

Data Item i Variable Name ! Descriptive Statistics Re-coding Conducted
' Percent  Frequency !

Demographics ! ! .
Race/Ethnicity ' Ethnic i Re-code Other as Anglo
1 Anglo ! ! 37.1 1262 | Other = 1.4%
2 African-American 28.6 973
3 Hispanic 344 1170
Gender i Gender ! !
1 Male i i 77.9 2654 !
2 Female 22.1 751
Marital Status at Intake | M_Status ! Recoded Remarried as
1 Married/common law 31.0 1055 | married;recoded
2 Not married 22.9 780 | widowed separated and
3 Never married 46.1 1568 : divorced as ‘not
Missing 2 married’
Living Arrangement at Intake : Living . :
1 With spouse / children | i 333 1137
2 With mother and/or father | E 33.1 1114 ;
3 Alone § § 8.9 298 |
4 Other 5 5 24.2 812!
Missing 44

Current Offense Information
Current Offense (Intake Offense) : Off_type |
| 11.8 402

1 Violent | | |
2 Property 38.4 1306
3 Drug/Alcohol 30.6 1041
4 Other | | 19.3 656 |
Offense Level 1 Of_level
1 First Degree 15.6 531
2 Second Degree 31.1 1059
3 Third Degree 523 1815
Type of Intake In_type Recoded all types of
1 Direct sentence 97.3 3314 | ‘returns’  into  one
2 Return of any kind ; i 2.7 91 | category
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Table 4.2: Descriptive data on the categorical static cohort variables -- continued

Data Item i Variable Name ! Descriptive Statistics Re-coding Option
: Percent Frequency
Current Offense Info. Cont. | ;
Weapon Used in Current Offense : Weapon !
1 Yes ; 10.5 358 ¢
0 No 89.5 3047 :
Weapon type  Wpntype + Recoded knife and other
0 No weapon ; 89.5 3048 : weapons into ‘other’
1 Firearm 6.5 220 :
2 Other weapon 4.0 137 :
Legal Status at Offense i Legstat ;
1 Under supervision ' 10.2 349 | Recoded to two
0 Not under supervision 89.2 3056 ! categories: grouped
! types of supervision
Criminal History : ;
Criminal Gang Affiliation Gang !
1 Yes : 3.7 126
0 No known affiliation 96.3 3278
Missing 1
Prior Juvenile Record ' Juvenile !
1 Yes ' 13.3 452
0 No known record 86.7 2953
Adjudications for burglary, theft, | R47 ! Recoded No to 0
auto theft or robbery (Risk) '
1 Yes 43.4 1428 |
0 No 56.6 1927 |
Adjudication  for  worthless | R48 ' Recoded No to 0
checks or forgery (Risk) :
1 Yes 12.2 414
0 No 87.8

2991 |
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Table 4.2: Descriptive data on the categorical static cohort variables -- continued

Data Item i Variable Name | Descriptive Statistics :  Re-coding Option
| Percent Frequency
Criminal History Continued
Adjudication for assaultive : R49 + Recoded No to 0
offense within last 5 years (Risk)
1 Yes 19.3 657 !
0 No : : 80.7 2748
Prior non-probation sentences to ! Incid ' Due to small numbers,
prison ' this continuous variable
0 None 94.8 3225 i was collapsed.
1 One or more 5.2 178
Missing 2
Prior non-probation sentences to ! Injail ' Due to small numbers,
jail ! this continuous variable
0 None 76.2 2593 ! was collapsed.
1 One or more 239 812 !
Prior non-probation sentences to | Intyc i Due to small numbers,
Texas Youth Commission : : » this continuous variable
0 None : : 97.6 3319 | was collapsed.
1 One or more 24 83
Missing : : 3.
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Dynamic Predictor Variables  Following is a list of dynamic independent
variables that are tested to determine their ability to predict future criminal
behavior. Dynamic variables are criminogenic need items that change over time
and in theory can be impacted by appropriate placement in programming.

Summarized are dynamic variables used in the Wisconsin Risk and Need
Assessment and those that are new and currently untested. All variables with an
“R” or “N” as the first letter of the variable name are Wisconsin Risk and Need
assessment items respectively. The new and untested variables consist of a series
of objective indicators that may provide predictive information. For example,
there are numerous variables for determining the extent of substance abuse.

Alcohol and drug usage problems are commonly used predictors, whereas, use by
injection and crack cocaine use are new indicators. = Table 4.3 contains
descriptive data on the continuous dynamic variables. Table 4.4 contains

frequency distributions for the categorical dynamic variables.
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Table 4.3: Descriptive data on the continuous dynamic cohort variables

Description of Data Item Variable Name Descriptive Statistics

' N Min. Max. Mean Std.

: Deviation
Address Changes in last 12 | R38 13405 0 30 .88 1.44
months (Risk) : ‘
Percent Employed in last 12 | R39 L2922 0 100 59.20 34.97
months (Risk) : ‘
Highest Grade Completed | H_grade L3405 0 19 1044 2.62
Alcoholic drinks consumed in | alcamt L2119 1 36 5.88 3.90

one setting over past year
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Table 4.4: Descriptive data on the categorical dynamic cohort variables

Data Item i Variable Name Descriptive Statistics

Re-coding Option

Percent Frequency

Education and Employment |
High School Diploma or GED ! Hs_ged

1 Yes E E 49.5 1684

i Recoded No to 0

0 No E E 50.5 1721 ;
Missing 1
Employment Status at Intake . Employed :
1 Full-time i E 41.4 1411 ;

2 Part-time/seasonal 12.2 414

3 Student/homemaker 12.9 440 !

4 Not employed § § 33.5 1140 |
Educational (Needs) N50
0 High School or above skill ; 394 1341

1 Adequate skills 27.9 951 |

2 Low skills | | 25.7 876

3 Minimal skills 7.0 237
Employment (Needs) N51 | |
0 Satisfactory over a year | 20.6 702

1 Secure 35.7 1216

2 Unsatisfactory 35.7 1216

3 Unemployed 8.0 271

Financial Management (Needs) N52

0 Self-sufficient long term | 6.4 219 |

1 No current difficulties 23.1 787

2 Minor difficulties 55.8 1899

3 Severe difficulties 14.7 500 :
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Table 4.4: Descriptive data on the categorical dynamic cohort variables continued

Data Item i Variable Name Descriptive Statistics Re-coding Option

Percent Frequency

Alcohol and Drug Use ' Data was collected to
Cocaine/Crack over past 12 mo. ! Crack ! obtain no regular use,
0 No use 83.6 2844 ! monthly use, weekly
1 Use 16.4 558 ! use, three to four times a
Missing E E 3 ! week, and daily. All of
! the drug items were
THC over past 12 mo. Marj collapsed into a
0 No use 75.6 2572 dichotomous variable
1 Use 24.4 830 ! due to limited reported
Missing 3 use.

Any other drug over past 12 mo. Any drug

0 No use 93.7 3186 Data was collected on
1 Use 6.3 216 ! opiates, sedatives,
Missing 3 1 amphetamines and
| | | inhalants. Due to very
Drug by injection over 12 mo. | Inject i small occurrences they
1 Yes 4.6 158 1 were collapsed into any
0 No 95.4 3245 . other drug use.
Missing 2
Alcohol over past 12 mo. Alc12mo | |
1 No regular use 38.4 1308 : Daily use and use 3 to 4
2 Monthly use 15.8 539 | times  weekly  were
3 Weekly use 28.7 977 | grouped into more than
4 More than weekly use 17.0 579 © weekly use.
Missing 2
Alcohol Usage (Needs) N56 ; ;
1 No abuse 473 1611
2 Occasional abuse 32.7 1115
3 Frequent abuse 19.9 679
Drug Usage (Needs) 1 N57 ; ;
1 No abuse 60.1 2047
2 Occasional abuse 24.0 816
3 Frequent abuse 15.9 542
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Table 4.4: Descriptive data on the categorical dynamic cohort variables continued

Data Item i Variable Name Descriptive Statistics Re-coding Option
' | Percent Frequency

Alcohol and Drug Use Cont.
Influence Alcohol/Drugs at time : Inflad
of current offense ;
1 Yes 38.2 1301

0 No known record 61.8 2104
Number of times offender in i Adtmtout
substance abuse outpatient ; ;

0 None 5 5 89.2 3031 |

1 One or more 10.8 368 :

Missing 6
Number of times offender in ¢ Adtmtin
substance abuse inpatient ;

0 None 90.9 3086 !

1 One or more 9.1 310

Missing 9
Alcohol Usage to Criminal i R40
Activity (Risk) : :

1 Unrelated 53.1 1807 !

2 Probable relationship 22.1 752

3 Definite relationship 24.8 846
Drug Usage to Criminal | R41
Activity (Risk) : :

1 Unrelated : : 55.1 1876

2 Probable relationship 17.4 591 !

3 Definite relationship 27.5 938

73

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.



Table 4.4: Descriptive data on the categorical dynamic cohort variables continued

Data Item i Variable Name Descriptive Statistics Re-coding Option

Percent Frequency

Interpersonal :

Attitude (Risk) | R42 | :
1 Motivated to change 50.4 1715
2 Somewhat motivated 383 1304

3 Not motivated § § 11.3 386 |

Marital/Family Relations (Need) N53 | |
0 Exceptionally strong : : 14.9 508 |

1 Relatively stable 36.5 1243
2 Some disorganization 36.7 1248
3 Major disorganization 11.9 406
Companions N54 | |
0 Good support 10.4 353
1 No adverse relations 27.0 921 |
2 Occasional negative 453 1541 1
3 Completely negative 17.3 590

Mental and Physical Health

Emotional Stability (Needs) | N55 : :
0 Exceptionally well 20.3 690 !
1 No instability 56.5 1924
2 Limited functioning 19.2 655 1
3 Prohibit functioning 4.0 136 !
Mental Ability (Needs) i N58 : |
1 Able to function 93.5 3183 |
2 Need for assistance 5.9 200
3 Severely limited .6 22
Health (Needs) + N59 ; ;
1 Sound physical health 89.0 3029 :
2 Handicap or illness 8.4 285

3 Serious handicap 2.7 91 :
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Table 4.4: Descriptive data on the categorical dynamic cohort variables continued

Data Item i Variable Name Descriptive Statistics Re-coding Option

Percent Frequency

Other Needs
Sexual Behavior (Needs) 1 N60
1 No apparent dysfunction 94.2 3204
2 Minor problems 2.6 90 :
3 Severe problems 3.2 109
Missing 2
PO’s Impression (Needs) No61 |
0 Well adjusted : 3.2 108 :
1 No needs 5.6 191
2 Moderate Needs 57.9 1969
3 High Needs 333 11331
Missing 4

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.

75



Felony Cohort Data — Dependent Variables

The second series of variables described are the potential dependent
variables. Most of the dependent variables are dichotomous and coded 0 for “no”
and 1 for “yes” indicating the occurrence of an event. The outcomes assess the
offender’s status at the end of the three-year follow-up period.

The first set of dependant variables address how well offenders performed
on probation. After the three-year follow-up period, the majority of the cohort
was not terminated from probation (62.2%), meaning a probation officer was still
actively supervising these offenders. A very small percent died (1.1%). To
quantify how well the offenders did under supervision, a variety of outcome
measures are computed. The most inclusive outcome is whether a motion to
revoke (MTR) probation was filed on the offender. This outcome is the most
inclusive of the negative outcomes because a MTR may or may not result in a
revocation and can be filed for technical probation violations or for a subsequent
arrest. This category would include offenders who remained under supervision
and those who were removed from supervision and sentenced to incarceration.
Technical probation violations include all the other reasons an offender may be
revoked from probation other than committing a new crime. Some of these
include failure to pay supervision fees, positive urinalysis test, or failure to attend

court mandated counseling or other programming. Base rates are calculated for
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each type of outcome where information is available (e.g., MTR filed and not
revoked, revoked for technical violations, revoked for subsequent arrest).

Another determination of how well offenders did under supervision is
whether they abscond from supervision. Absconding means that the probation
officer loses track and contact with an offender for a period of over three months.
If an offender absconded during the three-year follow-up period, they are coded
as an absconder.

A common indicator of probation success is recidivism. Recidivism is a
generic term that refers to some form of subsequent unsuccessful behavior. In this
study, subsequent arrest for a Class B misdemeanor or higher within the three-
year follow-up period in used. This is considered to be the closest approximation
of criminal behavior (Maltz 1984). An arrest for a Class B misdemeanor involves
no judicial discretion, unlike other traditionally used measures of recidivism. For
example, each court has the discretion to decide who gets revoked and who does
not and for which violations: offenders who are rearrested may or may not be
revoked from supervision.

An outcome indicating the offenders who were successful over the three
years period is also computed. This positive probation outcome includes
offenders who were under direct supervision for all three years, did not have an

MTR filed, were not revoked, were not arrested, and did not abscond. Also
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included in the successful category are offenders who received an early

discharged from probation or whose term expired without any of the previous

mentioned occurrences. An expired term of probation means that the sentence is

served in full and the offender is no longer under the supervision of the criminal

justice system. Note that success as defined in this study does not necessarily

mean a successful completion of probation as some felons have more that a three-

year probation term. The following table reports the base rates of each of the

outcomes in these areas.

Table 4.5: Descriptive data on the probation outcome cohort dependant variables after three

years
Data Item i Variable Name | Descriptive Statistics

Percent Frequency
MTR Filed | Mtrfiled 435 1481
MTR Filed & Not Revoked | Mtr_nrk 25.0 850
Revoked ! Revoked 233 794
Revoked for Technical ! Rk_tech 12.5 427
Revoked with Re-arrest ! Rk_arr 10.8 367
Absconded ! Abscond 143 480
Arrest | Arrest 26.8 913
Arrest and not revoked © Arr_nrk 16.0 546
Successful Offenders . Dclean 38.1 1295

The dependent variables with the highest base rates are whether an MTR

was filed, rearrest, revocation, and successful offenders. Logistical regression
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models work best when the predicted outcome occurs at a rate close to 50%. This
is because the regression model attempts to predict the behaviors of the offenders
with the targeted outcome. A large number of failed or successful offenders yield
more powerful prediction models. Since MTR is a temporary status, it would not
be appropriate to include in the prediction models being developed in later
chapters.

The successful offenders, rearrest, and revocation indicators are
appropriate as robust criterion variables that are used in later chapters for

modeling.

Summary

The purpose of this chapter is to scrutinize the information collected as
part of the felony cohort project by describing the types of offenders placed on
probation in Texas in 1993 and how well they did on probation after three years.
All of the data obtained in the initial data set from the Texas Department of
Criminal Justice, Community Justice Assistance Division is summarized and
assessed.

A total of 68 predictor variables out of the initial cohort are usable. The
main area in which information is lost is with the categorical variables. With

many variables, small occurrence rates of specific categories mean they need to
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be collapsed into more useable data. Much of the detail collected on type and
frequency of drug use has to be collapsed into dichotomous variables due to
limited reported use.

Of all of the potential dependant variables collected, only three are used
to construct the prediction models in Chapter Six. They are successful probation,
rearrest and probation revocation. The other outcome measures either have very
low base rates of occurrence (e.g., absconders) or are inappropriate to use in the

prediction models (e.g., urinalysis testing rate).
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Chapter 5: Testing the Validity and Reliability of Predictor

Variables

The purpose of this chapter is to test the validity and reliability of the
predictor variables. The validity of the variables is tested to determine which
variables are correlated with each criterion variable. The reliability analysis is
conducted to assess multicollinearity issues between the independent variables
and to determine if composite indicators can be established.

The independent variables are analyzed in this section in subject area
groupings. To varying degrees, all of the groupings of factors analyzed in this
section are correlated with criminal offending (e.g., Gendreau 1996, Champion
1994, Morgan 1994, Petersilia 1998). The major groupings are prior criminal
history, education problems, employment problems and substance abuse
problems. Data elements that measure these groupings have proven predictive in
past studies (e.g., Andrews 1996, Herrnstein 1995, Wilson and Herrnstein 1985).

One other goal of this research is to develop objective measures of
criminogenic need factors that produce more valid and reliable predictors. There
are policy and practical reasons for exploring more objective measures. One
practical issue concerns simply the type of data that can be collected by probation

officers in a valid and reliable manner. For example, instead of questions that ask
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if offenders have a “substance abuse problem”, questions are proposed that
document the specific amount or type of use (e.g., intravenous drug use, use of
crack weekly). Of policy relevance is that there are many situations in which
funding to probation departments is provided at a differential rate for high,
medium and low risk offenders. A higher rate of payment is allocated for the high
risk offenders, less to the medium risk and the least to the low risk. If risk
assessment criteria are not objective, verification that offender cases are classified
accurately becomes difficult.

In the previous chapter independent variables are refined based on
completeness and usability. Variables with the majority of the information
missing are removed from the data set. Also, some of the categorical variables
are collapsed into fewer categories, and others are turned into dummy variables
due to small percentages in some of the categories to allow for accurate statistical

analysis.

Predictive Validity

The purpose of this section is to determine the predictive validity of the
independent variables with the three outcome variables established in chapter four
(i.e., arrest, revocation and successful probation status). This is necessary to

further streamline the variables that are used in the later prediction models. After
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the initial data reduction discussed in Chapter Four, there are 67 variables. If the
prediction model is to be practical for the field of probation to administer,
narrower scope of variables is desirable.

The following independent variables are not significantly correlated with
any of the dependent variables and are not included in future prediction models.
The exceptions are the three Wisconsin risk and need items which are included
in the analysis that tests the predictive power of Wisconsin Risk and Need

instrument conducted in Chapter Six despite their lack of correlation.

Table 5.1: Independent variables that are not correlated with revocation, arrest or
successful probation.

Variable Question : Source
Demographic
Race/ Ethnicity i Cohort Test Variable

Substance Abuse '
Number of times the probationer participated in alcohol or drug abuse | Cohort Test Variable
outpatient treatment. :

Other Needs :
Health Need ' Wisconsin Need Item

Sexual Behavior ' Wisconsin Need Item

Criminal History

Was a weapon involved in the commission of the offense? i Cohort Test Variable
Type of weapon used in the commission of the offense? i Cohort Test Variable
Prior adult felony arrests for alcohol offenses ! Cohort Test Variable
Prior adult felony arrests for other offenses \ Cohort Test Variable
Prior adult felony convictions for offenses against a person ! Cohort Test Variable
Prior adult felony convictions for drug offenses 1 Cohort Test Variable
Prior adult felony convictions for alcohol offenses ! Cohort Test Variable
Prior adult felony convictions for other offenses ! Cohort Test Variable
Adult or juvenile adjudication for worthless check or forgery . Wisconsin Risk Item

The remainder of this section reports the Pearson (r) statistic for the

remaining independent variables. The static and dynamic factors are reported
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separately. The correlations are only reported for those factors that are
significant. A coefficient will only be reported in a table if it is significant at the
.01 level. Again, the dependent variables are coded “0” for not arrested or not
revoked and “1” for arrested or revoked. Successful is coded “0” for not

successful and “1” for successful as defined in chapter four.

Static Independent Variable Correlations Table 5.2 reports the correlations
between the static independent variables and the outcome variables of revocation,
arrest and success on probation. Static variables are the “classic” predictor items
that appear in many of the early prediction assessment instruments. The static
variables are categorized as demographic variables, current offense information,
criminal history, and alcohol and drug use associated with commission of current
offense.

Of the demographic static variables, gender, the age indicators and marital
status are significant for all three of the dependent variables. The highest
correlation is between age at first adjudication of guilt and successful probation
status (r =.17). Age at first adjudication of guilt is a Wisconsin Risk variable.

None of the variables relating to current offense are significant for any of
the dependent variables. Legal status at time of offense is the only current offense

variable correlated with arrest.
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Many of the criminal history variables are correlated with all three
dependent variables. Ten of the cohort test variables are correlated with all three
dependent variables, as are most of the Wisconsin Risk variables. The highest
correlations are between prior juvenile record and revocation (r =.18), and total
prior misdemeanor arrests and arrest (r =.11). Both predictors are cohort test

variables.

Table 5.2: Correlations between static cohort variables and revocation, arrest and

success
Data Item ! Variable Name ' Pearson Correlation
: Significant at .01 level (2-tailed)
Revocation Arrest Success
Demographics : : | |
Gender ' Gender -.11 -.08 14
1 Male : : : :
2 Female ! ' ' .
Age at intake ! Age in -.15 -.13 17
Age at first adjudication of guilt (Risk) | R43 -.19 -.17 21
Marital Status at Intake M_Status .14 .06 -.13

1 Married/common law : ! ! :

2 Not married ! ' ' '

3 Never married ! ! . .

Living Arrangement at Intake ! Living 13 - -.13

1 With spouse / children : : : :

2 With mother and/or father

3 Alone

4 Other
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Table 5.2: Correlations between static cohort variables and revocation, arrest and
success -- continued

Data Item Variable Name Pearson Correlation
| Significant at .01 level (2-tailed)
Revocation Arrest Success

Current Offense Information | | |
Current Offense (Intake Offense) 1 Off_type -.07 - -
1 Violent : : ' '
2 Property
3 Drug/Alcohol
4 Other | |
Offense Level 1 Of_level -.08 - 11
1 First Degree : : ' '
2 Second Degree
3 Third Degree

Type of Intake In_type .08 -—-- -
1 Direct sentence : ' ' '
2 Return of any kind | | | |

Legal Status at Offense i Legstat - .08 -.08

1 Under supervision
0 Not under supervision

Criminal History ; ; | |
Criminal Gang Affiliation i Gang .10 .10 -.09
I Yes e e e e
0 No known affiliation
Prior Juvenile Record » Juvenile 18 13 -.14
1 Yes ' ' | |
0 No known record ; ; | |
Adjudications for burglary, theft, auto : R47 13 .09 -12
theft or robbery (Risk) ' ; | |
1 Yes
0 No : : : :
Adjudication for assaultive offense : R49 .06 .05 -
within last 5 years (Risk) : ' ' |
1 Yes
0 No ' ' ' '
Prior non-probation sentences to prison : Incid .06 e -.07
0 None ; ' ' |
1 One or more ; . : ;
Prior non-probation sentences to jail  : Injail .14 .05 -.09
0 None ; ' ; '
1 One or more
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Table 5.2: Correlations between static cohort variables and revocation, arrest and success

-- continued
Data Item Variable Name Pearson Correlation
| Significant at .01 level (2-tailed)
Revocation . Arrest i Success

Criminal History Continued ! ' :
Prior non-probation sentences to Texas Intyc 12 .07 -.07
Youth Commission : ' ' '

0 None

1 One or more ! ! ! !
Prior felony arrest-property . Farrprop .08 .08 -.08
Prior felony arrest-persons ! Farrpers .05 -—-- -
Prior felony arrest-drug ! Farrdrug -—-- .05 -.05
Total prior felony arrests ! Farrtlt .08 .08 -.08
Prior felony conviction-prop. : Fconprop -—-- === -.07
Total prior felony convictions : Fcontlt - ---- -.06
Total prior misd. Arrests | Marrtlt .10 11 -.09
Total prior misd. Convictions \ Mcontlt .09 .08 -.07
Prior Probation/ Parole Sup. (Risk) | R44 E 07 E .09 E -.09
Prior Adult Fel, Prob./ Parole Sup. : Felprobs .05 .04 -.07
Prior Prob./ Parole Rev.(Risk) | R45 : .10 : .05 : -.08
Prior Adult Fel. Prob. /Parole Rev. Felprobr .06 -—-- -.06

Prior Felony Adjud.of Guilt (Risk) | R46 L0805 09

Dynamic Independent Variable Correlations Table 5.3 reports the correlations
between the dynamic independent variables and the dependant variables:
revocation, arrest and success on probation. The dynamic variables are
assessments of education and employment status, alcohol and drug use,
interpersonal needs, mental and physical health, and other needs (e.g., probation
officers impression of the offender’s need level).

All of the education and employment variables are significant across all
dependent variables except for highest grade completed. The two highest

correlations are between the cohort test variables for employment status at intake
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and revocation (r = .20), and the Wisconsin Need variable for employment need
and successful probation status (r =-.21).

Most of the alcohol and drug use indicators are significant across all the
dependent variables. For the substance abuse indicators, both of the Wisconsin
Risk variables for alcohol and drug usage are significant across all dependent
variables. The cohort test variable for under the influence at the time of the
current offense is also significant. The highest correlation is between the
Wisconsin Risk variable for drug usage and successful probation status (r = -.18).

The cohort test items measuring cocaine/crack, marijuana and alcohol use
over the past 12 months are significant across all dependent variables. Both
Wisconsin Need items for alcohol and drug usage problem are significant. The
highest correlations are between drug usage problem and revocation (r =.21) and
successful probation status (r = -.22).

The remaining dynamic variables tested are Wisconsin Risk and Need
indicators. All of the variables are significant across all the dependent variables.
The two highest correlations are between the variable the types of companions the
offender has and revocation (r = .21), and the probation officers impression of the
offender’s need level and revocation (r =.18), and successful probation status (r

= _.18).

88

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.



Table 5.3: Correlations between dynamic cohort variables and revocation, arrest and

success
Data Item Variable Pearson Correlation
Name ; Significant at .01 level (2-tailed)
Revocation Arrest  Success
Education and Employment : : : :
High School Diploma or GED ! Hs_ged -.12 -.09 11
1 Yes : : :
0 No
Missing : : : :
Highest Grade Completed H grade -.05 - .06

Educational (Needs) ' N50 : 13 : 10 : -.14
0 High School or above skill : :
1 Adequate skills
2 Low skills
3 Minimal skills | |
Employment Status at Intake i Employed .20 .09 -.16
1 Full-time : : ' '
2 Part-time/seasonal
3 Student/homemaker
4 Not employed | | | |
Employment (Needs) 1 N51 .19 13 -21
0 Satisfactory over a year ' ' ' '
1 Secure
2 Unsatisfactory
3 Unemployed | | :
Percent employed in last 12 months : R39 18 -.11 -.19

(Risk) : : : :
Financial Management (Needs) P N52 12 .08 -.15

0 Self-sufficient long term
1 No current difficulties

2 Minor difficulties

3 Severe difficulties
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Table 5.3: Correlations between dynamic cohort variables and revocation, arrest and

success -- continued

Data Item Variable
Name

Pearson Correlation

Significant at .01 level (2-tailed)

Revocation

Arrest

Success

Alcohol and Drug Use Indicators
Influence Ale/Drg at current offense  : Inflad

1 Yes '

0 No known record :
Number of times offender in substance : Adtmtin
abuse inpatient '

0 None

1 One or more !
Alcohol Usage to Criminal Activity ' R40

1 Unrelated :

2 Probable relationship

3 Definite relationship :

Drug Usage to Criminal Activity ' R41

1 Unrelated !

2 Probable relationship

3 Definite relationship !
Cocaine/Crack over past 12 mo. i Crack

0 No use '

1 Use .

THC over past 12 mo. | Marj

0 No use :

1 Use !

Any other drug over past 12 mo. | Any drug

0 No use :

1 Use
Drug by injection over 12 mo. ! Inject

1 Yes :

0 No .
Alcohol over past 12 mo. 1 Alc12mo

1 No regular use :

2 Monthly use

3 Weekly use

4 More than weekly use
Alcohol Usage (Needs) 1 N56

1 No abuse '

2 Occassional abuse

3 Frequent abuse |
Drug Usage (Needs) 1 N57

1 No abuse i

2 Occasional abuse

3 Frequent abuse

.08

.05

.07

17

17

13

.06

.08

12

A1

21

.05

.07

.08

.07

.09

.06

.08

.09

-.11

-.07

-11

-.18

-.17

-.18

-.05

-.08

-.14

_14

=22

90

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.



Table 5.3: Correlations between dynamic cohort variables and revocation, arrest and
success -- continued

Data Item . Variable | Pearson Correlation
. Name | Significant at .01 level (2-tailed)
Revocation : Arrest + Success
Interpersonal : : : :
Attitude (Risk) | R42 § 12 g .09 g -11

1 Motivated to change

2 Somewhat motivated

3 Not motivated . . . .
Marital/Family Relations (Need) | N53 : 12 : .08 : -11

0 Exceptionally strong : : : :

1 Relatively stable

2 Some disorganization

3 Major disorganization | | | |
Companions 1 N54 21 .14 -17

0 Good support ' ' ' '

1 No adverse relations

2 Occasional negative

3 Completely negative

Mental and Physical Health ; | | |
Emotional Stability (Needs) 1 N55 .09 .10 -.10
0 Exceptionally well | | ' '
1 No instability
2 Limited functioning
3 Prohibit functioning ; | | |
Mental Ability (Needs) 1 N58 .05 .07 -.06
1 Able to function ' ' ' '
2 Need for assistance
3 Severely limited

Other Needs ! ! ! !
PO’s Impression (Needs) + N6l A8 A1 -.18
0 Well adjusted i i i i
1 No needs
2 Moderate Needs
3 High Needs

Address Changes in last 12 months | R38 i 10 i 06 L 12
(Risk) | ' | :
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Reliability Analysis

In this section, the correlations between variables in each of the major
groupings (e.g., substance abuse, current offense information, prior criminal
history, education, and employment) are analyzed using reliability analysis.

This is done for two primary reasons. Reliability analysis is a procedure for
evaluating multiple-item indexes. Specifically, it provides information about the
relationships among individual items in an index. The statistics that are computed
are the inter-item correlations, covariance, and the alpha statistic (alpha = a.).
Alpha is a test of internal consistency based on the average inter-item
correlations. Descriptive statistics are reviewed for each variable, the index, and
the index if a variable is deleted.

An essential feature of the reliability coefficient is that as a proportion of
variance, it should in theory range between 0 and 1 (Nichols 1999). However,
negative alpha values can be generated for a variety of reasons, which lead to
inappropriate interpretations. The alpha will be negative whenever the average
covariance among the items is negative. A common problem is when an index
consists of items that are worded or coded in opposite directions. The data set in
this study does consist of a variety of variables worded in different directions.
Therefore, as a first step, all variables within an index are recoded to go in the

same direction.
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Reliability analysis also reports the standardized item alpha, which
represents the scale with variables converted to z-scores (i.e., equal weighting of
items). In cases in which the standardized item alpha is higher than the alpha,
variables are converted to z-scores and the analysis is rerun. This is done to
determine how the scale performs with z-score variables removed one item at a
time.

There are three questions that impact how reliability analysis is conducted
and interpreted. They are listed below and each addressed separately.

e What is a “good” alpha?
e How does the number of variables in an index affect reliability?

e Should composite scores be a sum or an average?

What is a good alpha? If alpha is too low, the items have very little in
common. An alpha of .30 is very low (Nunnally and Bernstein 1994, and Yaftfee
1998). As a general rule of thumb, an alpha of .70 or higher reflects items that
can be combined into a reliable composite score. To increase the potential utility
of any risk prediction instrument that may be developed, small distinctions of
alpha scores above .70 are taken into account if the number of variables in the

composite scale is reduced without losing accuracy.
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How do the numbers of variables in a scale affect reliability? Coefficient alpha
reflects the number of items and their average correlation (Nunnally and
Bernstein 1994). Therefore, “a major way to make tests more reliable is to make
them longer” (Nunnally and Bernstein 1994, p. 262). This is because test
reliability is a direct function of the average correlation among items for a given
number of items. There is little guidance in the field of criminal justice
prediction on exactly how to balance the number of items with a strong alpha
score for reliability in creating composite scores. The rule that is followed in this
research is to try to achieve the fewest number of variables that yield the highest

alpha score.

Should composite scores be a sum value or an average? Most literature on
reliability analysis consists of developing scales where the questions are all on the
same scale, for example a Likert Scale item, which is a multiple-choice question
that surveys opinions. In those cases, the scale is generally summed to get a total
test score. This data set contains categorical, continuous and dichotomous
variables. Though in most cases, the variables are converted to z scores, there is
still a question of how best to combine the variables into an index that is most
appropriate. Little guidance exists in the literature. As a practical standard,

averaging the variables together optimizes the data. For example, in an instant
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where there are four variables in the composites and there only exists data for
three, the average can be computed using the data from the three existing

variables. Solely for that reason, the average of the variables is used.

Reliability Analysis Results

In the data set there are five theoretical blocks of variables. They are
education variables, employment variables, substance abuse indicators, current
offense information, and prior criminal history. Reliability analysis is conducted
in each of the five areas to assess whether an index scale can be developed.
Variables assessing education, employment, substance abuse and criminal history
are grouped into index predictors. Following is a detailed summary of the
analysis conducted in each area. Appendix C contains all of the output produced

during this analysis.

Education Scale Three variables are included in this index. High school
diploma or GED is a dichotomous variable with 1 coded as yes. Highest grade
completed is a continuous variable, and whether a person has educational needs
is categorical. Education need is recoded to go in the same theoretical direction
as the other two variables. As the number gets higher, the likelihood of success

Increases.

95

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.



In the first series of analysis, the three-scale alpha is .5985, and the
standardized alpha is .8421. Therefore, prior to proceeding, all of the variables
are converted to z-scores.

Once the variables are converted to z-scores, all three variables merit
inclusion in the index. For all three factors, the alpha is lower if any one of them
is deleted. As a result, taking the average of the three z score converted variables

creates a new variable.

Employment Scale Four variables are included in this index. Three of the
variables are categorical: employment status at intake, employment need, and
financial management need. Percent of time employed during the last twelve
months is a continuous variable. The three categorical variables are recoded to
go in the same direction as the other variable, so as the score increases the
likelihood of success increases.

In the first series of analyses, the four-item alpha is .1262, and the
standardized alpha is .8173. Therefore, prior to proceeding, all of the variables
are converted to z-scores.

Once the variables are converted to z-scores, the financial management
variable, if deleted, increases the alpha score from .8184 to a .8617. The

reliability analysis is rerun including only the three employment variables. All
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three variables merit inclusion in the scale. For all three factors, the alpha is
lower if any one of them is deleted. As a result, taking the average of the three

z score converted variables creates a new variables.

Substance Abuse Scale There is a total of eleven variables that measure
alcohol and drug use. All of the variables are coded in the same direction
meaning that as a score gets higher it reflects behavior more likely to predict
future criminal activity. The data are analyzed in two groups: those items dealing
with criminal history and those addressing criminogenic need. This is done to
determine if any sub-grouping of substance abuse might be appropriate.

For the criminal history area, there are four variables. Two of the variables
are dichotomous. They are whether the offender was under the influence of
alcohol or drugs at the time of the current offense and whether the offender was
in substance inpatient treatment. The other two variables are categorical and
assess the relationship that either alcohol or drug usage has to the offender’s
criminal activity.

The four-scale alpha of .5376 is slightly lower than the standardized alpha
(o =.5976), so all of the variables are converted to z-scores to assess inter-item

dynamics. If prior inpatient treatment and drug use related to crime are deleted
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from the scale, the alpha increases to the .6100 area. Since this is lower than the
.70 standard, this is not a reliable index.

There are seven variables that address criminogenic substance abuse need.
Four of the variables are dichotomous. They are whether the offender had used
either cocaine/crack, THC or any other drug over the past 12 months and whether
the offender had used by injection over the past 12 months. Alcohol use over the
past 12 months is also assessed, but the variable is categorical ranging from no
regular use to more than weekly use. The final two variables are categorical
variables that rate the offender’s alcohol or drug usage abuse level ranging from
no abuse to frequent abuse.

The seven-item scale of .6741 is slightly lower than the standardized alpha
(a=.7318), so all of the variables are converted to z-scores to assess inter-item
dynamics. For all seven factors, the alpha is lower if any of the variables are
deleted. The seven variable scale falls above the .70 standard, and are all valid
to include in a scale model.

The last test is to determine how all of the substance abuse variables
perform together. The alpha for all eleven substance abuse variables as z scores
is .8141. This alpha is higher than just the dynamic factors. Also, none of the
variables, if deleted, would raise the alpha any higher. From this section, the

average of all of the substance abuse variables is used.
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Current Offense There are three static variables that reflect
information regarding the offense for which the offender was placed on probation.
These are the current offense (a categorical coding including violent, property,
drug and other offenses), offense level (first, second or third degree), and legal
status at offense (either under supervision or not). There is no reliability for these
factors making a composite scale. Both the alpha (o =.0776) and standardized

alpha (o =.1434) are extremely low.

Criminal History The most extensive series of variables address
offenders’ criminal history. In sum, there are 21 adult and juvenile criminal
history variables. The reader is referred to table 4.1 for more detailed information
on these variables. The variables are either dichotomous (with yes indicating
involvement) or continuous (e.g., number of prior felony arrests). All of the
variables are converted to z scores to standardize the comparisons across the wide
span of factors.

Since large numbers of variables are likely to yield a reliable scale, it is
expected that all 21 variables will have a high alpha, which is indeed the case.
The standardized alpha for including all the criminal history variables is .8768.
However, it is not practical or efficient to include all the items. Exploratory

analysis is conducted to find the most efficient set of variables with the best
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reliability. This means various computations of variable groupings are tested to
try and find the highest alpha score. First, there are three major logical groups
that the variables fall into: juvenile history variables, those used historically on
the Wisconsin Risk and Need instrument, and new test variables introduced as
part of the cohort data collection initiative.

The three juvenile variables: criminal gang affiliation, prior juvenile
record, and prior sentence to the Texas Youth Commission result in a
standardized alpha of .4821. This demonstrates weak reliability. A separate
composite score for these factors is not appropriate.

There are five Wisconsin Risk Assessment variables: adjudications for
property and assaultive offenses, prior felony adjudications of guilt, and prior
probation supervision and revocations. The standardized alpha for those five
variables is .5886. Adjudication for property and assault weaken the alpha the
most, but not to the extent that a reliability of at least .70 is reached if eliminated.

There are twelve cohort criminal history test variables. These variables
are constructed to be more objective and use terminology consistent with Texas
law. For example, instead of adjudication, the terms arrest and conviction are
used. Also, probation supervision and revocations are limited to prior adult
felonies, excluding juvenile and misdemeanor supervision. Also tested are

variables to collect non-probated prison and jail sentences. These twelve
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variables produce the highest alpha in the criminal history section (o = .8846).
Significant findings particularly since there are 12 as opposed to 21 variables.
The item-total statistics demonstrate that removal of four of the variables would
increase the alpha. Those are non-probation incarcerations in jail, prior felony
arrests for personal crimes and drug crimes, and misdemeanor convictions. With
those variables deleted, the eight-item scale yields an alpha of .9117. Though a
very high alpha, the item-total statistics indicate that if misdemeanor arrests is
removed the alpha would increase further (o =.9360). The criminal history index
is now limited to the seven variables: number of felony arrests for property crime,
total number of prior felony arrests, number of felony convictions for property
crimes, total number of prior felony convictions, prior non-probated sentence to
prison, number of prior adult felony probation supervisions, and number of prior
adult felony probation revocations. The item-total statistics do not indicate that
the removal of any variables would further increase the alpha score. These seven
variables represent factors in a new composite score representing prior criminal
history.

A final series of analyses is conducted to test how a purely statistically
deduced model would perform and determine what factors would be included.

All of the criminal history variables are entered and then removed in an item-by-
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item step-wise manner until only variables that do not lower the alpha are
removed.

The statistically deduced composite scale contains all of the variables
included in the final cohort test variable model and one Wisconsin Risk
Assessment item (i.e., prior felony adjudication of guilt) for a total of eight
factors. The alpha is .9442, slightly higher than the one produced by the seven
cohort test variables (o =.9360). Since the change is only slight, the composite
scale used for criminal history will remain with the index developed based on
logical groups and statistical deduction. The average of the seven z score
converted cohort test variables make up the criminal history index. The
remaining criminal history factors are included individually in the prediction

models.

Composite Score Correlations  In the previous section, four indexes are created
and composite scores are computed. The purpose of this section is to further
analyze the computed composite scores and test their predictive validity by
correlating them with the three dependent variables (i.e., arrest, revocation and
successful probation status).

All of the computed composite scales are correlated significantly (p <

.001) with all the dependent variables. Since all of the variables are z scores, the
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mean of both computed variables is zero. Table 5.4 presents the variable names

and the correlations for each of the index variables with the dependent variables.

Table 5.4: Correlations between composite variables and revocation, arrest and success

Data Item ' Variable Name : Pearson Correlation
: Significant at .01 level (2-tailed)
Revocation |  Arrest |  Success
Education Composites | ZED CAVG | -112 i  -08 | 121
Employment Composites ZEMP_AVG -.226 -.131 228
Substance Abuse All Factors ZSA AAVG .194 .104 -.227
Criminal History + ZCH_AVG .067 .052 -.083

Summary of Data Reduction
This section provides a summary of the variables that are used to construct
the prediction models. Addressed are variables that are removed from further
analysis and new index variables that are created. In sum, a total of fifteen
variables are removed from further study, and four indexes are established.
Table 5.5 provides a summary of the fifteen variables that are removed
from further study. The demographic, substance abuse, and other need factors are

removed because they are not significantly correlated with any of the outcome
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measures. Most of the criminal history variables also are removed because they

are not correlated with any of the outcome measures.

Table 5.5: Variables removed from further analysis since they are either not correlated
with revocation, arrest or successful probation or they did not get placed in an index

Variable Question ' Source
Demographic
Ethnicity Cohort Test Variable
Substance Abuse
Number of times the probationer participated in alcohol or drug abuse | Cohort Test Variable

outpatient treatment.

Other Needs
Health Need
Sexual Behavior

Criminal History

Was a weapon involved in the commission of the offense?
Type of weapon used in the commission of the offense?
Prior adult felony arrests for alcohol offenses

Prior adult felony arrests for other offenses

Prior felony arrest-persons

Prior felony arrest-drug

Prior adult felony convictions for offenses against a person

Prior adult felony convictions for drug offenses

Prior adult felony convictions for alcohol offenses

Prior adult felony convictions for other offenses

Total prior misd. Arrests

Total prior misd. Convictions

Prior non-probation sentences to jail

Adult or juvenile adjudication for worthless check or forgery

Wisconsin Need Item
Wisconsin Need Item

Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Cohort Test Variable
Wisconsin Risk Item

Table 5.6 contains the list of variables that remain

in the data set as

separate indicators. All of the factors are correlated with at least one of the

dependent variables and have theoretical importance as a predictor of future

criminal behavior. Though some of these variables are significantly correlated
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with each other, they cannot be grouped into a reliable index scale using an alpha
of .70 as the criterion for a reliable scale.

Table 5.6: Variables that will remain in data set as separate indicators

Data Item Variable Name
Demographics !
Gender i Gender
Age at intake 1 Age in
Age at first adjudication of guilt + R43
Marital Status at Intake + M_Status
Living Arrangement at Intake + Living

Current Offense Information !
Current Offense (Intake Offense) + Off_type

Offense Level i Of level
Type of Intake ¢ In_type

Legal Status at Offense i Legstat

Interpersonal and Other Needs !
Attitude | R42

Marital/Family Relations 1 N53
Companions ' N54
Emotional Stability 1 N55
Mental Ability 1 N58
PO’s Impression ' N61
Address Changes in last 12 months ' R38
Financial Management 't N52

Juvenile Criminal History

Criminal Gang Affiliation i Gang
Prior Juvenile Record © Juvenile
Prior non-probation sentences to Texas Youth Commission Intyc

Wisconsin Criminal History

Adjudications for burglary, theft, auto theft or robbery | R47

Adjudication for assaultive offense within last 5 years ' R49

Prior Probation/ Parole Sup. | R44

Prior Prob./ Parole Rev. | R45

Prior Felony Adjudication of Guilt | R46
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Table 5.7 presents a summary of the index scales created and the original
variables that make up each index. All of the index scales are converted to z
scores. The average of each index is provided. The criminal history index is the
most reliable scale (o = .9360), and the substance abuse scales are the least

reliable (o =.8141, o =.7318) but still within the .70 standard.

Table 5.7: Index variables created and the original variables that compose the index

Data Item ! Variable Name

Education Index o = .8421 !

Composite Score Average 1 ZED _CAVG
High School Diploma or GED ' Hs_ged
Highest Grade Completed ' H grade
Educational (Needs) ' N50

Employment Index o =.8617 :

Composite Score Average 1 ZEMP AVG
Employment Status at Intake ; Employed
Employment (Needs) : N51
Percent employed in last 12 months (Risk) : R39
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Table 5.7: Index variables created and the original variables that compose the index --

continued

Data Item

Variable Name

Criminal History Index o =.9360

| ZCH AVG

Composite Score Average
Prior non-probation sentences to prison i Incid
Prior felony arrest-property i Farrprop
Total prior felony arrests © Farrtlt
Prior felony conviction-prop. i Fconprop
Total prior felony convictions ! Fcontlt
Prior Adult Fel.Prob./ Parole Sup. ! Felprobs
Prior Adult Fel. Prob. /Parole Rev. Felprobr

Substance Abuse Index — All Factors o = .8141

Composite Score Average | Z54_AAVG
Influence Alcohol/Drugs at time of current offense  Inflad
Number of times offender in substance abuse inpatient } Adtmtin
Alcohol Usage to Criminal Activity (Risk) } R40
Drug Usage to Criminal Activity (Risk) } R4l
Cocaine/Crack over past 12 mos. 1 Crack
THC over past 12 mos. ; Marj
Any other drug over past 12 mos. i Any_drug
Drug by injection over 12 mos. Inject
Alcohol over past 12 mos. 1 Alcl12mo
Alcohol Usage (Needs) 1 N56
Drug Usage (Needs) » N57
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Chapter 6: The Construction of Rearrest, Revocation and

Successful Probation Prediction Models

The purpose of this chapter is three-part. First, documentation is provided
on how well the current Wisconsin instrument is classifying adult felony
offenders in Texas. Second, a series of analyses is conducted to determine the
predictive accuracy of models constructed using the Wisconsin Risk and Need
variables. Since the practical application of any newly developed model is a
major consideration, it is important to establish the baseline of performance for
the most efficient and predictive instrument in which all other prediction models
would need to improve upon. Third, a series of analyses is conducted to
determine the predictive accuracy of models constructed using a combination of
the Cohort variables. The goal is to develop an improved prediction instrument.

The Wisconsin instrument serves as the baseline to improve upon. Percent of
cases classified correctly, the computed relative improvement over chance
(RIOC) and the Receiver Operating Characteristic (ROC) curve are used to
determine improvement. Each of these is described in detail as they appear in this
chapter.

In the section testing how well the current Wisconsin instrument is

classifying adult felons in Texas, the performance of the risk and need scales are
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assessed separately. The current Texas adult probation weighting scheme for the
Wisconsin instrument is used. The performance of the model in separating
offenders into appropriate classifications is assessed for each of the three outcome
variables (i.e., subsequent arrest, probation revocation and successful probation).

In the section where logistic regression models are constructed,
comparisons are made between models using only the Wisconsin variables, and
other models generated from the set of predictor variables contained in the felony
cohort data. New models are constructed to compete against the Wisconsin model
by including dynamic predictor variables that are correlates of criminal conduct
as established in chapter five. Specifically, new indicators of assessing substance
abuse history, education level, employment patterns, criminal history and
companions included in the felony cohort project are tested to determine their
potency. The new indicators are unique in that they are more objective than the
traditional indicators. Additionally, the four index scales computed in chapter
five are tested. These index scales include a combination of variables in the
theoretical groupings of education, employment, substance abuse and criminal

history.
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How well is the current Wisconsin instrument classifying offenders?

The first test of the Wisconsin instrument is to determine how well it is
currently grouping Texas adult felony probationers into distinct classification
groups. Texas is not unlike most other states in how it classifies its offender
population using the Wisconsin instrument. Offenders are placed into maximum,
medium and minimum risk and need categories. The cutoff scores currently in
use for each category are maximum = 15 +, medium = 8 — 14, and minimum = 0
— 7. The offender’s risk score is the driving factor that determines the amount of
supervision required.

Applying the variable weighting scheme used in Texas, each offender in
the cohort data set is assigned a risk and need score (see Appendix D). The cases
are then assigned a maximum, medium or minimum risk and need classification.

The resulting tables are crosstabulations between risk and need grouping and
each outcome variable (i.e., arrest, revocation and successful probation). The chi-

square and the Pearson ( r ) statistics are reported for each crosstabulation.

Classification Results Tables 6.1 and 6.2 contain the result of a
crosstabulation for risk and need category with rearrest respectively. For both the
risk and need groupings, offenders with a maximum score are rearrested at a

higher rate than those with minimum scores. The classification groups are
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significantly different for both of the risk grouping (x> = 116.917, p<.001; r = -
.184, p<.001) and need grouping (x> = 83.748, p<.000; r = -.152, p <.000).
Similar results are present when the risk and need groupings are
crosstabulated with probation revocation. Tables 6.3 and 6.4 contains those
results which again are significant across the risk (x> 182.049, p<.001; r = -
231,p<.001) and need (x> 148.821, p<.001; r =-.209, p<.001 ) groupings.
Differences between the classification levels are distinguishable when
testing for successful probation completion. Tables 6.5 and 6.6 present those
results. The highest correlation for any of the crosstabulations is present for the
risk grouping with successful probation (x* = 22.5689, p <.001; r = .255, p<.001).

The need grouping is also significant (x* = 160.265, p<.001; r = .216, p<.001).
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Table 6.1:
rearrest

Results of a crosstabulation between risk grouping and

RISKGP Risk Grouped * ARREST Arrested Ever Over 3 Years Crosstabulation

ARREST Arrested Ever Over
3 Years
0 Not Arrested | 1 Arrested Total
RISKGP 1 maximum 15+ Count 580 342 922
Risk Grouped % within RISKGP
o wihin 62.9% 37.1% 100.0%
Risk Grouped
2 medium 8-14  Count 1000 398 1398
% within RISKGP
0, 0, 0,
Risk Grouped 71.5% 28.5% 100.0%
3 minimum 0-7  Count 912 173 1085
% within RISKGP
0, 0, 0,
Risk Grouped 84.1% 15.9% 100.0%
Total Count 2492 913 3405
% within RISKGP
0, 0, 0,
Risk Grouped 73.2% 26.8% 100.0%
Table 6.2: Results of a cross tabulation between need grouping and
rearrest
NEEDGP Need Grouped * ARREST Arrested Ever Over 3 Years Crosstabulation
ARREST Arrested Ever Over
3 Years
0 Not Arrested | 1 Arrested Total
NEEDGP 1 maximum 30+ Count 184 150 334
Need Grouped % within NEEDGP
55.1% 44.9% 100.0%
Need Grouped
2 medium 15-29 Count 959 393 1352
%o within NEEDGP 70.9% 29.1% | 100.0%
Need Grouped e e e
3 minimum 14 and below Count 1349 370 1719
% within NEEDGP
Need Grouped 78.5% 21.5% 100.0%
Total Count 2492 913 3405
% within NEEDGP
Need Grouped 73.2% 26.8% 100.0%
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Table 6.3:
revocation

Results of a cross tabulation between risk grouping and

RISKGP Risk Grouped * REVOKED Revoked Ever Over 3 years Crosstabulation

REVOKED Revoked
Ever Over 3 years
0 No 1 Yes Total
RISKGP 1 maximum 15+ Count 586 336 922
Risk Grouped % within RISKGP
o wWirin 63.6% 36.4% 100.0%
Risk Grouped
2 medium 8-14  Count 1059 339 1398
% within RISKGP
0, 0, 0,
Risk Grouped 75.8% 24.2% 100.0%
3 minimum 0-7  Count 966 119 1085
% within RISKGP
0, 0, 0,
Risk Grouped 89.0% 11.0% 100.0%
Total Count 2611 794 3405
% within RISKGP
0 0 0
Risk Grouped 76.7% 23.3% 100.0%
Table 6.4: Results of a cross tabulation between need grouping and
revocation
NEEDGP Need Grouped * REVOKED Revoked Ever Over 3 years Crosstabulation
REVOKED Revoked
Ever Over 3 years
0 No 1 Yes Total
NEEDGP 1 maximum 30+ Count 191 143 334
Need Grouped o withi
P Yo within NEEDGP 57.2% 42.8% 100.0%
Need Grouped
2 medium 15-29 Count 968 384 1352
% within NEEDGP
Need Grouped 71.6% 28.4% 100.0%
3 minimum 14 and below Count 1452 267 1719
% within NEEDGP
Need Grouped 84.5% 15.5% 100.0%
Total Count 2611 794 3405
% within NEEDGP
Need Grouped 76.7% 23.3% 100.0%
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Table 6.5: Results of a cross tabulation between risk grouping and successful
probation

RISKGP Risk Grouped * DCLEAN_T Clean or Term d_clean =1 or termreas =1 (FILTER)
Crosstabulation

DCLEAN_T Clean or Term
d_clean =1 or termreas = 1

(FILTER)
0 Not Selected | 1 Selected Total
RISKGP 1 maximum 15+ Count 714 208 922
Risk Grouped % within RISKGP
0, 0, 0,
Risk Grouped 77.4% 22.6% 100.0%
2 medium 8-14  Count 903 494 1397
% within RISKGP
0, 0 0,
Risk Grouped 64.6% 35.4% 100.0%
3 minimum 0-7  Count 491 593 1084
% within RISKGP
0, 0 0,
Risk Grouped 45.3% 54.7% 100.0%
Total Count 2108 1295 3403
% within RISKGP
Risk Grouped 61.9% 38.1% 100.0%

Table 6.6: Results of a cross tabulation between need grouping and
successful probation

NEEDGP Need Grouped * DCLEAN_T Clean or Term d_clean =1 or termreas = 1 (FILTER)

Crosstabulation
DCLEAN_T Clean or Term
d clean =1 or termreas = 1
(FILTER)
0 Not Selected | 1 Selected Total
NEEDGP 1 maximum 30+ Count 275 59 334
Need Grouped % within NEEDGP 82.3% 17,79 100.0%
Need Grouped =70 e e
2 medium 15-29 Count 937 414 1351
% within NEEDGP
0, 0, 0,
Need Grouped 69.4% 30.6% 100.0%
3 minimum 14 and below Count 896 822 1718
% within NEEDGP
0, 0, 0,
Need Grouped 52.2% 47.8% 100.0%
Total Count 2108 1295 3403
% within NEEDGP
0, 0, 0,
Need Grouped 61.9% 38.1% 100.0%
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The purpose of classification is to categorize offenders into discrete
groups to which specific rules apply in order to supervise and manage the
populations more effectively. Even though a higher percent of offenders with a
maximum score are rearrested and revoked than at the minimum level, the percent
that receive a maximum supervision level and are not arrested or revoked is high
(63%). The high number of false positives is likely to lead to the over supervision
and /or over treatment of offenders. False positives are cases that are predicted to
engage in the targeted outcome (e.g., rearrest) and do not.

Using the outcome of rearrest, two new risk classification schemes are
presented to attempt to better distinguish between discrete groups of offenders.

By reviewing the distribution of the risk scores it was determined that 70% of
offenders with a risk score of 12 are not rearrested after three years. Currently a
score of 15 classifies an offender as maximum risk. Table 6.7 presents results of
new classification table with two groups, minimum (a score of 0 — 12) and
maximum (a score of greater than 12). A total of 64% of the population is
categorized as minimum risk for reoffending, but still 64% of the maximum group

does not offend.
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Table 6.7: Results of a cross tabulation between new two-category risk

grouping and rearrest

Risk Classification with 2 Groups * Arrested Ever Over 3 Years Crosstabulation

Arrested Ever Over 3

Years
Not Arrested | Arrested Total
Risk Classification 0-12 minumum  Count 1705 457 2162
with 2 Groups % within Risk
Classification 78.9% 21.1% 100.0%
with 2 Groups
> 12 maximum Count 787 456 1243
% within Risk
Classification 63.3% 36.7% 100.0%
with 2 Groups
Total Count 2492 913 3405
% within Risk
Classification 73.2% 26.8% 100.0%
with 2 Groups

Table 6.8 presents the results of a new three-category classification. The
cut-offs are made to further distinguish the maximum group on the previous Table
6.7. An analysis of the distribution of risk scores indicate that 60% of offenders
with risk scores as high a 27 are not rearrested. That group of offenders is
categorized as the medium classification group (risk score of 13 — 27). The

maximum group consists of offenders with risk scores greater than 27. A risk

score of 33 is the highest reported in this sample.
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Table 6.8: Results of a cross tabulation between new three-category risk
grouping and rearrest

Risk Classificaiton with 3 Groups * Arrested Ever Over 3 Years Crosstabulation

Arrested Ever Over 3
Years
Not Arrested | Arrested Total
Risk Classificaiton 0 - 12 minimum  Count 1705 457 2162
with 3 Groups % within Risk
Classificaiton 78.9% 21.1% 100.0%
with 3 Groups
0 - 27 medium Count 768 434 1202
% within Risk
Classificaiton 63.9% 36.1% 100.0%
with 3 Groups
> 27 maximum Count 19 22 41
% within Risk
Classificaiton 46.3% 53.7% 100.0%
with 3 Groups
Total Count 2492 913 3405
% within Risk
Classificaiton 73.2% 26.8% 100.0%
with 3 Groups

This classification does minimize the false positives, but the maximum
classification group only includes 1.2% of the sample. Neither of the new
classification schemes is any better than the current method used in Texas.

Though still significant, the Pearson r statistic for both of the new classification
schemes (two groups r = .169, p >.001; three groups r = .174, p >.001) is lower

than the current method detailed in Table 6.1 (r = -.184, p<.001). It would seem
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that the problem is with the prediction instrument itself. The tests of the
prediction accuracy of the Wisconsin Risk model in the following section

supports this initial analysis.

Predictive Accuracy of the Wisconsin Risk and Need Variable Models and
the Cohort Test Variable Models

The purpose of this section is to test the predictive accuracy of the
Wisconsin Risk and Needs Instrument and construct competing prediction models
using the Cohort test variables. Prediction models are developed for each of the
three outcome measures (i.e., arrest, revocation and probation success). This
section is divided into three parts; data analysis methods, analysis results, and

summary and discussion.

Data Analysis

Binary Logistic Regression The appropriate statistical analysis for the data set
available is binary logistic regression (Tarling and Perry 1985, p. 223). The
statistical package of SPSS is used. In SPSS, continuous and categorical
variables are entered as covariates, but then the categorical can be specified and
treated as separate dichotomous indicators. Two different forms of variable entry

are used. The most common used is to “enter” all desired independent variables
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into the model specification for inclusion. For exploratory models, “forward
selection conditional entry” is used with and inclusion entry of .05. “Forward
selection conditional” is a stepwise selection method with entry testing based on
the significance of the score statistic, and removal testing based on the probability
of a likelihood-ratio statistic based on conditional parameter estimates (SPSS
1999).

The classification tables produced as part of the SPSS output use a cutoff
score of .50 as a default setting. This implies that every case has a 50 percent
chance of being considered in the model. In a perfect research situation where the
base rate is 50 percent, this would be the appropriate cutoff score to use. There
are many situations when it is more appropriate to use a different prediction rule.

“As the proportion of cases in the two categories deviates farther from the even
split, you will probably want to change your prediction cutoff value” (Bachman
and Paternoster 1997, p. 584). The base failure/success rates in the current
dataset are 27% for arrest, 23% for revocation and 38% for successful probation.
Therefore, .50 is not an appropriate classification table cutoff score.

Bachman and Paternoster (1997, p. 584 - 585) specify how to obtain the
appropriate cutoff point. The appropriate cutoff score is determined by running
a frequency distribution of each regression model’s predicted probabilities. The

appropriate cutoff is the predicted probability score that corresponds with the
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cumulative frequency that in turn corresponds with the model’s base successful
rate. For example, with the arrest outcome variable in the current dataset, 73%
of the offenders are not rearrested after the three-year period. The appropriate
classification table cutoff score of .33 is the predicted probability that corresponds
with the 73" percentile in the cumulative frequency. Stated plainly, for arrest
models, offenders in the study dataset have approximately a one-in-three chance
of being selected into the prediction model. The cutoff score for the revocation
models is.32 and for successful probation is .41. The cutoff scores only affect the

prediction model classification tables.

Model Construction A series of prediction models is constructed for each
outcome variable using the same methodology for determining the inclusion of
independent variables. The following is a summary of the methods that are
followed for specifying each series of prediction models.

e Model 1 includes all of the Wisconsin risk variables.

e Model 2 includes all of the Wisconsin need variables.

e Model 3 includes all of the Wisconsin risk and need variables.

e Model 4 includes the Wisconsin risk and need variables using the stepwise

forward conditional method of entry. The model with the most cases

classified correctly is reported.
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Model 5 includes the Wisconsin risk and need variables that were most
predictive in previous models. More than one test may be conducted at
this stage, but only the best final model is reported.

Model 6 includes the most inclusive set of variables. All of the Wisconsin
risk and need variables, and all of the other Cohort dataset test variables
that are correlated with each respective outcome variable (see Chapter 5)
are included.

Model 7 includes the same set of variables as Model 6, however, the
variables are entered into the model using the stepwise forward
conditional method of entry. The model with the most cases classified
correctly is reported.

Model 8 includes the four index scales computed in Chapter Five and all
the remaining Cohort dataset test variables that are correlated with each
respective outcome variables and not included as part of the index scale.
Model 9 includes the same set of variables as Model 8, however, the
variables are entered into the model using the stepwise forward
conditional method of entry. The model with the most cases classified

correctly is reported.
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e Model 10 includes a selection of variables that were most predictive in
previous models. More than one model is tested at this stage, but only the

best final model is reported.

Classification Table A classification table contains the results of the observed
versus predicted cases. From that table the percent of true positives, false
positives, true negatives and false negatives is calculated for each prediction
model. Also reported for each prediction model is the percent that the model
predicted correctly.

True positives are cases that are predicted to engage in targeted outcome
(e.g., arrest) and do. These are correct positive predictions. True negatives are
cases that are predicted to not engage in the targeted outcome (e.g., not arrested)
and do not. These are correct negative predictions. False positives are cases that
are predicted to engage in the targeted outcome and they do not. These are
incorrect predictions that would lead to over supervision or over treatment of
offenders. A policy concern with too many false positives is operational
efficiency. False negatives are cases that are predicted to not engage in the
targeted outcome and they do. In the case of arrest, these offenders would be
predicted to not be a risk of rearrest, and they are rearrested. The policy concern

with too many false negatives is public safety.
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Relative Improvement Over Chance (RIOC) and the Receiver Operating
Characteristic (ROC) Curve are additional measures included for each prediction
model. The following graph is an illustration of ROC curve full results. The
results are from the ROC curve analysis for the Wisconsin risk variables with
arrest. Two variables must be specified in the statistical model. The test variable
is the saved predicted probabilities from the regression model for which one
wants to know the ROC curve. The state variable is the dependent variable for
the prediction model being studied. Also, the state value (e.g., 1, 2, 0) must be
entered to specify which value denotes an occurrence of predicted outcome. For
the ROC curves run on this dataset, a 1 was entered to indicate arrested, revoked,
or successful probation. In the ROC graph, the specificity of the curve is the false
positive rate and the sensitivity is the true positive rate. The area under the curve
is .649, which is considered poor (Tape 2001). The following is the rough
interpretation of values associated with the area under the curve .90 — 1 =
excellent; .80 - .90 = good; .70 - .80 = fair; .60 - .70 poor; and .50 - .60 = fail

(Tape 2001).
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Figure 6.1 Example of ROC Curve output from SPSS

ROC Curve
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Diagonal segments are produced by ties.

Area Under the Curve

Test Result Variable(s): P_RISK Pred. Prob. Risk Only

Area
.649

The test result variable(s): P_RISK Pred. Prob. Risk Only
has at least one tie between the positive actual state group
and the negative actual state group. Statistics may be biased.
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Analysis Results

Two major types of prediction models are tested in this section for each
of the dependent variables (i.e., arrest, revocation, probation success). The first
set of prediction models use only the Wisconsin variables to construct the most
predictive model. The second set of prediction models uses all of the variables
in the Cohort dataset test variables. A total of 30 prediction models are presented.

The Wisconsin models are tested to determine if the prediction
applications that are currently being used in many states could be improved by
modifying or streamlining existing Wisconsin risk and need variables into a more
predictive instrument.

The Wisconsin prediction models are considered the models to improve
upon in the second set of prediction models. For each outcome variable, five
prediction models using the Wisconsin variables are constructed to set the
baseline. The first prediction model includes the risk variables only (Model 1).

These are the items for which the existing instrument is created. The second
model is constructed primarily as a basis of comparison using only the need items
(Model 2). The third model is constructed using all of the risk and need variables
(Model 3) to establish a baseline of performance for the most inclusive prediction
model. For each outcome variable, the final two prediction models are the result

of attempts to develop more predictive and streamlined prediction models using
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the Wisconsin variables. For all of the outcome variables, the result of the
stepwise forward conditional analysis is reported (Model 4). The final prediction
model reported is one that is constructed by manually selecting the variables from
previous prediction models that explain most of the variables and constructing a
prediction model that includes the fewest number of variables without losing
predictability (Model 5).

As a recap, the cohort data set includes all of the Wisconsin risk and need
variables and 33 other test variables designed to compete against the Wisconsin
variables as better prediction indicators. Appendix E provides a summary list of
these variables with their respective code names. The first prediction model that
is constructed for each of the outcome variables includes all of the cohort dataset
variables that are significantly correlated with the outcome variables as
documented in Chapter Five (Model 6). These prediction models include from 44
to 52 total variables. This model represents the most inclusive baseline for which
subsequent models are compared. The composite index variables, which were
created in Chapter Five using reliability analysis, are analyzed separately. This
is necessary so that the variables, which make up the composite index variables,
can be tested independently from the indexes. The second prediction model is a
stepwise forward conditional model which includes all of the variables from the

first baseline prediction model (Model 7).
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The final three prediction models include similar items as in the previous
prediction models, except that the index variables are included. The individual
variables that are included in the composite indexes are removed from the
prediction models. The first prediction model includes all of the index variables
and the remaining variables that are correlated with the dependent variable and
not included in index variables (Model 8). To conclude the analysis, stepwise
forward conditional models are constructed (Model 9) as well as the results of the
cohort and index variables reduces to the smallest number of variables the yield

the most predictive model (Model 10).

Arrest Models Table 6.9 presents the summary findings of the prediction
models constructed using rearrest within three years as the predicted outcome.
Appendix F contains the complete classification tables for each model and the

statistics for all the variables included in each prediction model.
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Table 6. 9: Predictive Accuracy of Various Rearrest Prediction Models with the cutoff at

33
True False True False
Positive ~ Positive Negative Negative
Model Type % N % N % N % N RIOC ROC  Percent
Correct
1 Risk 11 306 16 463 57 1669 16 481 17.6  64.9 67.7
2 Need 9 318 15 503 58 1986 17 593 16.3  63.1 67.8
3 R&N 12 355 17 487 56 1642 15 431 20.8  66.8 68.5
4 FWD 11 331 17 504 56 1625 16 455 173 643 67.1
5 Best 10 330 15 502 59 1998 17 582 177 64.2 68.1
6 Cohort 12 362 16 463 57 1658 14 421 231  69.1 69.6
7 Ch Fwd 11 326 15 429 58 1692 16 457 222  66.5 69.5
8 Ch & Idx 12392 15 505 58 1979 15 516 23.1 675 69.9

9Ch Idx Frd 11 369 15 515 58 1969 16 539 10.4 66.0 68.9
10Ch & Idx 11 374 14 482 59 2005 16 537 23.1 66.7 70.0
Best

The five rearrest prediction models utilizing the Wisconsin variables
perform equally poorly. The Cox and Snell R square, which is a pseudo R
measure, are all low (i.e., <.09). The percent classified correctly by the models
never reaches 70%. The models perform particularly poorly with identifying true
positives. The highest percent of true positives identified by any model is 12%.
The percent of false negatives identified by the prediction models is also
troubling. As many as 580 offenders (17%) are identified as not likely to offend,
and do. The RIOC is also never greater than a 20% improvement over chance and
the ROC curves all fall into the poor range. From a policy standpoint, using the
six Wisconsin variables identified in the stepwise forward conditional model
(Model 4), will provide about the same information from the standpoint of

predicting future arrest as completing all of the risk and need variables. The six
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variables are age at first adjudication of guilt, employment stability, marital and
family relations, emotional stability, alcohol usage problems and mental ability.

Similarly, none of the cohort test models performed considerably better
than the Wisconsin variable models. The most inclusive model (Model 6), which
includes all of the cohort dataset variables correlated with rearrest, still only
identified 12% of the true positives and failed to identify 14% of arrested
offenders. From an efficiency perspective, 16% of the offenders are falsely
categorized as recidivist. The RIOC is slightly improved over the Wisconsin
models, but the ROC curves all fall within the poor range. Any gains obtained
from the new prediction models fail to justify a policy shift away from the
Wisconsin based prediction models.

Models 5 and 10 contain the prediction variables that consistently explain
the highest percent of the variance in the models. These models are highlighted
to provide the reader with additional information regarding the variable that at the
least, performed better than the other indicators. Table 6.10 provides a summary
of those variables. Of particular note is that the composite variable for education
is not statistically selected for inclusion, nor is any other education variable.
Numerous need variables dealing with the offenders’ psychological ability are
strong explanatory variables. Again, more specific information on these

individual variables is included in Appendix E.
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Table 6.10: Summary of predictor variables that explained the most variance in the rearrest

prediction models

Model 5: Best Wisconsin Variables

Model 10: Best of All Variables

Age at 1" adjudication (R43)
Prior Prob. / Parole Sup. (R44)
Prior Felony Adj. Guilt (R46)

Gender (Gender)

Marital Status (M_Status)

Age at Intake (Age_in)

Legal Status (Legstat)

Gang Affiliation (Gang)

Prior Juvenile Record (Juvenile)
(R43)

(R44)

(R46)

Adjudications for burglary, theft, auto theft or

robbery (R47)

Adjudi. for worthless checks or forgery (R48)
Financial Management (N52)

Marital/Family Relations (N53)

Emotional Stability (N55)

Mental Ability (N58)

Health (N59)

(N55)
(N58)

Criminal History Composite (ZCH_AVG)
Employment Composite (ZEMP_AVG)
Substance Abuse Composite (SA_AAVG)

In sum, the prediction models constructed to predict the likelihood of
future arrest all perform poorly. Additional analysis was conducted to remove
outliers to determine if any notable changes in the models’ performance would
occur. It did not. With the robust cohort sample of over 3,400 cases, small
changes in the dataset made no difference in the overall results.

Revocation Models Table 6.11 presents the summary findings of the
prediction models constructed using probation revocation within three years as

the predicted outcome. Appendix F contains the complete classification tables for
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each model and the statistics for all the variables included in the final prediction
model.

The five Wisconsin based models constructed to predict likelihood of
revocation within three years perform somewhat better than the models
constructed to predict rearrest. The Cox and Snell R square are slightly higher,
with the best model at .15. The percent of true positives is still low, less that 15%
being identified, but the false negatives are a lower percent (11% — 13%). The
overall percent classified correctly is in the mid 70% range and the ROC curves
all fall into the fair range (70s). To determine the best Wisconsin based
prediction model requires a variety of statistical and policy relevant decisions.

Overall, the prediction model that is constructed using all of the Wisconsin risk
and need variables (Model 3) yields the most offenders classified correctly

(74.2%), the highest RIOC (29.4), and the highest ROC curve (73.6).
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Table 6.11: Predictive Accuracy of Various Revocation Prediction Models with the cutoff

at .32
True False True False
Positive ~ Positive Negative Negative
Model Type % N % N % N % N RIOC ROC  Percent
Correct
1 Risk 11 307 14 394 63 1832 13 386 263 712 73.3
2 Need 10 341 14 479 63 2128 13 452 238 704 72.6
3 R&N 12 356 14 415 62 1808 11 336 294  73.6 74.2
4 FWD 11 332 14 416 62 1807 12 360 27.1 723 73.4
5 Best 12 345 14 411 62 1814 12 347 287 722 74.0
6 Cohort 14 391 13 374 63 1809 10 283 36.0 779 77.0
7 Ch Fwd 13 378 14 389 63 1794 10 296 336 764 76.0
8 Ch & Idx 13 418 13 446 63 2122 11 362 327 757 75.9

9Ch Idx Frd 12 404 14 458 63 2110 11 376 30.7 74.9 75.1
10Ch & Idx 12 405 14 472 63 2098 11 375 29.8 74.9 74.7
Best

Unlike with the test cohort arrest outcome models, the cohort
revocation models do improve over the Wisconsin models, though the gain is
still statistically marginal. The prediction model that performs the best is the
cohort stepwise forward conditional model (Model 7). The model consists of
12 variables. There are 8 cohort variables: gender, marital status, living
arrangement, age at intake, whether the offender has a high school diploma or
GED, employment status at intake, whether the offender has used crack
cocaine, whether the offender has a juvenile record, 2 Wisconsin risk
variables: offender’s attitude and prior adjudications for a property crime, and
2 Wisconsin need variables: drug usage problem and the probation officer’s
impression. Model 6 performs slightly better than Model 7, but it includes

over 50 predictor variables.

132

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.



Models 5 and 10 contain the prediction variables that consistently
explained the highest percent of the variance in the models. These variables are
highlighted to provide additional information regarding the variable that, at the
least, performed better than the other indicators. Table 6.12 provides a summary
of those variables. Of particular note is that the composite variable for criminal
history is not included. Included are more variables that relate to offenders’ prior
probation experience. Also, the probation officers’ impression of the offenders’
needs is included in both models. Again, more specific information on these

individual variables is provided in Appendix E.
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Table 6.12: Individual Variables that Explained the Most Variance for Probation

Revocation

Model 5: Best Wisconsin Variables

Model 10: Best of All Variables

Address Changes in last 12 months (R38)
Percent employed in last 12 months (R39)
Alcohol Usage to Criminal Activity (R40)
Drug Usage to Criminal Activity (R41)
Age at first adjudication of guilt (R43)

Prior Felony Adjud.of Guilt (R46)
Adjudications for burglary, theft, auto theft or

robbery (R47)
Adjud. for assault offense wi/ last 5 yrs (R49)
Employment Need (N51)
Drug Usage Need (N57)

PO’s Impression (N61)

Gender (Gender)

Marital Status (M_Status)
Living Arrangement (Living)
Juvenile Record (Juvenile)

R43
Prior Prob./ Parole Rev. (R45)

R47

N61

Education Composite (ZED_CAVG)
Employment Composite (ZEMP_AVG)
Substance Abuse Composite (ZSA AAVG)

In sum, Model 7, which is the best overall model, performs only slightly

better than the best Wisconsin model (Model 3). The RIOC increases from 29.4

to 33.6; the ROC curve increases from 73.6 to 76.4 and the percent classified

correctly increases from 74.2 to 76.0. However, these gains are still likely too

small to justify a policy shift away from the current use of the Wisconsin

instrument.
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Successful Probation The final set of prediction models analyze a positive
outcome. Modeled are variables that predict the likelihood an offender will be
successful on probation over the three-year period. Table 6.13 presents the
summary findings of the prediction models constructed using successful probation
over the three years as the predicted outcome. Appendix F contains the complete
classification tables for each model and the statistics for all the variables included

in the final prediction model.

Table 6.13: Predictive Accuracy of Various Successful Probation Prediction Models with the
cutoff at .41

True False True False
Positive ~ Positive Negative Negative
Model Type % N % N % N % N RIOC ROC  Percent
Correct
1 Risk 20 589 18 520 45 1323 17 485 25.8  69.6 65.5
2 Need 23 776 21 714 41 1390 15 518 22.6  68.6 63.7
3 R&N 22 630 18 534 45 1305 15 444 273 717 66.4
4 FWD 21 621 19 539 45 1300 16 453 264 704 65.9
5 Best 22 631 19 542 45 1301 15 443 269 71.0 66.2
6 Cohort 23 652 17 496 46 1300 14 406 31.3 743 68.4
7 Ch Fwd 22 614 18 507 45 1289 16 444 28.1 724 66.7
8 Ch & Idx 24 812 18 613 43 1451 14 470 303 729 67.6

9Ch Idx Frd 24 793 18 613 43 1451 15 489 293 72.2 67.1
10Ch & Idx 23 793 18 623 44 1483 15 502 28.9 71.8 66.9
Best

In general, the prediction models for successful probation do not perform
as well as the revocation models. The only area where the classification tables
perform better is for identifying true positives. All of the Wisconsin based
models perform fairly similarly. Overall, the prediction model that is constructed

using all of the Wisconsin risk and need variables (Model 3) yields the most
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offenders classified correctly (71.7%), the highest RIOC (27.3), and the highest
ROC curve (66.4).

The cohort test models do not improve in any significant manner over the
Wisconsin models. The prediction model (Model 6) that predicts the highest
number of cases correctly contains all 52 variables in the cohort dataset that are
correlated with successful probation. The statistical gains achieved from this
model fail to justify the considerable increase in man-hours that would be needed
to collect the information required.

Models 5 and 10 contain the prediction variables that consistently explain
the highest percent of the variance in the models. These variables are highlighted
to provide additional information regarding the variable that at the least, performs
better than the other indicators. Table 6.14 provides a summary of those
variables. Of particular note is that the composite variable for criminal history is
not included. Included are more variables that relate to offender stability such as,
address changes and employment history. Substance abuse variables are also
major contributing factors. Again, more specific information on these individual

variables is included in Appendix E.
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Table 6.14: Individual Variables that Explained the Most Variance for Successful

Probation

Model 5: Best Wisconsin Variables

Model 10: Best of All Variables

Address Changes in last 12 months (R38)
Percent employed in last 12 months (R39)
Age at first adjudication of guilt (R43)

Prior prob. / parole revocations (R45)
Adjudications for burglary, theft, auto theft or
robbery (R47)

Academic and Vocational Need(N50)
Employment Need (N51)

Alcohol Usage Need (N56)

Drug Usage Need (N57)

Gender (Gender)

Age at Intake (Age in)
Gang Affiliation (Gang)
(R38)

(R47)

Education Composite (ZED _CAVG)
Employment Composite (ZEMP_AVG)
Substance Abuse Composite (ZSA AAVG)

In sum, the cohort model (Model 6) that improves over the best Wisconsin

model (Model 3) makes only slight statistical improvements and includes over 50

predictor variables. The RIOC increases from 27.3 to 31.3; the ROC curve

increases from 71.7 to 74.3, and the percent classified correctly increases from

66.4 to 68.4. The statistical gains achieved form this model fail to justify the

considerable increase in man-hours that would be needed to collect the

information required.
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Discussion and Summary on the Construction of Prediction Models

The findings in this section are far from what was initially expected. The
Wisconsin Risk and Need Assessment Instrument does at the very least separate
offenders into three classification categories, but with regard to predictive
accuracy, its performance is poor. The instrument’s performance is the least
effective when predicting future rearrest. Only 11% of the offenders rearrested
after three years are classified correctly by the Wisconsin risk variables. Even
more unexpected is that the Cohort test variables, even with an extensive list of
over 50 variables, failed to classify offenders any better than the Wisconsin
variables. None of the models’ RIOC scores are above the 36% range and only
a few of the ROC curves are in the 70% range.

Some consideration for the poor performance of the prediction models
must be attributed to the measurement error inherent in the dependent variables
used in this study. The degree to which each outcome is a true representation of
how bad or how good an offender is doing varies and is truly unknown.
Variations take place on the part of the offenders and the criminal justice system.

In the case of arrest for example, not all offenders who commit subsequent
crimes are arrested; some offenders are caught after x number of times, and others
are caught after only one offense. The criminal justice system with regard to who

they target for arrest and how effectively they link crimes to arrest suspects. For

138

This document is a research report submitted to the U.S. Department
of Justice. This report has not been published by the Department.
Opinions or points of view expressed are those of the author(s) and
do not necessarily reflect the official position or policies of the U.S.
Department of Justice.



example, variation may occur based on differential monitoring of certain types of
offenders, certain areas of town, areas of the state, or even down to police
precinct. Probation outcomes are equally as problematic. For example, there are
numerous points in the decision making process which can affect whether an
offender is revoked from probation. The discretion may start with the supervising
officer and end ultimately with the sentencing judge. There are many stages in
which a probation department’s policy could affect the outcome of the offenders,
that have little to do with accurately reflecting how bad or good they are. An
example is the prevalence of intense monitoring of sex offenders. In some
jurisdictions, small infractions (e.g., failure to pay fees), can lead to a revocation.
All of this variation is likely to contribute to considerable error when
constructing prediction models based on these less than perfect outcome
measures. The extent to which this inherent flaw in available outcome data
terminally affects the ability to construct robust prediction models remains a
question to be answered.

Most of the blame for the poor performance of the prediction models must
be attributed to the performance of individual predictor variables. Tables 6.15 and
6.16 summarize the Wisconsin risk and need variables and the cohort test set of
all variables that are most predictive for each outcome respectively. Summary

finding for each of the outcomes variables is provided.
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Table 6.15: Individual Wisconsin Risk and Need Variables that Explained the Most
Variance Across the Three Outcome Variables

Select Wisconsin Risk and Need Rearrest Revocation Successful
Variables Probation
Address Changes in last 12 months (R38) (R38) (R38)
Percent employed in last 12 months (R39) (R39) (R39)
Alcohol Usage to Criminal Activity (R40) (R40)
Drug Usage to Criminal Activity (R41) (R41)
Age at 1¥ adjudication (R43) (R43) (R43) (R43)
Prior Prob. / Parole Sup. (R44) (R44)
Prior Prob./ Parole Rev. (R45) (R45)
Prior Felony Adj. Guilt (R46) (R46) (R46)
Adjudications for burglary, theft, auto or (R47) (R47) (R47)
robbery (R47)
Adjud. for assault offense within last 5 yrs (R49)
(R49)
Educational Need (N50) (N50)
Employment Need (N51) (N51) (N51)
Marital/Family Relations (N53) (N53)
Emotional Stability (N55) (N55)
Alcohol Usage Needs (N56) (N56)
Drug Usage Need (N57) (N57) (N57)
Mental Ability (N58) (N58)
Health (N59) (N59)
PO’s Impression (N61) (N61)
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Table 6.16: Individual Cohort Dataset Variables that Explained the Most Variance

Across the Three Outcome Variables

Cohort Dataset Variables Arrest Revocation Successful
Probation

Gender (Gender) Gender Gender Gender

Marital Status (M_Status) M_Status M_Status

Living Arrangement (Living) Living

Age at Intake (Age_in) Age In Age in

Legal Status (Legstat) Legstat

Gang Affiliation (Gang) Gang Gang

Prior Juvenile Record (Juvenile) Juvenile Juvenile

Address Changes in last 12 mo. (R38) R38

Age at 1™ adjudication (R43) R43 R43

Prior Prob. / Parole Sup. (R44) R44

Prior Prob./ Parole Rev. (R45) R45

Prior Felony Adj. Guilt (R46) R46

Adjudications for burg., theft, auto or R47 R47

robbery (R47)

Adjudications for worthless checks or | R48

forgery (R48)

Financial Management (N52) N52

Emotional Stability (N55) NS5

Mental Ability (N58) N58

PO’s Impression (N61) N61

Criminal History Composite ZCH AVG

Employment Composite ZEMP AVG ZEMP AVG ZEMP AVG

Education Composite ZEDU AVG ZEDU AVG

Substance Abuse Composite ZSA AVG ZSA AVG ZSA AVG

For predicting rearrest, the Wisconsin variables measuring age, criminal
history, employability, marital relations, drug use and mental ability are
predictive. From the cohort test variables, gender, gang activity and juvenile
crime record are gained as additional predictors to explain continued adult
offending. The significant finding from the cohort test variables is that juvenile

behavior, specifically gang activity, is predictive of continued adult offending.
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For predicting probation revocation, the Wisconsin variables measuring
living stability, employability, substance abuse, criminal history, education and
the probation officers’ assessment of need are predictive. None of the
psychological factors proved to be very predictive. Little new information was
gained from the cohort test variables. Only gender and juvenile record are
prediction variables not addressed in the Wisconsin factors. The same situation
applies for successful probation completion predictor variables. Most of the
Wisconsin factors are included, and little new information is gained from the
cohort test variables.

This chapter comprehensively documents the poor performance of the
Wisconsin assessment, particularly with predicting future criminal behavior, and
demonstrates that the cohort test variables and index scales fail to perform any
better. The data set used for this project is one of the largest samples ever used
to test the predictability of the Wisconsin instrument and includes a large number
of potential predictor variables based on individual characteristics thought to be

predictive of future criminal behavior.
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Chapter 7: Discussion and Conclusion

The most common current methods of predicting adult criminal behavior
are only marginally predictive. Efforts to improve upon the current methods are
also only marginally predictive. Demonstrated is a need for a paradigm shift in
the field of criminal justice. This chapter serves three purposes. First, the purpose
is to provide a summary of the research conducted as part of this study. Second,
comparisons are made between the results of this research and other similar
research that is published on the predictive power of adult felony risk
assessments. Third, direction for future research in adult felony risk assessment,
which includes this paradigm shift, is provided.

The results of the research are far from what was hypothesized. A
comprehensive assessment of the predictive power of the risk and need variables
currently used in the Wisconsin risk assessment model were conducted. The
Wisconsin risk model is one of the most commonly used assessments, and limited
research has been done to determine the predictive power of the variables. Also,
tests using a large number of other risk and need variables, including index scales
to construct an improved risk assessment model, were done.

No improved risk assessment model could be constructed from the data

that were available. In fact, all of the models, including the Wisconsin risk
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model, performed poorly on a variety of statistical measures. This research, along
with the findings of other similar studies, demonstrates that new approaches are
needed in the field of adult risk assessment if any significant gains are to be made
in predicting future adult offending. This is not to say that the current risk
assessments are useless; they are better than relying solely on individual judgment
and have about a 20% relative improvement over chance predictions. What this
research does suggest is that any efforts to model the variables based on
individual offender characteristics, which can be obtained easily by probation

officers, is not likely to yield any improved predictive power.

Comparisons with Similar Research Findings

To demonstrate that these findings are not an anomaly with regard to the
performance of the Wisconsin risk prediction model, the results from this research
are compared to previously published works. Some of these studies were initially
cited in Chapter Two. One of the initial research questions was the extent to
which prediction could be improved by including a variety of dynamic predictors
into the prediction models as well as using more objective measures which would,
in theory, increase the reliability and validity of the information used to construct
prediction models. None of these findings are significant in any sizable manner.

This leaves one question pending. Is the rather poor performance of the
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Wisconsin risk prediction models similar to what has been found in previous
research? The answer is, to varying degrees, “yes”.

Harris (1994) conducted one of the most comparable studies on a sample
of adult felons placed on probation in Travis County, Texas. The purpose of the
study was to compare the predictive accuracy of the Wisconsin risk assessment,
a case management system called Client Management Classification (CMC), and
a combination of the two instruments. The results of how well the Wisconsin risk
assessment performs for predicting the probation outcomes of revocation and
arrest in Harris (1994) are compared to the present study in Table 7.1.

Another comparable study is Yacus (1998). Yacus conducted a study to
determine how well the Wisconsin risk and need assessment instrument used in
Virginia classifies adult felony offenders. A sample of 13,011 adult probation and
parole offenders who were placed under supervision in 1994 was used. The
dependent variable was success on supervision. The following table compares
selected findings from the current study, to selected findings from Harris (1994,

p. 161) and Yacus (1998, p. 80).
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Table 7.1: Predictive Accuracy of Wisconsin risk assessment for the current study, compared
to two different studies

True False True False
Positive ~ Positive Negative Negative

Model Type % N % N % N % N RIOC Error
Rate

Current Study 11 306 16 463 57 1669 16 481 17.6 32

Risk — Arrest

Harris (1994) 9 35 47 187 42 166 2 8 57.7 49

Risk - Arrest

Current Study 11 307 14 394 63 1832 13 386 26.3 27

Risk — Rvk.

Harris (1994) 13 52 43 170 41 161 3 13 54.5 46

Risk — Rvk.

Current Study 20 589 18 520 45 1323 17 485 25.8 35

Risk — Succ.

Yacus (1998) 57 577 22 223 9 94 12 119 18.7 34

Risk — Succ

Almost all of the models have classification error rates higher than the
current study. In Harris (1994), the false positive rate is very high. In the Yacus
study, the instrument over classified offenders as being successful. Since the
RIOC is a function of both base rates and selection ratios, it should be analyzed
in the context of the overall classification results. The higher RIOCs observed by
Harris (1994) are primarily due to the over selection of false positives. This is
reflected in the higher error rate on the performance of the Wisconsin instrument
in that sample. Harris (1994, p. 162) found that risk predictions performed with
CMC ... were not only more accurate, but make a greater improvement over

chance than predictions based solely on the Wisconsin instrument for each of the
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outcomes measured.” In Yacus (1998), the true negative rate and the RIOC are
lower than the current study. Since the outcome predicted is success, the
Wisconsin instrument over selected by 22% offenders who were predicted to be
successful on probation and were not.

Sims and Jones (1997) conducted a study to determine factors associated
with probation outcomes. The assessment instrument used in the study is very
similar to the Wisconsin risk assessment. A sample of 2,850 felony probationers
in North Carolina was used. Success or failure on probation was the dependent
variable. The independent variables were general background variables, risk
assessment scores used by probation officers to determine offender supervision
levels, and the risk assessment instrument items. Two logistical regression
models were reported. Model 1 consisted of basic background items (e.g., age,
race, offense type, sentence length), results of assessment scores (e.g., supervision
level), and total score on the assessment. Model 2 consisted of the 13 individual
variables that made up their version of the Wisconsin type risk assessment. Table
7.2 summarizes the major findings from Sims and Jones’ (1997, p. 323)
regression models and presents comparable findings from two models developed
as part of this study.

In Sims and Jones, Model 1 out performed Model 2. Model 2 is similar

to the logistical regression model generated in this study that used the Wisconsin
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risk variables to predict probation revocation. Both models classify a similar

number of cases correctly (71%).

Table 7.2: Predictive accuracy a Wisconsin based instrument compared to the present study

Model Type Base Failure Percent Pseudo
Rate Classified R’
Correctly
Sims and Jones (1997) Model 1 57% 81% 341
Sims and Jones (1997) Model 2 57% 71% 206
Current Study Wisconsin Risk and Revocation 23% 73% .100
Current Study Wisconsin Risk and Successful 62% 66% .106

This table is further support of the poor predictability of Wisconsin style
variables. Sims and Jones (1997) Model 1, which did not include individual risk
prediction items, outperformed the model based on the risk assessment variables.
Only the statistics reported above are provided, therefore, error rates of
classification and the RIOC are not known.

With regard to the specific variables that are statistically significant in
explaining the variance in predicting future criminal behavior, some consistent
findings are confirmed and unexpected findings documented. Consistent with
most adult risk assessment research, most of the risk prediction variables focus
on the individual characteristics of the offender. In this analysis, the best
predictors of rearrest, which are consistent with previous research, are the
offender’s age, marital status and relations, and prior criminal history information.

These factors consistently explain a large amount of the variation in models
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developed to predict future adult offending (e.g., Reed and Corzine 1997; Zamble
and Quinsey 1997; Sims and Jones 1997; Morgan 1994).

One of the initial hypotheses for this study is that subjective predictor
variables would not be as predictive as objective variables due to inter-rater
reliability issues and validity concerns. However, two of the most subjective
variables, offenders’ emotional stability, and offenders’ mental ability are among
the strongest predictors of rearrest. In the instruction guide given to probation
officers to score emotional stability, anger, fear, guilt, and grief, are listed as the
major emotions causing difficulties for offenders. For mental ability, the scoring
guide lists the following as problem indicators: impairment of maturation,
learning ability, and/or social adjustment. One specific definition has to do with
whether the offender lacks the ability for foresight, insight and hindsight. Though
these definitions seem to be subjective, they proved to be predictive variables of
future criminal behavior.

Many previous studies have documented the limitations of this type of
risk prediction. This is certainly the case in this study, and unless major shifts are
made in the conceptualization of adult felony risk prediction, major advancements

are not likely.
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The final section of this chapter addresses major shifts that are currently
underway or that should be considered in the development and construction of

improved adult prediction models.

Direction for Future Research

This section presents some direction for researchers considering strategies
to improve the state of adult offender risk prediction. Information in this section
is summarized into three major areas for consideration. First, adult risk prediction
models should be more grounded in criminological theory. The advancements
that are made in the sociological literature regarding causes of criminality should
be incorporated into studies that seek to construct improved risk prediction
models. Current adult risk instruments are only loosely grounded in theory.
Second, evidence in the scholarly literature suggests that there may be advantages
to using a battery of assessments, specifically from disciplines outside sociology
(e.g., psychology), to more accurately measure cognitive and psychological
characteristics of offenders that may make them a higher risk for reoffending.
Specifically, the scholarly literature on the Porteus Maze Test and the Hare
Psycopathy Checklist are reviewed. The final area presents evidence that
suggests that looking beyond an offender’s individual characteristics may be

important for more accurate risk prediction and risk mediation. Some researchers
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are proposing to consider the community and/or environment in which offenders
under community supervision reside as a contributing factor to their likelihood of
success or failure on probation or parole. Each of these three sections is discussed

separately in more detail.

Constructing Models Grounded in Criminological Theory

Significant improvement in offender risk prediction instruments will
likely only be made if the specifications of the instruments become more closely
linked with criminological theory. Actuarial prediction models to be used on
adult felons should be based on research obtained from major theories. The
hypothesis is that more complex theoretically grounded independent variables
would yield more predictive models.  Risk prediction instruments have
traditionally been constructed based on modeling available independent variables
to explain the largest amount of variance. The models are driven primarily based
on their statistical predictability using available data rather than information based
on explaining behavior. Krauss et al. (2000, p. 92) make the following related
observation:

Probation risk assessment and other forms of risk assessment have

become exclusively based on prediction rather than explanation of

behavior. Actuarial assessment instruments are, by and large,
atheoretical, and consequently, do not effectively examine the
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causes of the behavior that the instruments are designed to predict.

Present methods of probation risk assessment simply highlight

individuals who are high risks for recidivism, without explaining

why these individuals are more likely to recidivate.

There is a need to consider and incorporate current theoretical findings on the
causes of continued criminality and operationalize the causes into predictor
variables for inclusion into future actuarial assessment instruments.

One of the reasons adult risk assessments have evolved in an atheoritical
manner is that most of the criminological literature and research during the last
40 years focuses on explaining delinquency (e.g., Sutherland 1937; Shaw and
McKay 1942; Cloward and Ohlin 1960; Hirschi 1969; Gottfredson and Hirschi
1990). These theories seek to explain why some individuals become delinquent
and others do not. Using factors that may explain delinquency (e.g., bonding,
attachment, peer relations) to explain adult criminal offending is not always
practical. Since crime peaks somewhere around the ages of 17 to 22 and then
declines, at first rapidly and subsequently more slowly (Hirschi and Gottfredson
1983; Wilson and Herrnstein 1985; Cohen and Land 1987), the delinquency
literature may be more practical after all. In the study sample for this dissertation,
57% of adult felons placed on probation are under the age of 30.

There are numerous theories that guide scientific explanations for

delinquent behavior (e.g., self-control theory, cultural deviance theory, strain

theory, social control theory). There is no consensus in the literature on which
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theory is better or worse, and many are in direct conflict with each other.
Paternoster et al. (2001, pp. 221-222) succinctly summarize the controversy
within the area of criminological theory that is critical to any efforts to predict

adult criminal behavior:

Our substantive results speak to an important current controversy
in criminological theory. At their most basic level, theories of
adult criminal offending give expression to one of two distinct
themes. In one, variations in adult offending has its causal roots
in events and experiences that occur earlier in life . . . According
to this view, adult criminality is simply a later manifestation of a
problem that originated in early childhood . . . In the second
theme, variations in adult offending are not attributed solely or
even largely to preadult events and experiences. Instead, this
perspective suggests that life events occurring after the beginning
of adulthood can exert powerful influences of offending during the
adult years. This “early childhood is not everything” position
argues that securing a good job or finding an emotionally
satisfying spouse or partner may provide an effective curb to
offending, just as losing a job or loved one may launch one on a
crime “spree” (Paternoster et al. 2001, pp. 221-222).

Clearly there is no consensus in the theoretical literature as to the cause of adult
criminality at this time, however there are several suggested starting points for
theoretically based measures.

The applied research of adult risk prediction may be improved if it enters
into the theoretical debate. Most of the recent research that has direct application
to the construction of adult risk prediction instruments is based on one of three

major theories of crime. These are the general theory of crime by Gottfredson and
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Hirschi (1990), age-graded theory of informal social control by Sampson and

Laub (1993), and differential association-reinforcement theory by Akers (1985).

Self Control In a revision of Hirschi's (1969) earlier work, Gottfredson and
Hirschi (1990) set up a framework that focuses on the actions that occur prior to
the deviant act. Their theory is the result of an attempt to merge classical and
positivist criminology theories. The result of their endeavor is an alternative
framework of self-control. Gottfredson and Hirschi’s self-control model suggests
that people differ in the extent to which they are restrained from criminal acts and
that people with low self-control are more likely to engage in criminal activity
(pp. 88-92). They conclude that, . . . all of the characteristics associated with
low self-control tend to show themselves in the absence of nurturance, discipline
or training" (p. 95). Therefore, the major cause of low self-control, and hence
crime, is ineffective child-rearing.

Considerable research was done in recent years to examine the general
theory of crime and measure self-control (e.g., Gibbs and Griever 1995; Gibbs et
al. 1998; Keane et al. 1993; Longshore 1998; Polakowski 1994), but there is no
consensus. One potential application of Gottfredson and Hirschi’s (1990) self-
control theory to predicting adult criminal offending is a six factor, 24-item scale,

developed by Grasmick et al. (1993). A number of studies have used the scale on
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a variety of subpopulations (see Vazsonyi et al. 2001 for a full review). One of
the most recent and comprehensive tests of the Grasmick scale was conducted on
a cross-cultural sample of 8,417 adolescents from four different countries
(Vazsonyi et al. 2001) who were administered the 24-item scale. For the sample
populations, lifetime deviance was measured with an instrument called the 55-
item Normative Deviance Scale. One of the significant findings of the study is
that the scale is predictive of deviance, with the risk-seeking subscale explaining
up to 25% of variance in total deviance. The scale has also performed well in
various studies of computed reliability analysis with (Cronbach’s alpha) of .80.
Application of the scale to an adult felony population could produce interesting
results.

Another recent study (Alarid et al. 2000) tested five measures of social
control: marital attachment, attachment to parents, attachment to friends,
involvement, and belief. The social control variables of attachment to parents (r
= -.23), involvement in conventional activities (r = -.19), and belief in the law (r
= -.25) were significantly (p<.01) correlated with criminal behavior (Alarid et al.
2000, p. 184). Additionally, marital attachment (r = -.10) only reduces
involvement in property crimes, and attachments to peers (r = .15) are positively

correlated with criminal activity.
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There is support for further testing on how self-control could assist in
predicting future adult offending. A valid and reliable measure or scale may
improve the predictability of probation risk assessment. Any future efforts in

adult risk prediction should consider advancements made in self-control theory.

Age-graded theory  Sampson and Laub (1993) have an age-graded theory of
informal social control. Their theory expands the importance of social control
mechanisms into adulthood. Sampson and Laub (1993, p. 140) emphasize the
quality and strength of social ties more than the timing of discrete life events. For
example, they do not contend that just having a job would increase social control.
It has to do with having a job and the individual’s commitment, stability and
mutual ties to work. Adult risk prediction instruments frequently include the
basic construct of social control variables, however, they fail to go to the next step
in measuring the quality and strength of the social ties.

Sampson and Laub (1993, p. 139 - 178) test their theory on adult social
bonds and change in criminal behavior. The independent variables they test are
measures of job stability, commitment to job or educational goals, and attachment
to spouse. For example, job stability is measured by composite scale variables
for employment status, stability, and work habits. All of the factors are

significantly and substantively important in predicting adult arrest (t-ratio = 4.24,
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p<.05). Subjects with low job stability were five times more likely to engage in
criminal activity.
They state (p. 178):
... virtually every model produced a fairly straightforward and
compelling picture: namely, childhood delinquency and adult
social bonds in the form of job stability and marital attachment
independently explain significant variations in adult crime.
Clearly there is a case for going beyond measures that simply document basic

constructs, but measure the degree to which the construct ties the individual to

society.

Differential Association Edwin Sutherland first introduced the notion of
differential association theory in 1939. In Sutherland's (1947) perspective, all
criminal behavior is learned generally from intimate associations with others.
Techniques for criminal activity as well as motivations for committing crimes
also are learned. This type of theory denies individual pathology or biological
factors as the root of criminal involvement. The basic proposition of differential
association is that individuals engage in criminal activity when they are provided
with more results that are favorable to violating the law, than results unfavorable
from violating laws.

An expansion on differential association theory was offered first by

Burgess and Akers (1966), and then more fully by Akers (1985). Akers
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broadened Sutherland's focus with his differential association-reinforcement
theory. Akers maintains the premise that criminal behavior is learned, but he
broadens it to include both how people learn attitudes and techniques of crime
from positive and negative reinforcement that result from their behavior. Aker's
further development of learning theory offers a comprehensive look at how
learning theory can be utilized to analyze deviant behavior. One particular
scenario might include the absence of rewards from going to school and working
at a minimum wage job. The lack of perceived rewards may make a career as a
drug dealer seem more attractive.

Differential association theory is not as widely tested in recent years as
self-control. However, recently, Alarid et al. (2000) tested the correlation
between three measures of differential association (i.e., individual definitions
toward crime r = .27, others’ definition toward crime r = .37, and criminal friends
r=.39) and criminal offending. They find all three to be significantly (p <.01)
and directly correlated with property, violent and drug offenses. The measures
tested are scales that could easily be collected on an adult offender population.

Constructing adult risk prediction models that are grounded in theory is
a direction the field of criminology needs to make if any substantive gains in

predictive power of these instruments are likely. Researchers considering
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investigations in the area of adult risk prediction should carefully review and

consider efforts underway in criminological theory.

Considering a Battery of Assessments from Disciplines Outside Sociology
Current practices in the construction of adult risk prediction instruments
focus on collecting a simple gauge of the severity of the relevant behavior. For
example, a common question that probation officers are asked to respond to
assess an offender risk level is: “Does the offender have a substance abuse
problem?” It is proposed in this study that this variable is highly subjective and
more objective questions are tested (e.g., crack use, intravenous drug use). Yet
these proved to not be any more predictive. Improving the way data are collected
does little to increase the predictive power of the instrument. Including the results
or scores of scales used to measure other behavior (e.g., personality, temperament,
level of addiction) as predictor variables may be a method for improving the
predictive power of the risk instruments. As found in Sims and Jones (1997), the
results of the assessments along with other indicators are more predictive than the
individual variables. Harris (1994) finds similar results. One strategy to improve
the predictive power is to consider utilizing a battery of indexes that may branch
outside the field of sociology (i.e., psychology). The results of specialized scales

could be an input into the prediction models.
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An offender’s personality and temperament is predictive of criminal
offending (Hernstein 1995; Wilson and Petersilia 1995; Valliant et al. 1999; Hare
1980, 1985). Specifically, Hernstein (1995, p. 54) notes:

Among the nonintellectual childhood precursors of criminal

behavior one runs into repeatedly in the technical literature are

restlessness;  aggressiveness;  resistance to  discipline;
hyperactivity; attention deficits; an appetite for risk, excitement,

and danger; impulsiveness; coldness; shallow emotional

attachments to other people (including one’s family); a lack of

commitment to social or religious mores; “problem behavior” or

“troublesomeness”; dishonesty; and a precocious tendency to
experiment with sex and drugs.

Presently, there is no standard measure to score or assess delinquent behavior as
it relates to personality and temperament. However, there are some promising
instruments that are predictive of criminal behavior. They are the Porteus Maze

Test and the Hare Psychopathy Checklist.

Porteus Maze Test  As described in detail by Wilson and Herrnstein (1985, pp.
173-175) and Riddle and Roberts (1977) the Porteus Maze test was developed in
the 1930s by S.D. Porteus to supplement conventional intelligence tests. Docter
(1972, p. 752) states “maze solving requires planning capacity, foresight, and the
ability to learn from experience”.

One main purpose of the test is to measure nonverbal reasoning, but

Porteus believed that the test would measure . . . planning ability, judgment, and
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impulsiveness . . .” and might be capable of predicting criminal behavior (Wilson
and Herrnstein 1985, p. 173). There are multiple ways in which performance is
measured with the maze test, but the one that is linked to predicting criminal
behavior is the Q score (for qualitative).

The Q score reflects the quality of the performance of the individual
completing the maze by counting the number of times they break the rules by
lifting their pencil or moving outside the lines. Riddle and Roberts (1977)
reviewed the results of all the studies up to that time that reported Q score means
for delinquent, criminal, and normal subjects. The theory is that delinquents will
have higher Q scores than nondelinquents. All of the studies reported a
significant difference between the delinquents and non-delinquents and with a
cutoff score of 29 for males, better than 70% of the subjects tested are correctly
identified as delinquent or nondelinquent. “Not only does Porteus Q score
discriminate delinquents from nondelinquents, it also appears to discriminate
degrees of delinquency within both delinquent and nondelinquent groups” (Riddle
and Roberts 1977, p. 422)

Though not all studies on the Porteus Maze test as a predictor of
criminality are promising (see O’Keefe 1975), Docter (1972, p. 753) notes “the
full development of the test’s potential has suffered from a lack of clearly focused

validation research.”
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During the 1980s, some researchers continued to test the validity of the
maze test (Bell et al. 1983, Gow and Ward 1982). As it relates to criminal
behavior, researchers are interested in the degree to which the maze test is a
measure of impulsivity. All documented the usefulness of the instrument. Bell
et al. (1982) additionally demonstrated its usefulness as a pre and posttest to
measure the impact of cognitive programming that was conducted on a group of
institutionalized boys.

More recently, Valliant et al. (1999) use the Porteus Maze Test as part of
a battery of tests to determine its ability to predict the difference between violent
and nonviolent offenders. It is hypothesized that violent offenders have lower
levels of executive functioning. The maze test is thought to be a measure of
planning ability, impulsivity and executive functioning. Following is the
significant finding of the study.

The executive functioning results from the Porteus Maze test

showed significant differences between the violent and nonviolent

offenders . . . Those offenders who had lower scores undeniably

would process information less accurately and would have a

tendency to make more perseveration errors than the other groups

studied in this investigation (Valliant et al. 1999, p. 679).

The preliminary positive findings for recent research using the maze test offers

promise for continued study.
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Giancola et al. (1998) used the maze test to study the association between
low executive cognitive functioning and anti social behavior. They find
additional support for the previous findings (e.g., Moffitt 1993) that males with
antisocial personality disorder and conduct disorder demonstrate lower executive
cognitive functioning as demonstrated by the Porteus Maze test.

No studies were located that specifically used the maze test on an adult
probation population. The test is easy to administer and score, and most tested
subjects find it enjoyable to complete (Docter 1972). The maze test could be one
of a battery of instruments that could be used in an adult probation setting for
gauging offenders cognitive functioning as it might relate to risk of future
offending and any subsequent cognitive improvement. The results of the test

could also prove to be a predictive input into actuarial prediction models.

Hare’s Psycopathy Checklist (PCL) The Psychopathy Checklist (PCL) is a
psychological scale designed to diagnose psychopathy in criminal populations
(Hare 1980, 1985). The 22-item instrument assesses personality characteristics
and criminal history items. More specifically, psychopathy is defined in the

following manner (Hare 1970, p. 4):
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This term refers to chronically antisocial individuals who are
always in trouble, profiting neither from experience nor
punishment, and maintaining no real loyalties to any person, group
or code. They are frequently callous and hedonistic, showing
marked emotional immaturity, with lack of responsibility, lack of
judgment, and an ability to rationalize their behavior so that it
appears warranted, reasonable and justified.
Hart et al. (1988) used the PCL to predict the behavior of male offenders released
from prison. The PCL made significant contributions predicting failure on parole,
however, its applicability to adult probation populations is not yet known (X* =
11.48, p <.001) Offenders classified as high risk failed at significantly higher
rates (42%) than offenders classified as low risk (20%) or those classified in the
middle group (30%). Serin et al. (1990) find similar results with the PCL. Serin
et al. (1990) include the PCL along with other psychological and risk prediction
instruments (i.e., Quick Test, Hogan’s Empathy Scale, Impulsiveness-Monotony-
Avoidance-Detachment Scale, Gough’s Socialization Scale, and Marlowe-
Crowne Social Desirability Scale). He finds that the PCL predicts recidivism
better than the other indicators although goodness of fit is, in absolute terms, low.
More recently, Valliant (1999, p. 678) finds that . . . violent offenders had

statistically significant psychopathic tendencies as evidenced by the elevated

scores on the [Hare] Psychopathy Checklist-Revised.”
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Even though the PCL looks promising as a tool to predict recidivism,
policy considerations exist concerning its utilization. For example, not all
psychopaths fail on supervision. Studies report that psychopaths are four times
more likely than nonpsychopaths are to fail. To base release decisions solely on
this criterion is not encouraged (Serin et al. 1990, Hart et al. 1988). Another
consideration involves labeling offenders as psychopathic, particularly if
treatment is not available (Serin et al. 1990). The instrument is generalizable to
diverse offender populations, however, its applicability to a probation sample is
questionable. The PCL generally identifies from 18% to 40% of criminal samples
in prison as psychopaths. An even lower occurrence rate would likely exist in
probation populations. Its direct applicability to an adult probation population
as one factor in predicting offender risk of future criminal activity is not yet
known. However, it could be used as one assessment in a battery of tools for

predicting likelihood of future offending.

Considering a Multi-Dimensional Approach

Adult felony risk assessment instruments mainly collect information on
the individual offender. Some information regarding the offender’s family or peer
associates may be factored into the prediction models, but they mainly focus on

the individual. Proposed in this section is that research should be conducted to
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consider a multi-dimensional approach to predicting the risk level of an offender.

Most of the risk factors that are used to model offender risk, deal with their
possible motivations for offending. Little attention is given to their opportunity
to offend. Sampson (1995, p. 193) notes that “although individual and family-
level prevention are welcome partners in crime control, there is another target of
intervention that has been widely neglected in public policy circles — the
community.”

The type of supervision an offender requires and the risk of that offender
committing a subsequent crime are two different issues. If one of the primary
purposes of assessing and classifying offenders is to attempt to intervene and
mitigate future offending, consideration should be given to all the factors that may
contribute to an offender’s likelihood of offending (e.g., opportunity).

Most recidivism risk assessments, including the ones tested in this study,
focus almost exclusively on the offender’s individual behavior. Little information
is obtained on the environment in which the offender will be living and working.
Gottfredson and Taylor (1986) are the first criminologists to utilize environmental
variables in predicting recidivism. Their specific research question is (1986, p.
133) “by considering the socio-environmental context into which an offender is
released after a period of incarceration, can we improve upon recidivism

2

predictions based solely on personal characteristics of the offender”.
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Some of the environmental variables collected are percent residential
versus commercial street frontage, the appearance of the neighborhood (e.g.,
graffiti), how the land in the neighborhood was used, and factors relating to the
social climate of the neighborhood. By themselves, the environmental variables
do little to explain the outcomes of their sample. However, the interaction
between offender characteristics and the environment does increase the predictive
power of regression models. The theory behind the interaction effect is that
behavior is a function both of the person and the environment.

Since then, little research has been done in this area. More recently,
researchers have proposed this added dimension to prediction (Dooley 1999,
Joyce 1996), but the concepts are still in the developmental stages. They are in
the theoretical stage in trying to determine what environmental factors might be
relevant. For example, Joyce (1996) proposes that community risk factors such
as economic deprivation, high rates of crime and substance abuse, and low
neighborhood attachment work in relationship with individual risk factors.
Dooley (1999) proposes new methods for classifying offenders based on
restorative justice principles, which allow for matching offenders with a new
array of resources.

Bhati (2001) conducted a study to increase the scholarly knowledge on

how the environment in which an offender is released affects recidivism
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prediction models. The analysis suggests (p. 114) “that restricting the causal link
between recidivism and individual-level characteristics significantly reduces the
overall fit of the model.” Environmental factors do matter in constructing
prediction models. Bhati (2001) attributed 70% of the overall reduction in
uncertainty to individual factors and 30% to environmental.

A paradigm shift is changing the focus of work of criminal justice, and
this paradigm shift needs to turn towards the assessment tools that are currently
in use. Traditional risk models would move from being one- dimensional and
offender-based to being a multi-dimensional, multi-level risk assessment and
prevention instrument. Utilizing a battery of assessments grounded in theory that
take into account the offender’s characteristics and the community in which they
reside, may be the only way we make progress in predicting their likelihood of

future offending.
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Appendices

Each appendix cited in the text is listed in alphabetical order in this
section.
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