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Executive Summary

Nothing in history has transformed the character and practice of child sexual exploitation more than the internet. Individuals who commit child sex crimes use internet services, social networks, and mobile apps to meet minors and each other in ways they cannot in person and to groom victims by normalizing abusive sexual acts. Many of those who commit child sex crimes deceive, coerce, and sexually extort child victims with threats that too often are realized. Individuals who commit child sex crimes use the internet to arrange in-person meetings for hands-on abuse, and they use it to remotely coerce young children to self-produce sexual and sadistic acts. Whether the abuse is hands-on or remote, the images or videos in which an individual captures their rape of a child are referred to as child sexual abuse materials (CSAM). An ever-growing set of online services are misused daily for the upload and immediate distribution of CSAM, supporting worldwide sharing.

The harms to victims of child sexual abuse and exploitation are lifelong. For victims, abuse begins with the harm perpetrated against them, but it does not end when the abuse stops. Victims must relive abuse when being interviewed by rescuing investigators. When testifying in courts, they are forced to detail and relive nightmarish memories of their abuse, see the images and videos capturing their abuse, watch as members of the public in the jury see these private images, and face the individual who abused them. And for standing up to those who abused them, they risk being identified as part of the legal proceedings to friends, acquaintances, and future employers. Trauma from child sexual abuse continues into adulthood and can include depression, suicidal ideation, and anxiety. Survivors fear that strangers in a business meeting, at a restaurant, or on the street will recognize their face. For survivors, their own children’s resemblance to themselves can lead to anxiety: Will a stranger, decades later, recognize their child from the images of the parent’s abuse still available on the internet?

Online sexual abuse of children is rampant, as a variety of metrics demonstrate. The number of reports per year to the National Center for Missing & Exploited Children (NCMEC) of CSAM and crimes against children has grown exponentially during the past decade. In 2019, NCMEC received 16.9 million reports regarding 69 million CSAM files (i.e., 2,000 reports per hour). This statistic almost certainly represents a mere fraction of the actual incidence of CSAM, considering that many large tech companies are underreporting. And for years, it has been observed that about 40,000 U.S.-based computers per month share known CSAM publicly on peer-to-peer networks (internationally, over 400,000 computers per month share known CSAM). Further, investigators have discovered and shut
down many Tor-based sites that were focused on child sexual exploitation and supported hundreds of thousands of active users; many more sites are still operational. Every year, about 2,500 individuals are convicted in federal courts of sexual abuse and exploitation of children, including production or possession of CSAM; the number of cases of sex crimes against children prosecuted successfully in state courts is larger. The number of victims is higher than these statistics suggest, as many sex crimes against children go undiscovered and unreported.

One explanation of the pervasiveness of online child sexual abuse is that the internet has increased the opportunities for committing these crimes. To state it simply, when motivated individuals have greater, unmoderated access to CSAM online, they will likely download it; when they have greater, unmoderated access to vulnerable victims online, they will likely sexually exploit them. Further, internet technology is pervasive, inexpensive, and multifaceted — technology-driven child exploitation is not happening in a single way or on a single type of platform. It is hard to overstate the challenge faced by law enforcement in trying to observe, detect, and act against these crimes.

A significant fraction of individuals who use CSAM perpetrate hands-on offenses, but the exact rate is unclear. Research suggests that there are many types of individuals who commit crimes of child sexual exploitation, but studies often consider three idealized types: (1) those who use CSAM and do not exploit children directly; (2) those who exploit children directly but do not use CSAM; and (3) so-called dual offenders who exploit children directly and use CSAM. Studies vary widely as to how the population of individuals who commit crimes of child sexual exploitation breaks into each idealized type. For example, one well-known meta-analysis based on 18 combined studies showed that 12% of 4,464 men detected by law enforcement had exploited children directly and also used CSAM; however, for a collection of six studies that were based on self-reporting of crimes from individuals who had not been caught or prosecuted, 55% of 523 men had exploited children directly and also used CSAM.

Creating an effective method of rescuing children from abuse requires an understanding of what characteristics are correlated with hands-on offending. Many studies over the past two decades have evaluated the factors that distinguish those who use CSAM only from those who use CSAM and also commit hands-on offenses. These studies primarily have a goal of increasing the efficacy of diagnosis and methods of treatment for individuals who commit sex offenses. Hence, they do not focus on factors that are available during online investigations or on the management of investigative resources. Research points to access to the internet, antisociality, and sexual deviancy as core factors that explain online CSAM offenses versus contact (i.e., hands-on) offenses. Individuals who commit the dual offenses of both exploiting children directly and also using CSAM have been found to have greater sexual interest in children (pedophilia), greater access to children, more prior violent offenses, more unemployment, greater substance use disorders, and a greater likelihood of participating in a social network focused on pedophilia. (It is worth clarifying that some individuals with pedophilia do not sexually exploit children, and that not all persons who sexually exploit children have pedophilia.) Individuals who commit dual offenses are more likely to have had childhood difficulties than those who use CSAM only. No study has concluded that viewing adult pornography leads to an interest in viewing CSAM, or that viewing adult pornography is an indicator of dangerousness.
There is no simple method for reliably targeting and finding the most dangerous individuals at the start of an investigation. For years, the number of individuals committing child sex crimes and the incidents of child sexual exploitation have inundated the investigators assigned to these crimes and the resources they have available. Ideally, investigators could prioritize scarce resources by identifying factors that reliably indicate whether a particular subject of an online child exploitation investigation poses a high risk of harm. Investigators need factors that are precise for any given subject, and that can discover all of the most dangerous subjects, so that they have a chance of rescuing all exploited children. Unfortunately, there is not a single factor or set of factors observable at the start of an investigation, before significant resources have been allocated, that has been shown scientifically to reliably predict and discover those committing hands-on offenses.

For an investigative technique to be effective at managing scarce resources while finding hands-on offenses, it must use online factors only. Online factors are those visible at the initial stages of an investigation, well before the suspect is in custody. A limited set of online factors exist, and not all are available in each case. Furthermore, management of cases is challenging in many ways. Investigators of child sexual exploitation must manage a tremendous volume of NCMEC CyberTips (tips that come from the center’s CyberTipline, the centralized reporting system for the online exploitation of children) and other leads. Each investigator may have 50 cases in progress and others that have been forwarded to affiliated agencies with trained personnel to follow up on. Some investigators may focus on CyberTips, while others may focus on undercover or peer-to-peer (P2P) cases. This allocation of effort among undercover, proactive P2P, and CyberTip cases (including human sex trafficking cases) is influenced by several competing issues, and it is not based solely on the question of which cases indicate the most dangerous individuals. For example, undercover investigations allow a focus on suspects who are actively attempting hands-on offenses, and P2P investigations allow the rescue of children who have been silenced and are not covered by CyberTips. Unfortunately, some agencies elect not to run undercover or P2P investigations because they worry about a civil liability from not processing received CyberTips. Regardless, almost no agency can keep up with the number of tips they receive and leads they could pursue.

Investigators use several factors when deciding how to prioritize cases that they expect involve the more dangerous individuals. Cases that involve online enticement (trying to meet with children), production, and sexual extortion (sextortion) are prioritized because these imply that a child is in active danger. Similarly, cases involving images that appear to be more recently produced are prioritized. The severity of content and the age of the victim can increase priority. For example, sexual abuse of infants and toddlers and sadistic acts are prioritized. If a case appears to involve a person who has a position of community significance and access to children, the case is prioritized. Cases involving technically savvy individuals or a community organized around committing offenses are prioritized. Note that NCMEC prioritizes CyberTips before sending them to law enforcement. In other words, there is only partial overlap between: (1) the set of factors that have been studied to assess the risk of, and direct the treatment of, individuals already convicted of child sexual exploitation; and (2) the set of factors that are available to law enforcement ahead of allocation of resources for an investigation.
Online child sexual exploitation is a public health crisis and should be addressed as one. Online sex crimes against children can be described using a simple epidemiological model: Children are being harmed by individuals who sexually exploit them, and the internet is an environment that brings the two together. The model illuminates three broad strategies for addressing this crisis: helping investigators stop those committing the crimes, educating children and parents about how to avoid dangerous individuals, and changing the environment to thwart exploitation. Improving the tools available to investigators to stop online child sex crimes and to rescue children from abuse is merely one strategy and too often the focus. To significantly reduce online child sexual abuse, it is also necessary to examine how internet services, apps, app stores, and device makers who have children as customers operate and are regulated. Laws against child sexual abuse are numerous and the penalties are significant; these laws are a deterrence against those who would commit child sexual abuse, but the laws do not represent mitigations that involve children and technology companies. The legal protections for children using apps and online services are minimal. The regulations for device manufacturers, social networks, app stores, and apps used by children are negligible, and their legal protections are vast. Similarly, many gains would be had from expanding internet safety education, which the tech industry should take part in or lead. Studies suggest that school-based sexual abuse prevention programs already in use are an effective strategy. Overall, we cannot expect law enforcement to address a torrent of harms to children while we ignore the context of the problem upstream.

Child sexual abuse happens on every internet platform, and each platform presents a challenge for investigators. The discovery of new venues used as environments to victimize children, the discovery of people victimizing children, and the discovery of victims are persistent requirements for effective investigations of child exploitation. For each known venue, investigators require methods to enumerate all those in the venue who are committing crimes against children and to locate victims. Discovery is vital to all victims, but none more so than victims who have been silenced by fear, who are hospitalized, or who are pre-verbal. How discovery takes place varies. Some abuse is brazenly public; the abuse continues because it has not been reported, or because it has not yet been investigated due to insufficient law enforcement resources. Some abuse is hidden behind the privacy offered by internet services; in these cases, law enforcement is reliant on reports by industry to learn about abuse, a process that has been largely an apparent failure by industry. Some public abuse is masked by end-to-end encryption, single-proxy virtual private network (VPN) services, and multi-proxy communication (e.g., Tor); research into advanced forensic methods is required to overcome such hurdles. By maintaining a national corpus of known imagery and victims, the rescue of new victims can be prioritized over those whose abuse occurred decades ago — although ending the distribution of existing CSAM is a critical goal. CSAM is a revictimization of survivors and is used to groom new victims.

CyberTips are essential to investigators but unreliably filed by industry. An untold number of children have been rescued due to law enforcement investigators responding to a NCMEC CyberTip. CyberTips are a critical mechanism in addressing crimes against children. Unfortunately, reporting is limited in effectiveness as a method for rescuing all children and as a metric for gauging the scale of child exploitation in the United States. Although reporting is mandated by law, there is no method to determine the rates of compliance by industry. Companies are not required to look for CSAM or signs of grooming and exploitation — and only some do. Some companies do not report because they manage encrypted content, others because they do not look at content, and others because they do not know they are required to report. The frequency of each reason for not reporting is
unknown. Companies are not required to register as entities that frequently host content subject to CSAM reporting laws (18 U.S.C. § 2258A), nor are staff required to complete training on reporting. There is no list of providers that have not registered with NCMEC but whose software and platforms are used (or may be used) to exploit children interactively or through the distribution of CSAM. Further, it is expensive for companies to maintain staff who are dedicated to examining potential CSAM, and just like for law enforcement, the task of examining CSAM is a troubling mental burden. In other words, the fiscal incentives are at odds with social responsibility, and the lack of regulation allows for industry to decide how to resolve that disparity.

**Apps are used heavily by minors, and under-moderated apps are profitable hunting grounds for individuals looking to exploit minors.** Smartphones and the apps they run are ubiquitous. About 79% of U.S. children obtain a phone before age 15. Social networking apps and multiplayer games include young children prominently among their users. For example, one-third of TikTok’s 49 million U.S. users are reportedly age 14 or younger, even though the app is rated Teen by Google and 12+ by Apple. Ratings for apps in Apple’s App Store and Google’s Play Store have no relationship with the risks that children are exposed to; instead, ratings indicate the maturity of content that is not censored by the app. And a great deal of inappropriate content, including CSAM, is viewed and exchanged before it is removed. The quality of an app’s moderation of user content does not affect the rating.

We are unaware of efforts by Apple or Google to warn parents or children about exactly which of the apps that they sell have been linked to child sexual exploitation by users, by law enforcement, and in courts. There is no characterization of user-generated content on apps and the historic quality of an app’s moderation process. When children and parents turn on their phones for the first time, there are no public service announcements that inform and educate them about internet safety. There is no mention of NCMEC or CyberTip laws (18 U.S.C. § 2258A) on Apple’s site for app developers. Google reminds developers only of the Child Online Privacy Protection Act (COPPA), Europe’s General Data Protection Regulation laws, “and any other applicable laws or regulations.” There are almost no regulations on the commercial platforms leveraged by individuals to groom and exploit minors. Unfortunately, companies are not required to report exploitation unless they look for it, and they are not required to look. The regulations that do exist are limited to protecting children age 12 and younger, and they are incongruent with the deviant acts that are perpetrated. COPPA does not require software makers and social networking sites to provide protection to children from other users in forums. Section 230 of the Communications Decency Act is designed to shield providers from liabilities for their users’ actions, including child sex crimes. In 2018, Section 230 was updated to remove protection for providers from civil or criminal claims related to sex trafficking and prostitution, including children. But the law still does not apply to providers that facilitate or recklessly support child sexual exploitation, child sexual abuse, and production or distribution of CSAM when those acts have no commercial purpose.

Many victims suffer from remote exploitation by individuals whom they met on apps. Victims can suffer emotionally from being caught up in a false, abusive, and demeaning relationship, or caught up in a cycle of sextortion. Self-production of CSAM that results from sextortion has a very damaging effect on victims. It is a hands-on offense in that the victim is forced to abuse themselves. Victims have been forced to scrawl offensive slurs on their bodies, insert objects in their genitals, and perform sex acts with animals. Victims have been forced by persons who exploit them to leave family dinners to self-produce CSAM.
from a bathroom. Practitioners who speak to victims of coerced self-produced abuse find that they will tell a story of hurt and abuse that is as severe as the experiences of victims who are physically abused in person. Practitioners have observed an increase in deviancy from individuals who exploit children remotely. One victim said to an investigator, “I don’t know what it is like to be raped, but I know what it’s like to rape myself.” Further, when victims are exploited by someone who presents a false identity, the victims feel blindsided when the truth is revealed, shattering their beliefs and confidence.

**Children’s privacy is lessened when they are protected by tools designed for adults.** Too many platforms do not consider children’s accounts differently in terms of technology. For example, a platform may decide that its users’ privacy is increased by offering end-to-end encryption (instead of transit encryption, where the platform itself is an endpoint). That conclusion does not hold for children: The privacy of a child is increased more with transit encryption. For example, platforms cannot detect and report CSAM and grooming of children if communications among and to children are end-to-end encrypted. And law enforcement cannot attribute such behavior to a real internet address if accounts of children and those who communicate with children are allowed to connect from VPN-based services and Tor-based anonymizing proxies. Children do not purchase paid VPN services, nor do they understand how to use Tor. Some exploitation of children is from adults who do not hide their age from children, and some exploitation is from adults who portray themselves as children; in either case, to have a chance at catching those adults, platforms have to look for abuse and keep records to seed investigations. Platforms that deploy advanced privacy tools for adults who wish to communicate with other adults securely should do so as a distinct system and design choice. When these advanced tools are deployed for children, the result is, ironically, a reduction in children’s privacy by allowing adults to commit exploitation and evade justice.

**The consequences of a lax approach to moderation by industry can be disastrous.** A disturbing trend of the last 10 years was the appearance of tight-knit groups of adults organized to groom, coerce, and sexually exploit children. Each such group created sophisticated methods and used well-defined roles to ensure their enterprises were efficient at sexually abusing minors and at evading detection by law enforcement. None involved money or sex trafficking. All told, just six groups victimized thousands of very young children with sexual abuse and coerced, depraved acts. These groups leveraged websites that were particularly poor at moderation. The cases demonstrate how social media sites and apps have been leveraged by a community of people committing CSAM offenses to find victims and each other, and to train each other and normalize their deviancy. These cases also show that individuals without a criminal history can nonetheless commit crimes that inflict terrible damage upon thousands of victims. And they demonstrate that such individuals are crossing jurisdictional borders, within the United States and internationally, to team up.

**Peer-to-peer file-sharing networks are a perennial resource for distributing and archiving CSAM to an international community.** As noted above, P2P file-sharing networks are very popular. One of the main challenges of P2P file sharing is that the systems are designed for archiving content. Files shared and traded on P2P networks can remain available and accessible for decades. There is no central point of control, no single server to investigate and shut down. In these networks, there is rarely anyone regulating a policy about what can be shared. The networks themselves are difficult to shut down. For example, Gnutella
is decades old and there are still users on it sharing known CSAM. Fortunately, many investigations of CSAM trafficking on P2P networks lead to persons who commit contact offenses. Studies suggested that of the people who share CSAM on P2P networks, those who share CSAM that is sadistic or abusive of toddlers and infants are twice as likely to have committed contact offenses. And P2P investigations can rescue children who would not appear in CyberTips: Even if an individual is abusing a child who is too young to speak, silenced by fear, or unable to speak due to illness, the separate actions of that individual on a P2P file-sharing network can catch the attention of investigators.

Anonymous networks, such as Tor and Freenet, support a great deal of CSAM and child sexual exploitation activity. These tools were designed to enhance the privacy of dissidents and journalists but generally fail to do so. Many studies and many law enforcement operations have discovered hundreds of anonymous websites on Tor and Freenet that were devoted to illegal content, including CSAM. Tor onion services support the actions of tremendously large, international communities of people committing crimes against children. Child exploitation sites on Tor have been shown to host 168,000 visitors per day and have hundreds of thousands of active users. These systems have been developed by ideologically driven project teams that have rejected all responsibility for crimes against children that occur with their technology. These harms are downplayed and omitted from the publications of computer scientists who advance the technology, flouting the ethical codes of their professional societies.

Without investigators, there are no investigations; wellness is critical. Personnel in all types of law enforcement and forensic laboratory work require mental health and wellness support. Many studies have documented the harms to investigators and digital forensic examiners of child sex crimes in particular. For example, studies have found that one-quarter of law enforcement officers who focus on child sex crimes have high or severe secondary traumatic stress. In another study of law enforcement, 20% of respondents knew a colleague who had sought counseling as a result of their work with CSAM. These wellness problems can also affect persons in industry on child exploitation moderation teams, and the prosecutors, defense attorneys, and judges who are involved in these cases.

Research recommendations. Advances in many research areas would increase the efficacy of child exploitation investigations and the rescue of children. Online child exploitation is a technology-driven crime, and investigators from law enforcement and industry would see many benefits from new advances in computer science. The primary topics that must see investment include novel methods of network attribution and mitigating the protections of anonymizing proxies, geographic localization from content and network features, detection of predation and grooming in text and video, victim identification, and image analysis. Several empirical studies would advance understanding and inform policy and research. These include studies of the rate of dual offending, deviance levels in remote exploitation, wellness needs for law enforcement, compliance of industry, and the economic burden of online crimes against children. Further, we suggest greater engagement with the computer science academic community by government agencies focused on crimes against children.

Policy recommendations. We recommend many changes in policy to assist law enforcement in focusing their scarce resources on the most dangerous individuals committing child sex crimes. Protection of children online stems from the deterrence of laws forbidding sex crimes and CSAM as well as from COPPA’s regulations that impede marketing — and
not much more. The lack of legal protections for children online is in stark contrast to the many child safety regulations governing other consumer spheres, such as toy labeling, cribs, bicycles, bunk beds, choking hazards, flammable clothing, refrigerators, packaging on poisons, cigarettes, plastic, and gasoline containers. In exchange for complete liability protection via Section 230, the tech industry has enacted lax self-regulation. In the full report, we list many suggestions for industry to protect the rights and safety of children without impeding the rights and privacy of adults. Greater scrutiny and greater compliance are required of app developers, app stores, device makers, and internet service providers.

**Child sexual abuse is endemic to our society and has been exacerbated by the internet, which people leverage to meet and exploit children.** Online sexual abuse of children is rampant and must be addressed. The antidote to endemic harms is meliorism: the belief that through our actions we can improve the world for all. If we want to change the state of this crime, it is time to take action and make child safety, privacy, and well-being the highest priority of our laws and the tech industry.
I Introduction

Nothing in history has transformed the character and practice of child sexual exploitation more than the internet. Never before has a technology offered support for these crimes that is, in the worst way possible, more reliable, effective, and innovative. Individuals committing these crimes use internet services, platforms, and apps to meet minors in ways they cannot in person, and to deceive, coerce, and sexually extort victims. The rape of a child captured as images or video — referred to as child sexual abuse materials (CSAM)\(^1\) — can be shared immediately and widely. Using the internet, individuals can livestream the sexual abuse of children across the globe, or archive CSAM on file-sharing sites and networks where they are traded for decades, into a victim’s adulthood. People who exploit children use various internet technologies to meet and coordinate with each other, mask their identities and acts, and evade justice.

All crimes against children should be investigated because all children deserve protection, rescue from abuse, and justice for these crimes. But for years, the number of individuals committing these crimes and the number of incidents of child sexual exploitation have inundated investigators and far outpaced the resources they have available [252].

I.A Problem Statement

The goal of this report is “to identify investigative factors that reliably indicate whether a subject of an online child exploitation investigation poses a high risk of harm to children,” per Section 401 of the PROTECT Our Children Act of 2008.\(^2\) Reliable indicators would “help investigators prioritize scarce resources to those cases where there is actual hands-on abuse by the suspect.”

---

\(^1\)CSAM is often referred to as child pornography, but these materials are not pornography and are not consensual. It is inappropriate to refer to a visual or videographic record of the abuse or rape of a child as child porn, kiddie porn, or similar terms.

\(^2\)For reference, Section 401 is restated in full in Appendix A.
An investigative factor or a set of factors is reliable if at least two primary features are present. First, it must accurately determine whether a particular suspect has committed a hands-on offense; it must have high precision. Second, the factor must enable investigators to find (ideally) all those committing hands-on offenses so that they have a chance to rescue all exploited children; it must have high recall. More importantly, scarce resources can be prioritized only if identification of the most dangerous subjects occurs at the start of the investigation. Resources have already been allocated if a suspect is in custody; even writing a search warrant, ahead of custody, represents an allocation of resources. The set of factors that are sometimes observable to investigators before resources are allocated is limited and includes: whether reported CSAM appears to be recent and involves a previously unseen victim; whether the incident involves an attempt to meet a minor rather than, for example, the distribution of CSAM files; the severity of the CSAM files distributed, that is, whether the images include the sexual abuse of infants and toddlers; and the apparent technical savvy of the person who committed the crime.

There is not a single factor or set of factors observable at the start of an investigation that have been shown scientifically to have reliably high precision (or high recall with efficiency) in predicting higher danger and hands-on abuse. The factors that have been studied scientifically and that correlate well with hands-on offenses are generally observable to an investigator only once a suspect is in custody, i.e., after resources are allocated. As we discuss, according to the latest research, the factors that correlate more with hands-on offenses include [253]: greater sexual interest in children (pedophilia), greater access to children, more prior violent offenses, more unemployment, greater substance use problems, and a greater likelihood of participating in a social network focused on pedophilia. Such factors can be reliably measured in person only, and even then sometimes cannot be measured reliably.

### I.B Why Child Sexual Abuse Is Rampant

One criminological explanation of the pervasiveness of child sexual abuse is that the internet has increased the opportunities for committing these crimes [253]. Routine activity theory [254] predicts that, to put it simply, when motivated individuals have greater, unmoderated access to CSAM online, they will likely download it; and when motivated individuals have greater, unmoderated access to victims online, they will likely sexually exploit them. Several studies have shown that people planning to commit a child sex crime select victims based on ease of access, perceived vulnerabilities, and attraction [255]. In short, when greater access to CSAM or victims is coupled with a lack of supervision that would thwart the crime, the result is more crime. Further, internet technology is not only pervasive and inexpensive, it is multifaceted; thus, technology-driven child exploitation is not happening in a single way or on a single type of platform. In other words, even if a method were available to reliably determine the dangerousness of individuals who are exploiting children online, it is hard to overstate the challenge faced by law enforcement in observing these crimes and being in a position to act.

### I.C Why Investigations Are an Increasing Challenge

An ever-growing set of online services are used daily for the upload, distribution, and trade of CSAM. Internet forums, including social media sites, influencer platforms, and gaming platforms, are used by adults to contact children and form relationships that can lead to sexual solicitation and sexual exploitation [256]. Video streaming software is used to share and sell live abuse of children [68, 181]. Livestreaming services have extended the reach of individuals who abuse children to any children who have a mobile device or who live in an
internet-connected home; children are sexually abused in their rooms even though their parents are down the hall. Many fear that these scenarios have become increasingly common during the COVID-19 pandemic [565]. New apps, platforms, websites, and technologies are launched continuously. Practitioners report that too often software platforms new and old are operated by companies that are ignorant of crimes against children, do not dedicate resources to moderating content and users, and are unresponsive to lawful law enforcement process. As a result, investigators must spend resources discovering venues and platforms leveraged to exploit children, if they are public. Investigators have allocated resources to maintaining a corpus of CSAM and thereby denoting known victims. To do so, they require the ability to process evidence quickly, reliably, and thoroughly. But the amount of data involved in investigations is growing as quickly as consumer-grade hardware — e.g., storage, cameras, and networking — and is increasing in sophistication.

The tech savvy of those who exploit children is increasing, and so is the availability of technology in consumer products that can mask CSAM content and criminal acts. Encrypted content prevents monitoring and content moderation, and therefore it also prevents reporting. Technology that can mask network location is commonly available [257, 258, 259, 260, 261]. In such cases, law enforcement often cannot attribute acts to geographic locations, which makes it harder to justify allocating resources from agencies with limited jurisdictions (e.g., state law enforcement). Individuals involved in CSAM production and distribution are forming online communities [262, 263] to train each other in how to evade detection, destroy evidence, and groom victims into accepting sexual abuse as normal behavior [264, 255, 13]. As we discuss, the availability of high-bandwidth livestreaming to personal devices owned by children has been leveraged repeatedly by organized, enterprise-level groups of adults who exploit children on a massive scale. Communities of people who abuse children, whether organized into enterprises or merely communicating on message boards, normalize each other's criminal behavior and downplay their exploitation of minors [255].

Handson abuse is not the only problem. Investigators report the importance of allocating their resources to stopping the trade of CSAM files as well. That objective is critical for several reasons. The trade of CSAM is a revictimization of the abused and a source of trauma for victims into adulthood. Downloaded CSAM is shown to new victims as a grooming technique [265]. Adults in possession of CSAM also use it to masquerade as a fellow child to victims, which makes it easier for them to groom victims.

Another reason these investigations are challenging is that they exert a high price on investigators' well-being. For example, investigations increasingly involve the rape and sadistic abuse of infants and toddlers. Child exploitation units see high turnover of personnel. Without investigators who are healthy and fully trained, we cannot have investigations.

I.D A Path Forward

A great deal of insight can be gained from viewing online child sexual exploitation as a public health crisis. It is a crime that is endemic to our technology-driven society [266]; i.e., it is persistent and it is as widespread as the internet. Unfortunately, the law enforcement response has become a de facto triage process due to many reasons, including the challenges listed above. Triage is an approach traditionally applied to health crises in localized areas where the damage is acute, unplanned for, and overwhelming of resources. In other words, triage is for epidemics and pandemics — sudden afflictions that subside — and not chronic, endemic problems. A different approach is required.
The epidemiological triad [267] is a simple model of harms that can be applied to internet-based child sexual exploitation to illuminate a way forward [268]. The triad model was designed originally for the study of infectious disease. It has since been applied more broadly, including to motor vehicle injuries [269], obesity [270], and smoking [271]. The triad is composed of external agents that cause harm, susceptible hosts affected by the harm, and an environment that brings the host and agent together. The environment includes any factors that affect the prevalence or severity of the harm but are not the agent or the host.

We can adapt this viewpoint easily: The persons who commit child sexual abuse are agents, the vulnerable children who are harmed are hosts, and the internet — including apps, social networking sites, websites, storage sites, and peer-to-peer systems — is the environment. From this perspective, there are many mitigations that can be applied to each point in the triad, as Figure 1 illustrates. Increasing the efficacy of investigations is a mitigation that can be applied to one point of the triad only. Investigative factors that reliably predict hands-on abuse might be found in the future with additional research. However, regardless of that outcome, the effectiveness of law enforcement agencies and their management of resources would be improved by reducing the overall incidence of this crime through environmental strategies. Such reduction strategies would involve understanding how the environment brings the agent and host together and then controlling the environment — in other words, understanding and mitigating the role of internet platforms (e.g., apps, social networking sites, and websites) in allowing individuals to hunt for victims and coordinate with others who abuse children.

Blalock and Bourke [255] studied six child exploitation manuals authored by persons who have sexually abused children and found that the manuals were not focused on where to find children — they are everywhere. Instead, the focus was on accessibility, that is, where to find children who can be easily acquired.
Thus, in this report we:

- Detail the investigative factors available to investigators.
- Show how many different internet environments created by industry enable exploitation and thwart investigations.
- Suggest research that would increase the efficacy and clarity of investigations and thwart more sex crimes against children.
- Point out where internet environments could be restructured to thwart exploitation and enable investigations through increased corporate responsibility or through policy changes.

There are a number of points that we wish to convey in covering a wide variety of internet platforms: Sexual exploitation occurs wherever and whenever files can be exchanged and adults can meet children, not all indicators of child sexual exploitation are available or observable by law enforcement in each platform, not all investigations are straightforward, not all companies meet a high bar for social responsibility, and existing laws offer little protection for children. We examine many cases because there is no single case or simple set of cases that is representative of the 19,830 federal convictions for child sex crimes from 2012 through 2019.

In Section II.D we present many details of enterprise cases because they represent one of the worst collections of factors that led to the exploitation of thousands of children: interactions between adults and young children, vast and persistent deception, sexual extortion, an organized strategy, custom-built software, and a lack of moderation by website providers.

Gewirtz-Meydan and Finkelhor [273] found from a survey of 13,052 juveniles taken in 2008, 2011, and 2014 that most sexual abuse is between juveniles and goes unreported.

Wolak et al. [272] insightfully point out that an effective strategy for reducing the frequency of the sexual abuse of minors is age-appropriate education for minors. Younger adolescents must be given an awareness of sexual exploitation and taught avoidance skills. Older children must be warned of the dangers of sexual relationships with adults and their criminal nature. People who commit crimes against children online seek children whose vulnerability is on display; Wolak et al. [272] suitably recommend education as the greatest need for higher-risk youth. But this education should not be left as a task for schools. It must be provided by device makers, app stores, and apps.

I.E Outline of This Report

The first sections of this report are based on the key choke points in the investigative process. Figure 2 illustrates a generally applicable investigative process and timeline.

The timeline for victims, shown in olive, starts with grooming, abuse, and often the capture of CSAM. Abuse continues alongside revictimization via the online distribution of those CSAM images. The victims are, ideally, rescued when law enforcement officers execute a search warrant. However, revictimization continues indefinitely due to the persistent sharing of CSAM online.
The law enforcement process is more complicated, and it is shown in blue. Investigators manage a massive set of exploitation cases, which are sourced from their own work undercover and using proactive strategies, and from CyberTips received from the National Center for Missing & Exploited Children via reports by industry and, less often, the public. New venues for abuse, new forensic methods, and new proactive methods are informed by novel research from academic researchers and other nongovernmental partners. Resources are split between leads from CyberTips and leads from undercover and proactive operations, each strategy with pros and cons. Resources are then allocated toward a deeper investigation of as many leads as possible. Investigations include gathering evidence, seeking authorization for a search warrant from the judiciary, seeking prosecution, and possibly sentencing and probation — as well as helping victims. Some of those convicted may receive treatment. Some may reoffend, beginning the process anew. Meanwhile, investigators must continuously keep up with training and seek wellness care, shown in orange.

Accordingly, we begin the report with the following topics:

■ The need to discover new environments where exploitation occurs, new individuals committing abuse, and new victims (Section II). Selecting the most dangerous individual from among those who exploit children requires knowing about all places where such individuals act. Discovery occurs via undercover operations, working with researchers, and reports of abuse from industry platforms. New venues are exploited for abuse as frequently as they are launched by industry.

For each known venue, investigators require methods to enumerate all those who are using the venue to abuse children and methods to locate victims. Discovery is vital to all victims, but none more so than victims who have been silenced by fear, who are hospitalized, or who are pre-verbal [274, 134]. How discovery takes place is varied. Some abuse is brazenly public and remains in a queue of cases not yet investigated due to insufficient law enforcement resources. Some abuse is hidden behind the privacy offered by internet services; in these cases, law enforcement is reliant on reports by industry to learn about abuse, a process that has been criticized as largely a failure on the part of industry [275]. Some public abuse is masked by encryption, single-proxy virtual private network services, and multiproxy communication; research into advanced forensic methods is required to overcome such hurdles. Law enforcement may also engage in proactive, undercover operations. By maintaining a national corpus of known imagery and victims, the rescue of new victims can be prioritized over those whose abuse occurred decades ago (though ending revictimization is still a critical goal). We include in this section a discussion of investigator training and wellness.

■ Accurate indicators of dangerousness (Section III). Creating an efficacious method of rescuing children from abuse requires an understanding of what online characteristics are correlated with hands-on, contact offenses. Relatedly, it is important to understand what offline factors are correlated or causally linked with contact offenses; offline factors are those not observable by the investigator during the initial investigation and are instead reliably measurable only after a suspect is in custody. As we discuss, this question is well-studied but lacks an easy answer and requires additional scientific study.
Figure 2: The process of investigations of online child sexual exploitation, 1999-2018.

Note: CyberTips and undercover operations result in leads that, with the allocation of resources, are resolved with more investigation. Only a limited set of investigative factors is available before resources are allocated.
We then discuss three sets of key issues:

- **Summary statistics of federal cases of sex crimes against children (Section IV).**
  Throughout this report, we refer to more than 200 specific cases of sexual exploitation. In this section, we present an analysis of data about sexual exploitation of children from federal prosecutions from fiscal years 2012 to 2019. Although the dataset is limited in nature — it is not a sample of all persons who have committed sex crimes against children, but only of the almost 20,000 who were found guilty of those crimes in federal courts — the results illuminate important characteristics of the prosecution of this crime in recent years.

- **Discussion of research and policy (Section V).** Investigators are in a continual and escalating technology race with those seeking to abuse children online. People who commit abuse can exploit any tool deployed by industry or academia and originally designed for the entertainment, privacy, and security of the general public. Investigators have available advances from a limited set of forensic researchers and companies only. Victims awaiting rescue rely on investigators to use all novel advances in digital and network forensics. We suggest major areas of research that should be supported. Finally, there are very few protections for children who suffer in environments provided by companies to individuals who hunt children, as we show. Meanwhile, the companies have very strong protections from legal actions by victims. We discuss policy changes that could bring about a strong reduction in this crime.

- **Language and persons named in this report.** This report contains, at times, graphic descriptions of sexual exploitation and sadistic abuse of minors. These crimes were perpetrated on victims who deserve a report that speaks candidly and avoids an unnecessary “sterilization” of facts or purely “clinical” descriptions of events [15, 120]. Unless noted, all such descriptions are from public records and none are attributed to particular victims. All persons named as having committed crimes of child sexual exploitation were found guilty in a court of law, though some have appeals in process at the time of this writing. Accused persons whose cases have not resulted in at least one formal guilty plea or verdict at the time of this writing are not included in this report.

### I.F Recognizing the Bravery of Survivors

At the start of this report, it is important to recognize victims and survivors of abuse everywhere for their bravery at every stage of a fight that lasts decades.

For victims, abuse begins with the individuals who harm them, but it does not end there. They must relive abuse when being interviewed by rescuing investigators. When testifying in courts, they are forced to detail and relive nightmarish memories of their abuse, see the images and videos capturing their abuse, watch as members of the public in the jury see these private images, and face the person who exploited and abused them [197]. And for standing up to those who abused them, they risk being identified as part of the legal proceedings to friends, acquaintances, and future employers.

Trauma from child sexual abuse continues in adulthood and includes depression, suicidal ideation, and anxiety [276, 277, 278, 279, 280, 281, 282, 283, 284]. Survivors fear that strangers in a business meeting, at a restaurant, or on the street will recognize their face. For survivors,
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their own children’s resemblance to themselves can lead to anxiety: Will a stranger recognize their child from the images of the parent’s abuse still available on the internet decades later?

Several survivors have submitted victims’ statements to courts, and many more have testified in person at sentencing hearings, as have their parents. For example, a survivor known as Amy wrote a well-known victim statement that courageously revealed a common set of facts for victims: the process of grooming by someone she trusted, the betrayal, her sexual abuse, the persistence on the internet of CSAM that captured the acts, their use by others who perpetrate abuse, the pain she endures as an adult, and the help she needs from others [8, 285, 9].

The following is excerpted from an article that reported on a recent sentencing hearing [146]. It quotes the statements of a victim who spoke out in court.

“I am a 20-year-old girl standing here today, facing the monsters that destroyed my childhood due to child exploitation,” said a New Orleans woman, who was lured into the scheme when she was 16. “The internet was my escape from depression that I didn’t know I had at the time.”

Eventually, she started making videos and joined chat rooms, where she met the predators who were pretending to be teen boys.

“I enjoyed having ‘friends’ to talk to every day. They were always there no matter what time of day,” she told the judge.

But then came the blackmail. After flirting in the chat rooms and cultivating an online friendship, one of the men recorded her on video. “From then on, I was blackmailed into doing things I didn’t want to do. They would threaten to come to my house and hurt my family and I. They even named everyone in my house, so I knew that these threats were serious,” she said. “They would tell me to take off my clothes and touch myself in sexual ways. So, I would try to accommodate their desires because I was scared.”

She added: “Every time I would do so, they would record me and blackmail me over and over again, which turned into an intimidating and vicious cycle.”

Then came the suicide attempts.

“I started hurting myself and I was in and out of the hospital for self-harm and attempted suicide,” she said. “I know they knew I was hurting, because they would watch me cry and some would even ask me to self-harm while they watched.”

“The amount of psychological damage done to the victims is of a very serious concern,” Judge Murphy said. “This behavior deserves an extremely serious punishment ... The Internet has obviously gotten out of control.”

Increasingly, many survivors are speaking up outside of courtrooms. One cannot help but applaud the survivors who have gone to great lengths to tell their stories publicly and advocate for fellow survivors. They include the Phoenix 11 group [286], Sarah Cooper [287], Ashley Reynolds [288], Rhiannon McDonald [289], and Alicia Kozakiewicz [290], as well as Amanda Todd and her mother [291].
I.G Differences With Human Trafficking

Child sexual exploitation and human trafficking crimes can share similarities, but they have distinct differences. Human trafficking includes forced commercial sexual exploitation, servitude, and forced labor of victims who are adults and children [292, 293, 294]. Like those who prey on children, human traffickers prey on the emotionally vulnerable, and the trauma of victims of sex trafficking can be tremendous and lifelong. However, this report is not about human trafficking crimes and the commercial exploitation of children. Our concern is with individuals who are motivated primarily by an opportunity to sexually exploit, abuse, or control a child through sexual acts, or who are motivated to possess and distribute CSAM. For example, in Section II.D, we examine several organized enterprises formed to sexually exploit thousands of children — though no money was paid or received among participants in these abusive groups or their victims. That said, there is no sharp line between the two areas of crime, nor are there entirely distinct types of individuals who commit child exploitation offenses within each category. Many persons who have committed child exploitation offenses have also paid for streaming video of live sex acts perpetrated on children [68]. Similarly, some persons who engage in human sex trafficking are involved in the production and distribution of CSAM in which the seller himself or herself perpetrates the acts [295, 296, 297, 298].
II Discovery of Venues, Perpetrators, and Victims

Persistent requirements for effective investigations of child exploitation are the discovery of new venues used as environments to victimize children, the discovery of the individuals victimizing children, and the discovery of victims. In this section, we summarize those challenges. For decades, child exploitation has been a technology-driven and internet-supported crime. Opportunities to meet, trick, coerce, and exploit children have increased greatly with the proliferation of free internet services, apps, and, most recently, the ubiquity of powerful internet-connected handheld devices with cameras in the hands of children. The availability of techniques that mask attribution, such as end-to-end encryption, single-proxy virtual private network (VPN) services, and multiproxy anonymous systems, has made it easier than ever before to evade justice on those platforms. Internet technology has helped individuals engaged in abuse and child sexual abuse materials (CSAM) coordinate themselves into organized enterprises. And social media has allowed them to work to inure society at large into acceptance of their criminal acts.

In this section, we examine the myriad internet venues that have hosted CSAM and have been used for child sexual exploitation. While the popularity of a given venue comes and goes over a period of years or decades, no venue appears to ever be abandoned entirely [299, 300]. Many venues are commercial platforms, and companies are obligated to report child sexual exploitation to the National Center for Missing & Exploited Children (NCMEC) CyberTipline. These reports, known as CyberTips, are essential in rescuing children, and we begin by discussing their role in the process. The CyberTipline was set up so that observations by companies and the public would make their way to investigators. It was not developed as a method of gathering a complete statistical picture of the problem or as a tool for parents to make decisions about which platforms are safe; we discuss that limitation below.

For each venue, we provide example cases to give a qualitative sense of the criminal methods involved and their level of dangerousness, and we discuss the challenges for investigators on
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The following is a list of venues that are commonly used to commit sex crimes against children online:

- Older mechanisms, introduced decades ago, are still used for child exploitation crimes [299, 300] (some discussed in Section II.B). These include:
  - Internet Relay Chat (IRC) [265, 299, 300], which is a group chat application that can be used to exchange files.
  - Usenet, which is a distributed system of public “newsgroups.” Posts to the newsgroups can be images and video [299, 300, 301, 302].
  - Email messaging [300], including Google Gmail [299].
  - Websites, such as Backpage [303] (recently shut down) and Craigslist, that advertise services.

Note: Facebook Messenger is not currently end-to-end encrypted, but Facebook has announced that it will be; once that is the case, it will be unmoderated.

A quantitative evaluation of each venue is beyond the scope of this report. The quantitative rise and fall of many venues is discussed by Bursztein et al. [299] based on reports from the National Center for Missing & Exploited Children. See Section II.E for a quantification of peer-to-peer file sharing networks.

---

### Platforms and venues for child sexual exploitation

<table>
<thead>
<tr>
<th>Platforms and venues for child sexual exploitation</th>
<th>Facebook, teen dating/social, live-streaming apps</th>
<th>Online games with social chat</th>
<th>Apple’s FaceTime and iMessage</th>
<th>Facebook Messenger</th>
<th>Google Drive, Dropbox, mega.nz, etc.</th>
<th>Tor Browser and I2P</th>
<th>Tor Onion Services and I2P Eepsites</th>
<th>Freenet</th>
<th>BitTorrent and other P2P file sharing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used by adults to meet children</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used for communication between adults and children</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>End-to-end encrypted</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td></td>
</tr>
<tr>
<td>Unmoderated</td>
<td>☑</td>
<td>☑</td>
<td></td>
<td></td>
<td>☑</td>
<td>☑</td>
<td></td>
<td>☑</td>
<td></td>
</tr>
<tr>
<td>No central server</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attempts obfuscation of originating IP address</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allows connections from VPN Services and Tor Browser</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td></td>
</tr>
<tr>
<td>Supports widespread distribution of CSAM</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Archival venue for CSAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hosts communities of individuals who abuse children online</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

Figure 3: Major types of venues for exploiting children and their characteristics from an investigative viewpoint.

---

Footnote:

A quantitative evaluation of each venue is beyond the scope of this report. The quantitative rise and fall of many venues is discussed by Bursztein et al. [299] based on reports from the National Center for Missing & Exploited Children. See Section II.E for a quantification of peer-to-peer file sharing networks.
— Search engines [304], including Microsoft Bing [305] and Yandex [306].

— Social networking sites, such as Facebook [287, 307], Twitter [308, 309, 310],
  Facebook’s Instagram, Google’s YouTube, Reddit, and lesser known social sites
  (e.g., Motherless.com) that are too numerous to list.

— Free storage sites, such as Dropbox and Google Drive, that allow users to store and
  share content.

— Platforms that allow real-time text or video communication: Apple’s FaceTime,
  Microsoft’s Skype, Zoom, and similar video streaming software, as well as messaging
  platforms Whisper, Wickr, Facebook Messenger, WhatsApp, Telegram [311, 312],
  and many others.

■ Social and gaming apps targeted at mobile devices, including (see Section II.C):

— Online gaming platforms [313, 314, 315], such as Roblox, Fortnite, Roblox
  Minecraft, and Gacha Life. These sites are among the most challenging to
  investigate because interactions are ephemeral and private, as we discuss below.

— TikTok (previously known as Musical.ly) [316, 317, 318, 319, 320, 321], Skout.com/
  MeetMe.com, LiveMe [322, 323, 324], Snapchat, MyLOL, Periscope, YouNow,
  Tumblr, Kik, Omegle, Yubo, and many others too numerous to list.

■ Self-organized enterprise/crowdsourcing groups (see Section II.D).

■ Peer-to-peer (P2P) file-sharing networks (see Section II.E), including BitTorrent,
  eDonkey/eMule, Ares, and Gnutella [325, 326, 2].

■ Multiproxy anonymous communication systems (see Section II.F), including Tor Browser
  and Tor onion services [327], Freenet [328, 329], and the Invisible Internet Project (I2P)
  [330, 261].

Bursztein et al. [299] and Steel et al. [300] have examined the rates at which these platforms
were the subject of NCMEC reporting between 1998 and 2017. For example, FTP servers (a
type of public file sharing using the file transfer protocol) were the subject of NCMEC reports
more often from 1998 to 2002 than 2005 to 2017. Reports involving Instant Messenger were
more numerous from 2006 to 2008 and 2016 to 2017 than 2009 to 2016. Reports involving Tor
increased substantially starting in 2015. However, NCMEC statistics serve as only a minimum
value for the amount of exploitation occurring on a platform; a great deal goes unobserved
and unreported, as we discuss below (Section II.A). A number of government reports have
examined these exploitation environments qualitatively over time as well, including a United
States Sentencing Commission report [331] focused on sentencing and U.S. National Strategy
Reports from 2010 [332] and 2016 [333].

Figure 3 summarizes many of the challenges in investigating crimes against children on
these platforms. For example, on social networking sites, apps, and games (e.g., Facebook and
MyLOL), individuals engaging in child sexual exploitation can meet children and portray
themselves as a fellow child. Such individuals use these platforms to self-organize and form
enterprises. End-to-end encrypted communication between individuals engaging in child
sexual exploitation and children occurs on many communication apps, such as Apple’s
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iMessage and Telegram. P2P file-sharing networks and free file storage sites, such as Apple’s iCloud, Google Drive, Dropbox, and Mega.nz are used to exchange CSAM files. All services that allow connections from single-proxy VPN services and the multiproxy Tor Browser enable those who use them to abuse children and distribute CSAM to evade attribution and investigation.

Child sexual exploitation enterprises (i.e., groups that coordinate to “crowdsource” the exploitation of children) are the superset of all these problems, and they are discussed in detail in Section II.D. A summary of why enterprises are a challenge is instructive in illuminating the differences in these platforms overall. Enterprises make use of social networks and apps targeted at children to hunt for victims (they literally refer to themselves as “hunters” [334]). Members of enterprises communicate with children over free conferencing services such as Microsoft’s Skype and Apple’s iMessage. They gravitate toward internet platforms that lack moderation (e.g., Chatteen.com) or that are under their own control (e.g., cloud computing or a platform masked as a Tor onion service). They store, distribute, and archive CSAM on free storage services and P2P file-sharing networks. They evade detection using single-proxy VPN services and multiproxy anonymous networks, such as Tor Browser and Tor onion services. They make use of free internet group chat platforms and Tor onion services to coordinate with each other.

Almost all investigations into online child sexual exploitation begin in one of three ways:

■ Online undercover operations by law enforcement and related proactive methods.

■ New leads uncovered during ongoing investigations.

■ CyberTips submitted to NCMEC by industry and the public, which are forwarded to law enforcement.

An undercover investigation might begin by law enforcement proactively browsing sites that are known to have been involved in past crimes. For example, in 2014 someone placed an advertisement requesting to purchase a child; undercover law enforcement responded to the advertisement [26]. After the advertiser was arrested, an executed search warrant revealed 44 CSAM videos and 290 CSAM still images in his possession. Another undercover approach is for law enforcement to join public P2P file-sharing networks and observe which peers are openly sharing known CSAM [216, 219], as we discuss in Section II.E. During these investigations, law enforcement may learn of new venues, persons involved in collaborations, and other types of leads that start new investigations.

CyberTips are the third method of starting investigations, as we discuss presently.

II.A CyberTip Reports

Providers of electronic communication remote computing services are required by law (18 U.S.C. § 2258A [335]) to report any apparent violation or any planned or imminent violation involving CSAM. Reports go to the NCMEC CyberTipline.

4Reports are required for violations of 18 U.S.C. § 2251, 2251A, 2252, 2252A, 2252B, and 2260 involving CSAM; see Appendix B for a description of each.
II.A.1 Detecting CSAM and Exploitation

Providers typically detect CSAM by moderating the content users upload to their systems and by accepting reports from their users. CSAM files can be identified in a variety of algorithms [336]. Exact, bit-for-bit matches are found easily with cryptographic hash algorithms such as SHA-256 [337]. If a file is converted to a new format (e.g., from PNG to JPG), however, a cryptographic hash algorithm will not detect that the two images are visually the same. A variety of perceptual hash algorithms can detect that two images are the same despite different underlying formats, and most perceptual hash algorithms can also detect small to moderate changes made to an image. The most widely deployed perceptual hash is PhotoDNA, developed initially by Microsoft and Farid [338]. The deployment of PhotoDNA in 2009 greatly increased the number of CyberTip reports [299]. Perceptual hash algorithms can be adapted to videos without much difficulty. Unfortunately, while PhotoDNA is an industry standard for images, the tech industry has not come together to deploy a uniform standard for video processing, which has hampered the detection of CSAM video despite an exponential increase in its creation and distribution [299]. Detecting exploitation present in text (e.g., email, text and chat messages, and posts) is more challenging. However, basic matching against a list of terms can be fruitful, and algorithms for natural language processing hold promise for better results in the future. Regardless of the success of these computational algorithms, a human moderator is required to be part of the process at some point, which is expensive for companies.

Cryptographic and perceptual hashes of known CSAM are also the basis of Project Vic [339], which has been an effective effort to share the hashes among investigators worldwide. By sharing the hashes of CSAM among law enforcement internationally, known victims and content can be easily identified during an investigation. Further, new content can be identified more easily so that victims who have not yet been rescued can be prioritized.

II.A.2 NCMEC CyberTips

Bursztein et al. [299] provide a detailed analysis of CyberTips from 1998 to 2018. NCMEC received over 13.8 million total reports by 2016, and each year the number of new reports increased exponentially. In 2017, NCMEC received 9.6 million reports; in 2018, 18 million reports; and in 2019, 16.9 million reports regarding 69 million CSAM files (i.e., 2,000 reports per hour) [307].

Seto et al. [340] analyzed the record of CyberTips made to NCMEC from 2002 to 2014 related to CSAM images. These reports involve CSAM capturing victims ranging from infants to pubescent children. The proportion of victims who were male or female varied widely each year, with male victims being the majority in at least one year. Their analysis showed that CSAM series (i.e., groups of CSAM images focusing on a specific child or children) have trended over time toward more egregious content and more explicit sexual conduct. Specifically, content has over time increasingly involved child sadism and bestiality. Further, Seto et al. found that more egregious content, and content involving younger children, was more likely to be the product of abuse perpetrated by a member of the victim’s family.

During the COVID-19 pandemic, NCMEC has noticed an increase in reports [341, 342]. It is too early to say whether the increase is due to changes caused by the pandemic, though see early analyses by Homan et al. [343], Dean et al. [344], and Baron et al. [345]. Compared to the same period in 2019, NCMEC saw almost a doubling of the number of CyberTips received.
from January through June 2020: from 6,328,910 to 12,052,816 [341]. Reports of online enticement in particular grew from 6,863 to 13,268 during the same periods of time [341].

These cases are more straightforward if the subject of the investigation trades known CSAM and connects directly to the service (without a proxy), and if the platform moderates content and submits CyberTips. Crimes that involve moving victims to other platforms, using proxies, and submitting new content are harder to detect. Of course, platforms that do not moderate content do not detect or report crimes.

II.A.3 Discussion

Reporting Requirements Are Limited

An untold number of children have been rescued due to law enforcement investigators responding to a CyberTip. Unfortunately, reporting is limited in effectiveness both as a method for rescuing all children and as a metric for gauging the scale of child exploitation in the United States.

Although reporting is mandated by law, there is no method to determine the rates of compliance by industry. Companies are not required to register as an entity that is subject to the law, nor are staff required to complete training on the laws or on effective moderation. There is no list of providers that have not registered with NCMEC but whose software and platforms are used to exploit children interactively or through the distribution of CSAM. Further, it is expensive to maintain staff who are dedicated to examining potential CSAM, and just like for law enforcement, the task of examining CSAM is a troubling mental burden.

Companies are not required to look for CSAM or signs of grooming and exploitation; only some do. Some companies do not report because they manage encrypted content, others because they do not look at content, and others because they do not know they are required to report. The frequency of each reason for not reporting is unknown.

Comparing Platforms Based on CyberTip Counts Is Challenging

There are stark differences in the number of reports that companies provide, and it can be hard for law enforcement, policymakers, and parents to make sense of the disparate numbers. It is impossible to say how many reports a company could be expected to file each year. The number of reports depends on, in part, how well a company moderates content, the size and demographics of its user base, the number of users on its platform engaged in abuse and exploitation, and whether its content is end-to-end encrypted and therefore unobservable to the platform’s moderators.

Over 1,400 companies are registered with NCMEC, but only 148 sent in CyberTips in 2019; of those, only 80 companies sent in at least 20 reports. It may be surprising to learn that 94% of the reports are from one large company, Facebook. Facebook’s 15,884,511 reports in 2019 were mostly due to its Facebook Messenger software. The dearth of reports filed by companies that are about the size of Facebook is also notable. Apple, which offers a similar service called iMessage to its customers, filed only 205 reports total in 2019, despite its 42% market share of mobile devices in the United States [346]. Facebook created a version of Messenger, called Messenger Kids, with filters that prevent sharing nudity, sexual content, or violence and a response team for flagged content [347]. In contrast, Apple’s iMessage is end-to-end
encrypted; it is reasonable to attribute the vast difference in reporting to that operational difference. Facebook allows users to opt in to end-to-end encryption, and it soon may encrypt all messages [348], as we discuss below. And although Facebook Messenger Kids exists, Facebook Messenger is made available by Facebook as E for Everyone and 4+

As another case study, consider the streaming apps LiveMe and Yubo. We can compare their different strategies and number of reports, but it is hard to understand why they have similar numbers of CyberTips. There are reported cases of child exploitation on both LiveMe [322, 324, 323, 194, 185, 196, 349, 190] and Yubo [198, 103, 189, 350, 351]. News reports in 2018 found an alarming number of girls on LiveMe, some younger than 10 years old, creating CSAM in exchange for virtual in-app currency as gifts [324, 322]. Shortly after those reports, LiveMe deleted 600,000 accounts it believed to be created by children younger than 13 years old. It later raised its age restriction on the app stores from 13 to 17, increased its moderation team from 200 to 1,200 persons, and starting making use of machine learning software that can detect faces of children younger than age 18, reportedly with 80% accuracy [323]. LiveMe, acknowledging that children younger than age 18 are still account holders despite the restriction to users 18 and above, also partnered with Bark to help parents monitor their children’s texts [323]. Bark is a fee-based service charging parents $100 per year to receive alerts about persons engaging in predatory behavior online. Such a service does not come free with Apple’s iOS and Google’s Android phone operating systems, nor is one provided by LiveMe for free to its account holders.

Yubo is an app that is “Geared towards teenagers and young adults aged 13 to 25 … [and] allows users to create video livestreams with up to 10 friends.” To thwart predatory assault on its users, Yubo uses “technical and human resources to prevent such behavior, especially the grooming and targeting of young people, and when detecting it, we report it immediately to law enforcement agencies in every country, including the US” [351]. Unlike LiveMe, Yubo allows children between 13 and 18 to use the app. Yubo’s policies do not allow selfies that are shirtless, in underwear, or in bikinis or swimwear [352]. If Yubo detects nudity, it will reportedly “drop into live streams with the moderator and tell underage users to effectively cease and desist, to put their clothes back on, to stop. If that doesn’t happen, they will potentially lock that account” [350].

Both Yubo and LiveMe filed three CyberTips each with NCMEC in 2019. (In 2019, Bark filed 316 CyberTips with NCMEC from monitoring 4 million children [349], but notably that included many more apps than just Yubo.) It is unclear how to interpret the reporting statistics for Yubo and LiveMe, given that they have such different policies and moderation processes.

Lack of Registration and Reporting by Gaming Platforms

Despite the popularity of games with children and reports of harm [315, 314, 353, 313], there were CyberTip reports from only a few gaming companies in 2019. The number of gaming companies that file CyberTips is only a small fraction of the many companies that have developed games allowing kids and adults to play together. The most popular games all have text and voice chat channels, in-game gifts, and avatars representing adults and children alike.

---

5The complete list is Roblox, Amino Apps, Lego Systems, JNJ Mobil (MocoSpace), Linden Lab (SecondLife), IMVU, Movie Star Planet, Evasyst (Vast), Sony Interactive Entertainment, and Take-Two Interactive Software. It is unclear from public reports if and what percentage of Microsoft’s reports are from their online games.
Increasing the Efficacy of Investigations of Online Child Sexual Exploitation

While exploitation in chat-based apps or social/dating apps can result in a CyberTip, practitioners report that investigations of child sexual exploitation and grooming on gaming platforms almost always begin with reports from parents and not from industry.

II.B Historic Platforms

Many platforms have existed for decades and have been leveraged extensively to share CSAM and exploit children. USENET newsgroups and Internet Relay Chat (IRC) are early predecessors of today’s more advanced websites that encourage online social interaction. Email (e.g., Gmail) is used to share CSAM and communicate with victims. Finally, individuals who use CSAM and exploit children have leveraged a series of websites that allow for advertisements, including Backpage and Craigslist, to find each other. For example, a group of men met each other on Craigslist, and one molested an 11-year-old and captured the acts as CSAM; he then shared the CSAM with the others in the group via Wickr [195]. Table 1 presents a small sample of federal cases on these platforms.

Table 1: A sample of recent federal cases of child sexual exploitation involving historic platforms.

<table>
<thead>
<tr>
<th>2015 or earlier</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IRC</td>
<td>Southern District of Indiana</td>
<td>(2005) Indiana Man Sentenced to 15 Years in Prison for Child Pornography High-Tech Distribution</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>USENET</td>
<td>N. Dist. of NY</td>
<td>(2010) South Glens Falls Man Pleads Guilty to Possessing Child Pornography</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>USENET</td>
<td>N. Dist. of CA</td>
<td>(2012) San Francisco Founder of Arts Nonprofit Sentenced to 72 Months in Prison for Possession of Child Pornography</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Gmail</td>
<td>Dist. of KS</td>
<td>Registered Sex Offender in Kearny County Gets 20 Years on Child Porn Charge</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>Gmail</td>
<td>Dist. of KS</td>
<td>Johnson County Man Sentenced to 17+ Years for Child Porn</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>USENET</td>
<td>E. Dist. of VA</td>
<td>Falls Church Man Sentenced to Six Years in Prison for Receiving and Possessing Over 10,000 Child Pornography Files</td>
<td>29</td>
<td></td>
</tr>
</tbody>
</table>

| 2016 |  |  |  |  |
|--------------------------|---------------------------------|-------------------|-------------------|
| Backpage                 | U.S. Attorney’s Office Northern District of Texas | Dallas Man Sentenced to 10 Years in Federal Prison in Enticement Case | 51 |
| Gmail                    | M. Dist. of LA | Former Gonzales District Fire Chief Convicted of Child Pornography Charges | 64 |
| Gmail                    | S. Dist. of NY | Wappingers Falls Man Sentenced to 12 Years in Prison for Distribution of Child Pornography | 48 |
| Gmail                    | Crt. of Appeals 1st Dist. of Texas | Skillern v. State | 56 |

| 2017 |  |  |  |  |
|--------------------------|---------------------------------|-------------------|-------------------|
| IRC                      | Dist. of SC | Former Charleston-Based NOAA Employee Sentenced to Four Years Prison for Possession of Child Pornography Involving Prepubescent Minors | 87 |
| Craigslist               | Dist. of MA | Easthampton Man Sentenced to Over 11 Years in Prison for Distributing Child Pornography | 92 |
| Craigslist               | Dist. of MA | Assistant Track Coach Charged With Child Pornography | 80 |
II.B.1 Free Web Storage

A number of platforms offer free storage for users; these include Google Drive and Dropbox. A number of child sexual exploitation offenses have been discovered due to CyberTips from these sites, as listed below. Many other free storage services exist (e.g., Apple iCloud), though they provide encrypted storage so it is not possible to provide tips. See Table 2 for a small sample of federal cases on these platforms.

Table 2: A sample of recent federal cases of child sexual exploitation involving web storage platforms.

<table>
<thead>
<tr>
<th>Year</th>
<th>Platform</th>
<th>District</th>
<th>Case Description</th>
<th>Case Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015 or earlier</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Google Drive</td>
<td>S. Dist. of IN</td>
<td>Evansville Man Sentenced for Possession of Child Pornography</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>Dropbox</td>
<td>W. Dist. of LA</td>
<td>Lafayette Man Sentenced to 20 Years in Prison for Child Pornography Distribution</td>
<td>35</td>
</tr>
<tr>
<td>2016</td>
<td>Google Drive</td>
<td>Dist. of KS</td>
<td>Dodge City Woman Sentenced to 21+ Years for Producing Child Porn</td>
<td>55</td>
</tr>
<tr>
<td>2017</td>
<td>Dropbox, iCloud</td>
<td>E. Dist. of NC</td>
<td>Apex Man Sentenced to 21 Years for the Manufacture of Child Pornography</td>
<td>66</td>
</tr>
</tbody>
</table>
II.B.2 Communications Platforms

An enormous number of free tools are available that allow text-, audio-, and video-based communication between persons via the internet. There is, accordingly, a long history of the tools being leveraged for exploiting children, as the cases listed in Table 3 show. Individuals who exploit children use such tools most often in cases where they are already in contact with a child. However, sometimes they use the tools to livestream abuse to each other.

Table 3: A sample of recent federal cases of child sexual exploitation involving conferencing platforms.

<table>
<thead>
<tr>
<th>Year</th>
<th>Platform</th>
<th>District</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015 or earlier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skype</td>
<td>W. Dist. of WI</td>
<td>Westby Man Sentenced to 30 Years for Manufacturing Child Pornography</td>
<td>36</td>
</tr>
<tr>
<td>Skype</td>
<td>N. Dist. of NY</td>
<td>California Man Sentenced in Federal Court in Syracuse for Sexually Exploiting Four Jefferson County Girls Over the Internet</td>
<td>30</td>
</tr>
<tr>
<td>2016</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facetime</td>
<td>Dist. of MD</td>
<td>Couple Admits to Producing Sexually Explicit Pictures of a Child; Victim Sexually Abused From Age 10 to 14</td>
<td>50</td>
</tr>
<tr>
<td>2017</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WhatsApp</td>
<td>W. Dist. of VA</td>
<td>Martinsville Man Sentenced on Child Pornography Charges</td>
<td>72</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>Dist. of PR</td>
<td>Man Sentenced to 18 Years in Prison and 10 Years of Supervised Release for Production of Child Pornography</td>
<td>81</td>
</tr>
</tbody>
</table>
II.C Mobile Device Apps

Apps pose at least two major problems for thwarting child sexual exploitation.

First, as a 2020 study by the Pew Research Center [1] found, phones and the apps they run are ubiquitous. More than 33% of parents allowed their children to interact with a smartphone before age 5, and about 20% of parents allow children age 11 and younger to have their own smartphone. A 2010 study by the Pew Research Center [354] observed that 79% of children had phones before age 15.

Second, social networking apps and multiplayer games include young children prominently among their users. The same Pew study [1] found that children younger than age 12 are active on social media, such as TikTok, Snapchat, Instagram, and Facebook; see Figure 4 [1]. TikTok classified one-third of its 49 million U.S. users as age 14 or younger [355], even though the app is rated Teen by Google and 12+ by Apple. An October 2020 study of Instagram by the Pew Research Center [356] found that the app is the second most popular platform among American teens, behind YouTube. Snapchat was the app that teens in the survey used “most often,” followed by YouTube at 32% and Instagram at 15%. And although Instagram is rated 12+, the same study found that 5% of children age 11 and younger use the app. Notably, of children ages 9 to 11, 11% use Instagram. Still, these percentages are lower than for use of TikTok and Snapchat by children age 11 and younger.
Meanwhile, because of the COVID-19 pandemic, schools have been switching to distance learning, and children are learning earlier than ever to use apps and online forums to socialize with peers. Many children are playing games and using apps, such as social networking apps, to replace the in-person socialization they received in school. For simply posting images of themselves having fun, children face toxic comments: sexism, racism, bullying, and sexual harassment [316]. Unfortunately, the problems do not end there [315], as we discuss presently.

Apps of all kinds, whether for kids or adults (including Facebook, Twitter, Discord, TikTok, and Roblox), are used by adults to traffic in CSAM. A common business model for growing revenue is to offer a free tier of online services alongside a variety of paid plans. Unfortunately, free plans that offer free file storage, free livestreaming, and free messaging are all used to exchange CSAM and remotely exploit children.

II.C.1 Child Exploitation on Apps

TikTok is a prime example of the online dangers parents and children face. As with any app, the Apple App Store and Google Play Store rating for TikTok has no relationship to the risks that children on the app are exposed to; ratings instead generally indicate the maturity of content that is not censored by the app. In 2019, TikTok removed 8.2 million videos per month for violating its policies [320]. Of these, about 26% involved adult nudity and sexual activities; another 25% depicted harmful, dangerous, or illegal behavior by or of minors, including CSAM. TikTok reported that, despite moderation based on both machine learning and human review, 10% of these videos (i.e., 800,000 per month) were viewed before they were removed. Forbes has reported that TikTok is a magnet for people who prey on children [319, 357, 358], and the app has been reported to restore accounts used for predatory behavior against children after just one week [321, 317].

Many apps targeted at teens for friendship are filled with problematic encounters. While it is obvious that adults should not be messaging children on these apps, it is important to note that individuals who prey on children seek out and use children’s apps. It is not uncommon for these individuals to employ a grooming strategy where they portray themselves as children. As we discuss below, it is easier to gain the trust of victims as a fellow child.
The following are a small sample of public reviews from various apps available on the Apple App Store and Google Play Store; see related reporting by Albergotti and Johri [359] and further discussion of the app stores in Section II.D.

- **MeetMe — Go Live, Chat & Meet; MeetMe, Inc.** (Apple, 17+) 2020-01-17 * “Needs some work! A lot of work! — I’ve had MeetMe since I was 17 years old and I’m 20 now and the person who created this app needs to figure stuff out because there’s too many weird people on here I’m talking potheads, pedophiles, fake accounts, etc. Younger kids use this app and they get targeted by pedophiles. One guy on there who was older then me asked me if I can show a picture of my penis and I said no and blocked him completely. I get messages from fake accounts 24/7 asking me for KIK or sex which I’m clearly not looking for! They need to ban certain people on there so that a person including kids don’t get sexually harassed or raped.

  Developer Response: “The Meet Group cares deeply about the safety of our members; we are sorry to hear this has been your experience on the app. We thoroughly investigate every report we receive. As a reminder, if you do see inappropriate content or behavior, please submit a report click the icon near the profile or content you see, or email us at support@themeetgroup.com.”

- **LiveMe — Live Stream & Go Live; KS Mobile, Inc.** (Apple, 17+) 2020-03-04 * “Worst Broadcasting App Stay Away — It’s basically pornography about 95% of it. It is mostly UNDERAGE girls and boys getting paid by sexual predators. Most of the “viewers” are robots to make you feel like you’re reaching hundreds/thousands. They do not have their priorities straight. They’re ok with partial nudity but forget any art or even having a cigarette in the picture. They do not respond nor acknowledge any reports. The moderators are less than professional. Did I mention they’re a scam? If someone dumps a $1 on you, you might see a penny or two. Ridiculous trash app. Do not download, stay away.

  Developer Response: “Sorry for the inconvenience. LiveMe is devoted to create a healthy community atmosphere. If you have any suggestions or want to report anyone, you can send it to review_feedback@liveme.com. Every user’s advice will be taken seriously.”

- **Whisper — Share, Express, Meet; WhisperText LLC** (Apple, 17+) 2020-09-30 * “People are openly pedophiles and will talk about sexually abusing children, as well as you cannot block someone unless there is dm exchanges, so they can harass your posts and you can’t block them. People will openly make fun of your disabilities/miscarriages/sexual orientation and nothing is done about it. Plus every time you post if you don’t get at least 5 scam texts then you’re lucky.”

- **Hoop — Make new friends; SAS Dazz** (Apple, 12+) 2020-12-09 * * * * * “Inappropriate profile — I love hoop I’ve made hundreds of friends on hoop but there’s this mysterious account that appears here and there and it’s telling you a link to child pornography can you please look into it I’m only 15 and I shouldn’t be seeing this pop up on my screen thank you other then that continue the amazing work”

- **Hoop — Make new friends; SAS Dazz** (Apple, 12+) 2020-09-21 * “This app has a serious child porn problem — I got through this app and every 10 posts is and advertisement for child pornography. I have reported like 30 of these accounts and they still keep coming. Real messed up”
■ **Hoop — New friends on Snapchat** (Google, Teen) 2020-11-22 *“All I got were bots one literally tried to sell child porn. Tf is wrong with yall.”

■ **Hoop — New friends on Snapchat** (Google, Teen) 2020-10-01 *“Absolutely packed with bots, removed all the good features (unlimited pics, bio, age filter), people disappear from the list so you can no longer add them, and there are so many profiles advertising literal CHILD PORN”

■ **Meet4U — Chat, Love, Singles!; WILDEC LLC** (Google, 17+) 2019-08-15 *“Everything for most part is fine. I gave a one star rating because there are profiles trying to trade/sell child pornography, not sure how that gets through moderation especially when it’s in there name, I have a screenshot of said profile names if you need them to help find them, thank you Profiles have been repor tr ed for underage content, once I notice the profiles are gone I will gladly give you 5 star rating as I do enjoy meeting the people here”

Developer Response: “Dear customer please report such users — we will deal with it asap.”

■ **Meet4U — Chat, Love, Singles!; WILDEC LLC** (Google, 17+) 2020-05-06 *“Still full of fakes and underage girls please remove them before I come to the app still have spam and people posing as underage girls on a 18 rated site plus actual underage girls so remove them all instead of us reporting it cause you don’t do anything and remove all of them from your app and add credit card verification”

Developer Response: “Dear customer, every day we block hundreds of fake, spam profiles. Our moderators are on duty 24/7. Also, we are happy to inform you that from now on AI (Artificial Intellect) technology is included in our application to remove such profiles even more quick! If you still see some of fake profiles, please send s”

■ **FastMeet — Chat, Dating, Love; WILDEC, LLC** (Google, 17+) 2019-10-03 *“This is the worse app ive ever been on in my life. 99.9 % of every profile is fake. Kids having profiles on here and just about every little girl is selling child porn and videos of child porn. india and africia and russia rule this app. App like these need video. Proof of who really using. And other profiles try and send you to other porn sites. If tour miserable and jave no life what so ever this is for you. This app doesnt even need to be on here a three year old can make a profile. Fakefake”

Developer Response: “Dear customer please report such users — we will deal with it asap.”

■ **HOLLA — Live Random Video Chat; EXU** (HK) Limited. (Google, 17+) 2021-02-04 *“I’ve used this app for a while standards were reasonably good but they last update has made it very expensive And now their are a lot of naked men and yesterday I was offered child porn what are disgrace this app is very disappointed holla should be ashamed”

■ **Monkey — http://monkey.cool** (Google, 17+) 2021-01-25 *“I get what you where trying to do with this app, but you failed. Its full of VERY inappropriate things, mainly child pornography and those who prey on children. I am absolutely DISGUSTED with this app.”

■ **Monkey — http://monkey.cool** (Google, 17+) 2021-01-23 *“i like this not for kids be carefull im 9 and i know alot theres alot of pedofiles asking for nudes but others are friendly so if one ask you to do somthing dont do it ignore texts and calls ok”
Chatous — Chat with new people, Chatous Inc. (Apple, 17+) 2020-08-06 "**Does nothing to improve or help. — I have reported SO many accounts that talk about selling or wanting to see child porn, and those accounts are still up and talking to people. Nobody does anything about when you report an account so why is there a report button? Just make it a block button instead. I understand they cannot control the people on the app but they can at least take down accounts that go against FEDERAL LAWS. The design of the app itself is good in my opinion. But I wished there was more done to fix issues still happening.”

Wink — make new friends & chat (Apple, 17+) 2020-01-14 "**** "Good but a lot of bots — Cool app, met a lot of nice people but there are a lot of bots and some child porn accounts. But there’s like 5 real people to every bot!"

Developer Response: “Hi — thank you for reporting this issue. The safety of our users is our top priority, and our 24/7 content moderation team is actively reviewing the content on Wink to ensure that safety.”

Wink — find & make new friends; 9 Count, Inc. (Google, Teen) 2020-01-19 "** ** "It’s a good app but here are the things that need to be changed. 1. The 2k gems link thing is broken, I just did it and it gave me 1k instead of 2k. 2. There are child porn freaks on here that say “here check out this child porn before it disappears!”. So from those 2 things it needs to be dealt with asap.”

Developer Response: “Hi, Thank you for your review. Please note that we do not accept bad users on Spotafriend. On each user profile, there is a ‘Report’ button. Please use it to report these bad users. Regards, Spotafriend Team”

Spotafriend — Meet Teens App; ClickMe, Inc. (Apple, 17+) 2020-07-13 "** ** "pedophiles — app has a LOT of pedophiles that just do not care and try to manipulate younger people into doing things i’ve encountered hundreds"

Developer Response: “Hi, Thank you for your review. Please note that we do not accept nudes pictures on Spotafriend. On each user profile, there is a ‘Report’ button. Please use it to report these bad users. Regards, Spotafriend Team”

Spotafriend; ClickMe, Inc. (Google, 17+) 2020-04-19 “Edit: Like i said, reporting doesn’t do much and most of them say who wants nudes In their bio so maybe if it would automatically ban accounts when they type a certain thing would help. Original review: Most the people have asked for nudes and reporting and blocking them doesn’t seem to do much. Smart Lamas Inc.”

Developer Response: “Hi, Thank you for your review. Please note that we do not accept nudes pictures on Spotafriend. On each user profile, there is a ‘Report’ button. Please use it to report these bad users. Regards, Spotafriend Team”

Spotafriend; ClickMe, Inc. (Google, 17+) 2020-10-03 "Child Trafficking and Exploitation Do not let your children download this application. It contains a lot of s*x traffickers and child exploiters who get intimate pictures from underage girls/boys. There’s a lot of them and this app should not exist.”

Spotafriend; ClickMe, Inc. (Google, 17+) 2020-09-14 "Pedo Amusement Park I used to use this app myself. There’s no telling how many pedos are on it. I just remembered today that I had it. I’ve had it for years. PLEASE do NOT use this app. I’m sure you’ve heard of mylol. Same thing. DELETE THIS APPLICATION IMMEDIATELY FOR YOUR OWN SAFTEY.”
Some platforms originally targeted at children have been leveraged by individuals with pedophilia in brazenly public ways, as a tweet from 2020 [360] shown in Figure 5 demonstrates [309, 310]. Gacha Life is a popular game rated E for Everyone by Google and 9+ by Apple for “Fantasy Violence.” The twitter user’s Gacha Life character, “Molly,” is 6 years old and seeking
Figure 5: A tweet by a propedophilia, minor-attracted person showing their new “original character” (OC) in Gacha Life, a game targeted at children.

Note: The account has since been suspended.

a 14-year-old girlfriend within Gacha. This is a grooming strategy that seeks to normalize — to both children and adult readers — inappropriate sexual relationships. The user’s name, gachaheatgood, refers to a Gacha character going into heat, as an animal would [361]. The terms MAP (minor-attracted person), along with the hashtags #mappositive and #pedopride, are attempts to normalize child sexual exploitation to society. Reviews of Gacha Life in app stores note this behavior [362]:

- **Gacha Life** (9+) “Fun game, I played it ever since I was a kid. I enjoyed it, watched tutorials, then when i was older (13 years old) I started making videos! I have 23 subscribers in my other account. But the scariest thing is that, therers so many hackers, pedophiles, sexual content. I keep reporting them but the videos haven’t gotten taken down. Please fix the glitch where your gacha ocs can be naked. I recorded it, then I deleted it since I needed more space. Fix the bugs that are inappropriate. Thanks.”

- **Gacha Life** (9+) 2020-05-27 * “Community is TOXIC Do not get this game! I have been in the community for about 2 years now but I finally cut off my ties yesterday. I did this because there was inappropriate clothing such as bras, basically lingers, and etc. There is also knives, guns and weapons. There is a bracelet that looks suspiciously like cuts and kids have been making them blood red for suicidal means (why is there even a blood red color?). Even worse, the community has been getting worse everyday. Kids upload s3x videos, suicid3 videos, and videos that either make fun of a mental illness or are making the Gacha community turn into Pornhub. The Gacha community is dying and soon will cease to exist. So please don’t get this app! Even the discord server has a channel called “ecchi” or playful s3x. The game has 911 jokes and h3ntai jokes.”
YouTube hosts Gacha Life Mini Movies (GLMM) that portray pedophilic incest and abuse including the following:

- “I fell in love with my dad|| gay love story Episode 1” (25,418 views as of January 2021), posted October 27, 2019.
- “In love with my twin brother Season 1 Episode 1” (102,674 views as of January 2021), posted February 26, 2019.

YouTube is the No. 1 website regularly visited by kids [363]. A 2019 study by the Pew Research Center found that YouTube videos about video games are among the most common and most viewed content posted by popular channels [353].

CommonSense Media, a popular crowdsourced review site focused on concerns of parents, notes that sex is “not present” in Gacha Life, although some “inappropriate content” is available on YouTube [364]. Many of the reviews posted by users of CommonSense Media point out the problems caused by the use of persons engaging in predatory behavior. Confusingly, CommonSense Media recommends Gacha Life for children age 9 and older. Many apps beyond Gacha Life have these same issues, as the news media are starting to report. For example, Hargrove et al. [365] report on sex trafficking of children in LiveMe, Noosphere’s Askfm, HOLLA, MediaLab’s Whisper, and MediaLab’s Kik. Overall, the situation is fraught for parents and children and a challenge for law enforcement.

Recommender systems are routinely available on industry platforms. Recommender systems identify new platforms for individuals to use in child exploitation, and platforms will recommend new victims [305, 359]. This industry practice should be examined carefully, and one might ask many questions. Should apps with repeated app store reviews that report abuse be recommended to users by the app stores? Should apps be recommended without an evaluation of their moderation systems? Should apps with repeated incidents of abuse examined by the justice system be recommended? The recommendation services provided by platforms move them closer to active participants and away from their role as a kind of “warehouse of machine parts for sale.” We might also ask, should apps recommend social connections without actual knowledge of whether the two users are children? When active recommendations are made between users, the platform moves closer to being an active participant and not a passive communications board.

The Challenges of Investigating Games

Games provide an opportunity for adults to interact with children, gift children items, and form relationships with them. Relative to other platforms, few instances of child exploitation on gaming platforms are prosecuted. From 1998 to 2017, only 3,838 CyberTips involved gaming [299]. It may be that games are safer, but the challenges of investigating exploitation on games may have resulted in fewer reports. First, few gaming platforms are registered with NCMEC. It is unknown if these companies are moderating content and finding issues. Second, although games are public venues that investigators can join and observe, their content is largely ephemeral in nature, e.g., chats via voice or text. And it is often impossible to observe all parts of the game at once: If an investigator is not in the same place in the game as someone who is exploiting a child, the exploitation will go unnoticed by the investigator. Practitioners report that investigations of exploitation on games are typically launched because a parent discovers the abuse and reports it to investigators.
Apparent Violations Posted in App Store Reviews

As a small sample of reviews on the app stores demonstrate, there are many apparent violations in apps involving CSAM and 18 U.S.C. § 2251, 2251A, 2252, 2252A, 2252B, and 2260. (Many of the reviews suggest a possible link to human trafficking crimes on these apps as well.) The relevant law, 18 U.S.C. § 2258A [335], applies to electronic communication service providers\(^6\) and remote computing services\(^7\) only. These apps, especially those primarily designed to create a social network based on communications, are readily classified as remote computing services providers.

There is also an argument to be made that the operators of app stores are electronic communication and remote computing service providers and are thus required by law to report CyberTips based on reviews of software they sell for use on their hardware and operating systems. One of the primary purposes of the app stores is to provide a public bulletin board for discussion of the quality of apps sold and transmitted to users. Developers frequently respond to reviews posted by users, with reviewers responding subsequently to the developers. Further, the developers are using the app stores to sell their apps for download rather than provide them directly to customers. Finally, purchasing software involves transmittal of electronic communications between a user’s device and the store, bringing the app stores within the definition of electronic communication service providers [366]. Table 4 presents a small sample of crimes against children on apps.

### Table 4: A sample of recent cases of child sexual exploitation involving mobile phone apps.

<table>
<thead>
<tr>
<th>2015 or earlier</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MyLoL</strong></td>
<td><strong>Weekly News</strong></td>
<td><strong>Chelmsford</strong></td>
</tr>
<tr>
<td><strong>Meetme</strong></td>
<td><strong>Dist. of IA</strong></td>
<td><strong>(2013) Nine Years for Online Paedophile</strong></td>
</tr>
<tr>
<td><strong>MyLoL</strong></td>
<td><strong>Court of Appeals of Ohio</strong></td>
<td><strong>(2014) State v. Marquand, 2014-Ohio-698</strong></td>
</tr>
<tr>
<td><strong>Omegle</strong></td>
<td><strong>Dist. of KS</strong></td>
<td><strong>Park City Man Sentenced to 13+ Years for Distributing Child Porn</strong></td>
</tr>
<tr>
<td><strong>Kik, Omegle, Skype</strong></td>
<td><strong>Dist. of ID</strong></td>
<td><strong>Boise Man Sentenced for Transferring Obscene Material to a Minor Over the Internet</strong></td>
</tr>
<tr>
<td><strong>Skout</strong></td>
<td><strong>Dist. of NV</strong></td>
<td><strong>California Man Sentenced to 10 Years in Prison for Coercing 15-Year-Old Reno Girl for Sex</strong></td>
</tr>
<tr>
<td><strong>Games, Facetime, Skype</strong></td>
<td><strong>W. Dist. of WA</strong></td>
<td><strong>Repeat Sex Offender Who Preyed on Youth via Online Computer Games Sentenced to 15 Years in Prison</strong></td>
</tr>
<tr>
<td><strong>MyLoL</strong></td>
<td><strong>Hamel</strong></td>
<td><strong>Officer Poses as Sex Assault Victim, Lures Keene Man to Arrest</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2016</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Omegle, Skype</strong></td>
<td><strong>Dist. of CT</strong></td>
<td><strong>East Hampton Man Sentenced to 20 Years for Using Computer To Entice Minors To Engage in Sexual Activity</strong></td>
</tr>
<tr>
<td><strong>Kik, Omegle, Skype</strong></td>
<td><strong>Dist. of CT</strong></td>
<td><strong>New Hartford Man Admits Producing Child Pornography</strong></td>
</tr>
</tbody>
</table>

---

\(^6\) 18 U.S.C. § 2510: “Electronic communication service” means any service which provides to users thereof the ability to send or receive wire or electronic communications.

\(^7\) 18 U.S.C. § 2711: The term “remote computing service” means the provision to the public of computer storage or processing services by means of an electronic communications system.
<table>
<thead>
<tr>
<th>Platform(s)</th>
<th>District</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omegle, Skype</td>
<td>E. Dist. of WA</td>
<td>Spokane, Washington, Man Sentenced to 25 Years in Federal Prison for Attempted Production of Child Pornography</td>
</tr>
<tr>
<td>Kik, Omegle, Tumblr, Skype</td>
<td>W. Dist. of MO</td>
<td>Bolivar Man Sentenced to 30 Years for Sexual Exploitation of a Minor, Child Porn</td>
</tr>
<tr>
<td>Skout</td>
<td>N. Dist. of TX</td>
<td>Fort Worth Man Sentenced to 172 Months in Federal Prison for Kidnapping and Enticing Two Teenage Girls To Engage in Sexual Activity</td>
</tr>
<tr>
<td>Kik</td>
<td>E. Dist. of VA</td>
<td>Army Lieutenant Colonel Sentenced to 20 Years in Prison for Production of Child Pornography Through Social Media and Instant Messaging Apps</td>
</tr>
<tr>
<td>Omegle</td>
<td>Dept. of Justice</td>
<td>Virginia Man Sentenced to 17 Years in Prison for Production of Child Pornography</td>
</tr>
<tr>
<td>MyLoL</td>
<td>Dist. of KY</td>
<td>Evansville, Indiana, Man Guilty of Transportation of an Owensboro, Kentucky, Minor To Engage in Criminal Sexual Activity</td>
</tr>
</tbody>
</table>

**2017**

<table>
<thead>
<tr>
<th>Platform(s)</th>
<th>District</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kik, Omegle</td>
<td>S. Dist. of OH</td>
<td>Registered Sex Offender Sentenced to 252 Months in Prison for New Child Porn Crime</td>
</tr>
<tr>
<td>Omegle, Skype</td>
<td>Dist. of CT</td>
<td>Former Navy Serviceman Sentenced to 10 Years for Enticing Minors To Engage in Sexual Activity Online</td>
</tr>
<tr>
<td>Omegle</td>
<td>E. Dist. of NC</td>
<td>Raleigh Man Sentenced to 20 Years for Manufacturing Child Pornography Through Online Video Chats</td>
</tr>
<tr>
<td>Omegle</td>
<td>Dist. of NH</td>
<td>Salem Man Sentenced to 25 Years in Prison for Producing Child Pornography</td>
</tr>
<tr>
<td>Kik, Skout</td>
<td>W. Dist. of NY</td>
<td>Cheektowaga Man Pleads Guilty to Attempting To Possess Child Pornography</td>
</tr>
<tr>
<td>Kik</td>
<td>N. Dist. of TX</td>
<td>Hutchins Man Sentenced to 80 Years in Federal Prison for Production of Child Pornography</td>
</tr>
<tr>
<td>Kik</td>
<td>Dept. of Justice</td>
<td>Former U.S. Secret Service Officer Sentenced to 20 Years in Prison for Enticement of a Minor and Attempting To Send Obscene Images to a Minor</td>
</tr>
<tr>
<td>MyLoL</td>
<td>Flanagan</td>
<td>Former Highland Coach Arrested on Child Porn Charges</td>
</tr>
</tbody>
</table>

**2018**

<table>
<thead>
<tr>
<th>Platform(s)</th>
<th>District</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kik, Omegle</td>
<td>Dist. of SD</td>
<td>Brandon Man Sentenced to 97 Months for Receipt of Child Pornography</td>
</tr>
<tr>
<td>Omegle</td>
<td>N. Dist. of GA</td>
<td>Canadian Man Sentenced for Enticing Georgia and Mississippi Girls To Engage in Sexually Explicit Conduct Over the Internet</td>
</tr>
<tr>
<td>Musical.ly, Omegle</td>
<td>Dept. of Justice</td>
<td>Virginia Man Sentenced to 30 Years in Prison for Enticement, Receipt, and Possession of Child Pornography</td>
</tr>
<tr>
<td>Omegle</td>
<td>W. Dist. of NC</td>
<td>Former Elementary School Music Teacher Is Sentenced to More Than 10 Years for Child Pornography</td>
</tr>
<tr>
<td>Omegle, Skype</td>
<td>S. Dist. of IL</td>
<td>Registered Sex Offender Sentenced to 25 Years in Prison for Enticement of a Minor and Possession of Prepubescent Child Pornography</td>
</tr>
<tr>
<td>Games, Kik, Musical.ly, Omegle, Skout, Tumblr, Yubo, Whisper</td>
<td>NJ AG</td>
<td>AG Grewal Announces Arrests of 24 Men in “Operation Open House”</td>
</tr>
<tr>
<td>Kik</td>
<td>W. Dist. of NY</td>
<td>Elmira Man Pleads Guilty to Receipt of Child Pornography</td>
</tr>
<tr>
<td>Games, Skype, Zoom</td>
<td>N. Dist. of NY</td>
<td>New Paltz Man Pleads Guilty to Sexually Exploiting Four Children</td>
</tr>
<tr>
<td>Kik, Dropbox</td>
<td>Dist. of OR</td>
<td>Otis, Oregon, Man Pleads Guilty to Distributing Child Pornography Using Dropbox</td>
</tr>
<tr>
<td>MyLoL</td>
<td>Dalby</td>
<td>Explosive Expert Caught Messaging ‘13-Year-Old-Girl’ From Popular Hotel</td>
</tr>
<tr>
<td>Yubo</td>
<td>Suffolk Constabulary</td>
<td>Essex Man Sentenced for Sexual Offences Against Children</td>
</tr>
<tr>
<td>Snapchat, Facetime</td>
<td>S. Dist. of IL</td>
<td>Federal Jury Finds Florida Man Guilty of Traveling to Southern Illinois To Engage in Sex With a 13-Year-Old Child</td>
</tr>
<tr>
<td>App/Site</td>
<td>Jurisdiction</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>MyLoL, Periscope, YouNow</td>
<td>E. Dist. of MI</td>
<td>Eight Men Sentenced for Their Roles in an International Child Pornography Production Ring</td>
</tr>
<tr>
<td>Skype</td>
<td></td>
<td>Six Men Sentenced for Their Roles in an International Child Pornography Production Ring</td>
</tr>
</tbody>
</table>

### 2019

<table>
<thead>
<tr>
<th>App/Site</th>
<th>Jurisdiction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snapchat</td>
<td></td>
<td>Man Admits to Coercing Girls To Send Nude Photos</td>
</tr>
<tr>
<td>Omegle</td>
<td>Dist. of CT</td>
<td>Windsor Man Sentenced to 18 Years in Federal Prison for Enticing Minor To Engage in Sex</td>
</tr>
<tr>
<td>Musical.ly</td>
<td>Dist. of OR</td>
<td>Portland Man Pleads Guilty to Production of Child Pornography</td>
</tr>
<tr>
<td>Skout</td>
<td>W. Dist. of PA</td>
<td>Citizen of Bhutan with Permanent U.S. Residency Sentenced to Seven Years in Prison for Requesting and Receiving Sexually Explicit Images From a Child</td>
</tr>
<tr>
<td>LiveMe, Musical.ly, Omegle, Periscope, Snapchat, YouNow, Skype</td>
<td>E. Dist. of PA</td>
<td>Members of Nationwide Child Exploitation Enterprise Sentenced to Prison</td>
</tr>
<tr>
<td>Kik, LiveMe, Snapchat, Facetime</td>
<td>Dist. of MD</td>
<td>Catonsville Man Pleads Guilty to Federal Charges for Sexual Exploitation of Children and Cyberstalking</td>
</tr>
<tr>
<td>Games</td>
<td>Dept. of Justice</td>
<td>California Man Pleads Guilty to Sexually Exploiting Minor He Met While Playing “Clash of Clans”</td>
</tr>
<tr>
<td>Snapchat</td>
<td>S. Dist. of IL</td>
<td>Florida Resident Who Traveled to Illinois for Sex With a 13-Year-Old Girl Sentenced to 20 Years</td>
</tr>
<tr>
<td>MyLoL</td>
<td>Hawkins</td>
<td>‘It pays to get laid’: Paedophile Jailed for 16 Years After Grooming Underage Girls</td>
</tr>
<tr>
<td>Kik, LiveMe</td>
<td>W. Dist. of NY</td>
<td>Former Substitute Teacher Pleads Guilty to Possession of Child Pornography</td>
</tr>
<tr>
<td>LiveMe</td>
<td>The Blade</td>
<td>North Toledo Man Enters Plea for Taking Explicit Photos of Children</td>
</tr>
<tr>
<td>MyLoL</td>
<td>Miller</td>
<td>Sentencings, Trials, and Arraignments in Cuyahoga County: Court Watch</td>
</tr>
<tr>
<td>MyLoL</td>
<td>Robinson</td>
<td>Man Attempted To Groom ‘Girls Aged 13’</td>
</tr>
<tr>
<td>Yubo</td>
<td>ITV News</td>
<td>Manchester Man Jailed for Raping Two Children</td>
</tr>
</tbody>
</table>

### 2020

<table>
<thead>
<tr>
<th>App/Site</th>
<th>Jurisdiction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kik, iCloud</td>
<td>N. Dist. of NY</td>
<td>Former Border Patrol Agent Sentenced to 80 Months for Distribution, Receipt, and Possession of Child Pornography</td>
</tr>
<tr>
<td>Kik, Periscope, Snapchat, YouNow</td>
<td>Dept. of Justice</td>
<td>Ten Men Sentenced to Prison for Their Roles in a Child Exploitation Enterprise and Conspiracy</td>
</tr>
<tr>
<td>Tumblr, Wickr</td>
<td>N. Dist. of NY</td>
<td>Oswego County Man Pleads Guilty to Child Pornography Offenses</td>
</tr>
<tr>
<td>Kik, Omegle</td>
<td>W. Dist. of PA</td>
<td>Pittsburgh Man Sentenced for Possessing Images Depicting the Sexual Exploitation of Children</td>
</tr>
<tr>
<td>Omegle</td>
<td>N. Dist. of IA</td>
<td>Louisiana Man to Federal Prison for Sexually Enticing an Iowa Child</td>
</tr>
<tr>
<td>Instagram, Kik, Snapchat, Telegram</td>
<td>S. Dist. of OH</td>
<td>Columbus Man Offers Guilty Plea for Coercing Minor Girls Nationwide Into Sending Sexually Explicit Videos, Images Through Various Social Media Platforms</td>
</tr>
<tr>
<td>Kik, Tumblr, Dropbox, Telegram</td>
<td>S. Dist. of OH</td>
<td>Two Dayton Men Sentenced to Federal Prison Time for Possessing Child Pornography</td>
</tr>
</tbody>
</table>
Grooming and Extortion Strategies

Interactions between children and adults (including adults posing as children) that are allowed by social networks and gaming sites enable a set of grooming strategies. These strategies include:

- An adult engaged in child sexual exploitation joins the social network to meet minors. The adult may portray themselves as the same age or slightly older than the targeted minor. This false portrayal changes the situation from one where a child is available to one where the child is accessible [255]. Individuals seek out new victims on sites including Facebook’s Instagram and Google’s YouTube, possibly inviting them to a private site to avoid moderation by the original platform. Adults who exploit children seek out victims who can be easily coerced and pressured into silence.

- Multiple false identities may be assumed on the site to exert increased peer pressure on a victim. Adults who exploit children can replay archived videos of past victims (called “loops”) that fool the current victim into believing that their sexual behavior is normal for minors.
The adult forms a relationship with a victim, sometimes falsely romantic.

- The adult gives gifts to victims as a grooming strategy. The monetization of games and apps streamlines this process. Gifting can also be more abstract. A predatory influencer with a large following on social media can direct their followers to the victim’s social media account as a form of reward, increasing the victim’s own following.

- The child is coerced, falsely normalized, and pressured into sending sexually explicit videos.

- The victim is extorted by an adult into producing more CSAM by threats to send already received videos of the victim to friends and family or to broadcast them publicly. Many individuals who exploit children threaten to rape victims, or to murder victims and their families. This act is often called sextortion [367, 368, 369, 370, 256].

These strategies are used widely by individuals acting alone. Individuals who commit child sex offenses make use of social media applications, such as Snapchat, and messaging apps, such as Apple’s FaceTime, to communicate with victims. It is not uncommon for individuals to abuse multiple victims with these strategies. For example, there are cases in which an adult has abused two victims via Facebook Messenger and Apple FaceTime [75]; nine victims via a video game system, Microsoft Skype, Apple FaceTime, text messages, and telephone [65]; and 35 victims via Microsoft Skype [30].

Many of those who abuse children online also carry out sextortion. Sextortion can involve threats to life of the victim and their family, threats to post images and videos publicly, threats to falsely accuse parents of abuse, and more. Some individuals who abuse children carry out these threats. A study by Wolak et al. [256] found that half of sextortion victims did not disclose incidents, and few reported the incidents to police. (Wolak et al. also report that sextortion against minors is most often perpetrated by someone the victim knows offline and in person, often as a romantic partner.) Some persons who commit online child sextortion are found to have a single victim [171, 96, 111], but many have a serial string of sextortion victims. A sample of cases with serial sextortion victims appears in Table 5. The sample is small, but many more cases have likely involved serial offenders, although evidence for just one victim may have been located and brought to court.

### Table 5: A sample of federal sextortion cases with more than one victim.

<table>
<thead>
<tr>
<th>Minors Victimized</th>
<th>Citation</th>
<th>Platforms</th>
<th>Primary Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 victims</td>
<td>201</td>
<td>Skout.com and MeetMe.com</td>
<td>35 years</td>
</tr>
<tr>
<td>5 victims</td>
<td>191</td>
<td>Facebook</td>
<td>8 years</td>
</tr>
<tr>
<td>More than 5 victims</td>
<td>44</td>
<td>Omegle</td>
<td>30 years</td>
</tr>
<tr>
<td>10 victims</td>
<td>113</td>
<td>Apple's FaceTime and Facebook's Instagram</td>
<td>20 years</td>
</tr>
<tr>
<td>12 victims</td>
<td>94</td>
<td>Facebook</td>
<td>25 years</td>
</tr>
<tr>
<td>12 victims</td>
<td>115</td>
<td>MediaLab's Kik, Omegle</td>
<td>30 years</td>
</tr>
<tr>
<td>At least 12 victims</td>
<td>88</td>
<td>Tor Project's Tor Browser and Facebook</td>
<td>TBD</td>
</tr>
<tr>
<td>18 victims</td>
<td>74</td>
<td>MeetMe and Snapchat</td>
<td>25 years</td>
</tr>
<tr>
<td>More than 40 victims</td>
<td>179</td>
<td>Snapchat, Facebook, Facebook's Instagram, MediaLab's Kik, and Microsoft's Skype, as well as text messages</td>
<td>35 years</td>
</tr>
<tr>
<td>Victims</td>
<td>Year</td>
<td>Apps</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>35</td>
<td>Facebook</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>20</td>
<td>Facebook, Pro-anorexia web sites</td>
<td></td>
</tr>
<tr>
<td>50–70</td>
<td>20</td>
<td>Facebook</td>
<td></td>
</tr>
<tr>
<td>50–100</td>
<td>40</td>
<td>MediaLab’s Kik, Snapchat, Facebook’s Instagram, Microsoft’s Skype, liveme, Discord</td>
<td></td>
</tr>
<tr>
<td>More than 150</td>
<td>40</td>
<td>Various social media including MediaLab’s Kik</td>
<td></td>
</tr>
<tr>
<td>178</td>
<td>38</td>
<td>Facebook</td>
<td></td>
</tr>
<tr>
<td>Hundreds of</td>
<td>139</td>
<td>MediaLab’s Kik, Facebook, Omegle, Facebook’s Instagram, Microsoft’s Skype, and distributed over peer-to-peer file sharing networks</td>
<td></td>
</tr>
<tr>
<td>Hundreds of</td>
<td>35</td>
<td>Facebook, Omegle, Microsoft’s Skype</td>
<td></td>
</tr>
<tr>
<td>Hundreds of</td>
<td>60</td>
<td>Facebook’s Instagram and Snapchat</td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>105</td>
<td>MySpace, Stickcam, and AIM</td>
<td></td>
</tr>
<tr>
<td>At least 350</td>
<td>50</td>
<td>Snapchat, Facebook’s Instagram, MediaLab’s Kik</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>180</td>
<td>In person and Snapchat and Facebook</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>26</td>
<td>MediaLab’s Kik, musical.ly (TikTok)</td>
<td></td>
</tr>
<tr>
<td>More than 1,000</td>
<td>55</td>
<td>LiveMe, Musical.ly (TikTok), YouNow, MyLOL, Mega.Nz, Facebook, BlogTV, Condor Chat, and TinyChat</td>
<td></td>
</tr>
</tbody>
</table>

There are many variations on this scheme. For example, one individual pretended to be a friend of victims and asked for their Snapchat passwords. With the passwords in hand, he worked with an accomplice to take over the Snapchat accounts and extort sexually explicit videos and images from the victims via MediaLab’s Kik [204]. Another individual extorted the passwords of victims’ accounts to exploit their friends [236]. Grooming and sextortion are used extensively by groups of adults who band together for the purpose of exploiting children, as we discuss in Section II.D.

II.C.2 Investigative Challenges of Apps

Investigations of child sexual exploitation on apps for Google Android and Apple iOS devices present a number of challenges.

COPPA and the Protections of Section 230

The first challenge is that the entire app ecosystem is self-regulated by Google and Apple. By design, anyone can launch an app that targets children and is available on the app stores almost immediately. In terms of children’s safety, there are almost no policies in place to force companies to actively protect children, save from marketers via the Child’s Online Private Protection Act (COPPA) of 1998; at the same time, companies are saved from liability due to protection provided to them by current federal laws.

Criminal statutes for child exploitation serve as a deterrence to persons who would target minors, that is, children age 17 and younger (18 U.S.C. § 2256). Nevertheless, there are almost no regulations of the commercial platforms that those persons leverage to groom and exploit minors; the regulations that exist are limited to protecting children age 12 and younger, and they are incongruent with the deviant acts that are perpetrated.

Children are protected from industry primarily by COPPA. COPPA was introduced in part to thwart sexually predatory behavior [371] and “to enhance parental involvement to help protect the safety of children in online fora such as chatrooms, home pages, and pen-pal services in which children may make public postings of identifying information” [372].
However, as passed and enforced, COPPA is focused on protecting children from marketing. COPPA requires commercial websites and online services to notify parents and obtain their consent regarding the collection of their child’s personal information by the online app or platform if the child is age 12 or younger. COPPA does not require software makers and social networking sites to provide protection to children from other users.

Section 230 of the Communications Decency Act of 1996 is designed to shield providers from liabilities for their users’ actions. The law’s text reads in full that “No provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.” Many proponents of the law laud its benefits for adults who wish to practice free speech unhindered. Section 230 allows for innovative expression and public discussion, and it helps protect those whose speech and expression have been attacked historically, such as the LGBTQ+ community.

Yet the law is almost as broad as possible in its protections. It protects developers who invite children to their platforms and apps, but then do not monitor the environments they have constructed for child sexual abuse. It protects those who act with reckless disregard in selling, promoting, or operating software that is used for the sexual abuse of children.

In contrast, persons who sell, promote, or operate software that is used to engage in commercial sex trafficking do not receive protection from Section 230. In April 2018, a bill known as the SESTA-FOSTA package was signed into law to limit the immunity provided by Section 230 in a specific way. SESTA-FOSTA combined the Stop Enabling Sex Traffickers Act (SESTA) and the Allow States and Victims To Fight Online Sex Trafficking Act (FOSTA). The law clarifies and limits the protections of Section 230 for providers so that it does not curtail civil or criminal claims related to sex trafficking and prostitution. The new law penalizes a person who operates an interactive computer service to promote or facilitate the prostitution of another person. Enhanced penalties are available for a person who acts with reckless disregard of the fact that such conduct contributes to sex trafficking. It also allows for recovery of damages in civil actions. SESTA-FOSTA was passed partly in reaction to activity on Backpage.com. Although the site was rampantly filled with classified ads for prostitution and sex trafficking, Section 230 prevented law enforcement from taking action. At the time, NCMEC reported that Backpage was responsible for nearly three-quarters of all the public reports it received on child trafficking [373].

Unfortunately, SESTA-FOSTA’s provisions apply to criminal acts related to prostitution and sex trafficking only. These include child sex trafficking, but the law does not apply to providers that facilitate child sexual exploitation, child sexual abuse, and production or distribution of CSAM. We further discuss COPPA, laws protecting children’s safety, and Section 230 in Sections V.B.1, V.B.2, and V.B.3.

In short, companies are not required to report exploitation unless they look for it, and they are not required to look. The information available to parents and guardians is largely composed of the Entertainment Software Rating Board’s ratings of materials offered by the app maker (e.g., cartoon violence), and not ratings focused on the content generated by users of the app (e.g., unmoderated sexual exploitation). As a result, investigators must attempt to keep track of the latest apps and put out broad warnings to parents via the media [314, 374]. We are unaware of efforts from Apple or Google to warn parents or children about exactly which of the apps they sell have been linked to child sexual exploitation by users, by law enforcement, or in court.
Unauthenticated and Anonymous Accounts

Beyond the shortcomings of current laws, the remaining challenges for investigators arise from technologies that prevent investigations: Accounts are often unauthenticated, make use of end-to-end encryption, allow connections from obfuscating proxies, and provide unattributable cloud storage. These technologies were designed to enhance data security and protect users against threats from advanced hackers. They offer children no protection from predatory behavior, and in fact, they are an enormous help to those who exploit children, allowing them to evade detection by law enforcement.

Many apps and purchases in our society are restricted to adults. Age verification is a normal part of making such a purchase; for example, adults purchasing alcohol in the United States have to furnish identification as proof that they are age 21 or older. However, since children have fewer rights, users are typically not asked to prove they are children. Further, it is unclear how age verification of children could be accomplished, since children do not have identification or credit cards that prove their age. Accordingly, anyone can sign up as a child on a service without any credentials, and these accounts are not authenticated to any identity [375]. For example, MediaLab’s Kik app does not require users to register a phone number or credit card [376, 377]. MediaLab’s Whisper app does not ask users to provide names, email addresses, phone numbers, or other identifying information [378, 91, 207]. Ironically, not storing user details is sometimes viewed as the best way for companies to comply with COPPA requirements.

End-to-End Encryption Between Children

When two parties communicate over the internet, they commonly wish to keep the contents of that communication private via encryption. Encryption may take place with the help of a server, or it may be end-to-end, as illustrated in Figure 6. In the first case, called transit encryption, party A encrypts content that is sent to the server using a key shared with the server. The server decrypts the content, then encrypts it again with the key the server shares with party B, who then decrypts. In the end-to-end encryption case, party A encrypts the content using a key it shares with party B. The encrypted content may flow through the server, but the server cannot read it.

In August 2017, R. Tidwell III took nude photos of a four-year-old girl, “including photos of the child’s privates being touched and penetrated by an adult-sized hand” [192]. He sent the photos to E.W. Carlson. Carlson and Tidwell also each rubbed the genitals of a two-year-old while masturbating, and they took photos of the victim. The two had a conversation on Facebook Messenger that indicated production of CSAM and the sexual assault of the four-year-old. Facebook flagged the conversation and alerted law enforcement. Carlson’s prior criminal history consisted solely of a misdemeanor juvenile conviction for criminal damage to property in 2006 [192].

If not for Facebook’s flagging of the conversation between Carlson and Tidwell, the two would not have been discovered. If Facebook turns on default end-to-end encryption for Messenger as planned [348, 380], many expect the number of NCMEC CyberTips per year to drop by 16 million — the number of reports by Facebook related to content on its Messenger app in 2019. End-to-end encryption is already an option on Messenger, but users must turn it on. Facebook’s WhatsApp application is end-to-end encrypted and has been used widely for child exploitation [381].
Figure 6: Encryption strategies.

![Encryption strategies diagram](image)

Note: Encryption is typically deployed in one of two ways by internet services. In the first way, parties A and B can each be connected to the server using transit encryption, which allows the server to observe the plain text of their communications. In the second way, the communications of A and B are end-to-end encrypted and cannot be read by the server.

Providers that elect to enable end-to-end encryption must also consider whether the method by which they deploy the technology encourages their platform’s use by those who exploit children. Consider a scenario where a conferencing app provides end-to-end encryption and accounts are provided as free trials without any verifiable billing information. Imagine that the app is used by a group of adults who livestream the sexual exploitation of a child. If end-to-end encryption is enabled, the app provider would have no method of detecting the event. Detection of the exploitation would most likely come from an undercover investigation by law enforcement. Unfortunately, if the service does not ask for verifiable billing from users of a free trial, then such an investigation would not progress easily because the provider has no information about the users. Note that Zoom deployed end-to-end encryption as a feature available only to paying customers, i.e., those for which it has billing information [379]. Zoom’s policies ideally give some pause to those who would use the platform to livestream exploitation of children; it would be harder to do so anonymously once billing information is handed over.

While adults have a legitimate need for and right to private, end-to-end encrypted communication when talking to each other, it does not necessarily follow that communications among children need to be end-to-end encrypted nor that it increases their privacy overall, as we discuss in Section V.B.5.

Connections From Obfuscating Proxies

Protocols for virtual private networking (VPN) were designed to solve a specific set of problems related to business information technology (IT) infrastructure. Separately, there are many providers of VPN services that make use of VPN or VPN-like technology. The two cases are worth distinguishing in detail.
Figure 7: Enterprise VPN protocols.

Note: This is the scenario that VPN protocols were designed for: an employee wishing to access resources on a company's internal network from an external network. The VPN protocol allows the employee's external computer to appear to other computers to be connected to the internal network. As a consequence, traffic from the employee's computer to websites appears to originate from the company's network.

Figure 8: Single-proxy VPN services.

Note: With a single-proxy VPN service, the VPN protocol is used to ensure that the customer has an encrypted connection to the VPN service and that traffic from the customer's computer to websites appears to be sourced from the service's network.
Many companies operate an IT infrastructure that includes specialized servers, such as a printer, file, or database server (see Figure 7). It is common to configure these services so that they accept requests from computers on their local network only, rather than from computers from the internet. That configuration excludes employees working remotely, but VPNs can fix the problem because a computer connected via VPN appears to be part of the local network. It is assigned a local Internet Protocol (IP) address that the printer or other devices will accept.

Another consequence of connecting via a VPN is that when a remote employee is browsing the web, their traffic will have an IP address of the company’s network rather than their remote location. This feature is leveraged by VPN service companies. As illustrated in Figure 8, when the customer of a VPN service connects to the network, they are not using the service provider’s printers, databases, or file servers; the customer is simply rewriting their IP address.

In sum, it is useful to carefully distinguish between: (1) the use of VPNs by employees to connect virtually to services in an IT infrastructure and (2) companies that provide fee-based obfuscating proxies (i.e., VPN services). VPN services are used by adults who seek privacy, for example, when using public Wi-Fi offered in a cafe. They are also used by individuals engaged in criminal activity who obfuscate their IP addresses to evade law enforcement.

Several VPN services advertise themselves as having a “no-logs policy” or as operating outside countries that have agreements with each other regarding criminal investigations. Several VPN services keep billing records but do not keep records about which customer was assigned an IP at a given time. As a result, they are not responsive to law enforcement investigations of child sexual exploitation.

Just as with end-to-end encryption, it is a challenge to get very far in a debate about the role of VPN services in protecting adult privacy versus the simultaneous role they play in crimes against children. We can perhaps make more progress by asking why apps that have accounts registered to children allow logins from obfuscating proxies offered by VPN services. Children’s privacy would, on balance, be better served by protecting them from individuals who use obfuscating proxies to engage in criminal activity than by ensuring they can connect to an app via a VPN service.

II.D Organized Exploitation Enterprises

A disturbing trend of the past 10 years is the appearance of groups of adults organized to groom, coerce, and sexually exploit children. These “crowdsourced” cases are charged as child exploitation enterprises. Wolak et al. [272] found that sex crimes against juveniles involve adults who more often do not use deception to sexually abuse minors. But it is worth studying these cases in detail because they exemplify some of the worst-case scenarios for children and investigators — scenarios that have resulted in part from the lax moderation and regulation environment that is in place today. Each group escaped detection by law enforcement because they lured victims to chatrooms on an “unmonitored website” [120] such as Chateen.com.

Below we describe six enterprise cases, noting that some individuals were involved in multiple groups. Each group made use of social media sites and apps to “hunt” (as they called it) vulnerable teens and preteens. These sites included Chateen.com, Google’s YouTube, Musical.ly (TikTok), YouNow, MyLOL, MediaLab’s Kik, Microsoft’s Skype, Facebook’s Instagram, Twitter’s Periscope, Omegle, LiveMe, and Snapchat [45, 67, 52, 109, 141, 185, 124, 109]. Each group created sophisticated methods and used well-defined roles to ensure their enterprises
were efficient at sexually abusing minors and at evading detection by law enforcement. None involved money or sex trafficking. All told, these six groups victimized thousands of young children.

These cases demonstrate that a small number of individuals can band together in an exploitation enterprise and multiply by many times the number of victims and the amount of damage and pain they cause, compared to working alone. They demonstrate how communities of people who abuse children have leveraged social media sites and apps to find victims and each other, and to train each other and normalize their deviancy. These cases also show that individuals without a criminal history can nonetheless inflict terrible damage upon thousands of victims. And they demonstrate that such individuals are crossing jurisdictional borders, within the United States and internationally, to team up.

Below we provide details of recent cases of enterprise-level schemes. Each one is worth reviewing to understand the level of sophistication and extreme deviancy that children and investigators are up against.

**II.D.1 Child Exploitation by Enterprises**

For several decades, the internet has enabled individuals to work together for the purpose of exploiting children. It is helpful to place these enterprises in an informal hierarchy of environments, ordered by the amount of communication and coordination (but not necessarily dangerousness):

- **P2P file-sharing networks** (Section II.E) are a basic version of coordination, as they allow individuals who use CSAM to efficiently trade files. They do not typically enable social interaction between perpetrators.

- **Tor onion service sites** (Section II.F) allow individuals who use CSAM and abuse children to talk to one another and trade files. They also mask the real IP address behind this activity. Some individuals on Tor onion service sites have produced and shared written guides or strategies for grooming victims and evading law enforcement.[21, 12, 13, 255].

- With the advent of streaming video over the internet in the 2010s, persons engaged in child sexual exploitation started organizing live events for one another. For example, Wolak[382] authored a prescient study of technology-driven organized child sexual abuse. Her results included the study of scenarios with multiple victims abused by multiple individuals. For example, in one enterprise discussed by Wolak, the participating members molested their own children on a livestream broadcast to other members. Many of the Tor-based cases discussed in Section II.F are akin to the type of cases Wolak was able to study, broadly speaking.

The cases in this section are at the pinnacle of criminal interaction. They involved a great deal of deception of victims by the individuals who portrayed themselves as children, made use of advanced video software to fool victims, set up custom websites, and in some groups, wrote custom software. These enterprises also involved coordinated grooming of victims, and sharing platforms and resources to groom and exploit victims. They had organizational rules and hierarchies.
Below we summarize facts about the six groups known to date.

**Group 1 (“Base Group”)**

This conspiracy involved at least 14 persons\(^8\) convicted of sexually exploiting over 1,600 minors from 2012 to 2014, some as young as 8 years old [45]. Fewer than 400 of the minors have been identified, demonstrating the difficulty of identifying victims. None of the 14 convicted individuals had a prior criminal record; some of them had been working alone to exploit minors on these sites for a decade prior, before banding together [334].

Court records describe the scheme as follows. The convicted individuals made use of Chateen.com [28] and “Website B” (the name has not been revealed in unsealed court documents). Unlike other popular social media sites, Chateen.com and Website B were not moderated by their commercial platform owners, so luring minors to the sites enabled the individuals to evade detection. Court documents discussed the methods of the group members, who organized themselves and victims on the two sites, as follows:

*Members of [Chateen.com] and Website B scoured social media and video-sharing sites popular with children and young teenagers to try to meet them and lure them to [Chateen.com] and Website B. Members engaged in “linking” to lure minor victims by generating and posting a link which — if clicked — took the minor victim into a chat room on [Chateen.com] or Website B [38].*

The sites referenced above included Google’s YouTube [45, 28] as well as Musical.ly (TikTok), YouNow, and MyLOL [334].

Court documents detail the techniques used by the group [38] as follows:

*Members often used deception to persuade, induce, entice, and coerce the minor victim into producing and transmitting sexually explicit videos of themselves. While text-chatting with the minor in real-time, some members posed as minors themselves and simultaneously streamed pre-recorded video of child pornography captured by web camera (these videos were called “loops”) to trick the minor victim into engaging in sexually explicit behavior on web camera as well. The unwitting minor victim did not know that the video that they transmitted on the site was being watched in real-time by multiple “upgraded” users of the sites or was being recorded and would be available for select users to download and view later.*

In other words, members of this group groomed victims by appearing as a fellow child, often as a boy to girl victims, to gain their trust. They presented their chatrooms on Chateen.com and Website B as places for kids only, away from adults and without rules. They spoke for hours or weeks to gain the trust of a victim. To pose as a child, they played videos of previous victims. They would then “dare” victims to do something “wild,” a sexual act. They would show a video of the previous victim doing a sexual act, and tell the current victim to do the same. The group members engaged in this abuse coordinated in the same chat to ensure that the loops seemed real and that the sexual behavior was normalized to the victim. They would

\(^8\)Group 1: Berenson, Cortez, Evans, Funk, Hancock, Hendrix, Hitosis, McNevin, Morgan, Parson, Smith, Van Syke, and Zwengel. (Augustin, Eisley, Kovac, Napier, and Robinson were also involved, but were convicted as part of other groups.)
ignore victims who did not comply and lavish praise on those who did. They would pit victims against one another, awarding points in games of sexual abuse. They gathered thousands of videos of victims being exploited sexually. Videos were distributed outside of the group on places such as Mega.nz [334].

There are endless examples of group member depravity. Court documents for Berenson [334] include the following details:

- Berenson used malware to gain remote access to victims’ computers, taking over their cameras to record them undressing.
- Berenson manipulated victims to have oral, anal, and vaginal sex with other victims who were cousins and recorded it.
- Berenson kept in his collection a video of a 12-year-old girl who recorded her own suicide.
- Berenson tortured one 13-year-old victim for 18 months, telling her, “Oh and cut your self somemore because your a emo peice of shit that doesn’t belong on this earth” and archived screen captures of the cuts.
- One court document provides these facts about Minor Victim 8 (MV-8): “After more than a year of victimization, then 14-year-old MV-8 told Berenson multiple times that she was going to kill herself. Berenson responded by calling her ‘bitchy,’ asking her if she was on her ‘period,’ and told her, ‘that’s why ur single.’ She blocked him from her Skype account and other social media in October of 2016. Berenson found MV-8’s Facebook page, took screenshots of her family and her, and figured out who her parents were. He told her if she didn’t continue to masturbate for him, he would tell everyone that her father was molesting her and would send out videos he had made of her engaged in sexual activity with her pet dog.” The victim eventually contacted the police with the real name of Berenson, who was then visited by local police. “After finding out that MV-8 went to the police, Berenson acted on some of his earlier threats.” A subsequent search warrant by the FBI ended with Berenson’s arrest.

Victims of the Base Group’s abuse have continued to suffer in the years since the group’s arrest and conviction, as reports [334] of these minor victims (MV) demonstrate:

For example, MV-1, victimized by the group at the age of 14 and blackmailed by Berenson, suffered from depression, self-harm, and was hospitalized for attempted suicide.

MV-2, victimized at the age of 13 and directed to self-harm, continues to suffer from anxiety, depression, and insecurity.

MV-5 (targeted when she was 11) has struggled immensely with self-harm and has attempted suicide. Her family now has a therapy dog.
MV-6, who was 13 when she was targeted and who was blackmailed by Berenson, moved residences and changed schools.

MV-8, who was 13 and blackmailed and directed to self-harm by Berenson, suffers from depression, self-harm, and has attempted suicide multiple times. Most recently, she attempted suicide by cutting herself with glass this past year. She also injured her hand slamming it into a wall.

MV-21 struggled with suicidal thoughts, depression, and anxiety. Her mother reports that she cries every night, and that the whole family is in therapy because of what happened.

MV-24, who was 14 and was tormented by Berenson, reports that she was hospitalized for suicidal ideations after two years of sextortion. She has been diagnosed with major depressive disorder, PTSD, and generalized anxiety disorder.

MV-27, Amanda Todd, struggled with self-harm, depression, and anxiety. She changed schools multiple times. She attempted suicide by drinking bleach. She tried to tell the world her story to gain strength, but the ridicule continued. A little over a month later, at the age of 15, she killed herself.

Court documents also describe relationships between some of the groups detailed below [334]:

The Base Group soon became the prototype for multiple others on [Chateen.com], including the “Fans” group, the “Skype” group and the “Bored” group. In fact, multiple of the Skype Group members and Fans Group members were first a part of the Base Group, including Napier, Robinson, Eisley, and Kovac. These other offenders left the Base Group for a reason. They wanted to keep enticing girls but they wanted there to be boundaries. Unlike the Base Group, all of these latter groups prohibited blackmailing girls — that is threatening to send sexually explicit images of a girl to her family, friends, school, or church if she refused to continue getting on web cam and showing her body. And, unlike the Base Group, all of these other groups also prohibited distributing the explicit videos and images they made to “outsiders.” Berenson ... did not have these same boundaries. He thrived on blackmail, and he widely distributed the images and videos he made. And, this was well known by almost everyone on [Chateen.com].

Group 2 (“Fans Group”) Another group of seven individuals convicted for child sexual exploitation9 acted from January 2014 to February 2016 to victimize hundreds of minor girls, most of whom have yet to be identified [47, 46]. Some of the members were originally part of the “Base Group.” They targeted victims ages 7 to 14 years old on sites including YouNow, MediaLab’s Kik, Microsoft’s Skype, and Facebook’s Instagram [67, 52]. The methods of this group were a reiteration of the Base Group’s tactics [47]:

9Group 2: Armbruster, Doughtery, Fuller, Garrison, Hennerberg, Napier, and Nicart.
The group members used an elaborate scheme to entice, coerce, and deceive their victims. Each group member had at least one role, although at times a group member would play more than one role or switch from one role to another. The “hunters” visited social media websites commonly used by minors to locate minors and bring them back to the other group members. The “talkers” were primarily responsible for conversing with the minors. They asked the minors to do “dares” which escalated into sexual activity. If a victim was suspicious of the group members or reluctant to engage in sexual activity, the “loopers” would then play a previously recorded video of a minor engaged in sexual activity, pretending to be that minor, in order to convince the victim to engage in the same type of activity. Meanwhile, the “watchers” in the group were in charge of ensuring that no suspected law enforcement members or unwanted persons were present.

Some of the group’s acts included [67, 567]:

- Recording and storing a video of a victim, wearing a bra and no shirt, who slices her arms with a sharp object and then starts bleeding profusely all over her arms.
- Recording and storing a video of two sisters, ages 11 and 7 years old, performing oral sex.
- Recording and storing a video of victims performing, despite resistance, sexually abusive acts with pets and of using items such as markers, toothbrushes, and hair brushes.
- Victimizing a child daily for four years. She believed the individual abusing her (who was a white man) was a young Asian child. The victimization stopped only because the man was arrested.
- Finding a girl’s Facebook and Instagram accounts and threatening her with murder, kidnapping, or abuse to log on to the site. In response, she engaged in self-harm and attempted suicide several times.

**Group 3 (“Skype Group”)**

Another group of eight individuals\(^\text{10}\) operated together from 2013 to April 2017 [119]. Some members, such as Phillips [86], Kovac, Eisley, and Robinson, were members of the “Base Group.” The Skype Group created their own website to avoid moderation and retain more control. On their site, they recorded more than 100 children, some as young as 11 years old, of whom only 48 have been identified. The group targeted minors on Chateen.com and another website (as yet unnamed in public documents). The group used profiles on MyLOL [120, 86] and one-to-one communication via Kik, Instagram, and Skype [109] to target minors and lure them to the group’s chatrooms on Chateen.com and their own website. The group sought minors who were already vulnerable, such as those who engaged in self-mutilation or exhibited suicidal ideation. The group recorded tens of thousands of CSAM videos.

The cost to victims is recorded in court documents [120]:

*For example, MV-11, victimized by the group at the age of 13 or 14, attempted suicide soon after authorities got in touch with her parents about [Chateen.com]. She was*

---

\(^{10}\)Group 3: Davidson, Dominguez-Meija, Eisley, Kovac, Massey, Phillips, Robinson, and Wright.
rushed to the emergency room and was admitted for psychiatric care. MV-11’s parents then enrolled her in a three-month intensive program in Utah, at a total cost to them of 60,000 dollars. ...

The parents of MV-53 (who was 16 at the time of the offense) report that she attempted suicide and was hospitalized two times in 2017; the second time, she drank half a bottle of Benadryl. She has been cutting herself and also physically hurting herself by slamming her head against the wall. Her parents have been trying to find money to get a permanent therapy dog for MV-53.

MV-52 (who was 15) reported that people on [Chateen.com] blackmailed her, telling her that if she did not perform certain sexual acts, such as spreading her “ass,” “fingering her pussy,” and “shaving” around her vagina, they would spread her picture all over the Internet. When she stopped doing what they asked, someone on the website reached out to her and explained that he knew her address and was in her city and coming to visit her. ...

MV-50 (who was 16) struggles with cutting, is in therapy, and is on medication for depression.

MV-54 (who was 12) now has a post-traumatic stress disorder diagnosis, is on medication and in counseling, and was recently sexually assaulted.

MV-55 (who was 13 or 14) was blackmailed by a [Chateen.com] user. The user made her write “slut” on her forehead with lipstick, told her he knew what high school she was going to and that he was going to move there, found her Facebook profile, and found out who her parents were and threatened to send them sexually explicit photographs if she did not keep doing what he asked. Multiple families reported that this incident left them ripped apart.

MV-4 and her mother are completely unable to talk about it, to the point where MV-4’s father requested that all notifications go directly to him so that they don’t have to see them. Other parents are struggling in their marriages or have had to move out of their homes. Some report living in constant fear that these Internet predators will come after their daughter.

**Group 4 (“Bored Group”)**

A separate group of nine individuals convicted for child sexual exploitation\(^{11}\) concocted the same scheme in an enterprise that lasted from at least January 2012 through July 2017 [148]. They worked with other men inside and outside the United States. According to court records, “Almost all if not all of the minor victims in this case are depressed or in therapy, and several have had suicidal ideations” [142]. The sentencing hearing for one member of this group [146] is quoted in Section I.B.

The group was successful in sexually exploiting hundreds of minors, some as young as 10 years old. Just over two dozen have been identified. Over 450,000 CSAM videos were recovered from the group members’ computers [148].

\(^{11}\)Group 4: Maire, Simpatico, Rodriguez, Figura, Ortega, Sinta, Young, Walton, and Philips.
The group met on Stickcam [383], a site that had been used previously by an individual working alone to sextort over 350 minor victims from 2007 through 2010 [23]. Because Stickcam monitored its website for certain kinds of sexual activity (e.g., [14, 384]), the group moved to a new (unnamed) website that had less oversight but did attempt to disallow persons younger than age 18 from having accounts. As a result, the “Bored Group” moved again to Chateen.com (the same site used by the “Base Group”), a site that was unmonitored [120].

According to public court records [141], the group worked as follows. Members combed through social media sites for juvenile girls, including on Gifyo (a social community revolving around animated gifs), Twitter’s Periscope (a livestreaming community app, rated 17+), YouNow, and MyLOL. The group operated using a consistent playbook. They first attempted to draw a target’s attention through comments on the victim’s posts on the above sites. “If the girl responded to the comment left by the group member (who she thought was a teenage boy), an invitation to a Chateen.com chatroom would soon follow. Given the tens of thousands of teenage and preteen girls frequenting social media websites, the enterprise’s recruiting efforts were wildly successful” [141, 147].

The group made use of several grooming strategies. For example, they would dare minors to perform behaviors that were increasingly sexual, from removing clothing to engaging in acts. They would create polls about whether a victim was pretty, but eventually the polls would become votes to remove clothing or masturbate on camera. Victims were pitted against one another in abuse games that awarded points for removing clothing or engaging in acts. Finally, group members lied to victims about an ability to block the victim’s camera from others, to remove inhibitions. Members would coordinate by chat and with detailed spreadsheets.

**Group 5 (“Camgirls” and “Thot Counselors”)**

A group of 10 individuals\(^\text{12}\) coordinated over Discord to victimize hundreds of children and distributed the CSAM widely [185, 245]. They found victims and streamed CSAM via webcams and phone cameras on platforms including Omegle, Microsoft’s Skype, LiveMe, Snapchat, Twitter’s Periscope, Musical.ly (TikTok), and YouNow [185]. They posted the videos on their group chat on Discord. They trained each other in how to avoid detection by obscuring links posted to Discord and making use of VPN services as proxies. They organized themselves into a hierarchy of control whereby members who posted CSAM gained access to more content.

Members of the group were found with CSAM files from other sites that dated back to 2004. Investigators seized 600,090 captured videos of minors [154] as young as 10 years old. Of the group’s hundreds of victims [185], 172 victims have been identified [245]. They engaged with very young children, as young as 8 years old; one wrote on a chat, “Please stop im only 9” [155].

The group committed many acts of depravity:

- They recorded, stored, and shared videos coercing young girls to insert curling irons, hair brushes, and toothbrushes into their vaginas [155].

---

\(^{12}\)Group 5: Bonds, Brennan, Crosby, Crossfield, Dowdle, El-Battouty, Friel, Lea, Masters, Minnichelli, and one more who was indicted but not yet brought to court.
One group member boasted how he could coerce victims to “use any objects,” including markers, brushes, plungers, and nail clippers. One video captured a child younger than age 13 inserting a plunger into her vagina and exposing her breasts. Court documents state that one group member “had a whole folder called ‘dog win’ (win = a child engaging in a sex act) containing videos of children engaging in sex acts with their pets” [221].

One victim, abused by the group as an 11-year-old, told the court that she “feels ashamed” and has “anxiety and panic attacks” [155].

Group 6 (“Sekretchat”)

Another group with 40 members [124], of whom nine have been found and prosecuted to date, organized the same type of scheme between July 2014 and April 2015 on girls as young as 10 years old [123]. They made use of YouNow, MediaLab’s Kik, Facebook’s Instagram, and Snapchat to find victims [124]. The group targeted thousands of children, and law enforcement was able to identify 91 minor victims. One individual in the group was also a member of the “Base Group”; another acted as a mole to investigate the content of other groups listed above.

Court documents detail the group’s level of sophistication [124]:

The Sekretchat site had links and special tools designed by members to assist in finding children to engage in sexually explicit conduct for the purpose of producing images and videos of that conduct. For example, a tool called “Snapscan” was created by members of Sekretchat to pull still-frame images of live broadcasts — called snapshots — from the YouNow servers. This allowed the members to quickly determine whether the YouNow user depicted was underage and had previously engaged in sexual conduct on video and therefore would make a good target.

Another tool called “Pedroscan” allowed users to find all of the YouNow profiles liked by a particular user — known to also be interested in child pornography. If such a like-minded individual had previously liked a certain profile, there was a better chance the user of that profile was minor who would engage in sexually explicit activity.

The members also developed a hacking tool that allowed them to scour the YouNow servers for videos of live broadcasts that YouNow had saved — typically because they had been flagged as containing inappropriate sexual conduct.

A tool called “Mass Viewer” allowed the defendants to view a large number of broadcasts occurring on YouNow all on one tiled screen. It allowed the defendants to winnow down the thousands of YouNow broadcasts occurring at one time based upon factors that might reveal a particularly vulnerable child. For example, the defendants knew that if a child on YouNow had a low number of people watching her, she would be keen to attract more viewers, and thus acquires more easily to requests from the defendants — which often started with simple dares, but escalated into sexually explicit conduct.

---

13 Group 6: Augustin, Becovic, Cripe, Ellis, Evans (South Africa), Fox, Gressette, Gersky, and Soto.
The MassViewer also let them sort by the girls' YouNow “level.” As Gersky explained it once, “higher level girls are much harder to get onto different sites or catfish because they’ve usually either been warned about cappers or catfished before.” The defendants would therefore filter the broadcasts to target girls with lower levels, who would have less experience online and be less wary of potential predators.

The website also had a section called “requests” where members could submit a request for other members to target a specific child and later share the recording.

Court documents also reveal disturbing details about the group members:

- In private chats, comments from the individuals engaged in sexually exploiting children included: “I’m bored, there too old for me anyways”; “so [victim] called me, arms all bloody from cutting, says she is really 10 years old hates everyone”; “damn [victim] is a 11yr old cam whore in the making”; “if u guys want anything from her, short of killing herself im sure she would do it” [124].

- One group member paid a mother in Romania to sexually abuse her 1-year-old daughter on streaming video. He recorded the video and bragged to group, “anyone interested in mother daughter play? got a skype recording of a 23yr old and her 1yr old. …” [124].

- Two members raped, in person, several girls age 14-15, unrelated to the site [124].

- All members were in possession of videos, with one holding 143,000 CSAM videos, including videos of 6-year-olds to which he admitted masturbating. [124]

- One member’s wife “told the FBI that she typically slept on the floor outside their daughters’ bedroom door and that Ellis slept in the basement, which had a padlock on the outside” [124].

### II.D.2 Investigative Challenges of Enterprises

Investigations of exploitation enterprises are a serious challenge. They require a tip from industry that the enterprise is occurring. Without the help of industry, the point of contact with victims cannot be observed. Once the victims are moved to an unmoderated or custom platform, there are no eyes on the crime. There are no warnings on the app stores that these crimes have occurred in the past. Many of these crimes have been solved because victims bravely came forward despite sextortion, or because the individuals who committed the crimes were luckily found in another environment, such as when sharing CSAM in a P2P file-sharing network. The multiple jurisdictions involved, both across states and countries, are also a significant challenge for law enforcement and prosecutors.

### Availability on App Stores Without Warnings

Most of the apps used to find victims in these cases are still available on app stores and are sold without warnings from Apple or Google about these past cases of sexual abuse of minors.

For example, MyLOL was used by Group 2 and was involved in a number of cases in the United States [49, 385, 18, 32, 27] and the U.K. [17, 158, 200, 135, 165, 86]. There have been
many warnings from the media, law enforcement, and advocacy organizations about MyLOL (183, 386, 387) starting in 2008 (388). Users of MyLOL also complain on the platform’s website (see (389)). The app was created by ClickMe, Inc., and it is copyrighted by Smart Lamas. The latter group has an app called Spotafriend available on the Apple App Store and (until recently) on the Google Play Store. Spotafriend, like MyLOL, has been involved in child exploitation cases in the United States (186) and the U.K. (140). Many reviews posted to the Apple App Store mention problems (see specific reviews in Section II.C).

Apple requires that apps with user-generated content or social networking services must have filter and reporting mechanisms. Further, apps that “end up being used primarily for pornographic content, [and] Chatroulette-style experiences” may be removed. News organizations have questioned Apple’s inaction with regard to reports of abuse by users on its app stores. For example, a detailed Washington Post investigation found that Apple allowed the apps Monkey, HOLLA, Chat with Strangers, and ChatLive, which offer roulette match-ups between users, to stay on its app store (359). The article reported that a significant number of reviews for the apps indicated users were receiving unwanted sexual contact. Apple later took action to remove some apps, but some are still available on both the Apple and Google stores. See Section II.C for recent reviews posted to the app stores for these apps.

II.E Peer-to-Peer File-Sharing Networks

P2P file-sharing networks were enabled by the proliferation of high-bandwidth connections to homes in the late 1990s and early 2000s. This type of technology was driven by a strong desire by many to exchange copyrighted movies and music. A series of P2P file-sharing programs have been released, including Napster, Gnutella, Gnutella2, Shareaza, Limewire, Ares, eMule/eDonkey, and BitTorrent. The success of centralized fee-based platforms, including Netflix and Spotify, has likely been the largest factor in reducing the popularity of P2P networks for trading music and movies, but they remain far from unpopular. Such networks are reportedly still used by more than 100 million users each day (390, 391), and P2P software has been installed over 2 billion times (392). The most successful P2P network is BitTorrent, and it is very popular among those who share CSAM, though CSAM is shared on all P2P file-sharing networks (393, 325, 394, 395, 326, 396, 397, 2).

The general design and operation of all P2P file sharing is similar. There is no central server relied upon by users; hence there is no company, server, or website for investigators to examine or shut down. Instead, peers offer content to one another over the network; a peer is simply a user with a computer and a reasonably high-bandwidth connection to the internet. For most P2P software, users make available to others the content they have downloaded themselves. Generally, there is no social component to P2P file-sharing networks; users do not chat or post. Typically, there is a way to search for content either within the software or with the help of external websites. CSAM on P2P networks is named rather explicitly. That is, the content is meant to be found and shared very publicly. It is not encrypted or obscured. Many have made available curated collections of CSAM. For example, there is an infamous collection of CSAM focused on the sexual abuse of toddlers and infants.
Figure 9: Computers distributing known CSAM on peer-to-peer file-sharing networks since June 2016.

Note: The left plot is a measurement of computers geolocated to the United States; the right plot is of computers worldwide. This measurement does not account for CSAM that is as yet unknown to law enforcement. Methodology is from Bissias et al. [2].

Figure 9 shows an estimate of the number of computers publicly sharing CSAM and files related to CSAM since mid-2016. While the numbers have moved up and down, they have been stable lately in the United States: just under 40,000 U.S. computers per month publicly share known CSAM images and video. Worldwide, about 800,000 computers per month currently share known CSAM on P2P file-sharing networks. An even greater number share CSAM not yet known to investigators.

As we detail below, P2P file sharing poses many problems for investigators and victims. However, there are a few advantages for investigators. First, P2P systems are not designed to obfuscate the networking information of those using them to exchange CSAM, unlike VPN services and multiproxy anonymous systems. Second, users do not have a reasonable expectation of privacy when sharing CSAM with strangers on the network who turn out to be investigators. Third, users request and share CSAM by cryptographic hash values, which serve as precise leads for investigators. Fourth, most P2P programs are for file sharing only; they do not have a social function. Individuals who share CSAM on P2P networks do not learn from one another or use social communication to normalize their deviant behavior. Similarly, these individuals do not meet victims on P2P networks. Finally, and perhaps most importantly, investigations of P2P CSAM can be proactive rather than led by CyberTips. Many investigations of CSAM trafficking on P2P networks lead to persons who have committed contact offenses [2]. If the person who has committed the offenses is abusing a child who is too young to speak, silenced by fear, or unable to speak due to illness, that person’s actions on a P2P file-sharing network can instead catch the attention of investigators.

II.E.1 Child Exploitation on P2P File-Sharing Apps

Each year, hundreds of people are convicted of CSAM possession and production due to investigations that began on P2P networks. Below we highlight three federal cases.

W. Bleyle worked in the long-term convalescent facility at the Children’s Hospital and Health Center of San Diego for 25 years. Children in this facility cannot feed or bathe themselves. Bleyle confessed to molesting about two children each week. He “specifically chose children who were the most brain-damaged, most comatose, most nonverbal — children who could...
never say anything about it” [5, 6]. During an interview with law enforcement, Bleyle compared the number of victims he raped to the number of snowflakes in a snowfall. Bleyle was caught by investigators not due to reports by hospital staff or victims, or to a CyberTip; he was caught by an investigation of his use of a P2P file-sharing program.

R. Belden [216, 219] pleaded guilty to knowingly receiving and possessing CSAM and was sentenced by a court to 35 years in prison. He was in possession of 57 terabytes (TB) of CSAM across 15 hard drives. His CSAM collection contained depictions of toddlers and sadistic abuse, and his sentence was higher than the 20-year term more typical for his crimes due to his “history and characteristics, and nature and circumstances of his offense.” He was caught by an investigation of his use of a P2P file-sharing program.

R. Person [57] was arrested with approximately 10 million CSAM files in his possession on a 47-TB system. Investigators expended over 400 hours analyzing the CSAM possessed by Person and looking for new victims. He was sentenced to almost 20 years in prison. Person had spent eight years in prison previously for the sexual assault of a child. Again, he was caught by an investigation of his use of a P2P file-sharing program.

**II.E.2 Investigative Challenges of P2P File-Sharing Apps**

One of the main challenges of P2P file sharing is that the systems are designed for archiving content. Files shared and traded on P2P networks can remain on those networks for decades. There is no central point of control, no single server to investigate and shut down. In these networks, there is rarely anyone regulating policy about what can be shared. The networks themselves are difficult to shut down. For example, Gnutella is decades old and there are still users on it sharing known CSAM.

A limitation of investigations of P2P networks is that it is harder to directly target network users who have committed contact offenses. In comparison, an undercover investigation that involves a chat conversation can lead to more direct information about the dangerousness of a suspect; however, such investigations require more effort and time. Studies have suggested that of the individuals who share CSAM on P2P networks, those who share CSAM that is sadistic or abusive of toddlers and infants are twice as likely to have committed contact offenses [2]. This finding may help investigators assess the potential dangerousness of suspects found on P2P networks, but more research is required.

Finally, P2P investigations are most effective with an up-to-date library of known CSAM, much like a malware detector is more effective with the latest signatures of viruses. The goal of individuals who distribute CSAM on P2P networks is to share content publicly and widely, and so the files are named in a transparent, blatant fashion. Therefore, investigators can always find new CSAM as easily as network users can. However, efficient investigations that prioritize users with, for example, the most severe content require an effort to keep up to date with shared CSAM.

**II.F Websites on Anonymous Systems**

Individuals engaged in online child sexual exploitation are very active in avoiding attribution for their crimes. Because their actions are online, they risk being discovered by law enforcement via their IP address and internet service provider’s billing records. To evade attribution, they have turned to proxies, leveraging VPNs and so-called darknets.
II.F.1 Terminology

The term “darknets” denotes content available via the internet but not indexed by search engines such as Google and Bing. We should separate the fact that some content is unavailable on major search engines — content on Tor onion services and Freenet freesites and newsgroups — from the way that these same systems prevent attribution of traffic to the original IP addresses that sent it. Tor and Freenet are multiproxy anonymous systems for IP address obfuscation.

II.F.2 Origin of Anonymous Systems

Anonymous communication systems have been advanced by the research community and funding agencies as a privacy-enhancing technology for journalists and dissidents working against authoritative governments. Censorship of information available on the internet by governments is a related concern. Indeed, use of the internet poses a large privacy threat to all users, and privacy-enhancing technology is an important tool to protect against invasive monitoring by advertising and marketing companies as well.

There is a seemingly difficult trade-off to navigate: Can we provide tools that protect the privacy of citizens and help them to evade censorship, while not also helping individuals engaged in predatory behavior evade law enforcement? However, the current set of tools do not present such a problem. The tools used by individuals engaged in predatory behavior to evade law enforcement provide little privacy protection for journalists and dissidents against resourceful adversaries such as governments. Still, they effectively thwart the ability of law enforcement to rescue children; see Levine and Lynn [327] and Levine [398] for a more detailed discussion. Preserving these tools for anonymity does little to advance legitimate causes of privacy and free expression, while providing cover for child sexual abuse and other crimes.

The primary anonymous system is the Tor Project’s Tor Browser [258]. I2P is a less popular variation of Tor’s technology. Freenet is another, less popular multiproxy system used for its message boards and websites containing CSAM [327, 328]. In addition to these three systems, others have been deployed and then ended. For example, OneSwarm [413], a system for anonymous file sharing, was used to share CSAM. It was shown to be vulnerable to network forensic techniques and fizzled out [414, 415]. New systems are sure to be developed by academics seeking to protect dissidents and journalists.

II.F.3 How Tor and I2P Work

Tor is a P2P system that has two modes: Tor Browser and Tor onion services. Tor Browser is similar to a single-proxy VPN service in that communications from a Tor user’s computer are relayed in the clear (i.e., without using a proxy and not necessarily encrypted) over the internet, as illustrated in Figure 10. Unlike a VPN service, Tor Browser uses three Tor relays in sequence. Communication is encrypted in layers so that each relay knows only the previous and next steps in the chain. The clear internet destination of the communication is known only to the last relay, called an exit node. Tor relays do not keep logs about the connections formed, and the service, operated by volunteers, is free. Tor Browser is anonymous, in that it hides the IP address of the user’s computer, but it does not modify the content sent.

Tor onion services, previously called “hidden services,” allow for a website (or any server) to hide its IP address from users that communicate with it. The site is behind three relays, awaiting web requests. As illustrated in Figure 11, the requests can come from Tor Browser users only.
Figure 10: Tor Browser connects a user to a website in a multiproxy setting.

Note: The web is unable to learn the IP address of the user. The guard node does not know the destination’s IP address; the exit node does not know the user’s IP address; the guard and exit nodes are separated by the middle node.

Figure 11: Tor onion services connect a user to a website in a multiproxy setting.

Note: Unlike with Tor Browser, the IP address of the website is unknown to the user.

As stated above, I2P is a variation of Tor; its differences from Tor are not significant enough to explain in this report. One point of terminology is that onion services are referred to as Eepsites in I2P.

II.F.4 How Freenet Works

Freenet [259, 399] is much less popular than Tor but is still used daily by thousands of users. It is a P2P system akin to Tor onion services and cannot be used like Tor Browser or a VPN service to connect to the clear internet. Freenet can retrieve only content that has been previously inserted by users, and the system attempts to prevent attribution of downloads. A request for content that arrives from a neighboring peer may be for that neighbor, or the neighbor may be merely relaying the request for one of its neighbors. This mechanism works poorly [327, 328], and Freenet provides weaker protection than Tor. In Freenet, it is easy for law enforcement to know both what is being requested (e.g., if the request is for CSAM) and the IP address of the suspected original requester (the neighbor).
II.F.5 Child Exploitation on Anonymous Systems

Tor, Freenet, and I2P support a great deal of CSAM and child sexual exploitation activity. Biryukov et al. [400] found from crawling thousands of onion services that about half were devoted to illegal content, including CSAM. Spitters et al. [401] used machine learning to automatically determine the topic of 1,021 English-language onion services and found that CSAM and drugs accounted for 15% of the sites. Owen and Savage [402] and Owen and Savage [403] found that requests to child sexual abuse sites represented more than 80% of total requests observed, although they accounted for only 2% of the total onion services available. They estimated that such sites received over 168,000 visitors per day. Moore and Rid [404] found 122 onion services devoted to sexual abuse material involving children, violence, and animals or materials obtained without participants’ consent. Dalins et al. [405] found 53 domains related to child exploitation on Tor onion services. Many other empirical CSAM studies have been conducted on Tor and I2P [330, 406, 407, 408, 299, 409, 410, 411, 300, 412] and Freenet [328, 327]. Table 6 shows a sample of cases of child exploitation based on the use of Tor Browser and Freenet.

**Table 6: A sample of recent cases of child sexual exploitation involving Tor Browser and Freenet.**

<table>
<thead>
<tr>
<th>Year</th>
<th>Location</th>
<th>Case Description</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015 or earlier</td>
<td></td>
<td>New York Man Sentenced to Six Years in Prison for Receiving And Accessing Child Pornography</td>
<td>43</td>
</tr>
<tr>
<td>2016</td>
<td></td>
<td>Cheyenne, Wyoming, Resident Richard Patrick Person Sentenced for Possession of Largest Collection of Child Pornography in the United States</td>
<td>57</td>
</tr>
<tr>
<td>2017</td>
<td></td>
<td>Cincinnati Man Sentenced for Promoting Child Pornography</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FBI and the U.S. Attorney’s Office Continue To Fight Against Child Pornography: Five Recent Cases Net the Recovery of Hundreds of Thousands of Child Pornography Images, Some Found in the Possession of Previously Convicted Sex Offenders</td>
<td>79</td>
</tr>
<tr>
<td>2018</td>
<td></td>
<td>Colorado Man Sentenced for Production of Child Pornography</td>
<td>143</td>
</tr>
<tr>
<td></td>
<td>E. Dist. of KY</td>
<td>Pikeville Man Sentenced to 87 Months for Receiving Child Pornography</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reisterstown Man Sentenced to 25 Years in Federal Prison for Traveling to the Philippines to Have Sex With a Minor, Which He Videotaped and Transported Back to the United States</td>
<td>137</td>
</tr>
<tr>
<td></td>
<td>N. Dist. of NY</td>
<td>Morrisville Man Sentenced to 90 Months for Child Pornography Offenses</td>
<td>107</td>
</tr>
<tr>
<td></td>
<td>N. Dist. of OH</td>
<td>Stark County Man Indicted for Receiving and Having Child Pornography</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>Dist. of AK</td>
<td>Anchorage Man Sentenced for Child Pornography Crimes</td>
<td>121</td>
</tr>
<tr>
<td></td>
<td>Dept. of Justice</td>
<td>Virginia Man Sentenced to Five Years in Prison for Receiving Child Pornography on Tor Network Forum</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>N. Dist. of IN</td>
<td>Dyer Man Sentenced to 150 Months in Prison for Accessing Child Pornography</td>
<td>108</td>
</tr>
</tbody>
</table>
Example Tor Browser Cases

Many individuals have used Tor Browser to commit acts of sexual exploitation against children.

One such individual used Tor Browser to target and sextort hundreds of minors with impunity [88]. According to the criminal complaint [89], he extorted one victim for at least 16 months, forcing the victim to send self-produced CSAM. He posted the images publicly to a Facebook account registered with a fake name and accessed using only Tor Browser, along with a long, vicious screed threatening the victim’s entire high school. The school closed as a result.

After continued threats and sextortation, Facebook opened an investigation internally and closed down more than 20 accounts that had the same fake name or were used in this case. They could not identify the real user because of his use of Tor Browser. The same individual sextorted another victim for more than five years using Twitter, text messages, and Dropbox, again all accessed via Tor Browser. He used hushmail.com and Tor Browser to sextort a third victim. Eventually, law enforcement obtained a warrant to use a network investigative technique (NIT). A NIT involves concealing a program in content received by the target of an investigation; the program reveals information to investigators, typically the true IP address that Tor Browser otherwise masks. In this case, a NIT was placed on a video uploaded to the Dropbox folder the individual engaged in sextortion used to receive images from his victim. The NIT was successful and led investigators to the individual’s home.

Example Tor Onion Services Cases

Tor onion services are used widely as the basis of anonymous websites and anonymous messaging clients. For example, TorChat is a prominent Tor-based messaging client and is used for child exploitation. One individual engaged in child sexual exploitation used TorChat to send images of his vaginal and anal rape of a 7-year-old child [241]. The recipient stored the content on Yahoo servers, and Yahoo reported the incident to NCMEC. Agents from the U.S. Department of Homeland Security executed a search warrant at the home of the images’ sender, where they found numerous videos documenting his rape of the victim over a period of many years, and hundreds of additional CSAM images and video. Tor onion services were reportedly used by an Australian person convicted for sexually and sadistically abusing an 18-month-old girl, among other victims, and streaming the video to paying clients [296, 416, 295].
Perhaps the most disturbing aspect of Tor onion services is their ability to support the actions of tremendously large, international communities of individuals who abuse children. In 2016, the U.S. Department of Justice’s U.S. National Strategy for Child Exploitation Prevention and Interdiction reported on a complex multinational law enforcement operation that successfully removed “200 websites operating on the Tor network” [333].

Operation RoundTable [19] stopped two Tor onion service sites focused on child exploitation. This group was discovered due to an investigation by the U.S. Department of Homeland Security and the U.S. Postal Inspection Service. The group was active between June 2012 and June 2013 [19] and had some features in common with the six enterprise groups from Section II.D, but also some important differences. Like the groups above, the group members communicated with each other and one-on-one to victims. The group’s leader created two websites focused on the sexual exploitation of minors. He then used Skype, Facebook, email, Internet Relay Chat, Team Speak, GigaTribe, Zippyshare, and Dropbox to coordinate with members of the group. The group shared content and training guides on a common site, Tor Hidden Services.

As in the enterprise cases, the group members falsely posed as young children (girls in this case). The victims were minor boys who were coerced into producing CSAM of themselves, “either alone or with other children as young as 18 months old, and/or with animals” [20]. The group members leveraged “popular social networking sites” to find victims and made use of a series of internet platforms, including Microsoft’s Skype, Omegle, and Chatroulette, to meet and coerce victims [31]. The leader of the group created tutorials for other members so that they could learn to coerce and groom minors. One group member sexually assaulted an 18-month-old child during live Skype video chats for another group member to view [36].

Unlike the six groups described in Section II.D, however, it seems from publicly accessible documents that this group worked independently to exploit victims. It is clear they shared CSAM both live and recorded, and shared methods and guides, but there is no public evidence that they worked together to coerce victims. The group’s site had 27,000 users, all of whom seem to have been adults engaged in child sexual exploitation, rather than a mix of adults and victims. Of these users, 13 were found and sentenced. Many details remain under seal. For example, it is unclear if only a small subset of the group was responsible for creating new CSAM, or if the tens of thousands of site users were all involved. The investigation identified 251 minor victims (228 in the United States). Of these victims, 159 were 13 to 15 years old. One victim was between the ages of 4 and 6, and two victims were 3 years old or younger. The number of victims who went unidentified has not been made public.

Many other onion services focused on child exploitation have been stopped by law enforcement:

- The Tor onion service Giftbox Exchange [184] had 1 million registered users [182], and as a result of investigations, 17 minor victims were identified and rescued [199].

  *In July 2015, Falte created a website called “The Giftbox Exchange” and operated it on the TOR network as an onion service, meaning it could only be accessed by users through the TOR anonymity network. Falte paid for the operation of the site*

---

14Roundtable group: Johnson, Devor, Gaw, Gonzalez-Castillo, Jabbar, Jamieson, Korpal, Saine, Schwab, Zdon, Naim, Thong, and Eales.
using the cryptocurrency Bitcoin. He acted as the lead administrator of the site and established rules that required users to upload and share images and videos depicting pre-teen children being sexually abused before being allowed access to the site.

Five individuals were sentenced for sexually abusing children age 4 and younger, including an infant [199].

- **Operation Dark Souls** targeted the Tor onion service Welcome to Video [188, 187] and resulted in the arrest of 337 subjects internationally. At least 20 minor victims were rescued as a result [199].

  The site contained over 250,000 unique videos, and 45 percent of the videos currently analyzed contain new images that have not been previously known to exist. Welcome To Video offered these videos for sale using the cryptocurrency bitcoin. This has resulted in leads sent to 38 countries and yielded arrests of 337 subjects around the world.

- **Operation Torpedo** [43] resulted in 18 prosecutions related to the Tor onion services PedoBook, PedoBoard, and TB2.

  The websites were run by a single administrator, McGrath, who was previously convicted in the District of Nebraska of engaging in a child exploitation enterprise in connection with his administration of the websites.

- **Agents in Operation Pacifier** were able to take over the Tor onion service Playpen from the administrator’s computer [69, 417, 78].

  Organized via a members-only website that operated on the Tor anonymity network, through which he and more than 150,000 other members authored and viewed tens of thousands of postings relating to sexual abuse of children as young as infants and toddlers. ... Website members employed advanced technological means in order to undermine law enforcement’s attempts to identify them, including the use of an onion service on the Tor anonymity network and elaborate file encryption.

After obtaining another search warrant, investigators used a network investigative technique [418] to learn the true IP addresses of visitors to Playpen who logged in to see its images and videos. Such visitors unknowingly downloaded a program that their own computer executed. The program had one purpose: It sent a message to an FBI server directly, outside of Tor Browser, revealing the visitor’s true IP address. This technique led to 350 arrests in the United States and 548 internationally. While these are large numbers, they represent only a small fraction of the total visitors to the site. The FBI reports that 55 American children were successfully identified or rescued, and 296 sexually abused children were identified or rescued internationally.

**Example Freenet Cases**

Freenet’s role in child sexual exploitation has been documented by Levine et al. [328, 329] and includes many cases of CSAM possession [125, 160, 419, 420, 73]. One individual found via a Freenet investigation had sex with 12- and 14-year-old victims in the Philippines; images were found on his personal camera during the execution of a search warrant [137]. Another
Freenet investigation found that the user possessed images of himself performing oral sex on a 7-year-old victim and of the same victim performing lewd acts on a sex toy [421], as well as over 1 million CSAM images and videos.

Levine et al. performed an empirical study of the requests made by Freenet users. From 2016 through 2020, about 30% of the requests were for known CSAM or content referenced in posts on CSAM-related Freenet-supported message boards. Of the content requested and previously known by law enforcement, about half was for CSAM that involved sadistic acts or sexual abuse of toddlers and infants [328, 329].

**II.F.6 Investigative Challenges of Tor, I2P, and Freenet**

**Obfuscation**

There are many hurdles for law enforcement agencies that wish to investigate crimes on anonymous systems. The design goal of all P2P systems is to avoid reliance on a central server that can be shut down or subject to subpoena. The individual peers keep no records of communications or of the chains of relays. And for Tor and I2P, end-to-end encryption between the user and the exit node leaves peers with no record of the communications.

Tor and I2P obfuscate the true jurisdiction of the suspect and extend the investigation to countries potentially outside an investigator's reach [422, 417]. It is harder for law enforcement agencies with a limited, local jurisdiction to justify allocation of limited resources on such investigations. Agencies with federal jurisdiction may have difficulty in working with other countries. (Notably, Freenet does not set up this hurdle for law enforcement because it does not obfuscate the IP addresses of those who use it.) Because the exit node in Tor is not necessarily associated with the suspect, the standard investigative methods involving subpoenas or search warrants will not help the investigation.

**Disinformation and Abnegation**

These types of software are developed by ideologically driven projects that have rejected all responsibility for crimes against children that occur with their technology.

The Tor Project is incredibly well funded with millions in research dollars in current and past projects, including support from major U.S. research agencies. The board of directors includes well-known academics. The Tor Project’s leaders [423] abnegate responsibility for, and distort their role in, child safety [424]:

> Activists and law enforcement use Tor to investigate abuse and help support survivors. We work with them to help them understand how Tor can help their work. In some cases, technological mistakes are being made and we help to correct them. Because some people in survivors’ communities embrace stigma instead of compassion, seeking support from fellow victims requires privacy-preserving technology. ... We refuse to weaken Tor because it would harm efforts to combat child abuse and human trafficking in the physical world, while removing safe spaces for victims online. Meanwhile, criminals would still have access to botnets, stolen phones, hacked hosting accounts, the postal system, couriers, corrupt officials, and whatever technology emerges to trade content.
These statements are problematic. Law enforcement agencies use Tor to investigate the abuses on Tor onion services and from those using Tor Browser. No victims’ group or law enforcement practitioner can make sense of these statements about embracing stigma. No botnet, stolen phone, hacked hosting account, postal system, courier, or corrupt official can give someone access to a community of individuals who commit child sexual exploitation offenses like Tor can. And it would be hard for any future technology to replicate Tor’s success in doing so.

The Freenet Project is well aware of statistics that show that more than 30% of requests are for CSAM and CSAM-related content [328, 327], which it considers “a very small number of people” [425]. The project abnegates all responsibility for supporting an active community of individuals engaged in CSAM-related crimes and encourages volunteers to adhere to the following moral philosophy [426]:

*Freenet is merely a tool that by itself doesn’t do anything to promote offensive content. How people choose to use the tool is their sole responsibility. As a communication medium, Freenet cannot be considered responsible for what people use it for — just like Internet Service Providers, telecoms, or postal services cannot be held responsible for their users either.*

*Note that files are encrypted and split into pieces. They are not stored on your machine in their entirety. Your instance of Freenet will likely have very few encrypted pieces of a given file, if any. These pieces cannot be used as parts of the file they were made from without additional information. Reassembling a file requires knowing both what pieces to use and the key to decrypt them, neither of which is included with each piece.*

In other words, the benefits of running Freenet are worth the harms, because even if a Freenet user knows they are harming children, as long as the Freenet user cannot directly view the harm, they cannot be responsible for it [427]. Further, the argument of “if any” is misleading, as hundreds of thousands of files of CSAM have been stored in Freenet [328, 327].

The I2P website has no mention whatsoever of abuses that take place on its platform. However, it does provide links to papers that discuss illegal activity on I2P [428, 429].

**False Legitimacy for Onion Services**

It is illogical for the operator of an onion service to name themselves, yet many do. Facebook has an onion service [430], even though connecting to the service offers users no privacy or security advantage compared to connecting to Facebook using Tor Browser. Many news organizations have set up onion services, though again, it is unclear what legitimate security or privacy advantages these organizations believe onion services lend to readers. Hence, industry and newspapers provide a false legitimacy to Tor onion services. Research studies have shown that onion service operators offering a legitimate service (e.g., a newspaper) almost always reveal their real name, while onion service operators that offer illegal services do not [404]. Owen and Savage [403] found that, once traffic from malware was removed, 83% of the remaining visits to Tor onion service websites were to sites focused on CSAM.
Academic Publications Omit the Abuses That Take Place on Tor and Freenet

The ethical failure of computer science researchers with respect to acknowledging the harms against children carried out via Tor and Freenet is vast. Dozens of papers on Tor, Freenet, and I2P have been written in the past decade and published in the flagship security and privacy conferences of the computer science research community: USENIX Security, ACM Computer and Communications Security, ISOC Network and Distributed Systems Security, and the Proceedings of Privacy Enhancing Technology. Virtually none have mentioned the harms of these anonymous services.

The Institute of Electrical and Electronics Engineers (IEEE) and the Association for Computing Machinery (ACM) are the two most prominent professional societies of computer scientists. The ACM Code of Ethics [431] instructs members to “ensure all harm is minimized” and states they have an “obligation to report any signs of system risks that might result in harm.” Further, it says that “When organizations and groups develop systems that become an important part of the infrastructure of society, their leaders have an added responsibility to be good stewards of these systems.” The IEEE Code of Ethics commits members “to protect the privacy of others, and to disclose promptly factors that might endanger the public or the environment.” The calls for papers for IEEE and ACM state that harms must be disclosed and discussed. Unfortunately, the rules of these calls are not enforced by the sponsoring organizations, the chairs, and the technical program committees that review the papers.

II.G Investigator Wellness and Training

Personnel in all types of law enforcement and forensic lab work require mental health and wellness support, as a recent Report to Congress recommends [437]. Many studies have documented the harms to investigators and digital forensic examiners of child sex crimes in particular. Krause [438] provides a history of the challenges that investigators have faced as online sex crimes have increased since the 1990s. Krause notes that the extent of investigator trauma and harms is primarily determined by the frequency, duration, and intensity of exposure to disturbing images or stressors, as well as the investigator’s perceived control over them and the coping strategies they possess.

In 2009, Wolak and Mitchell [439] surveyed 511 Internet Crimes Against Children (ICAC)
commanders and affiliate contact persons, finding that almost all respondents from ICAC task forces were somewhat or very concerned about exposure to CSAM, as were about half of respondents from ICAC affiliates. About one-third of ICAC respondents and one-tenth of affiliate respondents observed problems from exposure to CSAM at work, including personal, family, marital, and work-related problems.

A 2010 study by Perez et al. [440] of 28 investigators of online child sex crimes found that 36% were experiencing moderate to high levels of secondary traumatic stress disorder.

In 2014, Bourke and Craun [441] surveyed 600 ICAC personnel, finding that the majority had no more than mild secondary traumatic stress (STS), while one-quarter of respondents had high or severe STS. The study found that difficulty in viewing disturbing material and higher frequency of viewing were predictors of higher STS scores. (See also Craun et al. [442].) Denk-Florea et al. [443] surveyed 22 law enforcement personnel from England and also found that exposure to CSAM led to STS.

A 2017 study by Seigfried-Spellar [444] surveyed 129 ICAC task force personnel about their well-being. Twenty percent of the respondents knew a colleague who had sought counseling as a result of their work with CSAM. Respondents who were both digital forensic examiners and investigators scored significantly higher on feelings of worthlessness and lower on concentration compared to those who were digital forensic examiners only.

In October 2018, the National Criminal Justice Training Center of Fox Valley Technical College finalized a study on the training needs of the ICAC task forces. The report was based on a formal survey of three types of participants: 50 task force commanders, 23 task force alternates, and 73 task force supervisors. The respondents all described ongoing training as “critical to their ability to conduct ICAC-related investigations.” The survey found that their greatest need was additional staff, following by additional training, both more important than additional equipment. Respondents stated that training was needed for new staff, and for existing staff to keep pace with changing technology, tools, and investigative methods. The survey asked respondents to rate from 0 to 100 their need for training on 12 preselected topics. The top-rated topics were mobile device investigations, digital forensics, and wellness. Comments in the survey noted that “getting investigators to attend [training] is another story.” Our informal discussions with practitioners confirm anecdotally that it is common for investigators to hide a need for wellness training.

Investigations are not possible if there is an insufficient number of investigators available to conduct them. Unfortunately, for several reasons, there is a perennial need for training new investigators. First, because almost every crime involves evidence recorded by a computer or mobile device, forensic examinations and examination of returns from application providers (such as Facebook) are now a standard part of any investigation. Therefore, resources purchased for and people trained for internet- and computer-based child exploitation crimes are at times spread thin across an agency or office. Second, digital systems are complex and change frequently. New examiners typically require one to two years on the job before they are proficient. Unfortunately, many forensic examiners leave after about four years (anecdotally) for better pay and to escape the burden of child exploitation examinations. Third, new platforms are introduced continually by industry and academia and used by those who engage in internet crimes against children.
III Indicators of Dangerousness

Distinguishing individuals who exploit children on the internet by their danger to society is a key goal for ensuring the efficacy of investigations, risk assessment, sentencing, and treatment. In this section, we summarize research that characterizes these individuals from the perspective of online investigations of child sexual abuse materials (CSAM). While all persons who commit child sexual abuse are dangerous, law enforcement often focuses on those who abuse children through direct contact — committing crimes known as contact offenses — because they wish to stop ongoing abuse and rescue the child. We refer to the following idealized group definitions, which are common in the literature:

- Individuals who access CSAM (AC) via the internet
- Individuals who commit contact offenses (CO) against minors
- Individuals who commit the dual (DU) offenses of both accessing CSAM and directly committing contact offenses (including against adult victims)

The AC subgroup includes persons who use CSAM to facilitate sexual fantasy and collecting, whereas the DU subgroup includes persons who use CSAM in a manner related to contact offenses, including CSAM as a substitute for contact offenses, to facilitate grooming, or as a product resulting from contact offenses [445].

As we detail below, a great deal of research has examined the factors that distinguish persons in the AC subgroup from those in the DU subgroup. These factors include criminal history, sexual interest in children, and antisocial behavior [253]. The factors might be measured or determined from an interview by a professional, and they are crucial information for risk assessment, sentencing, and treatment. In fact, most research is related to informing risk assessment, sentencing, and treatment rather than to investigations.

Unfortunately, ahead of and during an online investigation, factors discussed in many research studies are unobservable and unavailable to law enforcement. CyberTips and CSAM traded in peer-to-peer networks, chat forums, or websites do not reveal criminal history or
allow for a precise assessment of sexual interest and antisocial behavior. Investigators instead must make resource allocation decisions based on available and immediately observable characteristics, such as the exigency of the victim's situation, the online venue, the severity of CSAM, the size of a shared collection, and the actions taken and words spoken by the suspect in public. Further, the absence of these factors does not indicate that a subject is not in the DU group; for example, none of the individuals convicted in Group 1 of Section II.D had a criminal history [45].

Accordingly, we summarize related work along three questions critical to online investigations:

- **What is the prevalence of persons committing contact offenses among those who access CSAM online?** In other words, given a population of CSAM users, what fraction of the population belong to the AC and DU subgroups, respectively?

- **What factors are observable online to investigators — before resources are allocated — that predict dual offending?** For this question, we are concerned strictly with online characteristics, i.e., those that are observable by investigators via the internet or sent as part of a CyberTip.

- **What factors distinguish persons who engage in dual offending from those who access CSAM?** In other words, what factors — including those that can be observed via testing and personal interviewing of a suspect once in custody — distinguish, explain, and predict AC offending versus DU offending? Here our focus is on factors that relate to the psychology or history of a suspect, such as their criminal history, education, or sexual interests.

The three groupings of AC, CO, and DU are not perfect representations of reality. Although they are, roughly, the groupings used in most research studies, the groups are intended merely to frame the discussion in this section and the overall goal of this report. The groups do not explain the motivations of individuals who use CSAM or abuse children, and there is no strong evidence that those individuals either stay within one group or move between categories. These categories are not theories that explain sex offending behavior, which is a topic beyond the scope of this report. For a summary of proposed theories and a discussion of how there is no clear, single explanation or cause of sexual offending behavior, see Faupel and Przybylski [446] and Seto [447]. See also the insightful and comprehensive books of Finkelhor [448] and Seto [447].

These three groups are not intended to perpetuate simplistic characterizations of persons who commit sex offenses against children. Persons who commit contact offenses against children. Persons who commit contact offenses may not abuse all children they have access to. Individuals who use CSAM can have what appear to be normal relationships while maintaining a sexual interest in children. And not all contact offenses involve penetration. Similarly, a 2018 meta-analysis by Broome et al. [449] of 22 papers found that distinctions among individuals who sexually exploit children are more ambiguous than broad categories imply.

For example, remote, interactive exploitation, as found in most of the cases listed in Section II.C.1, does not involve physical contact but is completely devastating to the victims, as demonstrated by statements from victims in sentencing hearings. Victims of remote
exploitation suffer emotionally from being caught up in a false, demeaning relationship, and some are trapped in a cycle of extortion as described in Section I.B. Self-production of CSAM that results from sextortion has a very damaging effect on victims and is a contact offense in that the victim is forced to abuse themselves. Victims have been forced to scrawl offensive slurs on their bodies, insert objects in their genitals, and perform sex acts with animals. Individuals perpetrating abuse have forced victims to leave family dinners to self-produce CSAM from a bathroom. Persons who make threats of sextortion to children do carry through with their threats to post and email images of abuse to the friends, schools, and family of victims. Practitioners have observed an increase in deviancy from those who abuse children remotely. One victim said to an investigator, “I don’t know what it is like to be raped, but I know what it’s like to rape myself.” Further, when victims are exploited by someone who presents a false identity, the victims feel blindsided when the truth is revealed, shattering their beliefs and confidence.

Such remote offending might be captured more accurately by the more nuanced typology proposed by Tener et al. [450], which is based on a review of 75 case files of sex crimes against children.Persons who perpetrate these crimes can be placed in one of four categories, which have decreasing levels of sex crime expertise: experts, who typically meet hundreds of victims online often using fabricated identities and strategic manipulation (one-third of cases); cynics, who often know victims (typically one victim) face-to-face first but also meet victims online (often using fabricated identities) and eventually meet them face-to-face (one-third of cases); the affection-focused, who meet victims online with their true identities and without manipulation, with the intention of forming an emotional relationship (one-fifth of cases); and the sex-focused, who meet victims online with their true identities, without manipulation, but after learning the victim is a minor continue face-to-face meetings without emotional attachment (one-eighth of cases). (See Simons [451] for a broader discussion of sex offending typologies.)

III.A Studies of the Prevalence of Dual Offending

The fraction of CSAM users who belong to the AC subgroup versus the DU subgroup has been measured in many studies. The results of these studies vary greatly, to the frustration of many who study this question and to practitioners and policymakers seeking a clear result. In general, it is challenging to carry out these studies, and it is difficult to compare their methodologies [449]. A 2011 meta-analysis by Seto et al. [452] found that for a collection of 18 prior studies based on official records of the offenses, an overall average of 12% of 4,464 men had committed DU offenses; however, for a collection of six studies that were based on self-reporting, 55% of 523 men had committed DU offenses. Broome et al.’s [449] 2018 meta-analysis of 22 studies compared fantasy-driven versus contact-driven offenses, which is an imprecise match to our AC and DU categories. They found it challenging to neatly place prior results into those two categories. Broome et al. found that individuals whose offenses were contact-driven engaged with victims in online sexual activities, and that those whose offenses were fantasy-driven discussed offline meetings as part of their behavior.

Results from specific studies include:

■ In 2005, Frei et al. [453] examined Swiss police files and found that none of 33 persons arrested in 2002 for sharing CSAM had committed DU offenses.
In 2019, Soldino et al. [454] examined 347 cases of child sex crimes from the Spanish National Police from 2009 to 2013 and found that 18 (5%) had committed DU offenses.

In 2016, Bissias et al. [2] surveyed U.S. law enforcement about peer-to-peer cases involving CSAM from 2008 to 2013, finding that at the time of arrest 1,185 out of 12,491 (9%) involved contact offenses.

In 2011, Wolak et al. [455] found in a study of individuals arrested for CSAM possession in the United States in 2000 and 2006 that about 17% had committed DU offenses in both years.

In 2012, Lee et al. [456] found that 35% of 173 men who accessed CSAM, both incarcerated and not, self-reported DU offenses.

In 2016, Owens et al. [457] examined adjudicated cases of online child sex crimes — 198 cases from 1996 to 2002 and 53 cases from 2010 — and found that 95 out of 251 convicted individuals (38%) had committed DU offenses.

In 2019, Bickart et al. [458] found that of 98 U.S. women who had sexually abused children, 29% belonged to the AC offending subgroup, 40% to the DU offending subgroup, and 31% were involved in CSAM production (see below for a discussion of female sex offending).

In 2012, Neutze et al. [460, 461] found that about 53% of 273 German men engaged in DU offending; the men were all diagnosed with pedophilia, were voluntarily undergoing treatment, and were out of incarceration.

In 2015, Bourke et al. [459] examined 127 past U.S. cases where a polygraph was used during the interview of a person arrested for an AC offense (and with no history of contact offenses). While six of those arrested admitted to a contact offense during the interview ahead of the polygraph, 67 admitted to a contact offense once a polygraph was used; in other words, 57% admitted to DU offending at the time of arrest once a polygraph was used.

In 2012, Neutze et al. [460, 461] found that about 53% of 273 German men engaged in DU offending; the men were all diagnosed with pedophilia, were voluntarily undergoing treatment, and were out of incarceration.

In 2009, Bourke and Hernandez [462] reported on 155 incarcerated U.S. men in a sex offender treatment program for accessing CSAM. Before treatment, 26% had a documented record of DU offending; by the completion of the program, the percentage rose to 76%.

These vastly different measurements can be explained in part by the methods by which subjects were sampled. For example, some studies report fractions of individuals who had engaged in DU offending at the time of arrest from official reports. Other studies examine individuals years later, after there has been time for victims to come forward, for evidence to be uncovered, and for admissions of guilt from those caught for these offenses. Some studies evaluate self-reports of behavior from persons who have volunteered for treatment but are not incarcerated, or who have not yet been detected by law enforcement; others take volunteers from the prison population. Some studies limit samples to cases where a polygraph was used during arrest, though most studies do not. The year of study, country of study, and type of investigations being conducted (e.g., starting with internet monitoring or starting with victim disclosure) are all also factors that can affect results.
One of the first studies of polygraphs and sex offending was by Buschman et al. [463], who interviewed 25 persons in sex offender programs as a result of their CSAM possession. Prior to the polygraph, all 25 denied risky sexual behavior involving children. As a result of the polygraph, four disclosed grooming children into posing nude on a webcam, and 19 disclosed they had previously attempted contact with children in public. Of the 19, five revealed they had scripts they would use to have sex with children if the opportunity presented itself. Elliott and Vollm [464] performed a meta-analysis of 19 papers published from 2010 to 2014, finding overall that polygraphs increased disclosures of offenses. However, Elliott and Vollm also criticized the prior works for methodological shortcomings, calling for future studies to be larger and to address questions about the most effective application of polygraphs in practice.

To our knowledge, few studies have attempted to distinguish creators of content from downloaders of content; see Clevenger et al. [465] as an example. And few studies have examined the prevalence of persons who use CSAM in the general population. One of those that did, a 2014 study by Seigfried-Spellar [466], observed that 16 out of 257 (6%) anonymous respondents were self-reported consumers of online CSAM. Studies are overwhelmingly of adults, but crimes against children are also committed by juveniles [467]. Finkelhor et al. [535] found that juveniles account for more than one-third of persons known to have committed sex offenses against minors. These crimes are more likely to occur at schools and in groups, and to have younger victims. Ryan and Otonichar [468] found that in general, juveniles who have committed sex offenses are more similar to juveniles engaged in nonsexual delinquency than to adults who commit sex offenses. See an extensive discussion of these and other issues in Przybylski and Lobanov-Rostovsky [469] and other chapters of the U.S. Department of Justice’s 2017 report Sex Offender Management Assessment and Planning Initiative.

**III.A.1 Female Sex Offending**

There are notably few studies of females who commit sex offenses. Denov [470] studied the traumatic cost of abuse by women on child victims, which is no less than of abuse by men; see also Williams and Bierie [471]. Cortoni et al. [472] found that although only about 2% of the sexual offenses reported to police (adult victims included) are committed by women, 12% of offenses reported by surveyed victims are committed by women. Seigfried-Spellar and Rogers [473] found that in a 2010 study of 162 anonymously surveyed females, 10 (6%) were self-reported users of online CSAM. Denov [474] and Cortoni et al. [472] caution that women do willingly choose to sexually abuse children, despite long-standing views that such crimes are perpetrated by men only. And while women are significantly more likely than men to offend alongside other individuals, the large majority of women do not [471]. These myths may contribute to fewer children coming forward who were abused by women and fewer investigations of such abuse. Men and women who commit child sex crimes share many traits, but differences have been observed: Females are more likely to abuse their own children or children they care for and are less discriminating about the sex of the victim [471]. As listed above, Bickart et al. [458] studied the cases of 98 women already incarcerated in the United States for online sex crimes; 29% had engaged in AC offending, 40% in DU offending, and 31% were personally involved in producing CSAM from a victim without contact (which is still arguably a DU offense). The proportion of women (and men) who commit AC offenses in the general population is likely different than the portion among persons who are already incarcerated.

We return to these topics above as a whole in Section V.A.2 by listing suggestions for future research in this area.
III.B Factors Observable Online That Distinguish Offending Types

Investigators of child exploitation are well organized. The Internet Crimes Against Children (ICAC) Task Force Program is a collection of state-based investigators who coordinate continuously through in-person and online meetings. They are well connected to federal investigators from, for example, the FBI and Homeland Security Investigations. As required by Section 401 of the PROTECT Act of 2008, this report is informed by many discussions with ICAC commanders and investigators as well federal agents focused on crimes against children. Such discussions informed the content of this subsection (as well as many other sections of this report).

Investigators of child sexual exploitation must manage a massive set of active and incoming CyberTips. Cases are not managed in serial, one at a time. An investigator may have 50 cases in progress and others that have been forwarded to affiliated agencies with trained personnel and that they will follow up on. As a unit, some investigators may focus on CyberTips, and others may focus on undercover chat or peer-to-peer cases. Many agencies elect to not run undercover or peer-to-peer investigations because they worry about the liability of not processing received CyberTips. Regardless, almost no agency can keep up with the number of tips they receive. Investigators use a number of factors when deciding how to prioritize cases, including the following (these are not ordered):

1. Incident type determines priority. Online enticement — in other words, the attempt to meet children in person for sex — is prioritized highly. Production cases are prioritized because they imply a child is in immediate danger. Sextortion cases are prioritized as well.

2. Images that appear to be more recently produced are prioritized more highly than older images.

3. The severity of content (i.e., whether sadistic acts are portrayed) and the age of the victim can affect priority. For example, infants and toddlers are prioritized.

4. If the person has a position of community significance (i.e., access to children), the case is prioritized.

5. Younger suspects are prioritized.

6. Suspects who are technically savvy are prioritized.

7. Suspects who are community-oriented are prioritized.

8. A suspect sharing more images is prioritized over one sharing fewer images.

Several research studies have examined related factors. Wolak et al. [475] found that 67% of persons who committed internet sex crimes against children possessed CSAM. Bissias et al. [2] examined how the severity of CSAM affected the rate of dual offending compared to AC offending. They found that, at the time of arrest, when the CSAM shared was not

---

16Note that the National Center for Missing & Exploited Children prioritizes CyberTips before sending them to law enforcement.
severe, 15% of those arrested had committed DU offenses; when the CSAM shared was severe, 29% had committed DU offenses. One explanation is that the severity of the content predicts DU offending. But another explanation is that investigators worked differently when the content was severe; for example, investigators may have been more motivated to make use of a polygraph during the interview [459, 463]. (Polygraph-based interviews are only possible after resources are committed and an arrest has been made.) Finally, McManus et al. [476] examined the themes of communications among 12 individuals engaged in child sexual exploitation online who all communicated with a 13th individual. Of 26 themes, only discussion of adult relationships was different among those who committed AC and DU offenses. In the study, the communications were private and not public, and therefore it is unclear if the results of the study could be translated to differentiating offending individuals before resources are allocated.

III.C Factors Observable Once in Custody That Distinguish Offending Types

Many studies over the past two decades have evaluated the factors that distinguish AC and DU offending. These studies were primarily designed to increase the efficacy of diagnosis and methods of treatment for individuals who commit sex offenses. Hence, they do not focus on factors that are available during online investigations.

In 2011, Babchishin et al. [477] conducted a meta-analysis of 27 studies to compare individuals who had committed child sex offenses online and offline, finding the two groups not dissimilar given data available at the time. (The two groups correspond roughly to AC plus DU and CO plus DU, respectively.) Babchishin et al. observed that individuals committing offenses online were more likely to be white and younger.

In a meta-analysis of 30 studies published between 2003 and 2014, Babchishin et al. [253] point to access to the internet, antisociality, and sexual deviancy as core factors that explain online CSAM offenses versus contact offenses. Babchishin et al. [253] cite Cohen and Felson’s routine activity theory [254] as an explanation for the two groups: Motivated individuals who have access to online materials are more likely to commit online CSAM offenses, but when those who have engaged in dual offending have the opportunity to commit contact offenses, they are more likely to do so when the opportunities are available. Relatedly, Babchishin et al. [253] note that in general, CSAM-related offenses have increased with expanded internet use, and further, that access to the internet is positively correlated with younger age, higher education and income, and being a white male. (Results from a United States Sentencing Commission dataset that we analyze in Section IV are in general agreement.) These are important factors, but again we note that they are not observable in a reliable way during an investigation.

Babchishin et al. [253] observe in their meta-analysis that research suggests DU offenses often have different motivations compared to AC offenses, including greater sexual interest in children (pedophilia), greater access to children, more prior violent offenses, more unemployment, greater substance use disorders, and higher likelihood of participating in a social network focused on pedophilia. Persons who had committed DU offenses were more likely to have childhood difficulties than those who committed AC offenses. A 2012 study by
Lee et al. [456] similarly found that persons who had committed DU offenses were more likely to be preoccupied with the internet and to exhibit antisocial behavior, that persons who had committed AC offenses were also more likely to be preoccupied with the internet but less likely to exhibit antisocial behavior, and that persons who had committed CO offenses were less likely to be preoccupied with the internet but more likely to exhibit antisocial behavior.

A 2015 qualitative review of previous studies by Henshaw et al. [478] found that various works were consistent generally with the conclusions of Lee et al. [456] and Babchishin et al. [253]. Henshaw et al. also summarized research into whether persons who commit AC offenses cross over into the DU category, finding that results varied widely in studies. A 2016 qualitative summary by Ly et al. [479] of 59 prior papers found many differences among the three groups. Persons engaged in AC offending were more likely to be employed, earn higher incomes, and be more educated than the other two groups. Differences in mental health were not significant among the groups. Ly et al. noted that, compared to the other groups, persons engaged in AC offenses typically did not have a prior offense, but that in some studies, they were later found to have committed DU offenses. Compared to persons engaged in AC offenses, those engaged in DU offenses tended to have greater prior contact with law enforcement and more often possessed CSAM that involved children younger than age 5 or included explicit content.

Studies published since Babchishin et al. [253] and Lee et al. [456] tend to agree with their results or expand upon them:

- A 2015 study by McManus et al. [480] found that compared to persons engaged in AC offenses, those engaged in DU offenses more often had access to children, had a history of offenses, and engaged in grooming, and the CSAM they possessed was within a narrow (rather than wide) age range.

- A 2016 study by Dombert et al. [481] anonymously surveyed 8,718 men from the general German public about their sexual preferences. They found that not all men who had committed sexual abuse of prepubescent children had sexual preferences for prepubescent children; however, they also found that the more a man has a sexual preference for prepubescent children over adults, the more likely he is to have committed contact offenses against children.

- A 2018 study by Ly et al. [482] found that compared to persons who commit CO and DU offenses, those who commit AC offenses exhibit more stable lives, engage in less risky behavior, and less often have a history of criminal activity.

- A 2018 study by Henshaw et al. [483] found that among the three groups, individuals who committed AC offenses had lower rates of antisociality and higher rates of sexual deviance, individuals who committed CO offenses had higher rates of antisociality and lower rates of sexual deviance, and individuals who committed DU offenses had both higher rates of antisociality and higher rates of sexual deviance.

No study has concluded that viewing adult pornography leads to an interest in viewing CSAM or is an indicator of dangerousness.
Some persons with pedophilia do not sexually exploit children, and not all persons who sexually exploit children have pedophilia; that said, sexual interest in children does play a central role in contact offenses [447]. Pedophilia can be diagnosed through self-admission or question-based methods (e.g., Gannon and O’Connor [484] and Mitchell and Galupo [485]), but such admissions are not always forthcoming. Phallometry (i.e., penile plethysmography) testing for pedophilia is an accurate substitute for self-reporting but is expensive and intrusive [447]. Seto et al. [486] developed the Screening Scale for Pedophilic Interests, Version 2 test based on simple factors that accurately predict pedophilic interest. The factors are whether the subject had: any boy victim younger than age 15, more than one child victim younger than age 15, any child victim younger than age 12, and any extrafamilial child victim younger than age 15. Seto and Eke [487] also constructed the Correlates of Admission of Sexual Interest in Children (CASIC) measure. CASIC is fairly accurate and is based on whether subjects were never married, possessed child sexual abuse videos, possessed sex stories involving children, had an interest in CSAM spanning two or more years, volunteered in a role with high access to children, and engaged in online sexual communication with a minor or officer posing as a minor.

Past offenses are also a challenging factor to work with. Many past offenses are unknown to law enforcement because sex crimes are often unreported, and younger victims and victims who know the person abusing them are unlikely to report offenses [457].
IV Characterization of Federal Cases

References to more than 200 specific cases of online child exploitation appear throughout this report, many of which are based on the platform used in the crime in Tables 1 to 6. From fiscal years 2012 through 2019, there have been 19,830 successful prosecutions for possession of child sexual abuse materials (CSAM), child sexual abuse, and child sexual exploitation by federal prosecutors. In this section, we characterize these federal cases in a quantitative manner, based on empirical analysis of a dataset published by the United States Sentencing Commission (USSC). We do so with the recognition that such an analysis is an incomplete view of these crimes.

IV.A Related Analyses and Limitations

Our analysis is in line with a recent in-depth analysis of the same data by the USSC itself [488]. Their analysis is focused on sentencing and mandatory minimums and includes persons convicted of sex offenses whose victims were adults. Adams and Flynn [95] performed a related analysis of child exploitation cases from 2004 to 2013 on data collected by the Bureau of Justice Statistics from several federal justice agencies, including the USSC. That study found that 97% of defendants were male, 82% were white, 97% were U.S. citizens, and 79% had no prior felony convictions. A related analysis of human trafficking cases by Motivans and Snyder [489] is also available.

We do not include an analysis of state cases of child exploitation, and we do not know what fraction of all such cases are handled at the state and local levels (though it is safe to conclude it outnumbers the federal cases). Unfortunately, it is challenging to characterize state-based prosecutions because there is no single forum to retrieve data from all 50 states. See a similar discussion on statistics for sex offending in general by Wiseman and Lobanov-Rostovsky [490].

We therefore used federal data because the data are more readily available, follows one set of laws, and draw from crime that has taken place in all locations of the United States. It is important to note that state efforts in this crime are very strong and effective. The 61 Internet Crimes Against Children (ICAC) task forces are an affiliation of state law enforcement.
focused on fighting these crimes. ICAC task forces work in a coordinated fashion, sharing leads, training, and experience. ICAC is also strongly coordinated with federal efforts, and many of the ICAC officers are dually sworn as federal agents. ICAC is one of the most successful examples of interstate coordination for any mission in government, despite the challenge of drawing on officers from every state.

Within the federal system, statistics on child exploitation crimes are published by a number of sources. The USSC maintains detailed data files of sentences imposed on individuals convicted of these crimes. As is true for any empirical analysis, conclusions that can be drawn from analyzing the USSC dataset are limited to the information available within it. The USSC data are not a sample of persons in society, but rather only those who were investigated, arrested, prosecuted, and found guilty. Individuals who have committed child sexual exploitation crimes but have not been discovered or caught are not included. Only those cases that were both subject to federal jurisdiction and brought to court per a prosecutor’s discretion appear in the dataset. The USSC dataset does not include records on the number of cases that were dropped or in which the defendant was found not guilty. Active cases that have not come to a conclusion are not included.

In short, the analysis of this section characterizes the individuals prosecuted successfully by the U.S. federal criminal justice system based on charges pursued. It does not necessarily characterize individuals who commit child sex offenses in the general population.

IV.B Results

The USSC data can be viewed from the primary sentencing guideline used by the court, or by the primary statute that was violated. Here we do both to gain insights into the data. We divide the sentencing guidelines into three groups:

- Sexual abuse
- Sexual exploitation of a minor
- CSAM (e.g., possession or distribution)

See Appendix B for the exact statutes that fall into each category. From the perspective of statutes, we separate cases into eight groups:

- Sexual exploitation
- Sexual abuse
- Sex tourism
- CSAM possession
- CSAM production
- Procurement
- Sex trafficking
- Selling children

Sentencing is based in part on an offense guideline and possibly increased by specific offense

17The data can be found at https://www.uscc.gov/research/datafiles/commissiondatafiles.
characteristics. For example, Sentencing Guideline (SG) § 2G2.2 includes possessing material involving the sexual exploitation of a minor. If 600 or more files are possessed, the sentence may be increased. From these increases, we can infer the minimum number of criminal instances involving possession of 600 or more files. This number is a minimum, since other people may not have been caught or may have been caught but the full extent of their files may not have been discovered; or perhaps at the prosecutor’s discretion, the case did not include pursuing that charge even though the evidence existed, among many other reasons.

**IV.B.1 Federal Cases per Year**

As shown in Figures 12 and 13, federal courts have issued guilty sentences for about the same number of cases of crimes against children each year since 2012: roughly 2,400 per year. The fraction of such cases that are related to CSAM dropped from about 70% in 2012 to 50% more recently. Unfortunately, the USSC data do not include the number of unresolved cases and
As shown in Figure 14, the vast majority of individuals convicted for sex crimes against children are male in this dataset. Female offenders are almost absent from CSAM and sexual abuse cases. Figure 15 shows the demographics of the convicted individuals, with the vast majority being white.

**IV.B.2 Observable Differences Related to Contact Offending**

All cases in the dataset can be classified based on whether the defendant was charged with a contact offense or noncontact offense. Therefore, we can infer a number of characteristics that generally distinguish contact offending, at least among those who were found, charged, prosecuted federally, and found guilty.
Figure 16: Education level of defendants for each category.
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Figure 17: Age of defendants.

![Figure 17: Age of defendants.](image)

Note: The median age of defendants in noncontact cases is about 40, but defendants in contact cases are generally younger. The plot on the left shows the distribution of defendants’ age for contact offenses and noncontact offenses. The plot on the left shows the distribution of defendants’ age by sentencing guideline. The box denotes the interquartile range (IQR): data between the 25% and 75% quantiles of each year’s cases. The line at the center of each box is the median. The whiskers mark the largest or smallest data within $1.58 \times$ IQR from the top or bottom of the box, respectively. Data outside the whiskers (i.e., outliers) are shown as points.

- Individuals who commit contact offenses are generally less educated (see Figure 16). About 25% of them have less than a high school education, and about 65% have no more than a high school education. In contrast, only about 10% of individuals convicted for noncontact offenses have not completed high school, and 45% have no more than a high school education.

- The median age of those convicted for contact offenses is slightly higher, as shown in Figure 17 (left). In Figure 17 (right) we see the same data grouped by the type of crime: Individuals convicted for CSAM possession are generally older than those convicted of sexual exploitation and sexual abuse.
Figure 18: The fraction of defendants with a criminal history in cases of noncontact and contact offenses.

![Figure 18](image)

Note: Error bars show 95% confidence intervals.

Figure 19: The fraction of defendants in child exploitation cases with a criminal history.

![Figure 19](image)

Note: Error bars show 95% confidence intervals.

- Persons who commit contact offenses are more likely to have a criminal history. Of those with a criminal history (i.e., one or more criminal history points\(^{18}\)), persons who engage in contact offending are more dangerous, as shown in Figure 18. The fractions of convicted individuals with a criminal history for various crimes by statute are shown in Figure 19.

- As Figure 20 shows, 20% of persons convicted for contact offenses have at least five criminal history points, compared to 10% of those convicted for noncontact offenses.

---

\(^{18}\)Points are awarded based on a complicated formula; higher points are intended to quantify a more serious criminal history, as explained in Chapter 4 of the USSC Guidelines Manual [491].
IV.B.3 Sentencing and Pleas

The fraction of CSAM-related cases that result in a guilty plea versus a jury trial is higher than for other types of cases related to crimes against children, excluding sexual exploitation. Furthermore, sentences for CSAM-related crimes are generally higher than for sexual exploitation, sexual abuse, and sex tourism.

The median sentence for CSAM-related offenses is eight years. Although sexual abuse and sex tourism are contact offenses, their median sentences are lower at five and 6.5 years, respectively. CSAM possession cases are generally easier to prove, since the evidence can be more definitive and the cases do not involve testimony of the victim. Further, convictions related to CSAM possession are slightly more likely to be the result of a plea versus a full trial. These distinctions are most likely not lost on practitioners and have influenced their efforts.
Figure 22: Disposition of the defendant’s case.

![Disposition of the defendant’s case](image)

Note: A count of cases where the defendant is found not guilty is not available from the USSC dataset.

Figure 23: Cases per number of CSAM images in the defendant’s possession.

![Cases per number of CSAM images in the defendant’s possession](image)

Note: SG § 2G2.2 concerns the possession and distribution of CSAM (and not production). This plot shows the number of images in each case and whether they contained sadism. Note that each video is counted as 75 files.

**IV.B.4 Sadistic Interests**

The vast majority of persons sentenced for CSAM possession or distribution (SG § 2G2.2) had 600 or more files, as shown in Figure 23. Most of these cases involved images that were sadistic according to the court. (Note that under 2018 U.S. SG § 2G2.2(b)(7) Application Note 6, each...
Figure 24: Ages of victims for SG § 2G2.1 and § 2G2.2 and whether sadism was involved.

Note: This plot represents a summary of various statutes and sentencing enhancements with various age delineations. In the plot, victims in a range “a through b” may be age “a” or younger, but no older than “b.” For example, in the SG § 2G2.1 cases, at least half of victims were no older than age 11, with possibly more from the group labeled “12 through 17.”

Figure 25: Fraction of cases without victim restitution.

As shown in Figure 24, sadism was not as frequent in cases for perpetrators sentenced for production of CSAM (SG § 2G2.1). Further, the age of victims in possession and distribution cases (SG § 2G2.2) was distinctly younger than in cases of production (SG § 2G2.1).

IV.B.5 Restitution and Judgments of Responsibility

Figure 25 shows the fraction of cases each year that involved any restitution to the victim. Over time, the rate of cases in which no restitution is awarded is decreasing. The vertical line in the figure notes the date that the Amy, Vicky, and Andy Child Pornography Victim Assistance Act of 2018 went into effect. Table 7 provides additional detail on restitution amounts reported in the USSC dataset, grouped by sentencing guidelines. If restitution is obtained, the median amount is low: less than $10,000 in all cases except enterprise cases.
The Victim Assistance Act applies only to cases where the acts occurred after the law went into effect. The consequences of the law on restitution may be more significant in the future. Still, restitution is not always an option; for example, the person convicted of the crime may be destitute or the victim may not wish to pursue it.

**Table 7: Restitution awarded in cases in the USSC dataset.**

<table>
<thead>
<tr>
<th>Guideline</th>
<th>Cases</th>
<th>Without Restitution (%)</th>
<th>Median Restitution ($)</th>
<th>75th Percentile Restitution ($)</th>
<th>Max Restitution ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2A3.1</td>
<td>807</td>
<td>659 (82%)</td>
<td>5256</td>
<td>75030</td>
<td>1305394</td>
</tr>
<tr>
<td>2A3.2</td>
<td>275</td>
<td>252 (92%)</td>
<td>1272</td>
<td>2534</td>
<td>37490</td>
</tr>
<tr>
<td>2A3.3</td>
<td>61</td>
<td>58 (95%)</td>
<td>2088</td>
<td>2544</td>
<td>3000</td>
</tr>
<tr>
<td>2A3.4</td>
<td>327</td>
<td>294 (90%)</td>
<td>851</td>
<td>2467</td>
<td>100000</td>
</tr>
<tr>
<td>2G1.3</td>
<td>2736</td>
<td>2398 (88%)</td>
<td>5000</td>
<td>22215</td>
<td>3060136</td>
</tr>
<tr>
<td>2G2.1</td>
<td>3007</td>
<td>2424 (81%)</td>
<td>7500</td>
<td>26000</td>
<td>5406463</td>
</tr>
<tr>
<td>2G2.2</td>
<td>11504</td>
<td>8699 (76%)</td>
<td>5000</td>
<td>12500</td>
<td>2036318</td>
</tr>
<tr>
<td>2G2.6</td>
<td>73</td>
<td>40 (55%)</td>
<td>110000</td>
<td>215000</td>
<td>683077</td>
</tr>
</tbody>
</table>

* Excluding cases in which no restitution is awarded
Moving Forward: Research and Policy Discussion

In this section, we detail a number of research goals and policy considerations that would help to reduce the number of children exploited, make investigations more effective, and increase the number of children rescued.

V.A Research Directions

There are many computationally driven research directions that would increase the efficacy of child exploitation investigations and help rescue more children. Further, this field requires new empirical studies to fully understand dual offending, deviance levels, wellness of investigators, industry response to child sex crimes, and the economic burden of these crimes.

V.A.1 Computational Assistance

Online child exploitation is a technology-driven crime. Investigators from law enforcement and industry would see many benefits from new advances in computer science. In this section, we suggest several specific topics of computer science research. In addition, we suggest greater outreach to academics and graduating students.

Context and Challenges

Many law enforcement investigations begin with a CyberTip from industry. To maintain the flow of CyberTips, it is important that industry has analysis tools and trained staff available who can process images, videos, and text at a rate commensurate with the volume of content on their platform. (Some in industry have asked for the legal authority to possess child sexual abuse materials (CSAM) for training machine learning classifiers that can automatically determine whether a given new image is CSAM; we are not recommending they gain that authority.) Law enforcement agencies need the same media analysis tools for processing data attached to CyberTips. Law enforcement agencies also need these tools to process media that are publicly shared and broadcast at a high rate and volume on livestreaming
platforms, peer-to-peer file-sharing networks, and mobile apps. Finally, the same analysis tools can be used to process data seized during the execution of a search warrant. As the price of digital storage and network bandwidth continues to drop, while capacities continue to increase, investigations involve the review of ever more massive amounts of CSAM images and videos. The deployment of 5G cellular networks will vastly increase the amount of data to be processed for CSAM cases involving mobile phones. It is not uncommon now to find individuals in possession of tens of terabytes (TB) of CSAM. There have already been cases involving possession of 18 TB [209], 47 TB [57], 57 TB [216], 60 TB [101], and 500 TB [225] of CSAM, and these quantities will soon seem quaint. (At the same time, individuals who use CSAM are increasingly seeking to evade detection by never storing content and instead downloading CSAM each time they wish to use it.) Detection of CSAM by industry faces a similar challenge of scale, as platforms can have users numbering in the millions.

There are a number of contextual challenges in applying computer science research to child rescue. They include the following:

- Machine learning is not a panacea. Machine learning has rapidly increased in usefulness during the past decade due to innovations in algorithms and computational systems. However, there are still many limitations to what computers can do and do well.

- Learning without large datasets is challenging, and it can be difficult for academic researchers to make advances when the data are contraband. There are few opportunities for academics to partner with law enforcement officers who can execute new tools on real CSAM. Even when such partnerships have been established, the logistics are cumbersome.

- Machine learning algorithms can inherit biases that are present in training data. For example, if a CSAM classifier is trained on one victim demographic only (e.g., white children), the classifier may wrongly classify or overlook other demographics, limiting its potential to provide assistance in all cases.

- Many companies are banning the sale of face recognition technology to law enforcement agencies. Similarly, companies that have scraped images and names from social media have run into controversy [492]. Unfortunately, these bans also hurt victims of child sexual abuse who need to be identified. See Learned-Miller et al. [493] for an insightful discussion of these issues and a well-reasoned proposal for managing the benefits of facial recognition software while mitigating collateral harms.

- Digital forensics applied to child rescue is a multidisciplinary area. Most computer scientists do not understand what is required to develop techniques that follow acceptable legal processes, including the rights of defendants and case law related to the Fourth Amendment.

- Law enforcement agencies generally avoid uploading and processing CSAM in the cloud. As a result, addressing the computational needs of law enforcement is not as simple as licensing, buying, or accepting the free use of processing power or advanced machine learning techniques from a cloud services company or cloud-based system. Special arrangements must be made to ensure the security of such an arrangement, if one is considered at all.
Network Attribution

As discussed in Section II.F, many technologies exist today that thwart the attribution of network crimes to a specific end user. Multiproxy anonymous communication networks, single-proxy virtual private network (VPN) services, and encryption are the three largest hurdles. The protections these technologies offer their users are far from perfect, as the cases outlined in Section II.F.1 demonstrate. However, anonymous communication networks are supported by millions of dollars of research funding. VPN-based services are successful commercial businesses that are not going away. And end-to-end encryption is being increasingly adopted by industry. Breaks in cases come more often from imperfect use of the tools than from flaws in the tools’ design. For example, the person who managed the Tor hidden service called Silk Road posted his own name to a mailing list [494]. New research is needed that enables law enforcement to overcome these technologies to rescue children from sexual abuse, even if they must rely on errors made by the individuals committing these crimes. New policies are required as well, as we discuss below.

Geographic Localization

When new CSAM is discovered through an industry process or via a search warrant, one of the first steps is to determine if the victim is known. In the case of an unknown victim, it is important to get a sense of their location. Not knowing the location of a child victimized in CSAM is an enormous impediment to rescue. In the United States, narrowing down the victim’s location to a particular state can allow for state and local investigators to assist (by ensuring they are within their legal jurisdiction); otherwise, the case might be left for the subset of investigators with federal jurisdiction. In international cases, learning which country the victim is in can help get the assistance of that country’s law enforcement. Therefore, the efficiency of investigations is dependent on geographical localization.

Localization can be straightforward if, for example, metadata within images (which are called EXIF data) or other records list a locale or GPS coordinates. When metadata are not available, geographical information can be gleaned from content itself — for example, from text on objects in the scene. While humans are very good at finding such clues, they cannot do it quickly over hundreds of thousands of videos and images at a time. Fortunately, machine learning methods can be applied to text, speech, images, and video. For example, named entity recognition (NER) [495] can be used to recognize geographical names, persons, organizations, events, and more. Speech-to-text processing (i.e., the conversion of audio of a person talking into text) is accurate only in limited circumstances, but the technology will surely make strides in the coming years. The results of speech-to-text can be processed with NER classifiers. Similarly, several classifiers can recognize everyday objects in images, and they may be further trained to recognize commercial logos (e.g., brands sold in a particular country), school and sports team logos, electrical outlets, and so on. Research on identification of a speaker’s regional accent might be helpful as well [496, 497, 498]. Not all identification tasks are useful for localization. For example, if a classifier can recognize that a photo was taken in a Starbucks, McDonald’s, or international hotel chain, the result is not likely to narrow down the number of possible geographic locations. It may be more useful to recognize the unit of currency on a menu than the store brand.

Detection of Predatory Behavior and of Grooming of Children

Any service that allows for messaging or commenting among a mix of children and adults can be a forum for grooming. Detection of grooming from text-based messaging is an active
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research area, but it is far from a solved problem [499, 500, 501]. There are several examples of related tasks. Portnoff et al. [303] use natural language processing to parse ads selling sex to potentially find individuals engaged in human sex trafficking. Suarez-Tangil et al. [502] use a machine learning classifier to detect online dating fraud. Peersman et al. [396] trained a classifier to recognize new CSAM by file name, and Bissias et al. [2] use a classifier on file names to distinguish CSAM files that involve toddlers and infants or have sadistic content. Processing conversational text, which can include slang and spelling errors, can be a challenge for machine classifiers, and there is no single method or template used to groom children. However, it is clear that modern techniques are at the point where automated detection of grooming is somewhat effective and will only get better. Such detectors can and should be used widely by industry, and they are also useful for helping to process the text of conversations found on a mobile device seized during the execution of a search warrant.

Victim Identification

Investigators can be overwhelmed with the task of identifying victims from images and videos recovered from individuals who have committed sex crimes against children or submitted by industry. As examples, consider the cases listed in Section II.D:

■ 1,600 victims with fewer than 400 identified [45]
■ Hundreds of victims with about two dozen identified [148]
■ More than 100 victims with 48 identified [119]
■ Hundreds of victims with less than half identified [47]
■ Hundreds of victims with 150 identified [185]
■ Thousands of children targeted with 91 victims identified [123]

Identifying victims, whether successfully or not, can involve a great deal of an investigator’s time. Children’s photos are not typically found in any state databases (as opposed to adult driver’s license photos), so opportunities for facial recognition of children are more limited than for adults. Identification can also be the result of recognizing a school logo or mascot in an image and then calling the school, but such an approach is time-intensive and the schools associated with most logos are unknown to law enforcement.

Machine learning methods can be a great help here. Processing might reduce the time needed to gather the faces in a video. By cropping the face, the investigator might be saved from the mental burden of watching criminal scenes of rape and torture. Of course, matching up two images of the same victim is an enormous help, particularly if one of the images is from social media and tagged with an identity. If logos and mascots can be assembled, it is likely a machine learning classifier can identify them.

Image Analysis

CSAM images can be computationally recognized in three primary ways: cryptographic hash algorithms (see Section II.A.1), perceptual hash algorithms, and machine learning classifiers. If a CSAM image or video is already known, it can be matched bit-for-bit against an archived copy of the same file. This bit-for-bit match is made faster by transforming all images into a kind of digital signature called a cryptographic hash. Two images that have
the same cryptographic hash are the same image, assuming the hash is long enough. On the other hand, an image with one bit changed will have an entirely different cryptographic hash value. Images that are very similar can be identified quickly using perceptual hash algorithms, which are also computationally fast but have a nonzero false positive rate. The predominant perceptual hash algorithm is PhotoDNA [338].

Cryptographic and perceptual hash methods are similar to malware detectors: They rely on a dataset derived from CSAM images and videos that must be updated frequently. Efforts to keep these datasets current are important. PhotoDNA has become an industry standard for processing still images, but industry leaders have failed to agree on a perceptual hash algorithm for processing videos. Each hash algorithm requires its own dataset of hashed values of known CSAM that must be maintained and distributed. Maintaining more than one algorithm is inefficient and a balkanization of efforts.

If the images are new and previously unknown, they cannot be recognized with either type of hash algorithm. Instead, they might be recognized as CSAM by a trained machine learning classifier (or by human eyes). Modern classifiers are very accurate, but they typically require training from many examples (e.g., hundreds of thousands of examples). Classifiers are typically much slower than hash algorithms. Recognizing CSAM via a classifier is similar to recognizing adult pornography, which major online platforms have demonstrated they can do successfully at scale. Separating CSAM from adult pornography is more challenging than separating adult pornography from images of adults that are not pornographic, but detecting CSAM can be performed by machine learning tools [503] that should increase in accuracy over time with new advances. It is worth the effort to advance classifiers that can recognize CSAM in still images and video.

V.A.2 Empirical Studies

A number of studies would help prioritize law enforcement strategies, inform sentencing policies, and increase the wellness of victims, law enforcement, and individuals convicted of sex crimes against children. Three excellent National Juvenile Online Victimization (NJOV) surveys have been completed [504, 505, 506], and a fourth one is currently underway. Data from the NJOV surveys have supported a number of important publications.

Dual Offending

As discussed in Section III.A, a sufficiently clear study on the characteristics of individuals who commit sex crimes against children remains to be conducted. A major definitive study should be funded to clarify what online and offline factors distinguish individuals: (1) in the general population who restrict themselves to using already-produced CSAM, (2) who coerce children into CSAM production remotely, and (3) who coerce children into in-person contact offenses. It would be best, though a steep challenge, if such a study investigated the general population, rather than being restricted to a single platform or population (e.g., only persons who are incarcerated).

To direct strategy and resource allocation, it would also be helpful to determine what fraction of CyberTips are actionable and lead to identification of hands-on offenses, and how these factors relate to the backlog of CyberTips. More than a few agencies feel compelled to prioritize CyberTips over proactive methods such as peer-to-peer cases and undercover operations, and it may be worth analyzing what affect this is having on case outcomes. A broader effort to measure, understand, treat, and track juvenile sex offending is called for as well.
Increasing the Efficacy of Investigations of Online Child Sexual Exploitation

Deviance Levels

Based on arrests reported in 2009, Wolak and Finkelhor [507] found that individuals who committed contact offenses after meeting their victims online were not more dangerous than individuals who committed contact offenses against children they knew in person. In most cases for both types of offending, the result of the contact offense was statutory rape. (Wolak and Finkelhor did find that individuals who met victims online were less likely to have criminal backgrounds and more likely to use online communications to deceive victims.) A different question is whether individuals who use the internet to coerce or extort victims to exploit themselves are more dangerous.

Practitioners have noticed an increase in deviance during the past decade. It is important to understand, validate, and quantify this trend and determine if technology has influenced the deviance level of persons who sexually abuse children. One hypothesis is that platforms have created greater opportunities for such persons to connect with victims who are not in their family. Practitioners relay that they do not typically see uncles, grandfathers, fathers, and stepfathers demanding that victims self-harm. Does the separation from the victim and the anonymity of the platform increase the dangerousness of the individuals committing these crimes? Extra-familial offenses have included making victims carve “I belong to you” into their chest, drink their own urine, lick toilets, write “bitch” in permanent marker on their skin, and have sex with animals. Practitioners see high deviance in extra-familial offending and see it introduced quickly to victims. How much of sextortion is about control versus deviance? It is also worth studying whether groups of individuals engaged in abusing children, even in pairs, are more likely to increase their deviance as compared to persons who operate alone. This deviance is on display in statements from members of Section II.D’s Group 6 [124], such as:

- “so [redacted victim name] called me, arms all bloody from cutting, says she is really 10yrs old hates everyone”
- “trying to get her to find something bigger than a brush”

How this deviance affects victims, and how it affects investigations and interviews of victims, must be studied and understood as well. It is hard for victims to discuss such inhumane treatment with investigators, testify about it, and live with it.

Wellness, Training, Turnover, and Resources

It is important to regularly study the personal cost to law enforcement investigators of child exploitation crimes. Studies should measure:

- The wellness of investigators over time. A short-term study and long-term tracking would be informative.
- The amount of turnover in child exploitation units compared to other law enforcement fields.
- The use of personnel and resources that are critical for online investigations of child exploitation by units investigating other types of crimes (e.g., forensic analysts for murder).
- Effective strategies for coping, counseling, and treatment of investigators, digital forensic examiners, prosecutors, public defenders, judges, and other surrounding workers in this field.
Industry

The response by industry to the exploitation of children has been anemic [275], with few exceptions. A number of measurement studies would help quantify problems pointed out by practitioners:

- Practitioners see an underwhelming rate of response to emergency disclosure of customer records (18 U.S.C. § 2702). The response rate could be compared to responses to liability laws, such as the Digital Millennium Copyright Act. Statistics on response rate and delays would help clarify whether low response rates are a systemic problem.

- Approximately 1,400 companies are currently registered with the National Center for Missing & Exploited Children (NCMEC). There is no corresponding list of peer companies that are not registered with NCMEC. Compiling a list of unregistered companies that may have applicable data would help determine if compliance is low.

- There are no studies that measure the amount of grooming and sexual abuse that takes place on a per-game, per-app, and per-social-media-site basis. Such a study could be undertaken from a third-party point of view, or legislators could require platforms to publish the statistics.

Economic Burden

The economic burden of the opioid crises has been estimated at $78.5 billion for 2013 alone [508]. In response to that crisis, the Centers for Disease Control and Prevention (CDC) developed strategies to collaborate with states on regulating — through monitoring and licensing — an industry that provides something that is not harmful unless abused. Notably, the CDC has issued guidelines to the industry [509].

The economic burden of online child sexual exploitation needs to be examined in detail, on both a federal and state-by-state basis. Unfortunately, few studies have tried to estimate this burden. Fang et al. [510] estimated the cost of all child maltreatment in 2008 in the United States as approximately $124 billion. Peterson et al. [511] estimated the economic burden of substantiated incident cases of U.S. child maltreatment (482,000 nonfatal and 1,670 fatal cases) in 2015 at $428 billion. The burden in 2015 increases to $2 trillion when considering all investigated incident cases that year (2,368,000 nonfatal and 1,670 fatal). These studies include sexual abuse as well as harms that are beyond the scope of this report (e.g., neglect, physical abuse, psychological maltreatment), but the economic burden of sexual abuse alone is surely staggering.

V.A.3 Research Program Strategies

Online child sexual exploitation is a technology-driven crime. It should be a greater focus of investment in computer science research, and of programs in the U.S. Department of Justice that focus on computer science topics. One possibility is to partner with other research agencies. For example, the National Science Foundation (NSF) often partners for important research objectives. The U.S. Department of Agriculture recently split the funding of the National Artificial Intelligence Research Institutes with the NSF [512, 513]. There are few research workshops sponsored by the U.S. Department of Justice on the technologies behind child sexual exploitation. An increase in interest from the U.S. academic community could advance the field much further.
V.B Policy Implications

Some of the statutes and regulations that govern law enforcement, convicted individuals, industry, courts, and related entities are incongruous with the needs of victims and the best methods for addressing technology-driven child sexual exploitation.

These crimes are endemic: They are widespread and chronic. They are a public health problem and should be addressed accordingly. Kraus [514] notes that at the heart of successful public health programs are passive community approaches, not approaches that require active measures by individuals. Examples of community approaches to disease prevention include chlorination of drinking water and treatment of sewage. Kraus shows that community approaches have been successful in addressing unintentional deaths in infants and toddlers due to suffocation and strangulation. A significant reduction in such deaths came about from design changes to technology: Refrigerator and freezer designs were modified to prevent entrapment, the types of plastic bags allowed in retail stores were restricted and printed warnings were added to prevent suffocation, and barriers at construction sites were required to prevent accidental burying. Community-based industry changes could similarly address the public health issue of child sexual exploitation, as we suggest below. Active approaches that require changing the individual behaviors of children and parents through education can be complementary to a community approach, but they alone have not been sufficiently effective.

V.B.1 Inadequate Protections for Children

Actions and statements by the Federal Trade Commission (FTC) illuminate the limits of the Children's Online Privacy Protection Act (COPPA; see Section II.C.2) and other industry regulations. Consider the following three actions by the FTC on issues that share similarities with the sexual exploitation of minors.

- In 2019, the FTC alleged that three dating apps produced by Wildec LLC — Meet24, FastMeet, and Meet4U — collected information about users 12 years old and younger [516]. In a press release, the FTC noted that “adults can use these apps to connect with children. If that's not scary enough, the apps collect users’ real-time location data. In other words, adults — including sexual predators — can search by age and location to identify children nearby” [516]. The FTC wrote in its letter to Wildec that “Facilitating other users’ ability to identify and communicate with children — even those 13 or over — poses a significant risk to children’s health and safety” [517]. The letter cited several cases involving individuals who used Meet24 [168, 518, 178], FastMeet [163], or Meet4U [519] to engage in predatory behavior (see also [77, 138, 112, 222]). The FTC letter continues, “Indeed, in certain circumstances, the practice of allowing children to create public dating profiles could be unfair under the Federal Trade Commission Act. Section 5(n) of that Act prohibits practices that are likely to cause substantial consumer injury that is not outweighed by countervailing benefits and that consumers could not reasonably avoid themselves” [517]. The FTC has taken similar action against other platforms that collected information from children age 12 and younger. For example, complaints against TikTok (when it was known as muscial.ly) [520, 521] and HyperBeard [522] have resulted in fines. Although only the complaint against Wildec mentions exploitation of children, the FTC is aware that such exploitation occurs.
In July 2006, the FTC issued a complaint against Rockstar Games for a game rated by the Entertainment Software Rating Board (ESRB) for children age 17 or older. The game included “unused nude female skins … [and] an unfinished ‘sex mini-game’ that had been edited out of game play but was … [made accessible] by third parties.” The complaint stated these actions were deceptive because children age 17 or older could be exposed to cartoon “nudity, [which] would have been material to many consumers, particularly parents, in their purchase, rental, or use of the product.” This anecdote demonstrates that the FTC is willing to take action when a software product violates its advertised ESRB rating due to the actions of a third party. Yet the FTC has not taken action against platforms where the sexual exploitation of children by third parties has occurred.

In September 2019, the FTC issued a complaint against Match.com, a company that operates adult dating platforms, demonstrating that abuse of adult victims is within its purview. “In numerous instances in connection with the advertising, marketing, promotion, offering for sale, or sale of its online dating service, Defendant has represented … that communications received by consumers using Match.com are from people interested in establishing a dating relationship with those consumers. In truth and in fact … the communications received by consumers using Match.com are not from people interested in establishing a dating relationship with those consumers but are instead from fake accounts created by fraudsters to deceive consumers. Therefore, Defendant’s representation … is false and misleading and constitutes a deceptive act or practice in violation of Section 5(a) of the FTC Act, 15 U.S.C. § 45(a)” [525]. The complaint states that “Consumers who were considering purchasing a Match.com subscription were generally not aware that as many as 25–30 percent of Match.com members who registered each day were using Match.com to perpetrate scams. These scams include romance scams, stealing consumers’ personal information through ‘phishing,’ promoting dubious or unlawful products or services, and extortion scams, in which a scammer will induce a consumer to send the scammer compromising videos or pictures of the consumer that the scammer then uses to extort money from the consumer by threatening to send the materials to the consumer’s friends or family” [525]. It is unclear why the FTC has taken action against a platform where many types of exploitation of adults occurred, but it has not taken action against the sexual exploitation of children.

The limits of current regulation and enforcement are illuminated further by a comparison of regulated products to apps and platforms used to sexually exploit children. For example, labels on software are not required to disclose harms, bans are not possible for apps that have continually hosted criminal acts against children, and software manufacturing is not regulated. Reporting of harms to NCMEC is limited, as we discuss below. In contrast, the following laws exist for other consumer products:

- The Child Safety Protection Act governs toy labeling requirements and also protects small children from choking hazards. It mandates that manufacturers, importers, distributors, and retailers report certain choking incidents.

- The Federal Hazardous Substances Act requires certain hazardous household products to have warning labels and allows regulations and bans on toys intended for use by children under certain circumstances. Examples include electrically operated toys, cribs, rattles, pacifiers, bicycles, and children’s bunk beds.
The Flammable Fabrics Act regulates the manufacture of highly flammable clothing and interior furnishings, including textiles, vinyl plastic film used in clothes, carpets and rugs, children's sleepwear, mattresses, and mattress pads.

There are no requirements for the tech industry to provide child-resistant controls on software that can result in child exploitation. In contrast, a set of regulations protect children from objects that are used by adults, including the following:

- The Refrigerator Safety Act requires that refrigerators be designed to prevent accidental entrapment.
- The Poison Prevention Packaging Act requires child-resistant packaging for household items.
- The Child Nicotine Poisoning Prevention Act requires special packaging for liquid nicotine containers.
- The Children’s Gasoline Burn Prevention Act governs child-resistant packaging on gasoline containers.

Organizations such as summer camps that bring children together are subject to many regulations [526]. For example, in Massachusetts, summer camps are required to have a license and written policies and procedures in place to protect campers from both abuse and neglect. Massachusetts also requires a criminal record check and sex offender registry check for all prospective staff [527]. Similarly, in Wyoming, camps are viewed as child care facilities and require a license and background check for staff [528]. The reason is that these camps provide access to children. Children are much more accessible to adults through apps than camps. And as we stated above, remote exploitation can be just as devastating to victims as in-person rape.

Regulations move industries to action. Many platforms have released apps for children younger than age 13 (e.g., YouTube Kids, TikTok Kids, and Facebook Messenger Kids) in part to comply more easily with COPPA's marketing restrictions. Enforcement of existing laws and greater regulation can lead to apps that help keep children safe from predatory behavior.

Regulation for apps is practically nonexistent. Users can begin using apps as soon as the app stores approve them. Law enforcement agencies report to us anecdotally that individuals seeking to sexually exploit children target apps and services from small and new companies because they know there is no monitoring of the content in place (a study to confirm this observation would be helpful). Similarly, they state that these individuals make use of services from the largest tech companies because they know that such companies encrypt the communication or have an overwhelming number of cases to monitor.

The cases listed throughout this report demonstrate that Apple and Google should be highlighting warnings on app store reviews that indicate child exploitation behavior. It is worth asking if teen dating apps need to be more regulated — if not by Apple and Google, then by state and federal governments — given the number of children who are exploited on them each year, the seriousness of the harms to each victim, and the lifelong traumas that survivors endure.
Prevention and Education

As the epidemiological triangle illustrates (Figure 1), addressing the harms of online predation requires mitigations beyond improved investigations. Scott et al. [268] offer a detailed discussion of the opportunities that an epidemiological, public health perspective can bring to thwarting child exploitation. Letourneau et al. [529] note that many past responses to child sexual abuse as a public health issue have failed due to reasons including ineffective program content and a failure to target parents and adults who might protect children. Some have also called for treatment for persons who commit child exploitation offenses before engaging in victimization and abuse. Whether such treatment is effective and whether it would attract those most at risk of offending is not well understood; additional study of those questions would be informative.

An examination of prevention efforts can help, including measuring the public’s understanding of online exploitation, measuring whether children are being educated about these dangers, determining what types of programs targeted at youths are effective, and determining how warnings on products and services may thwart abuse. Child sexual abuse is an uncomfortable topic for adults to talk to children about [530], and it is even more difficult for victims to come forward and report their abuse; both hurdles need to be addressed.

Studies have demonstrated that school-based sexual abuse prevention programs are effective, though research also suggests such programs are challenging to carry out effectively. For example, Walsh et al. [531] report that such programs increase children’s skills in protective behaviors and their knowledge of sexual abuse prevention concepts. In a 2020 study, Bright et al. [534] found that current, classroom-based education for preventing child maltreatment with a focus on physical, sexual, and emotional abuse and neglect can be an effective approach. The study of 1,176 students from 12 Florida schools found that students retained their increased knowledge about potentially risky situations seven months later in a follow-up assessment [534]. On the other hand, a 2014 study by Jones et al. [532] found overall deficiencies in 33 lessons from four internet safety education programs for schools. Letourneau et al. [533] provide evidence that programs targeted at caregivers to help them recognize and react to child sexual abuse can be effective. And Finkelhor et al. [535] provide strong evidence that 12 multitopic youth safety programs would be more effective in delivering education about sexual exploitation and sexting if they were integrated with well-established, evidence-based programs that address offline harms. These offline harms include bullying, dating abuse, or sexual abuse, and appear to be more prevalent than online abuse.

V.B.2 Inadequate Industry Requirements and Lack of Transparency

Reporting harms against children is not mandatory unless the harms are known. That is, there is no requirement that a software provider actually look for child exploitation. Anyone can create an app and place it in app stores or on the internet as a new platform. There are no regulations for doing so. No reading or training is required. No registration is required. No logging is required. No monitoring is required. There is no requirement to publish reports of harms to children. There is no accountability other than COPPA’s marketing restrictions.

Age appropriateness is self-determined; Apple instructs developers to “Select the most appropriate category for your app, and check out the App Store Category Definitions if you need help. If you’re way off base, we may change the category for you” [536]. There is not one mention of NCMEC or 18 U.S.C. § 2258A [335] on Apple’s site for app developers.
[536]. Google reminds developers only of COPPA, the European Union’s General Data Protection Regulation, “and any other applicable laws or regulations” [537]. Google has links for reporting to NCMEC for its web search, YouTube, Google Meet, Google Assistant, and Google Ad Manager products, but unfortunately no such instructions or training appear in documentation for developers who sell software on Google’s Play Store.

The government’s hands-off approach to the tech industry stands in stark contrast to the large set of rules that schools and libraries are subject to. For example, the 2000 Children’s Internet Protection Act [538] requires that schools and libraries seeking discounts through a particular government program for internet access must block or filter access to pictures that are obscene, CSAM, and pictures harmful to minors. An update in 2012 added the requirement that schools and libraries seeking discounts must educate minors about appropriate online behavior, including interacting with other individuals on social networking websites and in chatrooms and cyberbullying awareness and response. These same rules do not apply to device makers, app stores, or apps.

V.B.3 Protections for Industry From Section 230

As detailed in Section II.C.2, the tech industry has many protections under Section 230 and few liabilities, which amount to complying with CyberTip reporting and COPPA as discussed above.

As it stands now, Section 230 still provides complete liability protection to apps, app stores, internet service providers, social networking sites, and websites that are leveraged to abuse children, even if there are perennial reports of such abuse, even if such abuse is vast, and regardless of whether the abuse is known, ignored, or hidden [539, 540]. The clarifications of the Stop Enabling Sex Traffickers Act (SESTA) and the Allow States and Victims To Fight Online Sex Trafficking Act (FOSTA) apply only to prostitution and sex trafficking, including child sex trafficking. Almost none of the cases cited in this report involve prostitution or child sex trafficking.

There are many discussions about changing the law and many proposed modifications. Some are included in the proposed EARN IT Act [541]. For example, one proposal is to remove the protections of Section 230 completely. Another proposal is to remove protection from liability for crimes against children that occur on a platform, just as SESTA-FOSTA removed liability protections for criminal prostitution and sex trafficking. Another proposal is to remove liability protection for providers that fail to take actions when CSAM is shared on their platform, or that fail to make use of best practices. Another possibility is to require that providers seeking liability protections must produce a public transparency report on the amount of CSAM and child exploitation observed on their platform.

The industry does self-regulate via the ESRB when it comes to marketing games with certain types of content to children, including violence and sexual situations [542]. But these ratings are for the content created by the app maker, not by the users of the app. There is no correspondingly large-scale self-regulation effort by industry related to child sexual exploitation. Perhaps the reason is that these companies do not feel they are marketing child exploitation to children; unfortunately, the fact remains that they are marketing children to the individuals who seek to exploit them, even though this is surely not their intention.

Practitioners report that the companies have an uneven record of creating and enforcing rules and responding to the government’s legal processes. Many companies cooperate with
law enforcement, but even in those cases there are challenges. Some companies do not have a content moderation team of a realistic size, and some lack a legal response team other than a firm on retainer. Urgent requests and orders can go unheeded or receive no response. There are no regulations in place to demand that a business supporting communications among children (and therefore between children and adults seeking to exploit them) have a moderation or legal response team of any size before releasing a product to the public.

V.B.4 Sentencing

One of the roles of sentencing is deterrence. Most practitioners feel there is a tremendous mismatch between the current sentencing guidelines and the crimes that are taking place. For example, there is no sentencing enhancement for using one or more obfuscating proxies (i.e., a virtual private network or Tor). There is no enhancement for creating and operating a CSAM site versus being a user of one. There is an enhancement based on the number of CSAM files possessed, but the groupings are very out of date, topping out at 600 files (see Figure 23) when many defendants now possess amounts of CSAM several orders of magnitude higher. There is no enhancement for treating interactive exploitation via a streaming service as if it were an in-person contact offense, though to the victims there is little difference in terms of the amount of trauma. On the other hand, there is an enhancement for using a computer, while many feel the use of a computer is a given in crime today.

As is well known in the justice community, enhancements can have a strong effect on prosecutions. Possession of CSAM is relatively easy to prove, as the evidence speaks for itself. In comparison, proving crimes against a particular minor may require that the minor testify. Law enforcement and prosecutors may favor crimes that are easier to prove and have higher sentences; moreover, easier-to-prove cases may proceed more quickly through the justice system, freeing up resources to prosecute more cases.

National Data Standard

Subpoenas, 18 U.S.C. § 2703(d) orders, and search warrants to industry are the primary pathways by which specific information relevant to child sexual exploitation reaches law enforcement during investigations. A well-known practical challenge is that the returns from industry follow no universal standard. The data in a return may come back as a PDF, on paper, in a variety of other data formats (e.g., json, csv, or html), or in a mix of formats. Further, a business can change the format at will. A universal standard should be defined, if not mandated for providers. Currently, processing returns is a massive impediment for investigators. Developing a standard that covers all data types is a challenge. But such a standard could at least define terms universally (for labeling data) and define a common data wrapper format for processing (e.g., json or yaml).

V.B.5 Increased Assistance From App Makers, App Stores, Device Makers, and Internet Service Providers

Children face many risks from using the internet today [275]. Whether they are on a real-life playground or an internet app, children’s safety is primarily determined by three factors: what they know about safety, the baseline safety of the place of their play, and who else is playing with them. What they know about safety, they learn from their parents and guardians. Apps, app stores, and device makers have the attention of children but have squandered an opportunity to educate them. The baseline safety is controlled by the entities that set up the environments, whether the school that has set up and maintains a real playground, or an app
maker, app store, device maker, or internet service provider. Who else plays with children is influenced by the app maker and should be reviewed by parents and guardians to the extent possible.

ESRB ratings are inadequate for describing the harms that are present for minors on apps. A child’s interaction with other users does not influence the ESRB rating assigned to a product [543]. Suggestions from the Internet Watch Foundation are insufficient [544] because they do not narrow the full set of technical opportunities for individuals to commit crimes against children.

Suggestions for App Makers

Levine et al. [545] list a number of processes that app makers, app stores, device makers, and internet service providers could employ to increase the safety of children online:

- Connections from virtual private networks, Tor proxies, or other proxy services are disallowed for accounts owned by minors, accounts that can or do communicate with minors, and accounts uploading content accessible by minors.

- End-to-end encryption is disallowed for minors and accounts that can communicate with minors or upload content accessible by minors. Content viewed by or uploaded by minors is archived in a secure but unmasked format for at least a year, even if deleted by users, to aid in law enforcement investigations [546].

- Network, device, and personal identifiers of accounts owned by minors and accounts that have communicated directly with minors or in forums accessible by minors are stored for at least a year in a secure but unmasked format even if accounts are closed. The list of identifiers includes Internet Protocol addresses, advertising identifiers, phone numbers, and billing addresses.

- Data about minors and their communications are stored in the country in which the minor is located.

- The platform publicly states what kinds of language, content, and discussion are allowed and not allowed in forums accessible to minors (e.g., sexual language and content, not safe for work content, and bullying).

- The platform scans for the distribution of CSAM, grooming, and links to file-sharing sites that are known to host encrypted CSAM (e.g., Mega.nz).

- Because adults can and do sign up for accounts as children to talk to minors, child accounts should be linked to an authenticated adult’s account that is managed by a service that is responsive to law enforcement investigations.

- The company must be registered with NCMEC for reporting.

- The company must publish a transparency report, updated monthly and containing: the count and fraction of content removed each month for breaking guidelines; the count and fraction of content that was viewed before removal; the number of users banned for abusing guidelines, and for how long they are banned; and the number of emergency requests by law enforcement and a measure of the average response time. TikTok’s Transparency Report is a good example [320].
These features should be standard for all software sold to children and should be enforced by app stores, if not by legal regulations. Some companies have positioned child safety as an add-on. For example, LiveMe suggests parents pay $100 annually to Bark for protection from predatory behavior on its network [547]. The add-on model is insufficient; high-quality protection needs to be freely integrated into all children’s products and devices.

Suggestions for Apple and Google App Stores

Apple exerts a great deal of control over its business under the guiding principle that “business, at its best, serves the public good” [548]. Recently, Apple placed a contractor on probation for concealing violations of labor rules related to student employees, and it has removed many other suppliers from its supply chain over the years [549]. Apple also controls who can publish to its App Store, as exemplified by its fight with Epic games [550]. Apple has demonstrated that it will aggressively remove apps from its store [551, 552]. Apple recently changed its App Store rules so that, “to help keep kids’ data private, apps in the kids category and apps intended for kids cannot include third-party advertising or analytics software and may not transmit data to third parties” [553]. Apple is one of the largest purveyors of toys and games for kids in the world. But the App Store contains little information for parents and children who need help maintaining their privacy and safety and avoiding sexual exploitation. One article reported that Apple’s App Store received over 1,500 complaints against Monkey, ChatLive, Yubo, Chat for Strangers, Holla, and Skout [359, 554]. Three apps were removed from the store (Meet24, FastMeet, and Meet4U) for dangers posed to children, though the removals were only after public comments by the FTC (see Section V.B.1). As the same apps are available on the Google Play Store, it is hard to conclude that the situation is any different for Google. Apple and Google recently dropped Parler from their app stores because the platform had not provided high-quality moderation for a user base that encouraged violence and crime [555]; what is stopping Apple and Google from holding all apps they sell to that same standard? Or at least apps where minors are users or where crimes have occurred?

There are no warnings on Apple’s App Store and Google’s Play Store. When a child or parent first powers on a new mobile phone or first visits these software stores, there is a missed opportunity for a public service announcement about the dangers. Consider that plastic bags are printed with a simple warning that has been shown to be effective in reducing suffocation deaths [514, 556].

Suggestions for Internet Service Providers

Communication on the internet is possible only because of a complex and massive infrastructure largely hidden from the view of consumers. Internet service providers (ISPs) make possible high-bandwidth connections to and from their customers and end points around the world. Some customers are businesses and others are consumers. ISPs are generally private companies that enact policies that have a significant impact on society. The internet is also vastly more complex than it was even 10 years ago. A large number of companies provide infrastructure beyond the fiber optic cable that literally delivers bytes. For example, many companies replicate website content around the globe so that it is retrieved faster by users and more resilient to attacks; perhaps too coarsely, we label them all ISPs. At a high level, these ISPs seek to avoid editorial positions in terms of the content of their customers. At the same time, there is some history of ISPs that have drawn a line.

In 2008, for example, Verizon, Sprint, and Time Warner Cable agreed to stop providing their customers access to USENET newsgroups that distributed CSAM images and to purge
websites distributing CSAM that were hosted on their servers [557]. Andrew Cuomo, then attorney general of New York, stated, “The ISPs’ point had been, ‘We’re not responsible, these are individuals communicating with individuals, we’re not responsible.’ Our point was that at some point, you do bear responsibility.” In 2019, Cloudflare, a company that provides infrastructure to websites to ensure their reliability and security, decided to implement policies that address the harmful and hateful content its customers have provided [558, 559, 560]. Cloudflare now offers tools to its customers to help scan for CSAM content created by their users [561, 562]. Though long criticized, Cloudflare is arguably ahead of much larger companies such as Amazon, which reportedly has “not adopted even basic countermeasures” against child exploitation [541]. Recently, Amazon dropped Parler as a customer for violations of its terms of service. Why are the arguments made by Amazon to justify its decision to drop Parler [563] not applied by Amazon as strongly to its customers who operate platforms on which children are sexually exploited?

Overall Suggestions
A vast number of app makers, app stores, and device makers are creating products sold directly to children and used by children to communicate with individuals seeking to sexually exploit them. It is striking how many of the guidelines developed for organizations that work in person with children could be adopted by the technology industry. Consider the Australian Human Rights Commission’s 2018 “National Principles for Child Safe Organisations” [564] and what changes might come about if they were aggressively embraced as priorities by all technology companies:

■ Child safety and well-being are embedded in organizational leadership, governance, and culture.

■ Children and young people are informed about their rights, participate in decisions affecting them, and are taken seriously.

■ Families and communities are informed and involved in promoting child safety and well-being.

■ Equity is upheld and diverse needs respected in policy and practice.

■ Those who work with children and young people are suitable and supported to reflect child safety and well-being values in practice.

■ Processes to respond to complaints and concerns are child-focused.

■ Staff and volunteers are equipped with the knowledge, skills, and awareness to keep children and young people safe through ongoing education and training.

■ Physical and online environments promote safety and well-being while minimizing the opportunity for children and young people to be harmed.

■ Implementation of the national child safe principles is regularly reviewed and improved.

■ Policies and procedures document how the organization is safe for children and young people.
VI Conclusions

Child sexual abuse is endemic to our society and has been exacerbated by the internet, which is leveraged to meet and exploit children. Online sexual abuse of children is rampant and must be addressed. The antidote to endemic harms is meliorism: the belief that through our actions we can improve the world for all. If we want to change the state of this crime, it is time to take action and let child safety, privacy, and well-being become the highest priority of our laws and the tech industry.

We have examined the state of online crimes against children from the point of view of improving investigations. While there is no simple method for reliably targeting the most dangerous individuals who sexually exploit children online, there are many paths forward for law enforcement for improving the rescue of victimized children. Investment in research and changes in policy are necessary, critical tools. The current state of affairs suggests that the practices of industry must change significantly to prioritize the well-being, safety, and privacy of children. It is necessary but not sufficient to improve the tools available to law enforcement to manage this health crisis; we must also increase regulation of industry and expand internet safety education to stem the torrent of harms that afflict our children.
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Appendix A: Section 401 of the PROTECT Act of 2008

Providing Resources, Officers, and Technology To Eradicate Cyber Threats to Our Children Act of 2008 [565]

§ 401. NIJ STUDY OF RISK FACTORS FOR ASSESSING DANGEROUSNESS

(a) In General.—Not later than 1 year after the date of enactment of this Act, the National Institute of Justice shall prepare a report to identify investigative factors that reliably indicate whether a subject of an online child exploitation investigation poses a high risk of harm to children. Such a report shall be prepared in consultation and coordination with Federal law enforcement agencies, the National Center for Missing and Exploited Children, Operation Fairplay at the Wyoming Attorney General’s Office, the Internet Crimes Against Children Task Force, and other State and local law enforcement.

(b) Contents of Analysis.—The report required by subsection (a) shall include a thorough analysis of potential investigative factors in on-line child exploitation cases and an appropriate examination of investigative data from prior prosecutions and case files of identified child victims.

(c) Report to Congress.—Not later than 1 year after the date of enactment of this Act, the National Institute of Justice shall submit a report to the House and Senate Judiciary Committees that includes the findings of the study required by this section and makes recommendations on technological tools and law enforcement procedures to help investigators prioritize scarce resources to those cases where there is actual hands-on abuse by the suspect.
Appendix B: Federal Sentencing Guidelines

Sexual Abuse:

- § 2A3.1. Criminal Sexual Abuse (or Attempt)
- § 2A3.2. Criminal Sexual Abuse of a Minor Under the Age of Sixteen Years (or Attempt)
- § 2A3.3. Criminal Sexual Abuse of a Ward (or Attempt)
- § 2A3.4. Abusive Sexual Contact (or Attempt)

Sexual Exploitation of a Minor:

- § 2G1.3. Promoting a Commercial Sex Act or Prohibited Sexual Conduct With a Minor; Transportation of Minors To Engage in a Commercial Sex Act or Prohibited Sexual Conduct; Travel To Engage in Commercial Sex Act or Prohibited Sexual Conduct With a Minor; Sex Trafficking of Children; Use of Interstate Facilities To Transport Information About a Minor
- § 2G2.1. Sexually Exploiting a Minor by Production of Sexually Explicit Visual or Printed Material; Custodian Permitting Minor To Engage in Sexually Explicit Conduct; Advertisement for Minors To Engage in Production
- § 2G2.3. Selling or Buying of Children for Use in the Production of Pornography
- § 2G2.6. Child Exploitation Enterprises
Child Sexual Abuse Materials:

- § 2G2.2. Trafficking in Material Involving the Sexual Exploitation of a Minor; Receiving, Transporting, Shipping, or Advertising Material Involving the Sexual Exploitation of a Minor; Possessing Material Involving the Sexual Exploitation of a Minor With Intent To Traffic; Possessing Material Involving the Sexual Exploitation of a Minor
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